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Dedication

Revisiting Supply Chain Risk is dedicated to the memory and work of Prof. Bob
Ritchie. We were made aware of Bob’s passing at the end of the Summer 2016 and
were very sad to hear this news, but also honored to have known and worked with
him as a colleague and friend. It was our mutual curiosity of supply chain risk that
brought us together, and with a several others (Andreas Norrman, Ulf Paulsson)
formed the foundation of the International Supply Chain Risk Management
(ISCRiM) network in October 2001. During our annual meeting in 2017, which was
hosted by Markus Gersberger in Styer, Austria, we decided to co-edit a book
dedicated to Bob, commemorating 10 years since the publication of “Supply Chain
Risk: A Handbook of Assessment, Management and Performance” by George
Zsidisin and Bob Ritchie. In Bob’s memory, we would like to share the historic
origins of ISCRiM and Bob’s leadership, work, and dedication to the network,
which is still today an active organization focusing on advancing our knowledge of
supply chain risk.

During the summers between my third and final year as a Ph.D. student at
Arizona State University, I (George Zsidisin) attended a jointly held conference
combining the International Purchasing and Supply Education and Research
Association (IPSERA) and the North American Research and Teaching Symposium
(NARTS; previously sponsored by the Institute for Supply Management) in
London, Ontario, Canada, in 2000. During the conference, I presented a paper
outlining some of my work and initial insights from my dissertation on supply risk
perceptions and management. Likewise, another paper was presented at the same
session by John Morris, a colleague of Bob Ritchie’s, providing some initial
thoughts on the underdeveloped (at that time) topic of supply chain risk. After
sharing some initial discussions about supply chain risk, we left the conference with
promises to stay in touch on this subject area.

Near the same time frame, I received an email fromRobert Lindroth, a Ph.D. student
at Lund University (working with Andreas Norrman and others), who was studying
supply chain risk for a semester at Stanford University. He referenced one of my initial
publications that just came out on the subject and shared some insights on the research
programs we were working on associated with supply chain risk.
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From these initial contacts, Bob Ritchie, Andreas Norrman, and I, in conjunction
with a few others (i.e., Ulf Paulsson), decided to meet in person to discuss the
emerging topic of supply chain risk in Crewe, UK, on October 11, 2001. Bob was
kind enough to host the first meeting, especially since I was a very junior professor
just taking my first academic position. Of course, one month prior to our meeting,
the world experienced the devastation of 9–11, which still has significant ramifi-
cations in the way we manage supply chains and live our everyday lives. The initial
meeting was almost canceled, but we ultimately decided to keep our plans.

In recent seminars, we have been accustomed to the general structure of having
an evening prior reception, and then having presentations, discussions, and meet-
ings lasting one and a half days. For our first meeting, we met for three days. We
did not know what to expect, since we were all still relatively novice scholars in this
area, and there were only a few prior studies done on risk from a supply chain
context (going beyond inventory models). It is from the initial meeting that we
decided: (1) the name International Supply Chain Risk Management (ISCRiM)
network, (2) to host annual meetings/seminars to update each other as to the work
we are doing on supply chain risk, (3) the structure of the network would be
informal, though with a few ground rules, such as civil/constructive dialogue in
presenting our work, (4) to slowly grow the network, (5) contribute our initial work
to our first book, which was edited by Clare Brindley in 2004, and (6) meet the
following year in Lund, Sweden.

From this initial meeting a seed was planted, with Bob cultivating this network
with several others throughout the years. In reflecting the history, we have met
annually at various locations, starting from the most recent: Lappeenranta, Finland
(2017); Steyr, Austria (2016); Richmond, Virginia, USA (2015); Dortmund,
Germany (2014); Verona, Italy (2013); Porto, Portugal (2012); Denton, Texas,
USA (2011); Loughborough, UK (2010); Cullowhee, North Carolina, USA (2009);
Trondheim, Norway (2008); Lappeenranta, Finland (2007); Oestrich-Winkel,
Germany (2006); Cranfield, UK (2005); East Lansing, Michigan, USA (2004);
Crewe, UK (2003); Lund, Sweden (2002); and Crewe, UK (2001).

Bob and I would occasionally correspond on details and meeting locations of
ISCRiM, and well as projects. I was honored to co-edit my first book with Bob, in
conjunction with the work of many members of the ISCRiM community con-
tributing their scholarship. Bob served the critical role in soliciting and attaining
Springer to publish our book. I still remember the detailed coordination with Bob,
the various authors, and the publishers to ensure the successful completion and
distribution of the book, simply titled “Supply Chain Risk: A Handbook of
Assessment, Management, and Performance.” I still have copies in both my home
and work offices. Just simply looking at the long list of contributors reminds me of
all the lives Bob has touched in his life, and especially, from my personal
knowledge, the ISCRiM community. The work and curiosity on supply chain risk
was the initial bond both Bob and I shared. However, one other passion Bob and I
shared was a love of music.
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In communications with his wife, Celia, we learned that Bob, during his youth,
formed a band called “The Ranters.” What a name for a band, and especially, given
the hazards of our profession, we may tend to “rant” a little! We first learned of
Bob’s interest in music interest during our seminar in North Carolina. We still
remember Bob and several others passing a guitar around and singing songs during
our seminar in Cullowhee, NC, as well as our share of spirits—a very fond and
memorable moment.

When we learned of Bob’s passing, we sent out a request for contributions to the
ISCRiM newsletter reflecting on the work and life of Bob Ritchie. Below are two
of the notes from ISCRiM members:

I was deeply saddened to hear that we’d lost Bob. Many of us who knew him will be
reflecting on the contributions he made to ISCRiM, both in terms of his research and his
support for the network. Most of all though, I remember him for the person he was. In an
age where the word ‘nice’ is often used as a simile for ‘underwhelming,’ and unkind and
boorish behaviour seems to be increasingly acceptable in the public domain, I shall
remember Bob for being the opposite. He was a genuinely, relentlessly, nice man. My
fondest memories of him are from the ISCRiM seminar at Lake Junaluska, NC. Signs of his
illness were starting to affect the volume control of his voice (prompting periodic hand
signals from me to remind him to up the volume). He took this in his stride. Likewise, when
most of the group had gone home, Mike Smith, his wife Brigid and their youngest son took
us sightseeing—involving a walk to a hill top beauty spot, as well as dinner at their home.
The dinner and views were both lovely, but what I shall remember most is watching how
Bob’s gentle, encouraging good humor effortlessly drew the whole family to him. His
passing is very much our loss.

—Helen Peck

I met Bob Ritchie in person when I participated for the first time in the ISCRiM-Seminar in
2004 in Cranfield. In the following years, we have built up a very cooperative and friendly
relationship. Bob on a personal level encouraged me to sharpen my research focus on
supply risk and supply chain risk management. Owing to his always polite and helpful
nature, he was not only my role model but also of many colleagues. He made a decisive
contribution to establish and expand research in the field of supply (chain) risk management—
within the ISCRiM community and far beyond. I gladly think back to the hours spent
together and I will miss Bob.

—Michael Henke

We also asked Celia Richie, Bob Ritchie’s wife, if she would like to write a few
words in memory of her husband. It can be found below. In addition, she was kind
enough to share a photo of Bob.

My son, Jason, and I are very proud of all Bob’s academic achievements. He was always
willing to listen and help others, inside and outside of the academic world. He had time and
patience for everyone and would be humbled by the numerous contributions from the
scholars for the publication of this book. A fitting tribute to his working life in education.

However, despite all of his achievements, he was my Bob, my husband, a father and
grandfather, loved by us all and greatly missed.

—Celia Ritchie
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ISCRiM has taken a life of its own since its initial first meeting in 2001.
Professor Bob Ritchie had the vision of inviting some of the earliest scholars to
share their perspectives on this emerging topic, which has significantly grown in
recognition and knowledge during the past two decades. We will always be
appreciative of Bob’s work, insight, laid-back style, sharing, and friendship. We
will continue to build from his foundational work and recognize his influence in our
scholarship and lives. This book is a testament to his work and is only possible from
the foundations he laid. Thank you, Bob—you are missed, but always alive in our
memories and in our work.
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Chapter 1
Research in Supply Chain Risk:
Historical Roots and Future Perspectives

George A. Zsidisin and Michael Henke

1 A Rich and Developing History

Risk has always existed in business and supply chains—well before the terms supply
chain and supply chain management became part of our lexicon. There is no shortage
of reported incidents from centuries and even millennia ago about supply disruptions
due to shipwrecks fromstormsor piracy/theft from transporting spices, food, precious
metals, materials, and a myriad of other products. Simply stated, throughout history
we have been challenged with managing risk in our supply chains.

The interest in and study of supply chain risk can be argued to have started
shortly after the emergence of supply chain management as a recognized academic
discipline in business. Prior research associated with supply chain risk, usually in the
form of disruptions, focused on providing certain service levels through inventory
management (minimizing stockouts) or determining when to use one or multiple
suppliers. However, our understanding of supply chain risk and its management
(beyond creating inventory buffers and multiple supply sources) as an academic
area of inquiry has only emerged with changing business practices and world events
starting around the turn of the twenty-first century.

During the last 20 years, we have significantly expanded our knowledge and
awareness of supply chain risk. A thorough review of this rich literature is well
beyond the scope of this introduction chapter. However, the contributions throughout
this book build on and cite most of the seminar published studies in this discipline.

G. A. Zsidisin (B)
Department of Supply Chain Management and Analytics, Virginia Commonwealth University,
Richmond, USA
e-mail: gazsidisin@vcu.edu

M. Henke
TU Dortmund University, Fraunhofer Institute for Material Flow and Logistics IML, Dortmund,
Germany
e-mail: michael.henke@iml.fraunhofer.de

© Springer Nature Switzerland AG 2019
G. A. Zsidisin and M. Henke (eds.), Revisiting Supply Chain Risk, Springer Series
in Supply Chain Management 7, https://doi.org/10.1007/978-3-030-03813-7_1
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2 G. A. Zsidisin and M. Henke

Today, we are observing an unprecedented shift in our ability for detecting, pre-
venting, and mitigating the detrimental effects of supply disruptions and other forms
of risk (financial, reputation). Industry 4.0, with its technological emphasis on dig-
itization, connectedness, and data analysis capabilities, arguably provides the next
platform for us in our ability to identify, analyse, estimate, and proactively manage
supply chain risk from the n-tier supplier to the final consumer.

2 Shifting Toward Digitalization and Data Analytics

Since the last significant financial and economic crisis in 2008, many enterprises
established crisis management approaches best described as reactive, instead of
focusing on proactive risk management approaches for rectifying issues such as sup-
plier insolvencies (Henke et al. 2010). However, with the recent technological leaps
of digitalization and (big) data analytics, firms have significantly greater capability
for creating comprehensive and proactive supply chain risk management (SCRM)
processes in business practice.

Since the fourth industrial revolution is continuing to push information and com-
munication technology even further, its enabling technologies provide the ability
for realizing real-time SCRM. Digital supply chains provide extensive information
availability and enable superior collaboration and communication because of the
technological integration of processes and systems, creating an interconnectedness
at every integral part of a supply chain (Raab and Griffin-Cryan 2011). Digitaliza-
tion facilitates a dynamicmanufacturing system,making networking across company
borders possible and generating transparency. The digital supply chain makes it pos-
sible to identify potential sources of risk and implement mitigation plans efficiently
in complex networks, since material, information, and financial flows are “visible”
in real time and detail (Butner 2010; Yu and Goh 2014).

Real-time information availability in combination with corresponding data-
processing tools allows a faster reaction to changing conditions along the supply
chain (Güller et al. 2015). With this technological evolution, it is possible to rather
accurately anticipate near future changes. In this context, big data analytics and
real-time decision-making allows companies to react to the fast-changing business
environment, since it provides insight from data by applying statistics, mathematics,
econometrics, simulations, optimizations, or other techniques (Wang et al. 2016).
With the help of big data analytics, information is converted into business intelli-
gence, which leads to a better understanding of events from the past but also to predict
future events (Sanders 2014). In that case, predictive analytics provide estimations
about the future state using business forecasting and simulation to answer questions
of “what will happen?” and “why will it happen?” (Delen and Demirkan 2013).
Prescriptive analytics is used to recommend a course of mitigation actions for given
the predicted future by using simulation and optimization and addresses questions
such as “what shall we do?” and “why shall we do it?” (Evans 2012). Predictive ana-
lytics captures relationships among many factors to assess risk and utilizes patterns
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found between historical and transactional data to identify future potential vulnera-
bilities (Seuring andMüller 2008). On the other hand, with optimization, simulation,
and scenario analysis, prescriptive analytics proposes mitigation actions to avoid risk
in situations that will be faced in future (Rozados et al. 2014). As a result, big data
analytics have great opportunities for analysis of large-scale data to help companies
in risk management and decision-making.

A technology which has been promoted in recent months and which may help in
identifying andmanaging supply chain risk is blockchain technology.With the poten-
tial to serve as an appropriate transaction layer for information, blockchain is able to
build a digital backbonewith IoT and increase visibility into the structure of extended
supply chains (Schrauf and Berttram 2017; Biswas and Sen 2016; Babich and Hilary
2018). Blockchain technology can play a central role in SCRM processes (Babich
and Hilary 2018). In blockchain-based supply chains, the origin of products can be
verifiable and every object in the supply chain provides an unchangeable recording
of its activities, also allowing backtracking of actions (Satyavolu and Sangamnerkar
2016). With this increased supply chain visibility, companies can discover potential
bottlenecks, estimate probabilities of adverse events, and forecast their consequences
at an early stage (Babich and Hilary 2018). Unlike conventional enterprise solutions,
where the relevant data is stored in a centralized and isolated manner, Blockchain
is a distributed ledger technology, which has the ability to securely digitize many
current operations and to share all transaction information between network par-
ties (Yoo 2017). This elimination of information asymmetries allows a shift toward
data-driven SCRM and demands further investigation on the role of new information
structure for SCRM processes (Babich and Hilary 2018).

Revisiting Supply Chain Risk, as a collection of current research, practice, and
philosophy, in many ways serves as a bridge between our current understanding of
supply chain risk in practice and theory, and themonumental shifts we are seeingwith
the emergence of the fourth industrial revolution. Many of the following chapters in
the book either directly provide tools or approaches, or indirectly acknowledge the
importance and criticality of big data analytics in SCRM processes.

3 Structure of the Book

The study of supply chain risk and its management has significantly developed and
branched out to many areas. The ISCRiM network published its first edited book by
Brindley (2004), and subsequently Zsidisin and Ritchie (2009) and Khan and Zsi-
disin (2012). Further, other edited books have further advanced our understanding
of supply chain risk, including those fromWu and Blackhurst (2009), and Sodhi and
Tang (2012). In addition, almost all supply chain management academic journals
and have published numerous research articles on supply chain risk and its various
components and related phenomenon. These topics include, but are by no means
limited to, supply chain resilience, supply chain vulnerability, supply continuity
planning and disruption management, digitization/Industry 4.0 (as previously dis-
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cussed), supplier risk management, trust, relationships, culture, quality, commodity
price volatility, foreign exchange risk, supply chain network design, cyber security,
information management, and risk assessment, among others.

Many of the chapters in this collection likewise can be categorized into one or
many of these sub-disciplines or related subjects with supply chain risk. As co-
editors, wemade some difficult decisions in determining themost appropriate section
to place each chapter. We believe the current contributions highlight both established
themes in the supply chain risk literature (Assessing Supply Chain Risk; Creating
Resiliency by Managing Supply Chain Risk), as well as provide new insights into
the developing areas of inquiry and contexts in supply chain risk (Incorporating
Relational and Behavior Perspectives; Managing Risk in Sustainable and Innovative
Supply Chains). Further, we noticed several chapters proposing new typologies and
taxonomies of how we understand supply chain risk, building on the foundation
of published research in this field. The concluding section provides some grounded
cases and thought pieces to provide insight into actual company practices and current
academic thought in supply chain risk.

The book is structured into six main sections reflecting themes emerging from the
content of the contributed chapters. These themes are:

1. Assessing Supply Chain Risk—The First Step in Managing Supply Chain Risk
2. Creating Resiliency by Managing Supply Chain Risk
3. Incorporating Relational and Behavioral Perspectives
4. Managing Risk in Sustainable and Innovative Supply Chains
5. Emerging Typologies and Taxonomies
6. Grounding Our Understanding of Supply Chain Risk: Cases and Observations

3.1 Assessing Supply Chain Risk—The First Step
in Managing Supply Chain Risk

Numerous models and processes have been published describing the importance of
assessing supply chain risk exposure in order to provide insight as to how to best
manage risk (Zsidisin et al. 2000, 2004; Norrman and Jansson 2004; Jüttner et al.
2003; Tummala and Schoenherr 2011). The continued growth of computing power
and data storage capabilities, the development of advanced data analytic techniques,
and the growth of third party supply chain risk management consultants and software
have provided scholars and practitioners an unprecedented opportunity for better
assessing risk in the supply chain. The following chapters reflect these increased
capabilities for assessing supply chain risk.

Chapter 2—Assessing the Vulnerability of Supply Chains: Advances from Engi-
neering Systems—authored by Sigurd S. Pettersen and Bjørn Egil Asbjørnslett, pro-
vides emerging trends and advances from engineering design for assessing supply
chain vulnerabilities. Advances discussed in the chapter include epoch-era analysis
for structuring of event taxonomies and scenarios, failure mode thinking for low-
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frequency, high-impact (LFHI) events, and design structure matrices and axiomatic
design principles for function–form mapping in the supply chain.

In Chap. 3—Using Scenario Planning to Supplement Supply Chain Risk Assess-
ments—Cliff Thomas and Thomas Chermack propose the use of scenario planning
as a supplement to traditional supply chain risk assessment paradigms and prac-
tices. The chapter provides evidence and arguments for scenario planning as a viable
approach for raising and enhancing the level of supply chain risk awareness among
decision-makers.

Chapter 4—Decision Support Systems andArtificial Intelligence in Supply Chain
Risk Management—authored by George Baryannis, Samir Dani, Sahar Validi, and
Grigoris Antoniou, argues the importance of decision support systems for analyz-
ing and subsequently managing supply chain risk. The chapter first provides an
overview of the different operations research techniques and methodologies for
decision-making associated with managing risk, focusing on multiple-criteria deci-
sion analysis methods and mathematical programming. Artificial intelligence (AI)
techniques, such asPetri nets,multi-agent systems, automated reasoning andmachine
learning, are also applied for making decisions associated with supply chain risk.

The final chapter in this section, in Chap. 5—Resilience Assessment in Complex
Supply Networks—authors Mustafa Güller and Michael Henke define and formal-
ize a method for a holistic resilience assessment in complex supply networks. Their
assessment methodology incorporates supply chain design, supplier related factors,
relational competencies, and physical and capital resources for calculating a quanti-
tative rating of supply chain resilience.

3.2 Creating Resiliency by Managing Supply Chain Risk

Supply chain resilience has been defined by as Svensson (2002) as “unexpected devi-
ations from the norm and their negative consequences.” Resiliency from disruptions,
significant price valuations, and other forms of risk have been at the forefront as a
critical outcome from reducing vulnerability and managing risk (Pettit et al. 2010).

The section begins with Chap. 6—What Value for Whom in Risk Manage-
ment?—A Multi-value Perspective on Risk Management in an Engineering Project
Supply Chain—authored by Pelle Willumsen, Josef Oehmen, Monica Rossi, and
Torgeir Welo. This chapter presents a conceptual model for developing supply chain
riskmanagement activities that are based on the value perspectives of key stakeholder
groups in a customer–supplier relationship. The authors discovered that taking into
account stakeholder value propositions when designing supply chain risk manage-
ment processes is beneficial for identifying conflicting value profiles and leveraging
shared ones, and hence, enabling the customization of these processes to ensure value
from multiple perspectives.

Chapter 7—Risk Management of Critical Logistical Infrastructures: Securing the
Basis for Effective and Efficient Supply Chains—authored by Michael Huth and
Sascha Düerkop, develops a risk evaluation approach for critical logistics infrastruc-
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tures. The evaluation considers how the limitation or breakdown of any element of
a logistics network influences all supply chains using the network. By calculating
risk-induced cost for the supply chains, implications of risk can be quantified and
used as a basis for decision-making.

Chapter 8—Procedure Model for Supply Chain Digitalization Scenarios for a
Data-Driven Supply Chain RiskManagement—written by Florian Schlüter, presents
a process model supporting management in developing and assessing supply chain
process-oriented digitalization scenarios with a focus on risk prevention and reduc-
tion. Decision-makers can decide between different maturity stages for managing
supply chain risk and develop digitalization scenarios in workshops supported by
domain mapping matrices to structure the process

Chapter 9—Preparing for the Worst, authored by Yossi Sheffi—provides an
updated perspective from his prior work in how companies are now managing sup-
ply chain risk. The chapter illustrates four common categories of investment, each of
which can be looked upon as a real option, companies make in preparation for disrup-
tions in supply or surges in demand. The categories are investments in redundancy
(e.g., inventory), flexibility (i.e., of facilities and processes), emergency operation
centers (EOC), and business continuity planning (BCP).

The second section concludes with Chap. 10—The Future of Resilient Supply
Chains—contributed by Mattia Donadoni, Sinéad Roden, Kirstin Scholten, Mark
Stevenson, Federico Caniato, Dirk Pieter van Donk, and Andreas Wieland. Their
chapter investigates what managers understand as disruptions and resilience and
how they measure these constructs. Practitioners focus on operational risks or chal-
lenges that occur on a daily basis (low impact, high probability) rather than focus on
potentiallymore impactful disruptionswithwider spread consequences (high impact,
low probability). Further, they may be reluctant to dedicate resources for pursuing
strategies enhancing resilience if they are not able to prove the return or benefits that
they will obtain in the long term.

3.3 Incorporating Relational and Behavioral Perspectives

It can be argued that some of the initial research in supply chain risk focused on
the effects of risk at the firm level, and oriented toward organizational processes
and systems to prevent or mitigate the effects of risk on firm performance. How-
ever, there is also the human element which becomes an important factor in going
beyond processes themselves and beginning to understand the relational and behav-
ioral elements influencing supply chain risk exposure, as well as how it is viewed
and managed. This section looks at those relational and behavioral perspectives from
varying units of analysis, including consortiums, teams and individual leaders and
decision-makers.

The section begins with Chap. 11—Can Buyer Consortiums Improve Supplier
Compliance?—authored by Felipe Caro, Prashant Chatapalli, Kumar Rajaram, and
Christopher S. Tang. This chapter discusses the use of joint audit mechanisms done
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by buyer consortiums when suppliers fail to comply with environmental or safety
regulations. Findings from their research suggest a joint auditmechanism is beneficial
by increasing supplier compliance levels, and can increase profits when the audit cost
is below a certain threshold.

Chapter 12—Leadership in Risky Supply Chains—written by Christopher R.
Paparone and George L. Topic Jr., provides insight into how adaptive leaders exer-
cise “creative deviance” and seeks to influence others in the chain to diverge from
their habitualized frames of reference through divergence and value patterning when
encountering risk in the supply chain. However, while adaptive leadership becomes
a mitigation strategy for confusingly novel situations, there are also social risks for
supply chain innovators.

In Chap. 13—Malicious Supply Chain Risk: A Literature Review and Future
Directions—Scott DuHadway and Steven Carnovale examine intentional disruptions
arising from deliberate actions that can negatively affect supply chain operations
and performance. In order to manage this risk, the authors provide a framework
encapsulating a three-pronged approach centered on (1) avoiding and detecting, (2)
mitigating the impact of, and (3) recovering from this unique type of supply chain
risk.

The section concludes with Chap. 14—A Behavioral View of Supply Chain Risk
Management—writtenMehrnoush Sarafan, Brian Squire and EmmaBrandon-Jones.
This chapter questions the implicit assumptions of rational decision-making, consis-
tent preferences, and optimal choice in prior supply chain risk research, and argues
from other lines of research that environmental uncertainty and managerial illusions
create deviations from rational decision-making. Further, some of these studies have
found managers may have individual goals not related to risk and cost minimization
but instead reflect their risk preferences, status-seeking, or the history of their rela-
tionships with exchange partners. This chapter draws from advances in behavioral
research to highlight the importance of incorporating such factors into supply chain
risk management models.

3.4 Managing Risk in Sustainable and Innovative Supply
Chains

There have been several topics in supply chain management practice and research
which have been receiving increasing attention during the last two decades. First,
it can be argued that the study of sustainability in supply chain management has
received as much, or maybe even more attention in research agendas during the last
twenty years. Although a few earlier studies have made mention of sustainability as
a source of risk (Zsidisin 2003), it has only been during the last few years we have
seen a convergence of sustainability and supply chain risk literatures. The first two
chapters of this section focus on sustainability with regard to supply chain risk.
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Innovation is likewise a critical business process and has received extensive atten-
tion in the literature in the Marketing and Operations Management literatures. How-
ever, there appears to be limited knowledge of innovation from a supply chain per-
spective, especially with regard to risk. Innovation can be argued as serving as an
enabler for creating more efficient and effective supply chains, to include reducing
the likelihood of disruptions, but also potentially as a cause of supply chain risk. The
latter two of the chapters focus on the linkage between innovation and managing
supply chain risk.

In Chap. 15—Resilience and Sustainability in Supply Chains—Holmes E. Miller
andKurt J. Engemann present an overview of issues regarding supply chain resilience
and sustainability, and how the two interact. The resilience-sustainability relationship
is presentedwith possible cost/benefit categories, analogous to the total cost of quality
categories: operational, compliance, direct, and indirect. These categories can serve
as a basis for informing decision-makers when seeking to make decisions regarding
resilience–sustainability strategies.

Chapter 16—Sustainability Risk Management in Supply Chain—authored by
Jukka Hallikas, Katrina Lintukangas, and Daniela Grudinschi, investigates practices
for implementing and assuring responsibility in the purchasing and supply chain and
the role of risk management in assuring that responsibility. These practices, based
on case study observations, identify and prioritize the most important sustainability
issues and implement the actions required to manage risk during the procurement
process phases of strategic planning, assessing and selecting suppliers, contracting,
monitoring and measuring, developing and assessing supply, and cooperating and
networking

Focusing on innovation and risk, in Chap. 17—The Relationship Between Firm
Resilience to Supply Chain Disruptions and Firm Innovation—Mahour M. Parast,
Sima Sabahi and Masoud Kamalahmadi discuss the relationship between supply
chain disruption riskmanagement and innovationmanagement and examine whether
a firm’s investment in innovation can improve the firm’s resilience to supply chain
disruption. Findings from a literature review suggest leadership, information sharing,
and collaboration as practices that improve both firm innovation and firm resilience
from supply chain disruptions.

Chapter 18—Supply Chain Virtualization: Facilitating Agent Trust Utilizing
Blockchain Technology—authored by Kane Smith and Gurpreet Dhillon, discuss
the use of blockchain technology as a mechanism for facilitating trust between var-
ious supply chain agents. This innovation gives supply chain entities within the
blockchain a copy of the information record, which cannot be altered without their
consent, as well as serves as a secure method of encryption providing protection
against tampering from malicious sources and security of the information contained
on the chain.
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3.5 Emerging Typologies and Taxonomies

Typologies and taxonomies of supply chain risk and supply chain risk management
processes started to emerge approximately fifteen to twenty years ago (Mitchell 1995;
Svensson 2000; Zsidisin et al. 2000; Jüttner et al. 2003; Zsidisin 2003; Zsidisin and
Ellram 2003; Tang et al. 2006; Henke 2009). The sheer growth in the number of
publications since then examining different facets of supply chain risk has allowed
for creating approaches for categorizing the studies themselves, similar to a meta-
analysis of published studies. These “studies of studies” are arguably a step toward
consolidating our understanding of supply chain risk and its many facets. The three
chapters in this section provide insight into the most current thought of classifying
supply chain risk.

This section begins with Chap. 19—Differentiating Between Supply and Supplier
Risk for Better Supply Chain RiskManagement by Sudipa Sarker. In this chapter, the
author uses both prior studies aswell as case studies of firms to discern the differences
in units of analysis of where risk stems from in the upstream supply chain.

Chapter 20—Categorizing Supply Chain Risks: Review, Integrated Typology and
Future Research—written byMihalis Louis andMark Pagell, argues that firms look-
ing to guarantee their long-term survival need to successfully identify risk in their
supply chain. This chapter examines the types of risk in the supply chain by review-
ing the various typologies proposed in the SCRM literature since 2000 using the
Systematic Network Analysis method. The results of the analysis propose a new
typology of supply chain risk that is both inclusive and parsimonious.

The final chapter of this section, Chap. 21—The Impact of Supply Chain Disrup-
tions on Organizational Performance: A Literature Review—by Mahour M. Parast
and Mansoor Shekarian, identifies different conceptualizations and theorizations of
supply chain disruptions in order to understand how they affect organizational perfor-
mance. The authors argue organizational capabilities of flexibility, agility, collabora-
tion, and redundancy serve as resilience enhancers that can improve an organizational
response to supply chain disruptions.

3.6 Grounding Our Understanding of Supply Chain Risk:
Cases and Observations

The final section of the book starts with providing three chapters of illustrative cases
in assessing andmanaging supply chain risk. The last two chapters are best described
as thought pieces by providing new insights and applications for our understanding
of supply chain risk.

First, in Chap. 22—The Management of Disruption Supply Risk at Vestas Wind
Systems—Chris Ellegaard and Anne Høj Schibsbye propose a flexible supply risk
management framework for helping managers mitigate disruption risk. The case
study, gleaned from analyzing the purchases of gearboxes, towers, and electronics,
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shows how different sets of strategies are required for the successful mitigation of
risk. Effective disruption mitigation may require different strategies depending on
the type of supply and the varied drivers causing the disruption.

In Chap. 23—Foreign Exchange Risk Mitigation Strategies in Global Sourcing:
TheCase ofVortice SPA—the authorsBarbaraGaudenzi, Roberta Pellegrino,George
A. Zsidisin and Claudio Bruggi examine supply chain approaches at Vortice SPA for
mitigating FX risk. This case study of a small- andmedium-sized enterprise describes
how the firm utilizes a mix of financing and contracting strategies to reduce the
detrimental financial effects associated with currency rate fluctuations.

In the third chapter of this section, Chap. 24—The Paradox of Risk Management:
A Supply Management Practice Perspective by Sudipa Sarker—describes how dif-
ferent risks aremanaged using amultitude ofmethods during diverse activitieswithin
the supply management process by different personnel positioned at various hierar-
chical levels of the organization.

InChap. 25—Risk inComplex SupplyChains, Networks and Systems—Christine
Mary Harland examines issues and challenges facing complex interorganisational
networks and systems that straddle public and private sectors, and explore risks and
mitigation specific to these types of network. These examples are used to form an
initial conceptual framework for future empirical research.

The concluding Chap. 26—Surfing the Tides of Political Tumult: Supply Chain
Risk Management in an Age of Governmental Turbulence—by Michael E. Smith
provides an overview of political strategy for SCRM and how competencies can
be developed to help organizations deal with the uncertainties inherent in political
turbulence. Three sources of risk: (1) acts of government commission, (2) acts of
government omission, and (3) political acts of players outside of government, create a
challenging environment inwhich organizationsmust attempt to identify, understand,
and seek to develop responses adequate for its management.

4 Conclusions

As long as we will have businesses, organizations, and supply chains, we will like-
wise have risk associated with the various product, information, and financial flows
within and among these entities. The study of risk in the supply chain has taken
on greater importance as firms continually improve their processes and capabilities
in meeting ever-increasing demands and requirements from customers. Our goal in
Revisiting Supply Chain Risk is to provide you, the reader, current research and philo-
sophical thought in supply chain risk, and where we are heading as a discipline in
the future. A significant part of this future may well lie in the capabilities the fourth
industrial revolution may serve in creating more robust SCRM processes. We hope
the following chapters achieve this goal.
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Part I
Assessing Supply Chain Risk—The First

Step in Managing Supply Chain Risk



Chapter 2
Assessing the Vulnerability of Supply
Chains: Advances from Engineering
Systems

Sigurd S. Pettersen and Bjørn Egil Asbjørnslett

1 Introduction

1.1 Background

Modern, global supply chains are characterized by complex networked structures.
Companies interact to produce complex products through manufacturing processes
that rely on thousands of suppliers in multiple layers with limited knowledge of
each other. As supply chains are becoming longer and more complex, resulting from
changes in the global marketplace, companies become vulnerable to disruptions at
seemingly peripheral nodes. Minor incidents spiral out of control, exposing weak-
nesses beyond those captured by traditional risk analyses. Hence, there is a need for
vulnerability assessments that consider a wider set of threats and weaknesses, as well
as the resources to recover supply chain functioning.

Over the last twenty years, there has been an immense growth in literature that
documents vulnerability assessments for supply chains (Asbjørnslett and Rausand
1999; Peck 2005; Svensson 2000). This literature has grown to include the appli-
cation of methodology from system safety (Adhitya et al. 2009; Asbjørnslett 2009;
Berle et al. 2011a, b). Recently, there has also been a strong trend toward including
socio-technical aspects more strongly in system design, connecting the design, man-
agement, and operation of increasingly complex engineering systems. Engineering
systems have been characterized as engineered systems with a high degree of social
and economic intricacy, meaning that these systems are partially designed, and par-
tially evolve through their use (de Weck et al. 2011). This is similar to the view of
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supply chains as complex adaptive systems (Choi et al. 2001), which cannot merely
be seen as designed systems as they continuously evolve. Together, these trends have
led to the development of tools that may be valuable additions to the toolbox avail-
able to supply chain practitioners and researchers. For thorough reviews on the recent
advances on methodologies for supply chain risk management, we refer to Tang and
Musa (2011) and Heckmann et al. (2015).

Tools from engineering systems, including reliability engineering, system dynam-
ics, and operations research, have significantly improved the state of, and opportu-
nities for, vulnerability assessment in supply chains. Still, a number of promising
concepts and perspectives that have been influential in the design of engineering
systems deserve to be introduced to the supply chain context as these have potential
to improve the state of vulnerability assessment.

1.2 Objectives

The main objective of this chapter is to update a generic framework for supply chain
vulnerability assessment with tools that have been developed for the design andman-
agement of engineering systems. This chapter introduces tools that originate from
systems engineering and engineering design into the supply chain risk management
context. The authors believe that these recommended tools and methods from the
engineering systems domain will inspire practitioners and academics interested in
supply chain management to apply them, hence improving on the practice of vulner-
ability assessment in supply chain risk management.

2 Concepts and Definitions

This section describes the fundamental terms that are needed to understand vulnera-
bility assessment in supply chains as covered in previous work (Asbjørnslett 2009).
Concepts and definitions relating directly to the advances we introduce later in the
chapter are given in Sect. 4.

Vulnerability describes the characteristics of a supply chain that weakens or limits
its abilities to withstand threats originating inside or outside the supply chain system
boundaries (Asbjørnslett 2009). The vulnerability can be manifested in any of the
constituent systems in the supply chain, and in supply chain processes, operation,
and management. The constituent systems can be divided into nodes; production
facilities, warehouses, ports, terminals, and so on, and transportation modes flowing
between the nodes; road, rail, waterborne, and airborne. The supply chain system
is subjected to the expectation that it should be able to meet societal as well as
business demands, while being vulnerable to a wide array of threats, like technical
failure, human error, loss of personnel, accidents, hostilities frommalevolent agents,
natural disasters, volatility in demand and energy prices, and so on. Hence, we define
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Fig. 1 Performance profile for a resilient system (Asbjørnslett and Rausand 1999)

vulnerability, following Asbjørnslett (2009), as “the properties of a supply chain
system that may weaken or limit its ability to endure threats and survive accidental
events that originate both within and outside the system boundaries.”

In contrast to vulnerability, we also define resilience and robustness. These con-
cepts describe the characteristic behavior of the supply chain system when meet-
ing a disruption. Resilience is defined as the ability of the system to recover from
a disruption, whereas robustness is the ability to resist the effects of a disruption
(Asbjørnslett 2009). The concepts can be further differentiated by an analogy to
material science. Whereas resilience describes the elastic deformation of a material,
a robust systemwould be resistant to perturbations that generate elastic deformations,
but may experience a completely brittle failure if the load is increased.

Figure 1 shows the performance profile for a resilient system over time. From
an initial level of “normal operations,” the performance drops due to a disruption
to a minimum given by “performance at failure.” The performance after recovery
needs to exceed a “performance threshold” for minimal acceptable performance.
Accordingly, resilience becomes a function of the “disruption time,” and the “change
in performance.” In contingency planning for system recovery, these dimensions of
resilience need to be assessed relative to costs (Pettersen et al. 2018).

3 Framework for Vulnerability Assessment

This section introduces the fundamental framework for vulnerability assessment that
was presented by Asbjørnslett (2009). Vulnerability assessments should be under-
stood as an extension in comparison to the scope of a risk assessment. Risk assess-
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Fig. 2 An extended bow-tie model that accounts for vulnerability assessment

ments seek to answer what can go wrong, and answer what the consequences and
likelihood of these scenarios are (Kaplan and Garrick 1981). Vulnerability assess-
ments extend this scope to identify an extended set of threats and consequences,
identify adequate resources for mitigation, recovery and restoration of the system,
while taking into consideration the disruption time before a new stable state is found
(Asbjørnslett 2009). Figure 2 illustrates the scope of vulnerability assessments in a
bow-tie model, in comparison to a risk assessment.

The framework for vulnerability assessment presented by Asbjørnslett (2009)
aims to:

• Provide insight into the threat and risk picture of the given supply chain in its
context, and develop a taxonomy of system characteristics contributing to vulner-
ability.

• Analyze scenarios of how vulnerabilities evolve, and rank the scenarios according
to criticality, within the relevant supply chain management context.

• Enable decision-making regarding acceptance of vulnerabilities by assessing alter-
native strategies for reducing the likelihood or consequences of analyzed scenarios.

The framework consists of the following seven steps, which are briefly explained
here. See Asbjørnslett (2009) for a more comprehensive run-through.

1. Definition of scope of work:
We define the frame and targets for analysis. This includes setting the objectives,
determining the unit of analysis, and setting the system boundaries. An important
element of this is to determine acceptance criteria for vulnerabilities.

2. Description of SC/SCM context:
We describe the contextwithinwhich the supply chain systemoperates. A generic
description of context will capture all exogenous factors that have the ability to
influence the supply chain performance.

3. Taxonomy development:
We develop a structured set of vulnerabilities pertaining to the supply chain con-
text defined earlier. Setting up a taxonomy of factors that influence vulnerability
allows efficient collection of relevant knowledge for further analysis.
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4. Scenario development:
We develop scenarios starting from the threats identified in the earlier steps of
the analysis, considering a scenario as a sequence of events through the bow-tie
in Fig. 2, until the system is in a stable, disrupted state. Hence, the scenario does
not include the actions taken to mitigate, restore, recover, or restart.

5. Criticality ranking:
We rank the scenarios in accordance with their criticality, which in a risk
assessment we normally calculate as the product of likelihood and consequence
(Rausand 2011). In a vulnerability assessment, we need to extend the criticality
estimate to include the availability of resources we can use to bring the system
back to a new stable level of performance.

6. Scenarios of importance:
We visualize the output of the criticality assessment so far by plotting the scenar-
ios in a risk (likelihood/consequence) diagram with consequences on the x-axis
and likelihood along the y-axis. The effect of actions to mitigate, recover, restore,
or restart can also be plotted in the diagram.

7. Reducing likelihood and consequence:
We consider implementations of measures to reduce likelihood, or to reduce the
consequences of the scenarios, on the basis of the previous steps. More emphasis
has typically to be put on the reduction of likelihood, even though this should
not overshadow preparation to deal with consequences.

4 An Updated Toolbox

The tools presented herein fulfill three overall purposes in the context of vulnerability
assessment. First, epoch-era analysis can be applied to create contextual awareness
by enabling evaluation of supply chain performance in a wide set of circumstances
that evolve through time. Second, “failure mode thinking” focuses the treatment
of specific accident scenarios on the impact on functionality, implying that conse-
quences are more important to get right than the probabilities of the accidental event
in vulnerability assessments. Third, methods from systems design are employed to
enhance the understanding of whether system components can cover a failure mode,
caused by loss of functionality in some other system components.

Figure 3 illustrates the role of these tools in relation to the framework for vulner-
ability assessment. The outer layer in the figure points out that epoch-era analysis
provides structure to the context definition. The intermediate layer points out that
failure mode thinking will enable a focus on loss of functionality as the primary
method of vulnerability identification. The inner layer shows that the functional
view of vulnerabilities enables engineering design tools that map between function
and form to identify ways that functionality can be covered when failure modes are
encountered.
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Fig. 3 New tools for vulnerability assessment

4.1 Epoch-Era Analysis

Epoch-era analysis (EEA) is a technique from the systems engineering commu-
nity, first introduced by Ross and Rhodes (2008), which was developed for analyz-
ing the value of a system through its life cycle. This method is often coupled with
multi-attribute tradespace exploration (MATE)models (Ross et al. 2004) to represent
system value for all possible system configurations, but it can also be applied inde-
pendently fromMATE. The primary use of EEA has been in the lifecycle assessment
of complex engineered systems, which are subject to considerable future uncertainty
with respect to context, and stakeholder needs. In this respect, it is a decision sup-
port tool for system design. However, EEA can also be used to structure scenarios
by modeling and sequencing static contexts for existing systems, like supply chains.
Note that, in the EEA framework, a scenario refers to the evolution of system context
through time, and not necessarily the causal chain of events in the bow-tie model.

We define an “epoch” as a time period described by a static system context, and
static stakeholder needs. For systems in general, and supply chains in particular, it
is important to consider at this stage where the system boundaries lie. Is our unit
of analysis the supply chain or a focal company operating within a supply chain?
If we take the view that we study the whole supply chain using EEA, we consider
perturbations that stem from the context of the supply chain. On the other hand, if we
study the focal companywithin a supply chain, the supply chain becomes the context.
Studying changes in supplier and customer relations and then becomes relevant to
the analysis.

We describe every contextual factor that is to enter into the EEA as an epoch
variable. The epoch variables are normally discrete variables that can take on values
that span the range of possible outcomes. A vector of epoch variables then describes
an epoch. Depending on the number of contextual factors taken into account as epoch
variables, and the fidelity chosen for these, the number of possible epochs explodes.
As the epoch describes a static context and needs combination, it represents the
concept known in economics as the short runwhere all production parameters remain
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fixed (Ross and Rhodes 2008). This means that epochs can serve as the basic building
blocks for dynamic, long-run scenarios.

We define an “era” as any sequence of epochs in time, hence representative of
the dynamic, long-run scenario describing the evolution of context. Hence, the era
concept can be a way to frame a narrative some stakeholders think is a likely future
scenario. When describing future scenarios through telling a story, stakeholders may
include contextual background information whose impact on system value is very
difficult to quantify. For example, if a scenario is to be used to inform a decision
regarding buying a car, a detailed recount of the situation in the Middle East is
not directly relevant, even though this situation may impact the price of gasoline,
which in turn influences what car should be bought. Rather, the decision maker
could go directly to using historical gas prices as input to the EEA model, rather
than speculating about global politics. Hence, structuring narratives using the era
concept, the redundant dimensions of the narrative can be reduced, so that the model
only contains the exogenous factors that affect value directly.

Methods for era generation range from purely qualitative approaches, using nar-
ratives to determine which epochs to use as basic building blocks, to probabilistic
methods, using simulation to generate eras from the epochs. Probabilistic methods
rely on rules that eliminate eras that are illogical, for example, by taking into account
that certain contextual changes are irreversible. If we study a focal company within
a supply chain, and the supplier goes bankrupt, this is often an irreversible change
in context. Hence, the bankrupted supplier cannot emerge in a later epoch.

Figure 4 shows how a set of illustrative epoch variables can be structured on the
basis of a set of more generic exogenous factors whose direct influence on the supply
chain performance aremore difficult to understand, and hence left out of the analysis.
The system dynamics that underlie the background exogenous factors are complex.
Instead of describing scenarios using these, we settle on describing scenarios from
the direct factors that have an influence on a company within the supply chain,
hence encapsulating complexity. The EEA therefore serves as a scenario-structuring
mechanism that can be useful in vulnerability assessment.

The main advantages of using EEA can hence be summarized as follows:

• EEA enables structured thinking about the current context and possible future con-
texts by encapsulating complexity behind the well-defined epoch vector interface.

• EEA enables structured thinking about the evolution of scenarios in the long run,
by sequencing well-defined epochs in a reasonable manner.

4.2 Failure Mode Methods

The word “failure mode” is derived from the reliability engineering domain, where it
refers to the loss of functionality in a component (Rausand andHøyland 2004).When
experiencing a failure mode, the component no longer delivers the desired output.
This concept has been widely used in reliability engineering, as part of the method-
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Fig. 4 Mapping from a set of indirect factors (black box) to a set of epoch variables that directly
affect company value. The examples are meant to be illustrative only

ology called failure modes, effects, and criticality analysis (FMECA) (Rausand and
Høyland 2004). This methodology supports decisions regarding conceptual system
design, development, and operation by determining whether designs are sufficiently
reliable (sufficiently low probability of operational disruption). The outcomes of
such analysis are regularly used in quantitative risk assessment, where the product
of likelihood and consequence guides whether additional risk reducing measures
should be implemented. In reliability engineering, decisions at this stage relate to
whether it is cost-efficient to add redundancies.

In a supply chain context, failure modes can be understood as a way in which one
element of the supply chain losses its ability to fulfill its function in the supply chain.
With reference to the supply chain operations reference (SCOR) model (Supply
Chain Council 2012), this can be a failure to fulfill any subfunction to the five main
functions; to plan, source, make, deliver, or return the product. Hence, a functional
decomposition of these functions will provide additional insight into the reasons why
the supply chain fails to function normally, without speculating about the exact chain
of events. Figure 5 relates the SCORmodel with the functional structure and location
of potential critical failure modes.

Fig. 5 Relating supply chain operations referencemodelwith functional structures for failuremode
identification



2 Assessing the Vulnerability of Supply Chains … 23

Berle et al. (2011a) use the failure mode concept to identify vulnerabilities in
maritime supply chains. Their argument is that methods that focus on each scenario
simplify the difficulties in foreseeing the causal chain leading to the supply chain
losing functionality.Very infrequent events that deserve proper attention due to severe
consequences are not sufficiently addressed when risk is defined as the product of
likelihood and consequence. By devising an approach to vulnerability assessment
which mainly seeks to identify how functionality can be lost, supply chain managers
can turn to develop a business continuity plan for each failure mode. Naturally,
business continuity planning should seek to restore functionality at reasonably high
levels of fidelity in the functional hierarchy. In other words, to the focal company
in Fig. 4, the best path forward from a disruption is not necessarily to restore the
activity at the component that previously experienced a failure. Rather, the company
should seek to cope with the failure mode by shifting its operations to components
that retain the ability to function.

Starting from the failuremode perspective, Berle et al. (2011b) base their approach
to vulnerability assessment in maritime transportation on the formal safety assess-
ment (FSA) framework developed by the InternationalMaritimeOrganization (Inter-
national Maritime Organization 2002). Berle et al. (2011a) propose that two distinct
procedures for safety assessment can be followed, based on the degree to which risks
can be foreseen. Even if we acknowledge that not all risks are known, we know
what functions the system consists of, and hence failure mode consequences can be
taken into account. The proposed framework presents two parallel tracks. A hazard-
focused procedure is used for the known risks, while a mission-focused procedure is
suggested for the “unknown” risks where the failure mode approach offers the most
insight into what capabilities are lost. The framework used by Berle et al. (2011b) is
presented in Table 1 for illustrative purposes only.

Table 1 Formal vulnerability assessment with a mission-based focus making use of failure modes
(Berle et al. 2011)

FVA description Hazard focus Mission focus

Step 1 Hazard identification What may go wrong? Which functions should be
protected?

Step 2 Vulnerability assessment Investigate/quantify most
important risks

Investigate/quantify most
important failure modes

Step 3 Vulnerability mitigation Measures to mitigate most
important risks

Measures to restore
functions/capabilities

Step 4 Cost/benefit assessment Cost/benefit assessment

Step 5 Recommendations for
decision-making

Recommendations and feedback
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4.3 System Design Methods

4.3.1 Engineering Design Methodology

While supply chains have the characteristics of complex adaptive systems that are
subject to emergent behaviors as well as control (Choi et al. 2001), we will see that
there are certain advantages of applying the methods of engineering design in supply
chain risk management. For example, we can consider the supply chain system as
a partially designed and partially evolved “physical” system that meets a set of
functional requirements, for example, the generic processes outlined by the SCOR
model referenced earlier.

System design is a process of developing descriptions of physical systems that
can provide the functions necessary to meet some need. This is often referred to as
mapping between function and form. Axiomatic design (Suh 1990) and catalogue
design (Pahl and Beitz 1996) are two commonly referred design methodologies. Suh
(1990) proposes two fundamental design axioms to establish guidelines for the design
process. First, the independence axiom states that functional requirements (FRs)
should be kept independent, by mapping one-to-one onto design parameters (DPs) in
the form space. Second, the information axiom states that the amount of information
contained in a system should be kept minimal. Applications of these principles imply
a less complex system, which will be less prone to fail in unexpected ways, and easier
to control. These principles are not necessarily something we wish to follow when
it comes to supply chains, as these systems are not purely objects of design. Still,
they are useful for illustrating how function maps onto form. Axiomatic design often
makes use of design matrices that illustrate how the functional requirements are
met by a physical description represented by design parameters. An example of the
uncoupled design, which is the most desirable state in accordance with axiomatic
design, is shown in Eq. (1).{

F R1

F R2

}
�

[
a11 0

0 a22

]{
D P1

D P2

}
(1)

The reliance on design matrices is similar to the use of design structure matrices
for visualization of complex project development processes (Steward 1981), that
has also been applied to managing the function–form mapping in system design
(Eppinger and Browning 2012). Common applications of design structure matrices
include sequencing of processes in project management and clustering analyses to
modularize product architectures by encapsulating components performing related
functions within modules in accordance with axiomatic design principles.

Pahl and Beitz (1996) suggest that design processes should consist of task clar-
ification, conceptual design, embodiment design, and detail design. Once desired
functionalities are defined through the task clarification, and the conceptual design
process can commence by developing functional structures and using design cata-
logues to find physical solutions that can provide the physical effects meeting the
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Table 2 Notional design catalogue for use in function–form mapping for the supply chain

Classifying criteria Solutions Solution
characteristics

Remarks

Supply chain
processes, and
functional hierarchies
(see Fig. 5.)

Firms within supply
chain, and
organizational
structure of firms that
can solve functions

Explanation of how
the solutions map onto
the classifying criteria

Additional
information needed

Further alternatives … … …

desired functionality. Finding a solution then becomes a question of combining the
solutions that are found from the catalogue into a design that meets the overall needs.
Design catalogues enable quick, problem-oriented access to proven solution princi-
ples for the functions, and often contain accumulated knowledge from earlier design
processes. A notional design catalogue for use in a supply chain risk management
setting is shown in Table 2.

The literature referenced above signifies that the mapping between function and
form is essential in system design. However, it does not distinguish sufficiently
between those capabilities that a designed system is intended to have, and those
that it actually possesses. Axiomatic design points to the intentional function–form
mapping using design matrices that map between these domains, while catalogue
design provides a comprehensive guide to alternative solutions for meeting these
functions so that designers can combine solutions in the synthesis.

4.3.2 Considering Latent Functions and Functional Redundancies

The understanding that complex systems can produce behaviors and provide func-
tionality exceeding what was expected is also found in the social sciences. Merton
(1968) describes latent functions as the functions that are neither intended nor rec-
ognized, as opposed to manifest functions which are intended and recognized. The
primary purpose of this framework is to analyze the effects of policy, understanding
that social planning has unforeseen consequences. Latent functions have been dis-
cussed in the context of functional modeling for complex engineering systems by
Crilly (2010) who points out that the functionality that carries a value, depends on
the context, the stakeholders, and evolves through time. Crilly (2015) points to the
need for viewing system functioning both in relation with the supersystem in which
the system is a part, and in relation to the context the system works in. Pettersen et al.
(2018) show that exploiting latent capabilities benefits resilience, while breaking
with the design axioms of Suh (1990). They suggest how latent capabilities can be
identified and implemented into the function–formmapping to enable recovery from
a failure mode. The manifest functions, and the latent functions are distinguished in
Fig. 6, where latent functions are activated to recover from the failure mode. Recov-
ery is here enabled by latent capabilities, as D P2 has the ability, without intent or
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Fig. 6 Functional and physical system structures. State A indicates system as designed. State B
indicates system operational using latent capabilities (Pettersen et al. 2018)

recognition during design, to perform F R1. An advantage of applying latent capa-
bilities compared with other means to recover is that we utilize existing resources in
a new way, and hence, functionality can be restored swiftly.

Erden et al. (2008) review functional modeling in the system design and artifi-
cial intelligence literature and state that when meeting disruptions due to failure,
“another component, rather than the faulty one, can perform the function, perhaps
in a less efficient way.” They point to the similarity of this concept to that of func-
tional redundancy, which is commonly cited as a design principle to achieve system
resilience (Jackson and Ferris 2013; Rice Jr. and Caniato 2003; Uday and Marais
2015). The main difference is perhaps that functional redundancies are something
that are designed with intent, while latent capabilities emerge from observed behav-
iors that were not thought of beforehand. Functional redundancies are favored over
physical redundancies, based on adding redundant components to the design, as it
does not change the “physical form” of the system, and does not come at an addi-
tional investment cost (Erden et al. 2008; Jackson and Ferris 2013). In supply chain
systems that evolve outside the control of a single stakeholder, system components
will likely possess latent functions that can be taken advantage of to reduce the
impact of disruption. We now show how these capabilities can be exploited to reduce
vulnerability.

The following example differentiates what the system is intended to do, from
what the system can do: Consider a situation where Team A has been assigned to
Process A, while Team B has been assigned to Process B. However, if both teams are
able to perform both tasks, the intended function–form mapping derived through a
design synthesis does not capture all capabilities. An additional step of analysis may
be needed to understand the full spectrum of capabilities, after the design process.



2 Assessing the Vulnerability of Supply Chains … 27

Fig. 7 Comparing the intended capabilities (left) of a system as assigned, with the complete avail-
able capabilities (right) of the system

The resulting differences between the intended organizational capabilities and the
overall potential capabilities of the same organization are shown in Fig. 7.

Hence, capabilities beyond the intended can be taken advantage of, for example
to provide functional redundancy, should hazards materialize and cause functional
failure in the supply chain. We consider the example of a supply chain which can be
described as a mapping between function and form, as shown in Fig. 8. Here, a set
of functional requirements {F RA, F RB, F RC , F RD, F RE } is to be met. We accept
that the supply chain is a complex adaptive system, and hence, it does not adhere to
the design axioms. We then investigate whether D PB can meet any other function,
finding that it can meet F RE . If we have access to a design catalogue that describes
every solution that can be used to provide F RE , we find that one such solution is
D PB . Due to this, D PB can provide functional redundancy should D PE fail to meet
F RE .

Fig. 8 Identifying
functional capabilities
beyond the intended (latent
functions)
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5 Using the Toolbox in Supply Chain Vulnerability
Assessment

This section presents a more thorough description of each step in the vulnerability
assessment briefly introduced inSect. 3,with emphasis onhow the toolbox introduced
in Sect. 4 can be applied in the vulnerability assessment. Figure 9 connects the
worksheets used in vulnerability assessment with the toolbox presented in Sect. 4.

5.1 Step 1: Definition of Scope of Work

The initial step of the assessment defines the frames and targets of analysis. It is
important to scope the analysis consistently, for the vulnerability assessment to pro-
ceed with the appropriate amount of rigor and with a reasonable structure. In this
initial phase, it is also important to assign sufficient resources and time to the analysis,
and ensure that a multi-disciplinary team is involved, that are able to elicit important
information from all relevant supply chain stakeholders. We can distinguish four
elements that need to be properly assessed in Step 1:

1. Determine objectives for the analysis
What do we want to find out? Why do we want to know what?

2. Determine the unit of analysis
What elements of the supply chain do we analyze?

3. Determine system boundaries
What is inside the system boundaries? What exogenous factors affect the system
directly?

4. Determine vulnerability acceptance criteria
What are acceptable levels of vulnerability after actions are taken?

The second and third points listed are particularly important with respect to the
additional tools we propose. Setting the system boundaries, we should think through

Fig. 9 Toolbox set in context with central worksheets for the vulnerability assessment framework
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what aspects of the problem can be controlled, and what exogenous factors directly
influence the supply chain. These aspects will strongly frame the remaining steps of
the vulnerability assessment.

5.2 Step 2: Description of SC/SCM Context

The second step addresses the impact of the supply chain context, as indicated by
Step 1. For supply chain systems that continuously adapt by including new supplier
and customer relations with other rational agents, we should not consider context
as something static. Instead, sets of contexts can be developed and sequenced as
long-run dynamic contexts. Epoch-era analysis proposes that we parameterize con-
text variables that are subject to uncertainty. Then we can make a model that maps
the influence of the context onto system vulnerability. Hence, we can obtain an
understanding of how the risk picture will look for every context developed, by
constructing epochs. Further, by stringing together epochs into eras, we can infer
possible evolution of vulnerabilities facing long-term supply chain operations.

To describe the supply chain context using epoch-era analysis, we elicit a prelim-
inary set of uncertainties and develop the relationship between supply chain vulner-
ability, value, and the context factors. There is a need for verification that the chosen
context factors have a quantifiable impact on the supply chain. Generic factors that
will affect the supply chain context include the supply/demand situation, the strength
of competitors, the relationship to customers and suppliers, and the cost structure.
Depending on the context, different sets of vulnerabilitiesmay be interesting to inves-
tigate further. Tools that can complement epoch-era analysis in framing the supply
chain context, include Kraljic’s classification taxonomy for supply (Kraljic 1983)
and Porter’s five-force analysis (Porter 1979). Notice that when we frame the supply
chain context in a particular way, we may lose out on some perspectives. A solution
to this problem can be to work with a large number of contexts, possibly developed
in parallel by several teams of analysts, even though this reduction in reliance on
specific assumptions would come at the cost of an increased workload.

Amajor implication of using epoch-era analysis to frame the context of the supply
chain is that we need to treat the remainder of the steps as context-dependent. Hence,
for every alternative representation of the supply chain context, we should go through
Steps 3–7.

5.3 Step 3: Taxonomy Development

While Step 2 proposes that we develop context sets via epoch-era analysis, this step
establishes a structured set of context-dependent vulnerabilities. The structured set of
vulnerabilities will be used to develop the scenarios in Step 4. As we can understand
the supply chain system in terms of the functionality delivered by its nodes, the
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failure mode approach referred to in Sect. 4.2 can be useful. Vulnerabilities can be
entered into the taxonomy based on their impact on the functional hierarchy that
can be developed for the system as suggested by the formal vulnerability assessment
introduced by Berle et al. (2011b), or by using a number of alternative taxonomies
outlined byAsbjørnslett (2009). This enables a focus on determiningwhich functions
should be protected, rather than understanding the scenarios, and hence, the analysis
is more strongly geared toward enabling continued or restored functioning.

5.4 Step 4: Scenario Development

The fourth step is to develop scenarios. We define scenarios as sequences of possible
events that are separated in space and time, originating from an accidental event, and
where barriers that should prevent the sequence are included. The starting point is
one of the elements identified in the taxonomy in Step 3, upon which a sequence of
events until a stable, disrupted state can be imagined. The scenario itself then does
not include any efforts to mitigate or recover from the disrupted state. A variety of
risk management methods exist that have had influence on scenario development for
accidental events. See Rausand (2011) for a comprehensive overview of accident
models and scenario building methods.

At the closure of Step 4, a sufficient amount of knowledge has been collected to
document the scenarios. Table 3 represents a notional worksheet for documentation.
In the first column (i), the outcomes of Step 3, given its contextual dependency on
Steps 1 and 2, are provided. For every relevant supply chain context, this represents
a checklist for the factors that should be covered through the analysis. In the second
column (ii), the scenarios are described, as suggested in Step 4. The sequencing of
events, proceeding through proactive and reactive barriers, allows the analysts to
determine whether or not this sequence is likely to disrupt the supply chain func-
tioning. The preliminary answer to whether a scenario is likely to have this effect
is entered into the third column (iii), in order to limit the amount of information to
consider in the later steps. If the analysts perceive the scenario as a possible threat
to supply chain survival, they will enter the failure mode that disrupts the supply
chain in the fourth column (iv). At this point, we have an overview of the causal
links between an initiating event and loss of functionality, which enables the system
analysts to assess the possible recovery options. These options are documented in
the fifth and sixth columns (v–vi), ranked according to whether there is a use of
internal (v) or external (vi) resources for recovery. The system design methods intro-
duced in Sect. 4.3 are particularly applicable for this, as these largely focus on the
understanding of how functions can be achieved through the behaviors of a physical
system. Design catalogues often contain many alternative proven solutions to how a
lost function can be recovered. As mentioned, the resources needed to recover from
disruption may already exist somewhere in the supply chain. There is only a question
about uncovering where and what supply chain components possess latent function-
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Table 3 Worksheet #1; documentation of scenarios (Asbjørnslett 2009), with examples of possible
methods that can be used

Threat (i) Scenario
(ii)

Likely
(yes/no?)
(iii)

Potential
immediate
effects? (iv)

Resources/systems/plans
for mitigation,
restoration, rebuilding,
etc.

Remarks
(vii)

Internal (v) External
(vi)

Given by current
context (EEA)

Which
function is
disturbed?

Identify latent
capabilities using design
catalogues, to restore
function.

Table 4 Worksheet #2; criticality ranking of scenarios (Asbjørnslett 2009)

Scenario
description

Likelihood of
scenario (i)

Consequences of scenario Resources to
mitigate, recover,
restore…

Total
critical-
ity
(vii)

Service
(ii)

Costs
(iii)

‘Other’
(iv)

Internal
(v)

External
(vi)

1 Assessment of failure modes Evaluate
effectiveness of
resources (latent
capabilities)

2

…

ality. We refer to Pettersen et al. (2018) for a discussion of how latent capabilities
can be utilized. Column (vii) makes detailed remarks, if further details are needed.

5.5 Step 5: Criticality Ranking

The fifth step quantifies the criticality associated with every scenario developed
within the alternative contexts in the previous steps. The purpose is to assess the
likelihood and consequences associated with each of the scenarios. Table 4 suggests
a structured worksheet for this part of the analysis. First, a likelihood score for every
scenario is set (i). Then, the consequences with respect to a set of different factors
are established, and scored, including the impact on the quality of service delivered
(ii), the costs accrued (iii), and “other” (iv), which may include the duration of
disruption, loss of reputation, and so on. Thereafter, the ease with which resources to
mitigate and recover from the accident is scored. The scoring of such resources can
be justified by considering that functionality can more easily be restored if there are
latent capabilities in the system, than if the system needs to be reconfigured through
additional investments or repair. The total criticality is given in the seventh column
(vii), often calculated as the product of the likelihood and the consequences.
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5.6 Step 6: Scenarios of Importance

The sixth step makes use of risk matrices to create an understanding of which sce-
narios are the most important to address for possible system contexts. A risk matrix
ranks the scenarios according to the consequence and likelihood, as exemplified in
Fig. 10. In the figure, scenarios that were found in Step 5 are ranked in accordance
with their consequence and likelihood, placing the scenarios in relation to criticality.
Darker shade here indicates higher criticality.

Naturally, based on the risk matrix in Fig. 10, it is important to attend to the
scenarios of higher criticality and emphasize particularly those scenarios that are very
critical, with no known recourse to mitigation, restoration, or rebuilding resources.
Measures to reduce the consequences are shown as arrows. For example, we can
consider Scenario 2 and Scenario 4. We see that both these fall within the “high
critical” area. An important difference is that some consequence-reducing measures
have been identified for Scenario 2, while none such measures exists for Scenario
4. This means that Scenario 4 should be prioritized before addressing Scenario 2.
Determining scenarios of importance thereby results in a list of prioritized scenarios
to follow up on, either to understand the causal links leading up to scenarios to enable
prevention of causes and interactions, or to improve impact reducing measures.

5.7 Step 7: Reducing Likelihood and Consequence

The final step of the framework establishes how actions can be made to reduce the
likelihood and consequences of the scenarios and focuses on vulnerability reduction
through decision-making on the levels of supply chain design and operation. Table 5
shows a worksheet example for this step.

Normally, it is desirable to avoid disruptions altogether, hence first, we should
consider means to avoid or reduce the threats (i), and means to reduce the proba-
bility of accidental events (ii). Next, measures to reduce consequences should be
introduced. These include designing passive barriers into the supply chain (iii), like
redundancies and margins. Redundant functionality can be found by using design
catalogues. Further, we consider measures related to operations and active barriers
(iv). Last, we seek means for mitigating, restoring, and rebuilding the supply chain
capabilities after the scenario has materialized (v). For the measures to reduce conse-

Fig. 10 Risk matrix
representation for the
scenarios of importance
(Asbjørnslett 2009)
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Table 5 Worksheet #3; evaluating measures with potential to reduce likelihood and consequence
(Asbjørnslett 2009)

Scenario
description

Reduction of likelihood Reduction of consequences

Measures to
avoid or
reduce threats
(i)

Measures to
reduce the
probability of
accidental
events (ii)

Measures
related to
design and
passive
barriers (iii)

Measures
related to
operations
and active
barriers (iv)

Measures
related to
mitigation (v)

1 Contingency planning relying on latent
capabilities to recover from failure modes

2

… Alternative means …

quences, there is room for basing contingency plans on measures that involve latent
capabilities.

6 Summary

This chapter has introduced a number of novel tools for use in vulnerability assess-
ment for supply chains. The presented tools originate in research fields unfamiliar
to most practitioners and researchers of supply chain management. These tools have
been set into the context of a framework for vulnerability assessment presented in an
earlier chapter (Asbjørnslett 2009). The main advantages of applying the new tools
are:

• An improved understanding of how alternative context and needs affect supply
chain vulnerability through epoch-era analysis.

• An improved understanding of how functional modeling via the failure mode
approach can be used to address low-frequency, high-impact supply chain disrup-
tions.

• An introduction to the latent capabilities concept enables identification of new
ways to restore lost functionality. We suggest that latent functions are identified
by the use of design catalogues.

We believe that the use of these methods will improve supply chain resilience
and provide a competitive advantage to firms that learn to consciously apply these
concepts and tools in their supply chain management philosophy.
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Chapter 3
Using Scenario Planning to Supplement
Supply Chain Risk Assessments

Cliff Thomas and Thomas Chermack

1 Introducing a Well-Known Problem

Much has been written about the increasing complexity of supply chains and the
risks associated with them, and supply chain managers are likely to observe that risk
factors have become greater in number andmore complicated. It is not uncommon for
organizations to involve hundreds, or even thousands of suppliers. In these conditions,
the implications for risk management are staggering, as the vast assortment of an
organization’s internal risk concerns are more or less replicated in each supply chain
partner: operational risk, regulatory risk, financial risk, employee risk, technology
risk, and others. In essence, organizations can exponentially increase their own level
of risk through creating a critical dependence on risk-exposed suppliers.

Consequently, in the contemporary environment’s level of risk, complexity,
and turbulence, supply chain managers face unprecedented levels of uncertainty
(Chermack 2011). In this chapter, we acknowledge these realities, adopting the per-
spective that the physical, logistical, and technological systems associated with sup-
ply chain risk management (SCRM) have become more complicated, are exposed to
more failure points, and are largely outside of the customer’s control.

In the face of such circumstances, what are supply chain risk managers to do?
Pragmatically, they do what they can. They extinguish the daily fires associated with
supply chain glitches, they stay in tune with likely problems, and they implement
strategies to mitigate the most probable sources of harm. In a perfect world, such
sources would be certain. But in this world, we are reminded by Albert Einstein’s
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sentiment that “realistically, nothing is certain; and what is certain is not realistic.”
All too often, however, managers and leaders follow a different path.

1.1 Attempting to Make the Uncertain, Well … Certain

Milliken (1987) described uncertainty as the perceived inability to accurately predict
something. Naturally, events can be more or less certain. The result of a coin flip
is 50% uncertain. The roll of two dice landing on 7 is about 83% uncertain. But
in the context of supply chain risk, how uncertain is a building fire at a critical
supplier’s facility? Or the bankruptcy of a key supplier? Or a critical supply chain
technology failure? For complex organizations, such a list might seem endless, and
the uncertainty of each concern could defy quantification. Despite these realities,
organizations still must take action to manage supply chain risk.

Often, risk management strategies and operational controls are outgrowths of a
supply chain risk assessment. The general risk assessment process typically involves
five steps: (1) risk identification, (2) risk assessment and evaluation, (3) risk manage-
ment strategy selection, (4) strategy implementation, and (5) contingency and risk
mitigation planning. Out of this process, the managers and leaders seek to answer
three questions: “of the threats we’ve identified, which events are most likely to
occur?”, “what are the consequences of those events?”, and “what can we do to
lessen harmful consequences?”.

While different supply chain managers generally have similar risk management
aims, they tend to adopt different approaches to achieve them: those of probabilistic
choice or risk analysis (Miranda and Proenca 1997, 1998). Probabilistic choice is
based on the cumulative average of possible outcomes associated with an event. For
example, if an event of interest relates to a supplier’s adherence to quality standards,
the calculation would involve the number of units delivered and the range of quality
measures associated with each unit. In this example, the average value of the data set
becomes the proxy for the most probable future. Probabilistic choice has validity for
repetitive events for which ample data is available, but it does not account for outlier
events such as natural disasters or other catastrophic situations. For these types of
events, past events can be a deceptive guide to the future.

In comparison, risk analyses focus on the difference between the actual cost
of an adopted solution, as compared to the cost of an optimal solution made with
knowledge of future events. This difference is occasionally represented as “regret.”
In this case, the decision-maker adopts a more costly or less costly solution based
on harm associated with potential future outcomes. As an example, a supply chain
risk manager who spends $100,000 to mitigate a particular risk would likely be less
“regretful” than if she had spent $500,000 to more fully mitigate that risk, assuming
the risk was never realized. In risk analyses, decisions are obviously made without
knowledge of future events, so managers must hedge their bets by weighing the
costs of solutions against potential consequences. Ultimately, though, each manager
makes a decision that reflects a particular version of the future.
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Our main point in describing common risk assessment paradigms is that both
are designed to answer the question “what do we think will happen?” Managers and
leaders must pick their own versions of the future in order to develop coherent supply
chain risk mitigation measures. This is entirely reasonable. However, we suggest that
the task of risk assessment is not complete at this point. Other possibilities for harm
still exist, and managers would be wise to be sensitive to them. We propose scenario
planning as a practical and effective method by which organizations can educate and
sensitize decision-makers about a range of futures, what they portend, and how their
emergence might be recognized.

1.2 A Gap in Research

Although scenario planning research has been frequently applied within the domain
of supply chain risk management, we argue that the research has largely been
solution-focused, and therefore has not examined the expansive nature of scenario
planning envisioned by Schwartz (1996), Wack (1985), and others. For valid rea-
sons, supply chain risk researchers have often asked questions akin to: “given a wide
range of risks, what can practitioners do to manage them?” Results have yielded var-
ious methods and strategies: what-if analyses, event tree analyses, multi-sourcing,
inventory buffers, and many others. While these outcomes are pragmatic and address
practitioners’ immediate needs, the research orientation toward an optimal solution
fosters reductionist thinking that does not account for supply chain risk’s inherent
uncertainty.We suggest an alternative research question that leads to expansive think-
ing: “given that practitioners can onlymanage a portion of their risk, what else should
they be attuned to?” In a world in which problems are complex and uncertain, such
an awareness can be powerful.

2 Scenario Planning: Accepting Uncertainty

[Under uncertainty] there is no scientific basis on which to form any calculable probability
whatever. We simply do not know. Nevertheless, the necessity for action and for decision
compels us as practical men to do our best to overlook this awkward fact (…).

—John Maynard Keynes (1937)

2.1 Plausible Futures, not Forecasts

As compared to probabilistic choice and risk analysis, scenario planning offers a
fundamentally different risk assessment paradigm by posing the questions “what
future states could emerge, whatmight these futures entail, and how canwe recognize
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them in their early stages?”Scenario planning accepts the reality that decision-makers
are not equipped with a crystal ball and forecasts and projections are destined to fail
at some point. It also suggests that if the actual future deviates from the forecasted
future, knowledge about the emerging situation will be highly beneficial to decision-
makers.

2.2 A Divergence from Other Scenario Planning Methods

While the term “scenario planning” is frequently used within the supply chain risk
profession, such techniques often involve practices more accurately described as
“what-if analyses” and “event tree analyses.” In these methods, scenarios relate to
the cascading effects of a known failure events. These methods are generally not
intended to imagine plausible futures that emerge based on driving forces, but to
guide the selection of risk management solutions.

The scenario planning approach proposed in this article ismarkedly different from
these approaches. First, scenario planning does not focus on whether a particular
risk event will happen or not. Rather, it centers on various driving forces that could
influence future risks to the organization, and a description of what those futures
might look like. Second, the goal of scenario planning is not to arrive at “a solution.”
In fact, selecting a particular risk management solution is more akin to forecasting
and is antithetical to the scenario planning process. The goal of scenario planning
is to engage decision-makers in meaningful dialogue that fosters understanding of
central issues that are critical to the future of the organization, and to broaden their
perceptions about the types and natures of situations that could emerge.

At its core, scenario planning fosters creative thinking, insights into plausible
futures, improved decision-making, enhanced organizational learning, and imagi-
nation (Chermack 2011). In doing so, the practice elevates managers’ knowledge
about their environments, widens their perceptions of possible future events, and
enables better decision-making (Schwartz 1996). As Schoemaker et al. (2013) have
suggested, managers tend to focus on immediate problems and concerns, effectively
blinding them to peripheral indicators that catastrophe could be looming. It is our
contention that being sensitive to such indicators is a necessary component of supply
chain risk management, and that scenario planning is an effective way to develop
risk sensitivity.

3 The Roots of Scenario Planning

The origins of contemporary scenario planning are frequently attributed to the pio-
neering work of Herman Kahn, Pierre Wack, and other visionaries of the 1950s and
1960s. Kahn’s scenario-building approach contributed to paradigmatic shifts in US
military and civil defense strategies. Through research that was unconstrained by
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military assumptions, Kahn observed that US strategy was based on wishful think-
ing more so than reasonable expectations. The term “thinking the unthinkable” was
coined as a result of Kahn’s work (Bradfield et al. 2005), a term that continues to
resonate in today’s environment.

Along with others at Royal Dutch/Shell (Shell), Wack built on Kahn’s work to
engage 15-year “horizon planning” for the company as the 1960s came to a close.
For Shell, horizon planning was undertaken to provide the company with insights
into plausible ranges of future oil demands, which would in turn have implications
for production and pricing. At that time, oil company-based production on long-
term demand forecasts and set their own prices. Because of market stability, demand
forecasts tended to adopt the same assumptions year after year, yielding a relatively
straight-line trajectory “up and to the right.” Consequently, production and pricing
also were considered to be very predictable.

Departing from the norms of demand forecasting, Wack spent considerable time
examining the implications of severe price shocks and other market forces. He was
able to see clearly how Shell’s regression lines and predictive approaches to resource
allocation were failing year after year. When OPEC took control of oil pricing and
initiated the 1973 embargo, Shell found itself as the only major oil company to have
taken measures to weather just such an event. During this period of sky-rocketing
oil demand, the company quickly recognized the signs of the oil crisis and its impli-
cations. As a result, “having talked together about the problem, the executives were
at least reasonably well prepared to weather the crisis” (Kleiner 2008, p. 152). Fun-
damentally, Wack believed that in order to analyze future scenarios, managers must
recognize that forecasts are fallible, and must understand the forces that influence
the systems of their businesses (Wack 1985).

Based on the work of Kahn, Wack, and others, the concept of scenario plan-
ning has evolved into a method used to explore a wide range of complex problems
with unknown solutions (Chermack 2011, 2017). Modern-day scenario planning has
spanned across the industry landscape, focusing on problems ranging from food sup-
ply chain security to geopolitical influences on the airline industry (Moyer 1996).
While “classic” risk analysis continues as a way to manage “what we think will
happen,” scenario planning provides a compelling approach to addressing “what we
didn’t know could happen.”

4 Using Scenario Planning for Supply Chain Risk
Management

The future is here. It is just not widely distributed yet—Author William Ford Gibson

Scenario planning is often a group process involving a series of interactive workshop
sessions that can occur over a series of days, weeks, or months, depending on the
nature of the topic being considered. The number of participants involved in work-
shops can range from a handful to a large group—again, based on the aims of the
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process. Over the course of the workshops, participants engage in dialogue that pro-
duces insights about uncertain situations and how those can affect the organization.

The design of the scenario planning process helps managers overcome mental
anchors that can fixate their thinking on the present and the recent past. Further, the
intentionally broad range of perspectives helps organizations overcome groupthink
behaviors that produce homogeneous thinking year after year. Unique to the scenario
planning method is that the process and the outcome are somewhat equivalent: The
aim is to engage decision-makers in thoughtful and imaginative discussions about
“what could happen” over a time horizon of interest. The range of futures that could
happen has been described as an uncertainty cone, a broader perspective than the
“forecasted future,” as depicted in Fig. 1 (adapted from Schoemaker et al. 2013,
p. 818).Within the uncertainty cone, it is seen that decisions might fall within official
forecasts, but it is also possible that they will not.

In considering futures that have not been officially forecasted,managers are armed
with knowledge and insights about a wide range of situations that they might not
have otherwise considered. From a supply chain standpoint, we suggest that this
knowledge could put managers in a better position to make decisions about the need
for alternate suppliers, safety stock, inventory storage locations, supplier audits,
contractual obligations, and other risk control measures.

4.1 Involving the Right People

The composition of the scenario planning team should enable the exploration of new
paradigms, and therefore calls for diverse perspectives and backgrounds. For some
organizations, it will be tempting to merely engage an existing management team in
the scenario planning process. Before taking this step, it is worthwhile considering
whether an established team can break out of deep-rooted group norms, behaviors,
and expectations. Maybe, or maybe not. And if not, will the process generate new
understandings?

Fig. 1 Uncertainty cone
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We suggest the deliberate engagement of new voices and perspectives as a way to
yield new and meaningful insights. For the purposes of supply chain risk, organiza-
tions might consider engaging participants serving in supervisory, management, and
executive levels. Cross-functional disciplines might include supply chain planning,
logistics, warehouse operations, purchasing, and other related disciplines.Wack even
took this practice to inviting total outsiders to the scenario processes—he called them
“remarkable people” (Chermack 2017).

Furthermore, because supply chain management relies on a range of interdepen-
dent business functions, those perspectives should also be considered. We have often
found that organizations typically have a vast wealth of knowledge and skills, but
they frequently reside in silos and are not fully utilized. The practice of “connecting
dots” within organizations—engaging people in settings that promote information
sharing—can be among the most powerful tools available for managing risk. When
thinking about scenario planning for supply chain risk, we propose consideration be
given to business functions external to the organization’s supply chain department:

• Finance can provide insights regarding long-range supply chain management bud-
gets.

• Regulatory Affairs is often able to provide information about supplier licensing
in other countries, the regulatory implications of disruptions, and the nature of
changing regulatory requirements in various regions. This is particularly true of
global supply chains which operate in unstable regions of the world.

• Information Technologies can provide insights into the organization’s overall
IT resilience and vulnerability to cyber-attacks, the consequences of various IT
disruptions, and the realities of new supply chain partner technology integration.

• Legal/Contracting can provide insights into legal and contractual implications of
supply chain disruptions, as well as contractual obstacles related to alternate or
new suppliers.

• Enterprise Risk Management has likely thought about key risks to the organization
and may also have a keen understanding of Board of Director risk concerns. These
risks might have direct implications for SCRM.

• Business Development, and Research and Development are often able to help paint
a picture of what a firm’s future product and service profile might look like, in turn
driving supply chain requirements and priorities.

• Corporate Services such as Security and Human Resources often have vast knowl-
edge about internal and external influences on SCRM.

4.2 The Focusing Question

Having formed the project team, it is important that the members be engaged in all
subsequent activities. The team should be involved in directing the project; a process
quite different than the project manager-centric approach, in which team members
are assigned designated tasks to execute. As a first step in establishing the direction
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of the scenario planning project, the team engages in dialogue to identify the problem
or the decision of interest: typically in the form of a focusing question. For strategic
planning, the focusing question might look 5–10 years in the future. Operational
questions will likely consider a shorter time horizon, perhaps 6 months to 3 years.
The nature of the specific business and industry will inform those timelines.

The focusing questions form the foundation of all following scenario planning
activities, so the importance of this step should not be minimized. A vague or unin-
spiring question will likely lead to similar outcomes. This is another reason why the
scenario planning team’s engagement is essential: The members should have some
passion for the question being posed, suggesting that later in the process the team
will dedicate energy to scenario development. Below are examples of various focus-
ing questions related to supply chain risk strategy and operations. Note that some
questions range in specificity, as determined by each organization’s unique set of
concerns.

“How will our global supply chain risk profile change over the next 10 years?”
“How will the opening of a South American market affect our supply chain risk

over the next 5 years?”
“In what ways will cyber-threats impact our supply chain over the next 3 years?”
“How can government changes in our South America market impact our supply

chain over the next 3 years?”
In selecting a focusing question, the scenario planning team will likely enter into

spirited discussion. But, to reiterate, this is the point: interaction and learning. Even
if the process stopped at this point, individuals representing a range of business
functions would have gained an appreciation for SCRM concerns that may have
been new to them.

4.3 Brainstorming Influences on the Focusing Question

Once the project team has settled on a focusing question, the team then identifies
the driving forces that have an influence on the focusing question. This process
beginswith the brainstorming of issues that each teammember believes are important
with respect to the focusing question. To get a full range of responses, it is often
helpful if members are prompted to consider STEEP impacts—social, technical,
economic, environmental, and political (Chermack2011).Depending on the nature of
the focusing question, other impact contexts might be appropriate for consideration.
The context of PESTLE may be appropriate if legal matters are also of concern,
and the STEEPLE context is appropriate to further account for ethical concerns. For
example, within the STEEP context, if the focusing question is “What will affect the
supply chain in our US market over the next 5 years?” A team member might list
issues listed below (the reader can surmise what the consequences related to each
issue might be):
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Social influences

• Potential for organized labor strikes at our European port
• Staffing shortages at warehouse locations
• Consumer activism affecting our industry

Technical influences

• Power system reliability
• Cyber-intrusion into our supply chain management system
• Telecommunication disruptions

Economic influences

• Fuel cost swings
• US inflation
• Changes in corporate tax rates

Environmental influences

• Market supply and demand fluctuations
• Industry contraction/expansion
• New competition in our US market

Political influences

• Changes in NAFTA
• Administrative requirements related to Asian imports/exports
• More stringent business licensing standards in South America

Above we have provided examples of three issues under each STEEP category. In
reality, a scenario planning team is likely to generate a few hundred issues of concern.
Attempting to cope with this number of issues is both unrealistic and unnecessary.
Therefore, next we will discuss how the scenario planning team can effectively
manage such large quantities of data.

4.4 Grouping Individual Forces into Driving Forces

Individual issues of concern are unlikely to drive strategic change, and many will be
limited to specific contexts, as illustrated in the examples above. But viewed in the
aggregate, they comprise broader categories are apt to provide a more meaningful
and expansive context for scenario building. Moreover, it is likely that many of the
brainstormed concerns are either duplicative or related in some way. For both of
these reasons, individual concerns must be consolidated into more comprehensive
driving force categories. For example, concerns related to “power system reliabil-
ity,” “telecommunications disruptions” and “water quality” might be designated as a
category designated as “Critical Infrastructure.” The driving force of Critical Infras-
tructure is therefore described by all of its associated underlying concerns.



46 C. Thomas and T. Chermack

As with other activities in the scenario planning process, this is a task for the
scenario planning team to complete. By creating and naming the categories of driving
forces, the team members will participate in rich and informative discussion about a
wide range of supply chain risk issues, andwhy people view them as being important.
As mentioned earlier, it is often flashes of insight that are generated from these
discussions that form new “mental anchors” that influence peoples’ future actions
and decision-making.

4.5 Ranking and Rating Forces

Once the driving forces have been identified, the team is charged with assigning each
category with impacts rankings and uncertainty ratings. The team first ranks the cat-
egories based on the extent to which the category could impact the focusing question.
Typically, this process does not occur in an orderly sequence. Rather, perspectives
about implications of each category tend to adjust throughout the process as the team
members become more informed about the implications of each driving force. The
ranking process is illustrated in Fig. 2a, b. The outcome is simply the ordering of
driving forces from least impactful to most impactful.

Once driving forces are ranked by impact, the team will rate each category by its
level of certainty. Again, this is usually not accomplished sequentially, and robust
dialogue provides all team members with meaningful insights into problems they

Fig. 2 Driving force rating and ranking steps
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may not have recognized. Figure 2c shows an example of the outcome of the rating
and ranking process.

Risk management professionals will note that this approach is fundamentally
different from the classic formula “risk = probability× impact”.Aweakness inherent
in this formula is that both “probability” and “impact” are often assigned values based
on weak or flawed support, derived with little internal dialogue (Hubbard 2009). As
a result, the approach can generate numeric outcomes which can be misleading and
only superficially understood. Scenario planning, on the other hand, acknowledges
the uncertainty of future events, and through dialogue, seeks to develop a deeper
level of understanding about their implications.

4.6 The Scenario Matrix

The team is now ready to focus on a particular set of forces that will drive scenario
development. To do this, the team decides which two categories serve as interesting
and compelling issues. The categories need not be related to each other, but typi-
cally, categories of interest will have been ranked and rated as highly impactful and
highly uncertain. In other words, these are the plausible futures that the team might
understand very little about, but that could cause substantial harm.

Once the two driving forces of interest are identified, they are situated on a 2× 2
matrix in which each axis represents a range of potential future states. To illustrate,
we will draw from a 2017 study analyzing current supply chain risks. In this study,
the top two emerging threats of concern were identified as (a) cyber-security and (b)
new laws and regulations (BCI 2017). When thinking about the range of possibilities
for the driving force “cyber-security,” one end of the axis might reflect a technolog-
ical status quo, and the other might represent the introduction of new technologies
and new associated threats. The axes do not necessarily represent conditions that
are necessarily “good vs. bad”; rather, they represent alternative states—a “this ver-
sus that” dichotomy. As with previous tasks, team member discussion is needed to
complete this step. For instance, the example matrix in Fig. 3 reflects driving forces
concerning laws and regulations, and cyber-threats.

4.7 Writing Scenarios

Using the completed 2 × 2 matrix, the scenario planning team has identified four
types of futures that reflect varying combinations of driving forces. The goal in this
step is to create a plausible description of a future associated with each combination
of categories. That process begins by first envisioning the essence of each matrix
quadrant—this might be thought of as developing various narratives of future states.
Using the example shown in Fig. 3, the scenario planning team might develop the
following types of narratives:
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Fig. 3 Example scenario matrix

Quadrant I—This future envisions a state in which existing supply chain technology
must be adapted to meet the demands of new laws and regulations.
Quadrant II—In this future, supply chains contend with a chaotic environment in
which both new cyber-risks and new standards create an ongoing scramble to achieve
security and compliance.
Quadrant III—This quadrant describes a future in which supply chain managers rely
on current technology, and relevant laws and regulations remain largely unchanged.
Quadrant IV—In this future, supply chain managers adopt new technological solu-
tions that present a novel and changing cyber-threat landscape.

While merely creating narratives for each future can be challenging, writing a
rich and descriptive story for each quadrant is scenario planning’s heavy lifting: It
requires the entire team’s imagination and persistence. Thinking about possibilities
can be an abstract process, often uncomfortable to those whose daily responsibilities
revolve around concrete performance measures. Fortunately, the scenario planning
process provides ample material to support the creation of each story: Not only will
each driving force be underpinned bymany issues identified during the brainstorming
sessions, but the dialoguewhich occurred throughout the processwill have given team
members a higher level of appreciation for the implications of the driving forces.

With the narrative as a guide, the team engages in creating an account that, to the
extent possible, incorporates the issues that underlie each driving force. There are no
shortcuts in this step of the process; nor should there be. By engaging with each other
on what various plausible futures could look like, the participants will have armed
themselves with a level of awareness and understanding of supply chain risks that
had likely not been forecasted. Ultimately, stories should flesh out rich descriptions
of future states that represent each quadrant of the driving forces matrix. The stories
should “bring the futures” to life in a way that resonates with all scenario planning
team members. Ideally, these will be stories that form mental anchors in the team
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members, providing themwith insights that could be critical, depending on the future
that emerges.

4.8 An Alternative to the Scenario Matrix Approach

It should be emphasized that scenario planning was not always codified in the steps
described above. In fact, when Wack started out using scenarios at Shell in the
1960s his process was much more fluid. Wack did not believe there was any set of
steps that could be followed to achieve useful and effective scenarios (Chermack
2017). Instead, he deliberately formed a team of deep thinkers. A key criterion for
inclusion on his team was evidence of a way of thinking contrary to Wack’s own. It
was common for Wack to recruit people with significantly different ethnic, political,
and cultural backgrounds. This ensured a lot of different ways of seeing the world
were involved, as well as a lot of arguing. Wack and his team would spend weeks at
offsite locations, commonly without phones or televisions, and focus on leveraging
their diverse expertise to shed new light on an issue. Instead of following steps, they
muddled through until some key varied themes emerged.

Years after Wack retired from Shell, others decided to codify the scenario process
into steps, guidelines, and frameworks that make using scenarios easier than having a
resident “mystic.” Today, the most common approach to scenario planning is indeed
thematrix approach; however, highly creative teams need only the goal of developing
some provocative storylines around important risks.

4.9 Identifying Signals for Action

Once developed, scenarios can enable the early recognition of signs that various
plausible futures are emerging, allowing organizations to take early action. As with
PierreWack and Royal Dutch/Shell, the fact that decision-makers had become famil-
iar with an unexpected future enabled them to communicate more effectively and
initiate actions earlier than if they had been engaged in trying to understand what
was happening. In order to identify signals and related actions, Chermack (2011)
suggests holding workshops specifically designed to achieve those aims. In the first
workshop, the team identifies early warning signals by considering the following
question: “How will we know that (driving force) is starting to occur?” Once those
thoughts are collected and synthesized, another workshop is held to focus on the
question: “If we detect (this signal), what can we do about it?” Schoemaker et al.
(2013) propose that the periodic examination of risk through multiple scenario per-
spectives signals is an effective means of keeping a “signals library” current, as well
as the resulting actions that have been identified.
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5 Scenario Planning Challenges

Scenario planning is energizing, enjoyable, and rewarding. It enlightens decision-
makers about issues they likely would not have considered, and may not have rec-
ognized if they had come to pass. We propose that it is an appropriate technique in
analyzing complex and uncertain risks associated with supply chains. On the other
hand, its distinctive approach can deviate from contemporary organizational norms
and practices. Managers and leaders can struggle with the idea that scenario plan-
ning may not produce a decision or solution. In today’s hyper-focus on efficiency,
performance, and outcomes, this can be unsettling. And as a result, participants can
fall back into well-established paradigms that drive toward a single solution, treat-
ing a scenario outcome as a forecast. Furthermore, it is common that scenario users
may not realize the full value of scenario planning if they avoid challenging current
paradigms—perhaps “we’ve always done things this way,” or “that’ll never happen.”
In practice, scenario planning is a demanding activity. It requires time, effort, and
thoughtful consideration by a number of busy people.

6 Summary

Leaders and managers responsible for supply chain risk are faced with issues that
are incredibly wide-ranging and complex. In the face of these challenges, traditional
risk assessment methods are commonly used to focus attention on the management
of specific risks. However, real-world uncertainties present an array of possibilities
that far exceed realistic risk management constraints. Rather than overlook uncer-
tain risks, we propose that scenario planning can be used to complement traditional
risk assessment methods through the identification and examination of plausible and
highly impactful future states. Unlike risk assessment methods that aim to quantify
risks by examining probability and impact, the intent of scenario planning is to build
awareness of uncertain but plausible risky futures. As decision-makers gain aware-
ness of these risky futures, they are better equipped to recognize signals indicating
their emergence, and they can more quickly implement appropriate risk controls.
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Chapter 4
Decision Support Systems and Artificial
Intelligence in Supply Chain Risk
Management

George Baryannis, Samir Dani, Sahar Validi
and Grigoris Antoniou

1 Introduction

Over the past two decades, several events have significantly affected global supply
chains and have brought the need for management of risks to the forefront. From the
9/11 terrorist attacks and the 2008 economic crisis, to the 2011 Japan earthquake and
tsunami (Pettit et al. 2013) and Thailand floods (Chopra and Sodhi 2014), to more
recent examples such as the decision in 2016 of the UK to withdraw from the Euro-
pean Union (Matthews 2017) or the KFC chicken supply crisis in early 2018 (Green
2018), global supply chains are disrupted by a multitude of strategic, environmental,
financial or political causes. Risks are also becoming more common, as discussed by
Snyder et al. (2016) and Behzadi et al. (2017), due to the increased vulnerability of
supply chains that adopt lean management and just-in-time production and logistics
and the decrease in vertical integration which increases supply chain complexity.

The aforementioned factors have continuously renewed the interest of practition-
ers and suppliers in research related to risks in supply chains. According to Ho et al.
(2015), supply chain risk can be defined as “the likelihood and impact of unexpected
macro and/or micro-level events that adversely influence any part of a supply chain,
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leading to operational, tactical or strategic level failures or irregularities”. Research
in supply chain risk is inextricably linked to uncertainty, as the most common cause
of risk is the uncertainty of possible outcomes caused by imperfect knowledge or
unpredictable events. Addressing risk and uncertainty leads to reduced supply chain
vulnerability and reduced impact of disruptions, while achieving higher degrees of
robustness and resilience.

Supply chain risk management (SCRM) aims to provide a structured approach to
achieve the aforementioned benefits. While there is no universally accepted defini-
tion, SCRMgenerally follows similar riskmanagement strategies in other disciplines
in that it consists of at least three phases: identification, assessment and mitigation
(Ghadge et al. 2013). These phases depend on the coordination and collaboration of
supply chain partners in order to make the correct decisions.

SCRM decision-making reflects the complexity of the supply chain itself, involv-
ing the analysis of information from all involved parties and actions that affect any-
thing from individual entities to the whole chain. To that end, operations and supply
chain research communities have devoted significant effort in providing decision-
makers with the support they need to achieve their SCRM-related goals. This support
ranges from methods and techniques that can be used to make more informed deci-
sions, to fully fledged decision support systems. Different techniques are utilised as
per the phase in risk management. Some of the techniques employed for risk iden-
tification are supply chain vulnerability maps (Blos et al. 2009) and a big data and
process engineering approach (Wang et al. 2016). Ghadge et al. (2012) suggest that
both qualitative and quantitativemethods can be employed for risk assessment. Some
of the quantitative techniques involve a supply chain network opportunity package
(Brun et al. 2006), a network analysis method to evaluate disruption propagation and
its effect on supply chain network (Wu et al. 2007), Petri net (Mazzuto et al. 2012),
a data envelopment analysis and Monte Carlo simulation (Wu and Olson 2008), and
a fuzzy analytic hierarchy process (Samvedi et al. 2013). Risk mitigation as a pro-
cess can employ both proactive and reactive strategies. Some of these strategies may
include risk-sharing contracts (Ghadge et al. 2017), establishing strategic supplier
relationships (Hajmohammad and Vachon 2015), encouraging suppliers’ involve-
ment (Chen et al. 2015) and reducing supply base complexity (Olson and Swenseth
2014).

The main purpose of this chapter is to summarise the various techniques that have
been used to support decision-making procedures within SCRM and investigate
their capabilities, while also determining areas where there is untapped potential
that can be leveraged to manage supply chain risks more effectively. Note that the
analysis of SCRM research presented in this chapter is representative and by no
means exhaustive. Interested readers can indicatively refer to the survey papers of
Govindan et al. (2017) and Ho et al. (2015) for a comprehensive literature review of
SCRM research.

The rest of this chapter is organised as follows. Section 2 focuses on multiple-
criteria decision analysis methods and related techniques that try to find the best
out of known solutions to a decision problem. Section 3 deals with methods that
rely on mathematical programming to model the decision problem and find optimal
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solutions. Section 4 focuses on various other artificial intelligence (AI) techniques
that have been exploited to support SCRMdecisionmaking, namely Petri nets, multi-
agent systems, automated reasoning andmachine learning. Finally, Sect. 5 concludes
and suggests directions to further investigate the synergies between AI and SCRM
to facilitate effective decision-making.

2 Multiple-Criteria Decision Analysis for SCRM

The problem of managing risks in supply chains is a prime example of a process rely-
ing on multiple-criteria decision analysis (MCDA) and decision making (MCDM),
since it entails evaluating the conflicting effects arisingboth fromnormal supply chain
operation and due to associated risks. Hence, decision support systems for SCRM
invariably rely on the vast array of MCDA techniques that have been proposed in
the literature. These techniques are usually grouped into two large categories: evalu-
ation techniques, which find the best out of known alternative solutions, and design
techniques, which represent the problem as a mathematical problem and solve it to
find alternatives (which are initially unknown). In this section, the most prominent
techniques belonging to the former category are outlined, along with related tech-
niques that have been used to achieve the same goals, specifically decision trees,
game theory and simulation. Section 3 focuses on the latter category, summarising
mathematical programming techniques for SCRM.

2.1 MCDA Methods

Analytic Hierarchy Process (AHP): Introduced by Saaty (1980), AHP has become
one of themost widely used tools forMCDMunder uncertainty. The process involves
threemain steps: (1) the decision (goal) is decomposed into a hierarchy of alternatives
and independent criteria (on one ormore levels) that play a role in deciding among the
alternatives; (2) a pairwise comparison is conducted between the goal and the criteria,
as well as between alternatives and criteria, attributing priorities to all elements; and
(3) the calculated priorities are checked for consistency and a decision is made. For
instance, 17 different risk factors affecting a supply chain are manually identified in
Schoenherr et al. (2008) and included as criteria in AHP in order to decide among
five alternative choices for offshore suppliers of a manufacturing company.

Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS):
Proposed by Hwang and Yoon (1981), it relies on the notion of geometric distance to
evaluate whether an alternative is better or worse. Alternatives and criteria are also
pairwise compared like in AHP, and weighted values are attributed to the pairs. Then,
two imaginary solutions are constructed: the ideal solution, which has the highest
value for all criteria, and the negative ideal, which has the lowest value for all criteria.
Finally, the geometric distances from these imaginary solutions are calculated for
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all alternatives, ranking them according to relative closeness: the optimal alternative
is the one that is closest to the ideal and farthest from the negative ideal. Samvedi
et al. (2013) combine AHP and TOPSIS in order to create a risk index to determine
the severity of risk at a given state of a supply chain. It is noted that the authors
employ fuzzy variations of both techniques, where calculated priorities and weights
are fuzzy numbers.

Data Envelopment Analysis (DEA): Charnes et al. (1978) introduced this eval-
uation method for alternative solutions that can be characterised by a set of inputs
and a set of outputs. Each solution’s efficiency score is the ratio of the weighted
sums of outputs and inputs. Weights are calculated using mathematical optimisa-
tion, trying to maximise the efficiency of a solution, while making sure that all other
efficiencies are reasonable (less than or equal to 1). Azadeh and Alem (2010) pro-
pose a decision-making process for supplier selection under uncertainty that relies
on fuzzy and stochastic variants of DEA. Input characteristics of suppliers (expected
cost, quality acceptance level and on-time delivery distribution rate) and outputs
are either modelled as triangular fuzzy numbers, or random variables, depending on
whether available data is vague or uncertain.

FailureMode and Effect Analysis (FMEA):While the aforementionedmethod-
ologies are generally applicable to any decision-making process, FMEA is designed
to evaluate potential failures of a process and their impact, in order to be able to
mitigate failure risk. Hence, it is directly relevant to the goals of SCRM. The FMEA
process involves several steps that identify possible failures and their causes, while
also evaluating their severity and likelihood of occurring. Then, the current process
is evaluated in terms of the likelihood of detecting these failures. Finally, failures are
prioritised based on their severity, occurrence and detection likelihood and actions
are recommended for each. P.-S. Chen andWu (2013) approach the supplier selection
problem from the perspective of supply chain risk by combining AHP and FMEA.
Several criteria for selecting suppliers are identified, and FMEA is used to identify
potential cases of suppliers failing to achieve high-quality levels in terms of these
criteria, evaluating whether these failures can be detected. Then, AHP is used to
calculate weights for each criterion. Finally, failures are prioritised by calculating
the product of their severity, occurrence, detection likelihood and AHP weight of the
associated criterion.

Table 1 offers a summary and comparison of the aforementioned MCDA evalu-
ation methods, outlining their advantages and disadvantages, the SCRM tasks they
are typically used for and some key references.

2.2 Related Techniques

Simulation: Many tasks within the SCRM process involve risk-related knowledge
that may be unavailable and can be obtained in an exploratory manner. Simulation
techniques have proven useful to that end and have been employed either on their
own or combined with one of the methods analysed in this and subsequent sections.
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Table 1 Comparison of MCDA evaluation methods that have been applied for SCRM

Method Description Advantages Disadvantages SCRM task Reference

AHP Decomposes
decision into
hierarchy of
alternatives
based on criteria

Supports both
qualitative and
quantitative
evaluation,
group decision
making

Problematic to
add/remove
criteria and
alternatives, or
when some of
these are
interdependent

Assess, mitigate Schoenherr
et al. (2008)

TOPSIS Evaluates
alternatives
based on
difference from
ideal solution

Simple and easy
to use, fixed
number of steps
regardless of
number of
criteria

Euclidean
distance
calculation does
not consider
correlation
among criteria

Assess, mitigate Samvedi
et al. (2013)

DEA Maximises
efficiency of
alternatives by
calibrating
input/output
parameters

Quantifies
sources of
inefficiency for
alternatives

Cannot measure
absolute
efficiency

Assess, mitigate Azadeh and
Alem
(2010)

FMEA Identifies and
evaluates
severity and
likelihood of
failures

Directly
applicable to
management of
risks

Cannot consider
combination of
failures

Identify, assess P.-S. Chen
and Wu
(2013)

For instance, Kull and Closs (2008) use discrete event simulation to assess the supply
risk of an organisation and determinewhich factors contributemore to it. Thework of
Azadeh and Alem (2010) mentioned earlier uses theMonte Carlo method to simulate
the linear models of the proposed DEA variants.

Decision Trees: The inclusion of risks in an analysis of a supply chain leads
to the need for representing several different alternative situations, depending on
which aspects of the supply chain are affected. Decision trees are a suitable tool
for such forms of representation and have been used in SCRM research mostly for
risk analysis. For instance, Ruiz-Torres and Mahmoodi (2007) use decision trees to
determine the lowest cost approach under various supplier failure scenarios.

Game Theory: Supply chains are a prime example of complex collaboration and
competition among players; hence, the related decision-making processes can also be
modelled as a game, especially when these decisions involve economy-related risks.
For example, Xiao and Yang (2008) apply game theoretic analysis for the case of
rival supply chains to determine the effects of suppliers and retailers having different
risk profiles (risk-neutral and risk-averse).
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3 Mathematical Programming for SCRM

Probably the most utilised methodology to address risks in supply chains involves
formalising supply chain interactions as a mathematical optimisation model which
seeks to minimise one or more objective functions subject to a number of constraints.
In contrast to most of the methodologies presented in Sect. 2, no alternative solutions
are known beforehand; they can only be found by solving the models. There is a
wide variation in terms of how these models address the inherent uncertainty in
risks, as well as how they are solved. The rest of this section attempts to summarise
approaches to address both of these aspects, focusing on stochastic programming,
robust optimisation and fuzzy programming, in terms of handling uncertainty and
exact, heuristic and metaheuristic algorithms in terms of model solving.

3.1 Modelling Uncertainty

Simple mathematical supply chain models include deterministic parameters that are
assumed to be fully known.However, this is in contrast to the realities of supply chains
where parameters may only partially be known and may be subject to variation,
especially due to various risks within or outside the supply chain network. Thus,
some degree of uncertainty needs to be integrated into the model parameters. Three
different ways have been proposed in the literature to achieve this.

Stochastic Programming: The most common solution is to introduce stochastic
parameters for those aspects of the supply chain model that are uncertain, such as
demand, supply, return, various aspects of cost and so on. These parameters may be
continuous or discrete. In the former case, it is assumed they follow a distribution
with known mean and variance, as is the case in the model of Miranda and Garrido
(2008) or Taleizadeh et al. (2011), indicatively, where authors model daily demand as
a random variable with a fixed mean and variance. Alternatively, uncertain parame-
ters are modelled via a number of discrete scenarios whose occurrence probability is
known. The most common case is the so-called two-stage model, where some deci-
sions aremade regardless of the values of uncertain parameters (first stage), while the
rest follow afterwards and depend on a finite number of realisations of these parame-
ters. In Santoso et al. (2005), for instance, supply chain configuration decisions (e.g.
processing centres placement) are fixed, while processing cost, demand, supply and
capacity are all considered random variables with a finite number of possible reali-
sations. Finally, a less common approach is to consider more than one period for the
second stage or, equivalently, more than two stages. For instance, Nickel et al. (2012)
consider multiple periods after the first stage, each with its own possible scenarios,
which essentially leads to a tree representation of all scenarios.

Robust Optimisation: If distributions of uncertain parameters are unknown, then
the aforementioned solutions are not applicable. Instead, one can assume that param-
eters varywithin a predefined interval or that they followdiscrete scenarios forwhich,
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however, probabilities are unknown. In such a setting, robust optimisation techniques
(Mulvey et al. 1995) can be applied to find an optimal solution across all possible
realisations. Specifically, a solution is considered solution-robust if it remains close
to optimal (e.g. it leads to a minimum increase of the optimal cost), while it is con-
sidered model-robust if it remains feasible (i.e. does not violate any constraints) for
all possible realisations. A notable example is the work of Pishvaee et al. (2011),
where the authors consider transportation costs, demand and return to be uncertain in
a closed-loop supply chain network and assume that they vary within a prespecified
bounded box. The optimisation objective is then to find solutions that satisfy the
constraints for all possible realisations of these variables while keeping costs close
to the optimal minimum.

Fuzzy Programming: Instead of modelling uncertain parameters as stochastic
variables, several works propose to treat them as fuzzy numbers corresponding to a
set of possible values with weights attributed according to membership functions,
while the corresponding constraints aremodelled as fuzzy sets. This leads to so-called
fuzzy possibilistic programming solutions that incorporate a level of flexibility in the
possible parameter realisations. For instance, Amid et al. (2009) assume that demand
follows a triangular function, where the probability of possible demand values ranges
from 0 at a lower and an upper limit and peaks at 1 for a value in between. Also, net
costs, quality and service levels follow an R-function, where there are two intervals,
one corresponding to values of the highest probability, followed by a second one
where probability decreases linearly, reaching zero for an upper limit value. On
the other hand, Torabi et al. (2015) assume discrete scenarios for demand, supply
and cost, with parameter values for each scenario following triangular membership
functions.

Table 2 offers a summary and comparison of the aforementioned modelling
approaches. It should be noted that there are works which combine the aforemen-
tioned techniques into hybrid solutions. For instance, Bai and Liu (2016) models
demand and cost as fuzzy numbers but incorporate a robustness element by using
variable membership functions instead of fixed ones. Zhalechian et al. (2016) model
some aspects of uncertainty using fuzzy numbers, while others are modelled using
stochastic chance-constrained programming. Finally, Keyvanshokooh et al. (2016)
propose a hybrid robust-stochastic approach, where transportation costs are mod-
elled through stochastic scenarios, while robust optimisation is applied for demand
and return quantities which assume to take values from a finite set.

3.2 Model Solving

Themathematical programming techniques analysed above often result in very com-
plex models that are not solvable directly. Stochastic continuous models are most
often nonlinear and are usually simplified through linearisation. Scenario-based
stochastic models have to be converted to deterministic equivalents, where there
is a separate set of constraints for each scenario, resulting in even larger models.
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Table 2 Comparison of mathematical programming approaches to modelling uncertainty

Method Description Advantages Disadvantages Reference

Stochastic
programming
(SP)

Uses stochastic
variable with
known
distributions to
model risk and
uncertainty

Granularity can
be adapted easily,
two-stage model
very close to the
supply chain
decision-making
process

Probability
distributions
must be known
for parameters,
can become
exceptionally
complex

Miranda and
Garrido (2008),
Santoso et al.
(2005)

Robust
optimisation
(RO)

Determines
solutions that are
nearly optimal or
nearly feasible in
any realisation

No probability
distributions
necessary,
generally less
complex than SP

Delivers more
conservative
(worst-case)
solutions than SP
or FP

Pishvaee et al.
(2011)

Fuzzy
programming
(FP)

Uses fuzzy
numbers to
model risk and
uncertainty

Models
ambiguity and
vagueness,
generally more
tractable than SP

Models are more
difficult to grasp,
requires more
expertise

Amid et al.
(2009), Torabi
et al. (2015)

Fuzzy models are also reformulated to their crisp (defuzzified) equivalents, inter-
preting membership degrees of fuzzy sets using real values. Then, depending again
on the complexity of the resulting model, one of the solution approaches described
in the rest of this section is followed.

Commercial Solvers: In many cases, the resulting model is solvable using a
proprietary optimisation software package in a reasonable amount of time.Modelling
and optimisation systems commonly referenced in the literature include CPLEX,1

GAMS,2 LINGO3 and GUROBI.4

Optimal Solution Algorithms: In other cases, well-known algorithms are
employed, which have been proven capable of finding the optimal solution, pro-
vided that the model possesses specific characteristics. For instance, Santoso et al.
(2005) apply Benders (or L-shaped) decomposition (Benders 1962) to solve the pro-
posed model, relying on the fact that a two-stage stochastic program can be easily
divided into sub-problems. A similar divide-and-conquer approach is followed in the
Branch and Bound algorithm (Land and Doig 1960), which is employed by Qi et al.
(2010) in their attempt to investigate the effects of supply and demand disruptions
on retailer location and customer allocation.

Heuristic Algorithms: Model complexity may preclude finding an optimal solu-
tion, either because it requires unacceptable amounts of time or because the afore-
mentioned algorithms fail to find such an exact solution. In such cases, heuristic
algorithms are employed to find a good enough or an approximate solution. Proba-

1https://www.ibm.com/analytics/data-science/prescriptive-analytics/cplex-optimizer.
2http://www.gams.com.
3https://www.lindo.com/index.php/products/lingo-and-optimization-modeling.
4http://www.gurobi.com/products/gurobi-optimizer.

https://www.ibm.com/analytics/data-science/prescriptive-analytics/cplex-optimizer
http://www.gams.com
https://www.lindo.com/index.php/products/lingo-and-optimization-modeling
http://www.gurobi.com/products/gurobi-optimizer
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bly themost common heuristic used in supply chain research is Lagrangian relaxation
(LR) (Everett 1963) which uses multipliers to penalise violations of constraints and
tries to minimise these values.

Metaheuristic Algorithms: In other cases, standard heuristics are not able to
find sufficiently good solutions, so a metaheuristic algorithm is employed to find or
generate better heuristics.Manymetaheuristics are inspired by nature, such as genetic
algorithms (GA)which simulate the process of natural selection. Simulated annealing
(SA) parallels the process of heating and slowly cooling materials in metallurgy with
that of slowly decreasing the probability of accepting worse solutions while trying
to find an optimal one. Peng et al. (2011) use a GA-based metaheuristic for a model
that attempts to reduce the risk of facility disruptions, while Lee and Dong (2009)
address the typical problem of uncertain demand and return for reverse logistic
networks using an SA-based algorithm to decide on facility locations and product
flow. Other metaheuristics rely on local search methods, trying to improve on a
candidate solution by slightly changing it. Cardona-Valdés et al. (2014) combine two
such metaheuristics, GRASP and Tabu search, to address demand uncertainty in the
decision-making process for warehouse location and transportation mode allocation.

4 AI Techniques for SCRM

The methods discussed in Sect. 2 focus primarily on integrating the opinions of
stakeholders and partially automating the process of weighing the various criteria
that factor in a decision. The mathematical programming techniques in Sect. 3 can
broadly be considered as part of the AI field, since they apply intelligent methods of
searching for a solution and are able to do so faster due to the constantly increasing
computational capabilities ofmachines. However, the intelligence of such techniques
is still constrained. This section explores other AI techniques that have received
relatively little attention in supply chain research and discuss how these may prove
useful to decision making for SCRM.

4.1 Petri Nets

Viewed from a high level of abstraction, supply chains can be considered as discrete
event dynamic systems, since their evolution is directly dependent on the occurrence
of events over time. This is especially true when these events have significant effects
on their operation, as is the case of risk events. The analysis of such systems usually
relies on some kind of graph model, like Petri nets (Petri 1966). Petri nets consist of
three types of elements: (1) places, modelling states; (2) transitions, modelling the
transition from one place to another; and (3) arcs, connecting an initiating place to a
transition and a transition to a subsequent place. Each place may have one or more
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tokens. For a transition to fire (i.e. occur), a predefined sufficient number of tokens
must be present at the place leading to that transition.

Petri net models essentially represent cause and effect relationships which are
fundamental in risk analysis. This has been recognised in SCRM literature by a
handful of researchers. Asar et al. (2006) use fault tree analysis to identify multiple
levels of causes of disruption in a manufacturing supply chain, as well as existing
mitigating techniques. The resulting fault tree is then converted to a Petri net, which
is then used to determine the probability levels for each disruption and the success
level of mitigation practices. Rossi and Pero (2012) follow a different approach,
modelling the complete operation of a simple logistic network as a Petri net. Any
product-related element is represented by a token (e.g. customer requests, occurred
stock-outs, order quantities, safety stocks). Risks are then identified by calculating
the coverability graph of the Petri net, e.g. detecting cases where delivery lead times
are higher than a threshold, or cases of inaccurate forecasts at the retailer or distributor
side.

Zegordi and Davarzani (2012) use a well-known variant called coloured Petri
nets which provide the ability to distinguish between tokens, using values called
colours. These are employed to model the interconnected relationships among dis-
ruptions: each type of disruption is assigned a colour and when one disruption may
cause another, a token is allowed to change colour. The graphs represent the supply
chain operation as in Rossi and Pero (2012) and their analysis helps determine how
disruptions propagate and how they affect performance.

4.2 Multi-agent Systems

A supply chain involves a number of entities (customers, suppliers and so on) inter-
acting with each other, each with their own agendas, which may sometimes overlap
or conflict. It is straightforward to imagine each one of these entities as an intelligent
agent, model the supply chain as a multi-agent system (MAS) and use this system
to support decision making. In such an MAS, each agent follows a set of rules that
govern its interactions with the other agents. Agents communicate with each other by
issuing requests and responses. In principle, after defining each agent’s behaviour,
an MAS can run independently and reach a solution without the need for human
intervention, since agents are capable of perceiving their environment, respond to
changes and initiate actions.

Kwon et al. (2007) propose the use of MAS to address supply and demand uncer-
tainties in manufacturing supply chain management. Three types of agents are mod-
elled: retailers, manufacturers and suppliers. Each agent makes decisions according
to the interests of the firm it represents and can adjust its behaviour to respond to
risks. For instance, a manufacturer agent aims to maximise revenue and minimise
costs, while it has to decide on order and production quantities andwhether to expand
its supplier base to address supply risk. The authors propose an iterative adjustment
approach so that all agents achieve their profit goals, while the supply chain’s profit
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is also maximised. Simulations are run with varying numbers for customer demand,
lead time, production capacity and number of suppliers, while the manufacturer
includes a risk pooling strategy in its behaviour to search for additional suppliers in
the face of disruptions.

Mele et al. (2007) combine anMASwithMonte Carlo simulation andmetaheuris-
tics to retrofit a supply chain design due to uncertain demand, as well as transport
and processing times. Specifically, a genetic algorithm is used to determine inven-
tory control parameters. Then, different realisations of the uncertain parameters are
obtained using Monte Carlo sampling. All parameter values are fed into the MAS
which aims to maximise profit by emulating the decision-making process in terms
of production scheduling, transport of materials and inventory replenishment. This
process is iterated (applying genetic operators and generating new samples) until
optimality criteria are met.

Giannakis and Louis (2011) present a holistic MAS framework for all phases of
SCRM. Apart from agents representing supply chain entities, there are additional
ones to support communication, coordination, monitoring and disruption manage-
ment. Risk identification relies on the monitoring agent detecting changes in perfor-
mance indicators such as in-stock inventory, production throughput or delivery lead
times. Assessment is then run by the disruption management agent, who investigates
the root cause for each risk and determines risk impacts and probabilities. Then, past
responses to each risk are collected in risk portfolios and evaluated, simulating their
effects using the MAS. Finally, the best performing risk responses are proposed as
solutions.

4.3 Automated Rule-Based Reasoning

Decision making for SCRM and supply chain management in general has always
relied on the accumulated expertise and experience of key stakeholders. Automated
reasoning systems provide a means of encoding this knowledge into a machine-
interpretable form in order to (partially) automate the decision-making process. A
common approach is to rely on a rule-based representation (with case-based being a
popular alternative). Rules have the advantage of being easily interpretable by both
humans and machines, since they follow a simple if-then formalisation.

SCRIS (Kayis and Karningsih 2012) is a supply chain risk identification system
that relies on rule-based knowledge encoded using the CLIPS5 language. The authors
elicit knowledge from existing SCRM literature to collect supply chain risk events,
factors and sub-factors and their interrelations. These are expressed in the form
of a rule hierarchy that facilitates a forward chaining inference approach: specific
characteristics of a supply chain lead to the identification of risk sub-factors, sub-
factors lead to factors, factors to events, and finally events to communication of

5http://www.clipsrules.net.

http://www.clipsrules.net
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identified risks. SCRIS is validated using several case studies, showing that it can
identify 80% of potential risks.

Emmenegger et al. (2012) propose an early warning system for procurement risks
in supply chains that relies on information sources both internal to the supply chain
and external (e.g. business information services or the Internet), which indicate the
existence of a risk event. The system relies on an ontological risk model that includes
enterprise semantics, risk events, risk indicators, warning signals and procurement
risks. The ontology is written in OWL6 and rules are encoded in SQWRL (O’Connor
and Das 2009), while the identification process is as follows: risk events that are
derived from information sources are aggregated and contribute to the calculation
of risk indicators. If these exceed a threshold, then a warning signal is issued. A
particular risk is identified when all warning signals associated with it are issued.

4.4 Machine Learning

The past decade has seen a tremendous growth in research on and applications of
machine learning, a research area within AI focusing on systems that are not only
intelligent in the sense of deriving conclusions and making decisions but also due to
their ability to learn in order to improve their performance. While machine learning
principles have existed since the birth of AI as a research field (and even earlier,
in the case of statistical methods), research has progressed rapidly in recent years,
partly due to the increase in available computing power and the emergence of big
data. While advances in machine learning have been exploited in various research
areas, their application in SCRM has only been considered by a few studies, which
are analysed in the rest of this section.

The first study, to our knowledge, to incorporate machine learning in SCRM-
related tasks is that of Bruzzone and Orsoni (2003). The authors use Artificial Neu-
ral Networks (ANNs), one of the earliest successes in machine learning research, to
assess logistic performance risks in terms of actual transportation costs and produc-
tion losses. ANNs are fed input data on production times, quantities and capacities.
Then, they are trained using calculated cost estimates for the available input. This
gives them the ability to learn to calculate cost estimates for different sets of input
data. Evaluation results prove the superiority of ANNs in terms of flexibility, adapt-
ability and accuracy of response, compared to discrete event simulation.

ANNs are combined with a case-based reasoning (CBR) system in Zhao and
Yu (2011) to address the problem of supplier selection under uncertainty for the
case of Chinese petroleum enterprises. CBR relies on the principle that if a solution
was successful in the past, it may also be successful in closely similar situations.
The authors propose to use ANNs to improve on key problems of CBR: (1) how
to objectively calculate suitable weights for all attributes that characterise a case;
(2) how to determine the degree of similarity between existing cases and the target

6https://www.w3.org/TR/owl2-overview.

https://www.w3.org/TR/owl2-overview
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case; (3) how to extract rules from the cases; and (4) how to maintain the case base.
ANNs are trained using existing cases and then use this knowledge to learn how to
determine decisions for new cases, which are in turn expressed as new cases and
stored in the case base to be used for future decisions.

The CBR approach is also adopted by Jiang and Sheng (2009) for the problem of
inventory control under demand risk. Previous cases of replenishment actions using
order-up-to levels or reorder points are collected, along with the achieved service
levels. Then, a reinforcement learning approach is applied to make decisions for new
cases, in terms of order-up-to levels or reorder points. The achieved service level is
the actual reward (or punishment, if it is unsatisfactory) that helps the system learn
which actions bring it closer to or further from the target service level. Results show
that reinforcement learning achieves average service levels that are very close to the
target level, especially in the case of reorder point replenishment.

Chen et al. (2010) propose the use of a Bayesian model for the management of
manufacturing supply chains that face supply disruptions. This relies on Bayes’ rule
which relates the conditional probability of an event A happening given evidence B,
to the probability of A happening (in general), the probability of B being observed,
and the probability of B being observed given that A happened. This allows recal-
culating probabilities after new evidence is acquired. The authors’ model assumes
that disruptions affect supply in a number of fixed levels, each with an unknown
probability. The goal of the model is to learn these probabilities over time, starting
with initial values determined from past experience, expert assessment or provided
by suppliers themselves. By learning these probabilities, the manufacturer can make
informed decisions about sourcing strategies, even when the initial knowledge is
imperfect.

Bayes’ rule is also featured inGarvey et al. (2015) in the form of Bayesian (Belief)
Networks (BN). These graph models represent events that have a direct influence
on others. Based on these connections, one can calculate the probability of an event
taking place, given that others have also taken place. The authors model a set of
risks as a BN and use it within the risk assessment process to determine how risk
propagates. Eachmember of a supply network (distributors, manufacturers, retailers)
is then evaluated in terms of their risk contribution factor and risk propagation ratio.

Thework of Zage et al. (2013) is unique since it is the only published SCRMstudy,
to the best of our knowledge, that combines a machine learning approach with an
implementation that exploits big data. The authors focus on security risks in supply
chains, specifically the problem of identifying deceptive practices in e-commerce.
First, they use a graph-based representation of transactions to determine relationships
that are characteristics of deception. Then, they use these characteristics as features
in a clustering approach to distinguish legitimate users (those who do not exhibit
such characteristics) and fraudsters. The algorithm relies on large-scale Web data,
collecting information for vendors through their Web presence. Evaluation shows
that high accuracy in detecting fraudsters is achieved even when the classifier is
trained with only one-third of the available data. Table 3 provides a summary and
comparison of all AI techniques presented in this section.
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Table 3 Comparison of AI techniques that have been applied for SCRM

Technique Description Advantages Disadvantages SCRM task Reference

Petri nets Model
dynamic
systems in the
form of states
and
transitions
between them

Can be used at
various levels
of abstraction,
supports
automatic
simulation

May be
difficult to
build,
maintain and
interpret if
network is too
large

Identify,
assess

Asar et al.
(2006),
Zegordi and
Davarzani
(2012)

Multi-agent
systems

Simulate
interactions
between
entities with
predefined
behaviour

Can rapidly
react and
adapt to
changing
environments,
scales easily

Formalising
agent
behaviour
requires
expertise and
may become
too complex

Identify,
assess,
mitigate

Mele et al.
(2007),
Giannakis and
Louis (2011)

Automated
rule-based
reasoning

Encode
knowledge
using rules,
infer
information
and choose
actions

Natural,
intuitive way
to encode
expert
knowledge,
modular,
powerful
reasoning
systems

Rules need to
be carefully
crafted to
avoid loops or
contradic-
tions, may
require large
rule sets

Identify,
assess,
mitigate

Kayis and
Karningsih
(2012),
Emmenegger
et al. (2012)

Machine
learning

Learn from
existing
knowledge
and make
predictions on
previously
unknown
set-ups

Uncovers
hidden
correlation in
data,
continuously
improves as
more data
becomes
available

Depends on
the
availability of
relevant and
accurate
datasets,
results may
not be
interpretable

Identify,
assess,
mitigate

P.-S. Chen
and Wu
(2013)

5 Conclusions

The wide variety of available methods and techniques presented in this chapter sup-
ports the fact that supply chain decision-makers have access to a powerful arsenal in
their quest to manage risks that affect the supply chain. This gives them the ability
to choose the tools that are most suitable to their goals. From our analysis, we can
draw the following conclusions:

• MCDA analysis methods such as AHP, TOPSIS, DEA or FMEA are more suitable
when the various alternative choices are known and the decision-maker needs a
structured and systematic way of deciding among them. This makes them espe-
cially suitable for deciding among different risk mitigation plans.
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• Mathematical modelling and optimisation excel at capturing the full spectrum of
parameters, constraints and objectives that are involved in a supply chain decision
and can provide optimal or close to optimal solutions for highly complex models.
Thus, they are suited for the case when a supply chain can be modelled in detail,
the target objectives are fully known, but the different ways of achieving these
objectives are not completely known. In such cases,mathematical optimisation can
derive risk mitigation decisions and plans that achieve SCRM-related objectives.

• AI techniques are verydiverse,whichmeans that their success depends on choosing
the suitable technique for the task at hand. For instance, network-based approaches
likePetri nets are especially suitablewhenoneneeds to trace interactions and assess
the dynamic behaviour of a supply chain. Multi-agent systems can place more
focus on the conflicting or coordinating interactions among different supply chain
stakeholders. Rule-based reasoning techniques are excellent when knowledge can
be easily encoded in the form of rules. Finally, machine learning techniques can
support a wide variety of tasks but can only do so effectively when an adequate
amount of data is available.

Since each technique has its own set of capabilities and may be more suitable for
some aspects of SCRM than others (as summarised in Tables 1, 2 and 3), it makes
sense to explore the possibility of combining two or more of the presented meth-
ods and techniques into a comprehensive decision support system for SCRM. While
some cases of hybridisation have been reported in the literature [e.g. in the work of
Keyvanshokooh et al. (2016)], they usually follow specific patterns, such as the intro-
duction of fuzziness into existing techniques, or the combination of mathematical
programming with MCDA analysis methods. However, it would also be interesting
to explore a hybrid approach that integrates one of the AI techniques in Sect. 4 with
the powerful optimisation abilities of mathematical programming.

Finally, what should be evident from the discussion in Sect. 4 is that while research
in AI techniques has made great strides in recent years, SCRM and operations
research, in general, have not fully exploited the associated benefits. In particular, the
powerful predictive and learning capabilities of machine learning and big data ana-
lytics have an indisputable potential that can revolutionise SCRM, both with regard
to identifying and assessing risks more quickly and accurately and determining the
optimal ways to respond to them in order to create more robust and resilient supply
chains.
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Chapter 5
Resilience Assessment in Complex
Supply Networks

Mustafa Güller and Michael Henke

1 Introduction

In today’s business environment, the local marketing strategy is shifting away to
modern value chains which span the entire globe. However, the opportunities cre-
ated by the globalization of supply chains bring new challenges. With globalization,
supply chains have become more vulnerable to disruptions (Tang and Tomlin 2008).
As the network extends over the entire globe, the number of links interconnect-
ing companies is growing significantly. These links are often prone to disruptions,
bankruptcies, breakdowns, and disasters, increasing the possibility for unplanned
events (Manuj and Mentzer 2008). Furthermore, the structure of supply chains is
shifting away from the “chain structure” toward “a network of interacting entities.”
Hence, a supply network can be considered as a network of (semi)autonomous orga-
nizations that make decisions independently. These organizations usually work in a
distributed and decentralized manner in such a complex network (Chan and Chan
2010; Hongler et al. 2010). The increasing length of networks, in conjunction with
nonlinear and dynamic interactions between nodes, adds a new level of complexity
to the decision-making process. Even though they follow simple local rules, they
generate complex patterns of decisions due to relationships among them (Nair et al.
2009). One major problem in such networks is to manage and mitigate risks across
multiple independent organizations.

Risks can cause negligible problems like a short delay of a transport or, at the
other end of the spectrum, a total breakdown of the entire supply chain (SC) net-
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work due to a natural disaster. More recently, two natural disasters in Asia, the 2011
Tohoku earthquake in Japan and the severe flooding during the monsoon season in
Thailand, caused serious disruptions in a number of industries (e.g., the automotive
and electronics industries). Such risks may occur at any node in the network and
affect other business partners due to interdependencies in flows of goods, financial
flows, and flows of information. This motivates firms to rethink their understand-
ing of the structure and interlinkages of their supply networks. Another example is
the flood caused by Hurricane Floyd in North Carolina which flooded a Daimler
Chrysler plant located in Greenville that is responsible for manufacturing automo-
tive components. As a result, seven assembly plants across North America had to be
shut down for seven days (Jüttner 2005). From the aforementioned examples, it can
be realized that suppliers are inevitable sources of external risks in any supply net-
work (Rajesh and Ravi 2015), particularly for firms that operate internationally. The
results of a recent survey (Snell 2010) illustrated that 90% of firms felt threatened
by supply-side risks. However, 60% of the firms noted that they were not confident
or knowledgeable enough in managing these risks. Most firms face the risk of dis-
ruption to their supply due to accidents at supplier facilities, bankruptcy of a key
supplier, labor strikes, defective parts or components, natural disasters, terrorism, or
other events. Despite the diversity of causes, supply risks generally fall into three
categories: the disruption of supply caused by low likelihood events such as natural
disasters or terroristic activities, random yield due to capacity and quality issues, and
price volatility resulting from fluctuating exchange rates (Tomlin and Synder 2008).

Resilience has been widely used as one of the core elements to deal with and to
respond to such major disruptions. Therefore, building resilient supply networks has
become an important issue for managers, stakeholders, and researchers (Kleindorfer
and Saad 2005; Ponoramov andHolcomb 2009). Despite a large body of the literature
on resilience, there is no generally accepted or generalized standard for measuring
resilience of complex systems (Kamalahmadi and Parast 2016; Spiegler et al. 2012).
Spiegler et al. conclude from a literature review that most existing studies have pro-
posed qualitative methods in which resilience metrics depend on personal judgment
by managers. These qualitative methods are not suitable for investigating ‘what if’
scenarios” and none have focused on exploring the impact of multiple strategies on
resilience. According to Kamalahmadi and Parast (2016), one research gap is how
firms can choose between different strategies using analytical tools and how the level
of resilience of a system can be defined quantitatively. This chapter aims to develop
a concept that combines quantitative and qualitative resilience elements in order to
calculate a score for supply chain resilience.With such a concept, it could be possible
to compare supply chains and companies with regard to their resilience level.

2 Supply Chain Resilience

The high number of sources of complexity exposes the network to an increasing level
of uncertainty, and the uncertainty level exposes the network to numerous kinds of
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events creating a potential for unpredictable disruptions (Güller et al. 2015). The
occurrence of these events is usually random and has a probability of occurrence
because not every future event or circumstance can be predicted. Even if the best
forecasting methods are used, there will always be a certain degree of uncertainty.
Zsidisin (2003) gives a suitable definition for the term “risk” in the supply chain
context as “the potential occurrence of an incident associated with inbound supply
from individual supplier failures or the supply market, in which its outcomes result in
the inability of the purchasing firm to meet customer demand or cause threats to cus-
tomer life and safety.” Managing uncertainties leading to risks is always a challenge
that requires the ability to survive and adapt in the face of turbulent change. Hence,
risk management has become an essential part of management decision and control
in supply chains. Another way to respond to suchmajor supply chain disruptions is to
build a resilient supply chain. In the supply chain literature, resilience is essentially
defined as the ability of a system to return to its original state or move to a new, more
desirable state after being disturbed (Christopher and Peck 2004). More recently,
Ponomarov and Holcomb (2009) define resilience as “the adaptive capability of the
supply chain to prepare for unexpected events, respond to disruptions, and recover
from them bymaintaining continuity of operations at desired levels of connectedness
and control over structure and function.” In contrast to prior perception, their defi-
nition includes the aspect of preparation. According to Klibi (2010), the concept of
resilience also implies the avoidance of threatening disturbances. Hohenstein et al.
(2015) found 46 different definitions in their systematic literature review. A few of
them are:

• “The ability of a system to return to its original state or move to a new, more
desirable state after being disturbed” (Christopher and Peck 2004).

• “Resilience ensures that the supply chain can recover quickly and cost-effectively
from disruptions caused by natural disasters (such as earthquakes), social factors
(employee strikes), medical emergencies (epidemics such as H1N1 flu), economic
setbacks (the bankruptcy of a critical link in the chain) or technological failures (a
software crisis)” (Melnyk et al. 2014).

• “Supply chain resilience is concerned with the system’s ability to return to its
original state or to a new, more desirable, one after experiencing a disturbance,
and avoiding the occurrence of failure modes” (Carvalho et al. 2012).

• “Resilience […] focuses on the ability of the firm to sustain operation and recovery
quickly in the face of a disruption” (Schmitt and Singh 2012).

• “Resilience—the ability to survive, adapt, and grow in the face of turbulent change”
(Petit et al. 2013).

• “A supply chain can […] be resilient if its original stable situation is sustained or if
a new stable situation is achieved. In this research, resilience is understood as the
ability of a supply chain to cope with change” (Wieland and Wallenburg 2013).

In the supply chain literature, several terms are linked with resilience, such
as agility, flexibility, and robustness. These terms either complement the topic of
resilience or are used interchangeably with it. For example, some researchers argue
that robustness is part of a successful implementation of resilience, whereas others
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state that these two terms represent two different concepts. Christopher and Peck
(2004) and Mandal (2012) state that resilience and robustness are terms used inter-
changeably in practice. A robust system has the ability to absorb a disturbance while
retaining the same previous state, whereas a resilient system has the ability to adapt
and achieve a new stable state (Asbjornslett 2008). This leads to the conclusion that
robustness may be desirable but is not synonymous with a resilient supply chain.
Sheffi (2004) emphasizes that supply chain agility is the ability to respond to unan-
ticipated changes. According to Swafford et al. (2006), agility is defined as the
supply chain’s capability to respond quickly to short-term changes in demand (or
supply) and environment. Most research articles of the existing literature claim that
speed and flexibility are two important components of the supply chain agility. The
concepts of flexibility and agility are therefore tightly coupled with supply chain
resilience (Güller et al. 2015). Wieland and Wallenburg (2013) define resilience
with two dimensions: agility, resulting from visibility and speed, and robustness,
resulting from anticipation and preparedness. Christopher and Peck (2004) define
agility as the third element of supply chain resilience. According to Longo and Ören
(2008), the most important elements affecting supply chain resilience are: flexibility,
agility, velocity, visibility, and redundancy. Based on the literature review, Lotfi et al.
(2013) illustrate some overlapping and non-overlapping practices/initiatives across
robustness, agility, and resilience. Consequently, resilience can be achieved through
robustness, flexibility, and agility. In the context of robustness, redundant capacity
is installed. It is an additional capacity that would be used to replace the capacity
loss caused by a disruption. In this regard, flexibility entails redeploying previously
committed capacity (Rice and Caniato 2003). On the other hand, instead of being
prepared for every situation by creating a robust supply chain, it is much more appre-
ciated to increase the flexibility of the supply chain to adapt quickly and efficiently
to changes.

The process of a disruption can be categorized in different phases, as illustrated
in Fig. 1. As disruptions may or may not occur, firms can take measures before
and after an unforeseeable event in order to be resilient. Thus, according to Melnyk
et al. (2014), actions that aim to avoid shocks or to be prepared for them are referred
to as “resistance capacity,” whereas “recovery capacity” is the ability to restore
operations after a disruption has occurred. The difference between the two elements
of “resistance” is that one refers to preventing disruptions entirely (avoidance) and
the other to shortening the time between the start of a disruption and the beginning
of the recovery process (containment). The recovery process, in turn, consists of a
“stabilization” phase and the “return” to a steady-state performance. The length of
stabilization depends on the severity of the disruption. Ponomarov and Holcomb
(2009) identify one more phase of supply chain resilience besides resistance and
recovery, which is called the response phase. During this phase, a supply chain
develops the ability to learn and adapt in response to disturbances. This diagram
helps to visualize the magnitude of disturbance impact on the system performance.
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Fig. 1 Different phases of a disruption based on Sheffi (2004)

3 Elements of Supply Chain Resilience

In order to understand resilience in supply chains, it is crucial to analyze existing
factors that help build resilience. In the current literature, there are many terms for
“elements” that are used to achieve resilience. Longo and Ören (2008) use the term
elements, whereas Ponomarrow andHolcomb (2009) aswell as Scholten et al. (2014)
call them antecedents and Soni et al. (2014) use the term enablers (Longo and Ören
2008; Ponomarov and Holcomb 2009). The term capability is used by other authors
(Fiksel et al. 2015; Petit et al. 2012).

For instance, Blackhurst et al. (2005) name three elements that manage supply
chain disruptions: “disruption discovery,” “disruption recovery,” and “supply chain
redesign.” Thus, “discovery” is a capability that is required before the disruption
takes place. “Recovery” and “redesign” are essential elements in the time after the
disruption occurrence.

Resiliency criteria are used to quantify different aspects of the supply chain
resilience (SCRES). The decision support framework for SCRES by Falasca et al.
(2008) consists of three major criteria. These are SC density, SC complexity, and
the number of critical nodes in an SC. The SC density is defined as “the quantity
and geographical spacing of nodes within a supply chain.” The second determinant
(SC complexity) is defined as the number of nodes and interconnections between the
nodes in an SC. Therefore, a highly complex SC has plenty of nodes and plenty of
interconnections between these nodes. The number of critical nodes in an SC is the
third determinant and defines specific nodes within an SC and the relative importance
of it. Regarding SCR, the connection between these three determinants is described
as complex (Falasca et al. 2008).

The elements discussed by Ponomarov and Holcomb (2009) are: agility, respon-
siveness; visibility; flexibility/redundancy; structure and knowledge; reduction of
uncertainty, complexity, reengineering; collaboration; integration, operational capa-
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bilities, and transparency. For agility and responsiveness, as well as visibility, the
explanations of Christopher and Peck (2004) are used again. Flexibility is again
determined as the ability of a company to quickly respond to changed market con-
ditions, but there is also a connection made between redundancy and flexibility.

Petit et al. (2013) created a “supply chain resilience framework” which defines
seven vulnerability factors. These vulnerability factors are considered to be the source
of changes and are divided into 40 sub-factors. To counter the vulnerability factors,
14 managerial capability factors with 71 sub-factors are introduced. It is important to
balance the vulnerabilities and the capabilities because if an SC has a high capability
but only a low vulnerability, the profits of an SC erode. On the other hand, if the
vulnerability is high but the capability is low, the SC has a high exposure to risks.

Cardoso et al. (2014) developed a “mixed integer linear model” to assess the
SCRES. The latest model published in 2015 consists of eleven criteria to measure
SCRES which are introduced as indicators. The economic performance is measured
in terms of the expected net present value (ENPV). The eleven criteria are divided into
three different categories. The first category is “network design indicators” with four
criteria and the second category is “network centralization indicators” (Cardoso et al.
2015) also with four criteria. The last category is defined as “operational indicators”
and consists of three criteria. The categories network design indicators and network
centralization indicators are assessed in contrast to the operational indicators. To test
the presented criteria, the authors applied the model to five existing supply chains
which all have different designs. They conclude that SCs with a resilient design from
the beginning need less mitigation strategies to handle disruptions. Additionally,
to measure if an SC is resilient, a decision-making process and a large variety of
different scenarios need to be implemented and assessed using simulations (Cardoso
et al. 2015).

Soni et al. (2014) identified 14 elements forming supply chain resilience: agility,
collaboration, visibility, risk management culture, adaptive capability, risk and rev-
enue sharing, trust among players, information sharing, sustainability, corporate
social responsibility, information security, supply chain structure, strategic risk plan-
ning, and knowledge sharing. The authors propose graph theory can be used to mea-
sure SC resilience. Sustainability is a key enabler for resilience of supply chains
because improved understanding of what constitutes sustainability in a supply chain
helps managers make better decisions. Hence, the risks of a single company and the
whole supply chain are decreased. Risk and revenue sharing enables collaboration
between supply chain members and makes it possible to focus on long-term deci-
sions. Sharing benefits with upstream and downstream partners allows the sharing
of risks, thus creating a competitive advantage. A precondition for this risk and rev-
enue sharing is trust among the players. Trust diminishes functional conflict, allows
greater cooperation, and improves integration and decision-making under uncertain
conditions. On the other hand, a lack of trust contributes to supply chain risks. In this
context, trust is defined as the expectation that no supply chain partner will act in an
opportunistic way, although it might show advantages in the short term. Therefore,
trust presents itself as very important for the long-term stability of an organization
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and its supply chain. In addition, it makes cooperation and collaboration possible
within the organization and with partners.

Scholten et al. (2014) adopt the four elements introduced by Christopher and
Peck (2004): supply chain (re)engineering, collaboration, agility, and risk awareness.
Additionally, they consider risk awareness/knowledgemanagement as a fifth system-
level element. A supportive management culture and direct top management support
are needed to establish a resilient supply chain. A part of this is the capacity to
learn from past disruptions to improve preparedness for future events. A measure
for this can be training for employees, suppliers, and customers about security and
supply network risks to raise awareness and reinforce the importance of supply chain
resilience.

4 A Framework for Resilience Assessment in Supply
Networks

After analyzing the existing literature for core elements andmeasurement approaches
to supplynetwork resilience, this sectionprovides a concept for resilience assessment.
The presented measurement in the previous section has foundations that are either
quantitative, like Spiegler et al. (2012), or qualitative like Petit et al. (2012). The
developed concept combines both; some sub-factors can be calculated quantitatively,
whereas others cannot. The main framework for resilience assessment is presented
in Fig. 2. In order to assign points for each sub-factor, scorecards are developed in
the following section. Ratings are either quantitative when possible or qualitative
when respectively subjective.

4.1 Supply Chain Design

The first factor in the category of interorganizational elements is “supply chain
design.” Supply chain complexity, density, and node criticality are identified as sig-
nificant elements of resilience. Supply chain density and node criticality each have
two measures. Hence, five sub-factors are taken into account for the assessment of
supply chain resilience (SCRES) regarding the supply chain design.

4.1.1 Supply Chain Density (Average Internode Distance, Number
of Critical Nodes)

A dense supply chain is more vulnerable to disruptions than a less dense network.
Two measures for assessing the density of a supply chain are average internode
distance and number of node areas (Craighead et al. 2007). In this regard, both are
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Fig. 2 Summary of approaches for the evaluation of each sub-factor

considered sub-factors. First, for calculating the average internode distance d∅, the
distances d(nPi ) of all pair of nodes nP have to be added together:

d �
nPi∑

i�1

d(nPi ), i � 1 → nP

Second, to get the average internode distance d∅, the overall distance d has to be
divided by the number of all pair of nodes nP :

d∅ � d

nP

The second suggestion of Craighead et al. (2007) is the number of node areas
within a supply chain. On first sight, it seems redundant to use both the density
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average internode distance and number of dense areas. For example, a supply network
with a relatively high-average internode distance is said to be more resilient than a
comparable network with a lower-average internode distance, as the latter is denser.
However, the structure of both supply chains has to be considered. The former can
consist of a few very dense areas that are geographically far away from each other.
The high distances between the areas increase the average internode distance,making
the supply chain less dense, when considering the entire network. But the existence of
many dense areas decreases resilience, and thus, in terms of supply chain design, the
supply chainwith a higher-average internodedistance is not necessarilymore resilient
than the more balanced supply chain with a lower-average internode distance.

When describing a supply chain through the number of dense areas within it,
all the criteria for dense areas have to be defined. Craighead et al. (2007) mention
“when entities within a supply chain reside in close proximity to one another within
a geographical region, that specific portion of the supply chain (i.e., that region) can
be deemed to be densely populated.” Yet, this might not be sufficient for quantita-
tively assessing the number of dense areas and for further use of it as a sub-factor for
measuring SC resilience (SCRES). Either there are clearly defined characteristics or
there is a way of calculating whether an area can be considered dense or not. Unfor-
tunately, the current supply chain management literature does not offer a definition
for a dense area.

To evaluate the average internode distance and transfer it into the appropriate num-
ber of points on the scale from 1 to 5, a respective correlation is needed. Accordingly,
“1” means a very low contribution to SCRES (very low-average internode distance).
Contrastingly, “5” is very good regarding resilience, as denser supply chain networks
are more vulnerable to disruptions. Table 1 shows the scorecard for this sub-factor.

For the sub-factor “number of dense areas within the supply chain,” a score of
5 means that no dense areas exist in the supply chain network, which increases
resilience. Conversely “1” stands for many dense areas that affect SCRES negatively
(see Table 2).

The problems with these two sub-factors are evident. Firstly, it lacks a definition
for a “dense area” from a SCM perspective. Some parts of a supply chain are denser
than others, but specific characteristics are missing. Secondly, even though average
internode distance and number of dense areas can be calculated in a quantitative
manner, indicators for each of the two sub-factors are not sufficient to establish what

Table 1 Scorecard for
internode distance

Score Internode distance

1 Very low-average internode distance

2 Low-average internode distance

3 Moderate internode distance

4 High internode distance

5 Very high internode distance
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Table 2 Scorecard for
number of dense areas

Score Number of dense areas

1 Many dense areas exist within the supply chain

2 Several dense areas exist within the supply chain

3 Few dense areas exist within the supply chain

4 One dense area exists within the supply chain

5 No dense areas exist within the supply chain

is, or is not, resilient. Hence, the scorecards do not give exact figures for the distance
and the number of dense areas.

4.1.2 Node Criticality (Number of Critical Nodes, Number of Critical
Paths)

The more important node or the path between two nodes is more critical for the
resilience of the supply chain. Such critical nodes and paths decrease SCRES directly
(Blackhurst et al. 2005; Craighead et al. 2007). To quantify this, distinct sub-factor
traits are essential. Following Christopher and Peck (2004), the four characteristics
of critical paths can be used to count the number of critical connections between
nodes and nodes themselves.

The absolute number of both critical nodes and paths is not very insightful, as
it strongly depends on the size of the considered supply network. For instance, the
same number of critical nodes can be good for a long supply chain while indicating
low resilience in a smaller network. The number of critical paths npc can be put
in relation to all paths, which equal all pairs of nodes np, and critical nodes nc in
relation to the total number of nodes n. Correspondingly, the percentage share of
critical paths cp% and the percentage share of critical nodes cn% are calculated as
follows:

cp% � npc

n p
× 100; cn% � nc

n
× 100

In line with this, cp% and cn% can be used as measures for the sub-factor node
and path criticalities. High percentage shares of critical paths and nodes imply more
potential vulnerabilities in a supply chain, and consequently lower resilience, as
illustrated in Tables 3 and 4.

As with the first two sub-factors, “number of critical nodes” and “number of
critical paths” can be calculated in a simple way. Determining the percentage share
of critical nodes/paths that relates to the lowest resilience score is the main challenge.
In fact, the assessment of both sub-factors based on the estimation that cp/n% ≥
15% is rated as the lowest contribution to SCRES.
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Table 3 Scorecard for
critical nodes

Score cn%

1 cn% ≥ 15%

2 15% > cn% ≥ 10%

3 10% > cn% ≥ 5%

4 5% > cn% ≥ 0%

5 0%

Table 4 Scorecard for
critical paths

Score cp%

1 cp% ≥ 15%

2 15% > cp% ≥ 10%

3 10% > cp% ≥ 5%

4 5% > cp% ≥ 0%

5 0%

4.1.3 Supply Chain Complexity

Within the scope of this paper, supply chain complexity is only considered from a
design perspective. Serdar-Asan (2013) distinguishes between three different types
of supply chain complexity: static, dynamic, and decision-making. Interestingly,
complexity concerning the supply chain structure is of a static nature. Dynamic
complexity involves uncertainty, and decision-making combines both types. Craig-
head et al. (2007) suggest that supply chain complexity can simply be measured by
summing up the total number of nodes and flows.

On first sight, it seems difficult to assess supply chain complexity accurately in
this way, in the case of just one contemplated supply chain. However, this works well
when comparing two similar large supply chains in order to determine which one is
more complex. Still, this relatively simple way is a useful approach for measuring
the sub-factor supply chain complexity. Naturally, larger supply networks would
have more nodes and flows, which in fact makes them less resilient. Thus, following
Craighead et al., complexity, c, is the sum of all nodes, n, and all flows, which are
categorized into forward flows f f orward , backward flows fbackward , and within-tier
flows fwi thin−t ier .

c � n + f f orward + fbackward + fwi thin−tier

Consequently, the result for c indicates how resilient a company’s supply chain is
in terms of its network structure. According to this, firms with smaller breadth supply
chains would have a higher score for this sub-factor, by default. This is actually
correct, because small supply chains with less nodes and flows are less likely to be
affected by a disruption. Table 5 shows the scores for the respective number of nodes
and flows.
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Table 5 Scorecard for
supply chain complexity

Score c

1 c ≥ 500

2 500 > c ≥ 350

3 350 > c ≥ 250

4 250 > c ≥ 150

5 c < 150

Table 6 Criteria for resilient suppliers

Criteria Description

Catastrophic risk exposure Applies when the probability of natural hazards
is low and not likely to affect the supplier’s site

Audit of risk profile Applies when the supplier audits its own risk
profile regularly

Monitoring and mitigation of risks Applies when the supplier monitors and
mitigates risks regularly

Supply chain continuity management Applies when the supplier has established a
supply chain continuity management system

4.2 Supplier-Related Factors

Supplier-related factors are part of the interorganizational category of SCRES ele-
ments. They include supplier selection, multiple sourcing, and flexibility in sourcing.

4.2.1 Supplier Selection

Risk-related factors are the key criteria in a resilience context with regard to supplier
selection (Christopher and Peck 2004). General risk factors of a supply chain location
can be the geographical location, political stability, or the economic position (Chen
et al. 2014).Mitigation of such risks is the aim of SCRM rather than SCRES. In terms
of resilience, unexpected disasters are of bigger importance. Thus, the “catastrophic
risk exposure” (Knemeyer et al. 2009), which depends on the geographical location,
is the first of four criteria. Consequently, it needs to be evaluated if the site of the
vendor is exposed to catastrophic risks like earthquakes or floods. The remaining
three factors concern the risk awareness of the supplier. Christopher and Peck (2004)
propose “audit of own supply chain risk profile” and “procedures for monitoring and
mitigation of risks” as the main criteria. Adding “supply chain continuity manage-
ment,” which is crucial for resilient supplier selection according to Rajesh and Ravi
(2015), four criteria are identified (see Table 6).

A resilient supplier selection requires all of these criteria. This means that if a
particular supplier does not meet all four criteria, that firm should not be selected
as a supplier. The score for this sub-factor depends on how many of the criteria are
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Table 7 Scorecard for
supplier selection

Score Number of positive criteria

1 0 criteria positive

2 1 criterion positive

3 2 criteria positive

4 3 criteria positive

5 4 criteria positive

utilized in the supplier selection process of the considered firm. Correspondingly,
if none is taken into account, it means a score of 1, and if all are used, then the
score is 5. Thus, the assessment of the sub-factor “supplier selection” is based on
relevant selection criteria with regard to resilience. The score does not depend on
howmany of the suppliers fulfill the respective criteria. As a matter of fact, a resilient
supplier should fulfill all of the identified characteristics. The selection criteria of
the considered company are the determining variable, although in the current state
of research there are no quantitative measures for the identified criteria (Table 7).

4.2.2 Multiple Sourcing

There are various ways ofmeasuring the sub-factor “multiple sourcing.” Despite cost
and quality disadvantages, having more than one supplier for a specific component
will always reduce the effect of a supply chain disruption, at least to a small extent.
Still, it is not clear that the more sources a firm uses, the more resilient it is with
its sourcing strategy. For example, one could take the total number of suppliers in
relation to the quantity of components in order to determine the resilience degree of a
company. This could be an indicator, but it does not reveal anything about the alloca-
tion of suppliers of the various components. Another way of assessing a company’s
degree of “multiple sourcing” is to count how many components are being procured
through more than one supplier. The number of suppliers for each component is not
taken into account, meaning that having five different suppliers for an individual part
has the same influence on the score as having just two. Nonetheless, this simple cal-
culation provides a lot of information about this particular sub-factor. Consequently,
the percentage sharems% of parts that are obtained bymultiple sourcing is calculated
by dividing all components that are, or at least could be, procured through more than
one vendor pmultiple sources by all components p.

ms% � pmultiple sources

p
× 100

Following this, a percentage share of 100%means the highest degree of resilience
and five points according to the scorecard. In contrast, 0% corresponds to one point
(see Table 8). The numbers for each score follow a consistent segmentation of the
percentage share.
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Table 8 Scorecard for
multiple sourcing

Score ms%

1 ms% < 20%

2 40% > ms% ≥ 20%

3 60% > ms% ≥ 40%

4 80% > ms% ≥ 60%

5 100% > ms% ≥ 80%

4.2.3 Flexibility in Sourcing

Although many authors in the field of supply chain resilience see multiple sourcing
and sourcing flexibility as the same thing, like Pereira et al. (2014), these sub-factors
are treated separately in the scope of this paper. According to Petit et al., multiple
suppliers are part of “flexibility in sourcing.” Thus, using multiple vendors enables
flexibility. Even so, sourcing flexibility has many aspects that play a role in terms of
SCRES. Petit et al. (2013) define six different sub-factors for “flexibility in sourcing,”
which is one of their fourteen capability factors: part commonality, modular product
design, multiple uses, supplier contract flexibility, multiple sources.

These sub-factors are conceivable to assess a supply chain’s capability of “sourc-
ing flexibility.” It would include determining how many of the identified flexibility
factors are used by the contemplated firm. The more strategies that are implemented,
the higher the respective score. Transferred to the scorecard, the implementation of
all six flexibility strategies equals five points. As five factors are taken into account,
one or zero used techniques mean zero points (see Table 9).

The obvious difficulty is that the awarding of scores is still based on qualitative
evaluations. It needs to be decided if, for example, part commonality or modular
product design is given in the object of study. Clear definitions are needed in order
to determine if a company makes use of a specific strategy or not. As far as multiple
sourcing is concerned, the percentage share of multiple sourcingms% can be used as
an indicator, defining that starting from a specific share, for instance ms% � 75%,
this sub-factor is “positive.” Similar measures or indicators are necessary for the
other sub-factors as well.

The second problem concerns mainly modular product design. The implemen-
tation of this strategy depends on the characteristics of the outcome. Despite its

Table 9 Scorecard for
flexibility in sourcing

Score Description

1 0 or 1 strategy

2 2 strategies

3 3 strategies

4 4 strategies

5 5 strategies
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Table 10 Measures for connectivity and willingness (Allred et al. 2009)

Measures for connectivity Measures for willingness

Integration of information applications in the
firm and the supply chain

Willingness to share information among
supply chain members

Existence of information system linkages with
suppliers and customers

Frequency of information sharing among
supply chain members

Existence of senior-level managerial
interaction among supply chain members

advantages, modular product design is not always suggestive or even possible. In
that case, it cannot be considered for the assessment of “flexibility in sourcing.”

4.3 Relational Competencies

The factor of relational competencies consists of three sub-factors: information shar-
ing, collaboration, and contingency planning. The central aspects of information
sharing are the two proposed dimensions of connectivity and willingness. In fact,
one does not work without the other. If a company has sufficient information sharing
systems and technology but is not willing to make use of them, the contribution to
resilience is low and vice versa. Firms that want to communicate with suppliers and
customers but lack the necessary infrastructure do not have a high level of information
sharing.

Hence, ameasurement tool for information sharing does not exist, but it is possible
to assess the extent of information sharing in a particular firm or supply chain. The
following approach to assess the sub-factor of relational competencies is based on
different levels of communication. Altogether, five measures for the dimensions of
connectivity and willingness are adopted from Allred et al. (2009).

According to the five-point rating scale, five levels of information sharing deter-
mine the contribution to SCRES,which are characterized by themeasures inTable 10.
As explained, willingness alone cannot enable communication in supply chains.
Information applications and systems are inalienable requirements. While the score
1 is the absence of thesemeasures, the score 5 includes an appropriate implementation
of all measures (see Table 11).

4.3.1 Collaboration

The coherence between information sharing and collaboration is not clearly estab-
lished. Although definitions of supply chain collaboration are not consistent, the
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Table 11 Scorecard for information sharing

Score Description

1 (1) No information applications are integrated into the firm and the supply chain, and
(2) no information system linkages exist with suppliers and customers

2 (1) Information applications are integrated into the firm and the supply chain, and (2)
information system linkages exist with suppliers and customers but (3) low
willingness to share information among supply chain members

3 (1) Information applications are integrated into the firm and the supply chain, and (2)
information system linkages exist with suppliers and customers as well as (4)
occasional information sharing among supply chain members

4 (1) Information applications are integrated into the firm and the supply chain, and (2)
information system linkages exist with suppliers and customers as well as (4) frequent
open information sharing among supply chain members

5 (1) Information applications are integrated into the firm and the supply chain, and (2)
information system linkages exist with suppliers and customers as well as (4) frequent
open information sharing and (5) senior-level managerial interaction among supply
chain members

aim is unambiguous: Collaboration is supposed to lead to transparency and visibility
(Holweg et al. 2005).

There are several collaboration initiatives such as vendor-managed inventory
(VMI), efficient consumer response (ECR), collaborative planning, forecasting, and
replenishment (CPFR), and continuous replenishment (CR) (Ireland andCrum2005).
A possible approach to assessing a company’s collaboration capability could be to
gather the most common initiatives in order to detect how many of them are imple-
mented, similar to the assessment of “flexibility in sourcing.” Themore identified ini-
tiatives that are used, the higher the visibility, thus a higher score andmore resilience.

Holweg et al. (2005) distinguish between four different types of supply chains
by means of collaboration. Planning collaboration and inventory collaboration are
the crucial dimensions. The first type is referred to as the “traditional supply chain,”
whichmeans that neither upstreamnor downstream tiers collaborate. It is followed by
the “information exchange” supply chain. Retailer and supplier exchange demand
information as well as action plans and thus align their forecasts. In the “vendor-
managed replenishment” supply chain, the supplier is responsible for managing the
customer’s inventory. Finally, in the last type, the supply is synchronized, which
means that the supplier takes replenishment into account for his own production and
material planning.

In order to use this classification as the foundation for the assessment of the
sub-factor “collaboration,” a fifth supply chain level needs to be added: The “pre-
collaborative supply chain” is between the first and second type. No information is
shared in the “traditional supply chain,” and information is actively exchanged in the
“information exchange supply chain.” Thus, the “pre-collaborative supply chain”
is characterized by a state where the issue of collaboration is understood and first
efforts to collaborate were undertaken. However, unlike the second type, according
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Table 12 Scorecard for collaboration

Score Description

1 “Traditional supply chain”—with no collaboration

2 “Pre-collaborative supply chain”—no collaboration structures established yet

3 “Information exchange supply chain”—alignment of forecasts

4 “Vendor-managed replenishment”—supplier responsible for customer’s inventory

5 “Synchronized supply chain”—supplier’s production and material planning are
aligned with replenishment

Table 13 Scorecard for contingency planning

Score Description

1 No contingency plans

2 Contingency plans exist for single functional areas

3 Contingency plans exist for single sites

4 Customer and supplier are integrated into contingency plans

5 The entire supply chain is integrated into contingency plans

to Holweg et al. (2005), adequate structures and technology are not established yet.
Table 12 shows the scorecard for this sub-factor with the four adopted and one added
“collaboration levels.”

4.3.2 Contingency Planning

Contingency planning is one way of increasing resilience. With the fast-changing
business environment and many new risks, organizations are forced to develop plans
that facilitate a fast response to disruptions. The cornerstone of contingency planning
does not concern the mere existence of such plans. Skipper and Hanna (2009) state
contingency planning is not yet a multi-organizational function, as it is often imple-
mented around single functional areas only. It can be concluded that contingency
plans, which are integrated on a supply chain network level instead of single depart-
ments, are more conducive to SCRES. This is a starting point for the assessment
of the sub-factor “contingency planning.” Thus, the integration level of contingency
planning, from no plans at all to contingency plans that include all parts of a supply
chain, determines the capability score regarding this sub-factor as shown in Table 13.
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Fig. 3 Areas for the location
of secure backup facilities
based on Ratick et al. (2008,
p. 648)

4.4 Physical Capital Resources

4.4.1 Backup Facilities

Day-to-day operational costs and costs of expected failure, as well as probability of
an event occurrence, are decisive for the number and location of such facilities. Sites
that are physically too close together can be affected by the same disaster, which
causes a disruption, but if they are located too far apart, operations can become
economically infeasible (Ratick et al. 2008). Following this basic principle, Hale
and Moberg (2005) discuss the optimal location for backup facilities. The objective
is the “selection of a minimum number of emergency resource locations that provide
logistics managers with quick access to critical resources while minimizing the total
costs spent by the supply chain preparing for future crises” (Hale andMoberg 2005).
Hence, they developed a four-step secure site decision process.

In order to measure the sub-factor “backup facilities,” the approach of Hale and
Moberg (2005) can be utilized. Each supply chain facility needs to have at least
one backup site that contributes to a fast recovery after a disruption. These backup
sites should be within a specified “cover” distance, C. As locations that are too close
to each other can be subject to the same hazard, the “anticover” distance, A, is the
second requirement for a safe backup facility (see Fig. 3) (Ratick et al. 2008). The
scorecard for this sub-factor is based on the assumption that, in terms of backup
facilities, a supply chain can be said to be resilient if each supply chain facility has at
least one backup site within a distance according to the model of Hale and Moberg
(2005). This is done by calculating the percentage share of facilities b f% that meet
this requirement. In order to do so, the number of supply chain facilities with an
adequate backup site sc fbackup needs to be divided by all supply chain facilities, sc f .

b f% � sc fbackup
sc f
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Table 14 Scorecard for
backup facilities

Score Description

1 bf% < 20%

2 40% > bf% ≥ 20%

3 60% > bf% ≥ 40%

4 80% > bf% ≥ 60%

5 100% > bf% ≥ 80%

Table 15 Resilience
enabling technologies based
on Blackhurst et al. (2005),
Prajogo and Olhager (2012)

Resilience enabling supply chain technologies

Exception reporting systems and predictive tools for early
awareness of impending disruptions

Risk monitoring systems for each node of the supply chain

Tools for quickly redesigning the supply chain

Information systems to track/locate resources

The correlation according to the five-point rating scale (see Table 14) is similar
to the one of the sub-factor “multiple sourcing.”

The problem is that “cover” distance, C, and “anticover” distance, A, are not
generally defined. Not every area of a supply chain is threatened by hazards to the
same extent. Therefore, different regions and parts of a supply chain network need
to be considered and assessed separately concerning the distances.

4.4.2 Technology

The sub-factor “technology” cannot be measured quantitatively. However, similar
to “flexibility in sourcing,” it can be assessed. The basis for this is the three tech-
nologies/tools identified by Blackhurst et al. (2005), shown in Table 15, and addi-
tionally a technology adopted from Prajogo and Olhager, which is “information
systems to track/locate resources” (Prajogo and Olhager 2012). The four suggested
technologies cover all the relevant domains that require increased visibility that are
discussed as part of the sub-factors “information sharing” and “collaboration,” apart
from relational competencies. Remaining issues concern technologies that enhance
predictability, monitoring, and redesigning the supply chain. The more technologies
that are implemented by a firm/supply chain, the higher the resilience score is for
this sub-factor (see Table 16).

4.4.3 Safety Stock

Despite the disadvantages, carrying safety stock is one of themost common strategies
to buffer against supply risks (Giunipero and Eltantawy 2004). Yet, although it is
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Table 16 Scorecard for
technology

Score Description

1 0 technologies implemented

2 1 technology implemented

3 2 technologies implemented

4 3 technologies implemented

5 4 technologies implemented

part of most of the resilience frameworks, none of the researchers analyze the precise
extent of safety stock that is needed.Mostly, authors only refer to themere presence of
safety stock as an enabler of SCRES (Blackhurst et al. 2005;Giunipero andEltantawy
2004; Hoheinstein et al. 2015). In line with this, the scorecard for the sub-factor
“safety stock” in principle resembles the measurement of backup facilities. In fact,
the particular degree of safety stock is not considered. Thonemann and Klein (2011)
suggested five different maturity levels for inventory in supply chains. The scorecard
for this sub-factor based on the inventory maturity level is shown in Table 17.

4.5 Human Capital Resources

Leadership, multi-disciplinary teams, and understanding of risk are identified as the
core elements of SCRES regarding human capital resources. In order to measure
these three sub-factors individually, a very detailed analysis is necessary. More than
the other considered factors, human capital resources need to be viewed from a
management perspective. A quantitative measurement seems impossible, as precise
indicators or different levels have to be defined for each sub-factor, although using
qualitative references, “human capital resources” can be assessed. Considering “hu-
man capital resources” as only one factor, the three sub-factors can be seen as different
levels of the degree of resilience. Leadership in a resilience context is useless if a risk
management culture is not existent. Similarly, multi-disciplinary teams that work in

Table 17 Scorecard for the sub-factor safety stock

Score Inventory maturity level according to Thonemann and Klein (2011)

1 Same parameter is used to calculate the inventory target levels for all products

2 Individual stock parameters are applied, based on the planners’ experience

3 Individual stock parameters are applied to each product segment

4 Analytical optimization models for the determination of safety stock levels are
applied—single-stage inventory optimization

5 Multistage approaches for the joint planning and optimization of inventory levels
throughout the supply chain are applied
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Table 18 Scorecard for human capital resources

Score Description

1 Risk management culture does not exist, and fundamental assumptions are not yet
understood

2 Risk management culture exists but is not yet internalized by all employees

3 Risk management culture is internalized by all employees, and cost/benefit trade-offs
when managing risk in supply chains are understood

4 Employees are educated and trained to execute supply chain contingency plans, and
leaders are present

5 Cross-functional risk management teams are established

order to monitor risks and predict possible threats cannot function effectively if the
employees involved lack of essential understanding of the issue.

To classify a company’s resilience ability regarding human capital resources, at
least five different levels need to be defined. “Education and training of employees to
execute supply chain contingency plans” and “understanding of cost/benefit trade-
offs when managing risk in supply chain” are two identified resilience enhancers in
terms of human capital resources by Blackhurst et al. (2011). Adopting these two,
the corresponding scorecard (Table 18) looks as follows.

4.6 Overall Resilience Score

The respective scores of all the sub-factors contribute to the capability of a company
or supply chain to be resilient. The overall resilience score R is calculated as follows:

R � C

5

The resilience capability C is calculated by averaging the five factor scores
C1,2,3,4,5:

C �
∑nC

j�1 C j

nC
, nC � 5

The factor scores C j are averaged from the respective sub-factors C j,k (see
Table 19):

C j �
∑nc j

k�1 C j,k

nC j

, j � 1 → nC

Three different ways of determining the score for the sub-factors are used: Sub-
factors that can be quantified have a scorecard with a ranking system according to the
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Table 19 Overview resilience factors and sub-factors

Resilience factors Cj Sub-factors Cj,k

Supply chain design (1) Average internode distance, (2) number of dense areas, (3)
number of critical paths, (4) number of critical nodes, (5) supply
chain complexity

Supplier-related factors (1) Supplier selection, (2) multiple sourcing, (3) flexibility in sourcing

Relational competencies (1) Information sharing, (2) collaboration, (3) contingency planning

Physical capital
resources

(1) Backup facilities, (2) technology, (3) safety stock

Human capital resources (1) Human capital resources

respective measure, for example “average internode distance.” For sub-factors that
cannot be quantified, qualitative indicators are utilized. These can be certain charac-
teristics that concern the related sub-factor, for example “human capital resources,”
or different strategies or criteria, for instance “technology,” that help to determine the
score. However, no matter how detailed and well described the qualitative indicators
are, the assessment of several sub-factors remains subjective to a certain extent. “In-
formation sharing” is a good example of that: Even though the scorecard says clearly
which requirements correspond to which score, these still need to be evaluated. The
correlation between the factors and sub-factors is not part of the measurement con-
cept. All sub-factors are considered individually. This, and the assumption of equal
weights for all factors, based on Petit et al. (2013), allows the calculation of the
resilience score in a simple manner. In order to determine the weight for each factor
and validate the developed concept, an empirical study is needed. Another main issue
is to compare results between different resilience scores and quantify the quality of
resilience index. Petit et al. (2013) suggest utilizing the five-point Likert to identify
the resilience index and assume equal weights for each factor.

5 Conclusion and Future Research

As SCRES research is relatively novel and not well researched to date, the aim of this
chapter is to develop a concept for assessing supply chain resilience. Compared to the
high number of distinct resilience concepts, the proposed definitions differ slightly.
A detailed analysis of the roots of resilience as well as its phases and formative
elements is a vital process step in order to develop a concept for assessing SCRES. As
demonstrated in this chapter, resilience is composed of many different competencies.
Therefore, it is often considered a concept or strategy rather than a certain capability
of a supply network. To summarize, the study revealed two main difficulties in the
development of a concept for measuring SCRES. The first one relates to finding
quantitative numbers or indices for the particular sub-factors. Unfortunately, this
simply cannot be done for some factors, for example “relational competencies” or
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“human capital resources.” However, specifically concerning supply chain design
factors, appropriate measures can be calculated and implemented in the concept. If
this is not possible, qualitative indicators need to be established.

The second issue concerns the correlation between known measures/indicators,
quantitative or qualitative, and the respective resilience scores. Even if the quanti-
tative measurement of a certain sub-factor is possible, there is no evidence for how
it correlates with the five-point ranking scale. As research in this field is not yet
sufficiently advanced, the corresponding scorecards are sometimes still based on
subjective estimations. The same holds true for qualitative measures.

Another issue relating to the development of the concept concerns contradictions.
This is clarified when considering, for example, the two sub-factors of “multiple
sourcing” and “supply chain complexity.” Multiple sourcing is a resilience enabler,
while supply chain complexity reduces resilience. However, each additional source
adds a redundant path, which increases complexity. As a matter of fact, a supple-
mentary supplier increases and diminishes resilience at the same time.

Companies need a structured, methodical, and incremental approach for imple-
menting SCRES holistically. In the course of this, the enablers of resilience need to
be considered as a whole. A well-defined procedure is necessary because the imple-
mentation of some elements is conditional to the existence of certain structures. This
means that there might be a chronological order for building resilience, which needs
to be explored in the future. Furthermore, supply chains have different characteristics
due to the demands of different industries. These circumstances need to be taken into
account for effective implementation.

The cost/benefit trade-off is vital and determines if actions that were taken to
achieve resilience were advisable. Although often mentioned in the specialized lit-
erature, there is a lack of any detailed analysis. If investments in resilience are too
low, the vulnerability of the supply chain is too high. At the same time, profits will
erode if companies do not balance their efforts. This compromise between addi-
tional costs and use of resilience-related actions needs to be quantified in the future.
Obviously, having a valid tool to measure SCRES in a quantitative way is a neces-
sary requirement. Such a tool can be based on the concept for assessing supply chain
resilience developed here and, in addition, integrate the importance and interrelations
of resilience elements.
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Chapter 6
What Value for Whom in Risk
Management?—AMulti-value
Perspective on Risk Management
in an Engineering Project Supply Chain

Pelle Willumsen, Josef Oehmen, Monica Rossi and Torgeir Welo

1 Introduction: Value for Whom?

Imagine a simple scenario: You are on the verge of launching your new big project
and the release date is also set. Failing to meet the launch date could be an extinction
level event for your company. At the same time, your supplier is walking a financial
tightrope and needs to keep the cost target, even if this will introduce delay in the
project. There may be asymmetry in the value perceptions of the customer/OEM and
the supplier regarding what value risk management should protect. The risk man-
agement performed by these stakeholders may serve to protect their own interests,
but as a result jeopardize the project for both parties. In the following, we stress
the importance of taking multiple stakeholder perspectives into consideration when
designing supply-chain risk management systems.

Risk management (RM) results are used for decision-making and should provide
value for decision-making stakeholders. However, determining what exactly this
value is for each stakeholder is not typically covered in standard risk management
practices. Our empirical studies (Sect. 3) showed that stakeholders have different
views on what value risk management should or could provide to them as seen in
Fig. 1; for example, the focus could be on keeping the cost of a project down or
facilitating a clearer understanding of the requirements for a project or exploring the
(feasible) solution space.
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Fig. 1 Multiple value
perspectives in supply-chain
risk management

As context and stakeholders change between engineer-to-order (ETO) projects,
supply chain and risk management teams need to determine on a project-by-project
basis what value risk management should provide, and for whom.

2 Why Do We Need a Multi-value Perspective? Insights
from Literature

If risk management (RM) is implemented as a standardized or highly formalized,
compliance-driven activity, it can end up disconnected from the actual value creation
and value perspectives of the relevant stakeholders (Kutsch et al. 2014; Lehtiranta
2014; Olechowski 2012). There is growing evidence that risk management is often
ineffective. This is because RM does not work simply by identifying and managing
risks with the help of methods and tools only; instead, it needs to be supported by
certain critical success factors, including the integration of stakeholders into RM
activities (Kutsch et al. 2014; Lehtiranta 2014; Oehmen et al. 2014).

There is a need for tailoring RM to stakeholder value perceptions and contexts
(Petetin et al. 2011; Škec et al. 2014; Vasconcellos et al. 2011; Willumsen et al.
2018)—as opposed to doing business as usual—which in many cases refers to bring-
ing out a required, standardized, compliance-driven risk management checklist. One
of the paradoxes that exist in the SCRM of ETO projects is the competing need for
standardization of risk management versus the need for tailoring risk management to
stakeholders, unique situations and contexts (Cagliano et al. 2015; Chopra and Sodhi
2004). Tailoring or customization of the risk management activities and systems is
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needed (ISO 2009; Škec et al. 2014;Waters 2009;Willumsen et al. 2017), because of
the needs of the stakeholders in relation to SCRM. The need for customization is also
identified by ISO31000:2009. During the design of the risk management process,
decisions need to be made on how to configure the RM process with appropriate
methods and determine how these best fit together in a particular context (ISO 2009)
to design a value-adding RM. Moreover, risk management should add and protect
value (ISO 2009), but the question remains: What is this value, and to whom?

2.1 Supply-Chain Risk Management Perspectives
and Perceptions

Supply-chain risk management (SCRM) should protect the interests of stakehold-
ers, but stakeholder interests can be shared, neutral or conflicting, and SCRM is a
“balancing act” (Waters 2009).

Zsidisin (2003a) identified a need for research on managerial perceptions of risk
from different perspectives, and one study identified vast differences in what risk
characteristics were perceived as significant by different stakeholders and that stake-
holder perceptions of risks vary (Zsidisin 2003a). Risk is a multidimensional con-
struct that often differs according to business function (Zsidisin 2003b). A resulting
challenge for SCRM is how to consider these multiple perspectives.

Stakeholders can have different “risk profiles” and different perspectives on what
risks are important (Hallikas 2009) and how risk management adds value. Gaudenzi
(2009) links stakeholder perspectives and the achievement of overall objectives:

The differing perspectives of the various actors involved should be carefully considered
by the managers to prevent different companies or decision-makers from evaluating and
assessing risks in different ways, since thismight negatively affect the achievement of overall
objectives. (Gaudenzi 2009).

Waters (2009) illustrates the potential of conflict between perspectives: One stake-
holder perceives keeping stock low to reduce risk to profit, while another perceives
keeping stock high to reduce the risk of disruptions. This also applies to our find-
ings where stakeholders perceive risks and what impact on objectives is important
to reduce very differently.

Agency theory suggests that a stakeholder may prioritize their own interests when
given the responsibility for other opposing interests. The construction industry is
known for stakeholders “adversarial” attitude towards each other (Ritchie et al. 2007),
which was confirmed during our own empirical studies. Interviewees described that
some contractors would try to withhold information about risks to capitalize on them
later, highlighting the need to understand possibly conflicting interests that may show
up in the SCRM (interviews, risk manager and project manager). It is problematic
if one stakeholder focuses only on their “own” risks, because many risks in supply
chains are often shared and networked across organizations. Organizations should
therefore expand beyond their own interests when doing SCRM (Waters 2009) but a
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best practice gap exists for analysing risks in SCRM projects and processes utilizing
a systemic perspective (Gaudenzi 2009).

Part of this systemic perspective is understanding stakeholders in RM. Specifi-
cally, who are the most important stakeholders and what are the value propositions
or utility of SCRM for these stakeholders, both inside and outside the company?

2.2 Value for Stakeholders in Risk Management

To understand the value of risk management, we briefly consider characteristics and
definitions of value, to use it as a frame of reference for understanding what value
means in a risk management context.

The Cambridge dictionary defines value as the importance or worth of something
for someone (Cambridge Dictionary 2016). Slack (1999) expands on this definition:
“Value is a measurement of the worth of a specific product or service by a customer”.

From these definitions, we can deduce important aspects to consider about risk
management, such as its “worth” in decision-making. However, it is possible to
extend the concept of value further:

Ouden (2012) expands the definition of value to include multiple stakeholders
and describes value as being about meeting a need or objective of a stakeholder,
including those which are explicit, implicit, unmet or perceived. Stakeholders exist
on multiple levels such as a “user”, an organization, an ecosystem or society, and
value can be of many different types such as economic, social, environmental. The
value of a certain type is different for a user and for an ecosystem and thus may differ
at different abstraction levels (Gallarza and Gil 2006; Ouden 2012). When applied to
risk management we find that dealing with some risks at the project level may not be
value adding for the project team but may represent huge value for the organizational
level.

We can expand the definition of value in multiple directions (Welo and Ringen
2016) and value can be very different from the perspectives of different stakeholders
and in different contexts (Ouden 2012). The main insight to apply to risk manage-
ment is that the value perception of project objectives can vary greatly between
stakeholders, contexts and projects (Thomas 2008; Zhai 2009).

We link riskmanagement and the value perspective based on the definition of a risk
as “the effect of uncertainty on objectives” (ISO 2009). For the purpose of this paper,
we equate “value” with “objective”: Risk management is “valuable” to a stakeholder
if it manages the effect of uncertainty on a specific value of this stakeholder.

The value perspectives found in our empirical studies (Sect. 3) span very broadly
from tangible values, such as keeping the cost of a project down, to intangible ones,
such as facilitating a clearer understanding of the requirements for a project and
exploring the (feasible) solution space.

We have performed interviews to elicit the value perspectives of the contribution
of risk management to ETO project success.
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3 Empirical Study: The Multiple Value Perspectives
of Risk Management for Stakeholders

Literature highlights the importance of considering stakeholders in riskmanagement,
however, there is a lack of empirical examples of stakeholder value perceptions of
riskmanagement. Starting from this gap, as a contribution to knowledge and practice,
we conducted empirical research to explore the variety of perspectives on the value of
risk management in industrial applications. This section first introduces the scientific
research method that we followed to gather in-depth knowledge from the field and
secondly to discuss the findings.

3.1 Research Method

To address the open issues in the literature and to derive practical implications on how
to manage multiple value perspectives of RM among stakeholders, we performed an
in-depth analysis in the industrial field. We focused on a sector which is mature in
conductingRM initiatives and is complex enough to gather the challenges of different
stakeholders’ perspectives: the construction industry. Specifically, we studied three
companies operating in large-scale engineeringprojects in the construction sector.We
elicited 30 semi-structured interviews (Blessing and Chakrabarti 2009) with project
practitioners involved in project risk management at different hierarchical levels and
roles as seen in Table 1. Part of the semi-structured interview design was based on
the hypothesis that it is beneficial to consider stakeholder value perspectives in the
design of RM (Willumsen et al. 2017). In addition to the semi-structured interviews,
we performed contextual analyses of RM boundary objects within the companies.
This included, but was not limited to, risk management systems for reporting risk,
central risk management reporting structures, workshop documentation and training,
risk matrices, risk registers, risk logs, reporting systems for steering group commu-
nication. Additionally, we observed risk workshops performed within and by each
company and did semi-structured follow-up interviews.

To validate and expand the findings, we conducted three practitioner workshops
with over 100 participants. While one workshop involved only practitioners from the
construction industry, the other two involved participantswith different backgrounds,
from both the construction industry and other industries with the aim of validating
and generalizing the achieved results beyond the construction industry.

Table 1 details the 30 interviews that were performed, as well as all the other
analyses that were conducted, i.e. four observations, analysis of four RM artefacts
(see Table 1) and 3 workshops. The interview group consisted of PMO, CEO, CFO,
project controls, RM specialists and project portfolio managers in the investigated
companies acting as either client, supplier or both (Table 1).
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Table 1 Overview of the empirical data collection, interviews and observations

Interviews

Company 1 PMO Portfolio
manage-
ment

Project
manage-
ment

Internal
RM
consultant

Project risk
manage-
ment team
lead

Project
controls

Company 2 RM
specialists

Client
advisors

(CEO) Project
manage-
ment

(Company
3)

CFO PMO (CEO)

Observations

Company 1 Monthly
meeting

Quarterly
meeting

RM
workshop

RM system RM documentation

Company 2 RM documentation

Company 3 RM documentation

We created affinity diagrams using a grounded theory approach (Beyer and
Holtzblatt 1998) and coded the interviews in value propositions with a team of risk
management and projectmanagement experts to identify key constructs in an iterative
process. Through this approach, we identified and structured the value propositions
gathered from both empirical studies and literature. The study was carried out over
the course of 1 year with multiple follow-up interviews. Our findings show a wide
range of primary values associated with risk management, spanning both project
context and project level execution. The following introduces the reader to these
findings and elaborates on the concept of multiple value perception in RM when
different stakeholders are involved.

3.2 The Multiple Value Perspectives of Risk Management
for Stakeholders

The aim of the empirical analysis was to identify if and to which extent multiple
stakeholders share the same value propositions in SCRM. Results show that the
concept of the value of risk management significantly changes between stakeholder
groups. To quote statements made by interview participants directly, different values
include “keep the project on target”, “support decision-making”, “assist the prior-
itization of efforts”, “help to avoid deaths”, or “assist exploration of the solution
space”. Logically, different perceptions of value can lead to conflicts when it comes
to defining what value risk management is supposed to provide.

These differing perceptions affect everything fromhowstakeholders evaluate risks
for the project, to how the process is carried out. For example, from the interviews,
workshop material and risk logs it was found that customers/OEM and suppliers
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have different perceptions of what the important risks are. Even within customers’
and suppliers’ organizations, there are differing and opposing perceptions depending
on business function and hierarchy level, about what important risks are and about
how the process should be carried out, and why.

The value of risk management is related to what objectives it may serve to protect.
Indeed, even though the people interviewed share the concept that risk management
provides value by helping to prioritize tasks in terms of risks to the objective, the
main differences were found in terms of what objective was in focus; this clearly
differed depending on the roles of the interviewees and the RM objects being stud-
ied. For instance, while upper management was focused on risk at strategic level
(e.g. what was the market context of the project), project managers focused on risk at
operative project level. The different perceptions ultimately affect what value (objec-
tives and impact) is in focus and how SCRM is carried out (process quality). Indeed,
results from empirical research show heterogeneity here, but suggest that the main
differences in value perspectives among multiple stakeholders occur in terms of the
outcome and the process quality of risk management—the value of the process of
RM itself. The outcome dimensions include straightforward goal conflicts between
stakeholder perceptions; however, a more complex story emerges around what con-
stitutes a good process for a stakeholder. The following paragraphs address these
points.

3.3 The Outcome-Related Value Perspective of Risk
Management

3.3.1 Value Perspectives of Risk Management: Project Level

Multiple interviewees, i.e. project managers, a risk manager and a portfolio manager,
described the key value of SCRM at the project level as “keeping the project on
target”, a proxy for achieving project success. Themost frequently mentioned targets
were cost and schedule. However, the target that was being referred to differed
between the stakeholders. For example, in one case a first-tier supplier focused on
quality and cost while the client focused on schedule, creating a tension in the way
risks were managed. Eight value dimensions were identified at the project level:
Schedule, cost, quality, scope, health and safety, environment, technical feasibility
and customer satisfaction.

In the case studies carried out in company 1, a development department repre-
sented a supplier relationship internally. Their output was key for a much larger
department’s projects, and therefore, some degree of cost overrun was not important.
Rather than cost, the main values that risk management provided for this department
were to help keep the project on schedule. The RM was designed towards risk to
schedule as the primary value dimension of importance for this internal stakeholder.
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Table 2 Example of possibly conflicting and shared value dimensions of risk management

“We express [risk] impact in terms of how it affects schedule”, (project manager in
the development department).

In the case study of company 2, a client advisor overseeing a large portfolio of
projects within the construction industry described that the target focus can change
from client to client. With a public works client, the main value of risk management
was to keep the project on cost as the main target, but for a large private engineering
client it was reputation, schedule and quality. In the examples described, the function
of the RMwas to assist in keeping the project on target, but this target varied between
stakeholders, even on the same project, between the client and suppliers.

The value of risk management was found to differ across company functions.
Through interviews and by observing RM objects, a tendency was identified that the
finance department focuses on “keeping the project on cost” while R&D focused on
“technical feasibility” and management focused on “being on schedule and cost”.
These different focuses on what it means to keep a project on target was found to be
a conflict of interest, have no relation or a shared value driver (as seen in Table 2)
with regard to the risk management and how it was performed.

The dimensions that define the ETO project success drive the focus and value of
risk management, and if stakeholders have conflicting perspectives on the success of
the project it shows up in the way they perform risk management.

3.3.2 Value Perspectives of Risk Management: Strategy/Project
Context Level

It was observed through interviews and study of RM logs that the value of risk man-
agement at the strategic—or project context—level related to other value dimensions
than at the project level. Value dimensions such as “reputation/brand” or “market
share” may supersede “cost” on the project level and some cost overrun may be
accepted so as to achieve a higher goal for the company. One interviewee stated that
project managers sometimes overlook the “bigger picture” when they manage risk
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Table 3 Overview of outcome-related value dimensions

and opportunities in their project. For example, cost overrun on a project may be
acceptable (or negligible), if the project is a vehicle for a strategic objective. Man-
agement opportunities can be overlooked when teams only consider risk to their
own “backyard”. It was observed in an RM workshop in company 1 and revealed in
interviews with upper management and senior project managers in company 1 and 2
that their project managers sometimes do not prioritize the “higher level” objectives
of their project risk management.

RM addresses eight value dimensions at the project context level: Growth, market
share, profitability, cash flow, innovation, reputation, culture and compliance.

Conflicts may occur between the project value dimensions but also between
project and project context level. The value dimensions identified on both levels
are shown in Table 3.

3.4 The Process Quality-Related Value Perspectives of Risk
Management

Several value dimensions emerged from the empirical investigation addressing the
quality of the SCRM process itself and its contribution to the overall SCM and
ETO project management process quality. They are creating transparency regarding
risk exposure, improving forecasting quality, facilitating high-quality requirements,
exploring the feasibility of the solution space, enabling employees to speak up and
supporting decision-making—The go/no-go decisions (Table 4). Each of them is
briefly introduced in the following section.

Table 4 Overview of the process quality-related value dimensions of risk management
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3.4.1 Transparency Regarding Risk Exposure

The empirical findings as well as empirical studies in the literature (Oehmen et al.
2014) identify transparency regarding risk exposure as a very important aspect of
good RM. Transparency is a key factor affecting proper risk-informed decision-
making at any given time. The perspective of upper management in the interviews
was that of creating transparency regarding risk exposure, the “right” stakeholder
can make the “right” decision. This perspective was also evident in the set-up of risk
management tools and reporting system set-up.

However, creating transparency through risk management has conflicting value
for some stakeholders. Interviews revealed that at times, suppliers might not share
knowledge about certain risk exposure, to then capitalize on it later.

Transparency can be a dual-edged sword according to multiple interviewees, and
it is quite common for project managers to “do their own thing [risk management]
on the side”, which refers to having an “offline” risk management system not visible
to anyone outside the project. In the process of communicating risks to top man-
agement, project managers may leave out certain risks that would for instance put
their own project at risk of being cancelled or have other consequences for them.
It was identified by interviewees that often PM’s wait too long to escalate a risk
thereby creating a situation where PM does not receive help in good time and the top
management’s ability to make decisions is hindered.

Multiple companies in the study presented examples of how transparency regard-
ing risk exposure is perceived differently, as described in the following. In the early
phases, RM results were used as a way to “sell” the project and the focus was on
making the project feasible rather than identifying all risks. In this context, RM was
providing value for the sales personnel showing an “acceptable projects risk profile”
through underestimation of the risks. This is identified as a common industry phe-
nomenon and could be because it may not be possible to get the green light for a
project, if the risk management paints a too “gloomy picture”. In sensitive situations,
the focus is on getting the project approved. Risk assessments were perceived as
enablers in that situation, that can help to get a project approved or not approved
depending on how risky a project is perceived to be. The value that sales perceive
risk management to have is in conflict with what a PM needs, which is a conservative
risk estimate as seen in Fig. 2.
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Fig. 2 Conflicting perspectives in risk management

3.4.2 Assisting the Prioritization of Efforts

According to interviewees and our study of risk management reporting systems
and risk logs, RM provides different value for different stakeholders in relation to
prioritizing efforts on the strategic and project level. If a project manager identifies an
important risk during a risk management activity, he will choose to perform an action
in relation to this risk. The same was found to be the case for upper management;
however, it was only larger risks that were used for prioritizing efforts. From this we
find that RM is used to prioritize work tasks at the project level and resources and
strategic direction on the upper management levels, as seen in Fig. 3. The value of
RMwas described as to be a forward-looking “radar” that identifies incoming threats
before they materialize by creating awareness and enabling stakeholders to prioritize
efforts in relation to them.

Fig. 3 Different value perceptions of risk management at different levels in a company
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3.4.3 Improving Forecasting Quality

“Sometimes they just rub the crystal ball”. A risk specialist described the value of
SCRM as a way to increase the quality of forecasts by incorporating risk manage-
ment results in them, instead of solely relying on the aforementioned crystal ball.
It was observed and stated that forecasts during projects are often based on a lack-
ing indicators, such as invoices, which, in the experience of the interviewees, are
inherently uncertain as we cannot necessarily predict the future from historical data.
The value of RM in this context was discovered to be twofold by risk management
experts working at the portfolio level: To increase the understanding of the quality of
forecasting through adding data, increasing the quality of data, as well as revealing
assumptions in the data. Workshops and interviews revealed that at the leadership
level or CxO level, this equates to “better business predictability” but at the PM level
it is sometimes a sham exercise carried out to satisfy compliance. In this example,
understanding the actual process quality value perception for stakeholders becomes
crucial.

3.4.4 Facilitate High-Quality Requirements

Better understanding of requirements is a key need for all stakeholders involved.
Through interviews and by studying RM boundary objects and reporting, risk man-
agement can be intimately tied to requirements. Examples include a client advisor
and management who used the RM framework to have conversations about the qual-
ity of the requirements. They used the RM artefacts to ask “did we understand the
requirements correctly” to try to facilitate an improved understanding of the uncer-
tainty in the requirements that had been originally recorded. Changing orders late in
the process in the construction industry was identified as a major risk, and this was
believed to be tied to the quality of the requirements such as miss-alignments in the
understanding of these by different stakeholders. Several of the interviewees pointed
out that risk management process quality plays a direct or indirect role in relation to
requirements quality.

One conflict that may arise in relation to requirements, as reported by a client
advisor, a PM and an RM expert, is that a supplier might withhold information
about risks related to requirements. The supplier then later uses this information to
capitalize on risks while the client advisor or PM will try to “put all the risks on the
table” up front so as to make a proper estimate. The interviewees explained that it is
in the best interests of the client to know the risks up front too, but not in the interests
of the suppliers, as it represents an upfront investment for them to reveal everything,
and in some cases, these risks form part of their profitability.
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3.4.5 Exploring the Feasibility of the Solution Space

Solution space can be defined as the overall set of possible solutions that could
be applied to a system/sub-system to accomplish requirements, and functionalities
which the system/sub-system is supposed to include. The challenge for stakeholders
is to figure out if a solution, even though it might seem enticing at first, is actually
part of the solution space or not. Empirical observations suggest that RM plays a
role in this because it is responsible for the risk profile of that particular solution in
relation to the project and stakeholders. A client advisor, portfolio manager in R&D
and a risk manager all operating in the construction industry, noted that RM assists
the exploration of the solution space as it can determine if a solution is too risky
in relation to a type of potential impact on the project. This could occur in terms
of “innovation” or newness of the concept or potential cost or something else. Risk
management reveals that feasibility is highly context-dependent and helps to reveal
if a part of the solution space is relevant or not. A development team and portfolio
manager identified RM as a way to understand if a solution would be feasible. This
included how itwould affect stakeholders, such as customers and existing production,
ultimately placing RM as central to feasibility.

A risk manager and supplier expressed that clients and architects “just want to
design” without prioritizing feasibility, and a client presented the counter-argument
that “the engineers just want to make it standard and ugly”.

A portfolio manager explained that RM at stage gate review helped identify big
potential problemswithin a projectwith regard to safety and the public perception that
the engineers had not understood because they had focused mainly on the technical
feasibility.

3.4.6 Enabling Employees to Speak Up

The SCRM was described multiple times as a critical way for engineers or project
managers to reach out to the leadership about serious risks, the need for resources,
or about risks going beyond the scope of the project. In some instances, SCRM is a
way for the project team “to be heard”.

Risk management is of value to the project when it comes to risks that cannot be
handled by the project, and it is a communication channel for the company, according
to workshop participants and project controls as employees are often closest to the
information about risks that are needed by upper levels in the organization. Company
attitudes towards rewarding “firefighting” or reactive problem-solving as a cultural
approach result in conflicts with employees speaking up proactively on risks, which
can create a counterproductive environment for identifying risks.
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3.4.7 Supporting Decision-Making: The Go/No-Go Decisions

Multiple interviewees mentioned that steering groups, portfolio managers and lead-
ership use high-level RM results for evaluating if a project should continue or not.
The upper level of management has a need to understand the risk profile of a project
or portfolio to determine the right course of action in relation to the company goals
and strategy. In one of the cases, interviewees described engineers presenting a con-
cept where they focused primarily on technical risks, but excluded health and safety,
even though this was crucial for the company. The risk management provided value
by identifying these other perspectives and the tension between them.Multiple inter-
viewees stated that risk management results were used in decision-making and that
supporting decision-making is a central value that risk management provides, but
conflicts occur between different functions of the company and between project and
strategic level.

3.5 Discussion: Learnings from Empirical Studies

The findings and discussion presented above show that there are significant differ-
ences between stakeholders and their perceptions of value, through both literature
and empirical studies. An important finding is based on the fact that if those per-
ceptions remain unaligned, they can significantly impact the quality of the SCRM
process. To address this issue, the following section proposes a method to be used to
support an alignment process in SCRM.

In one of the cases studied, the RM was customized to record and utilize value
perceptions on risk from different stakeholders so as to improve decision-making
through transparency. In another casewhichwas studied, a frameworkwas developed
to ensure the awareness of multiple stakeholder perspectives on risk.

Research shows a tendency that stakeholders can have different “value profiles”,
e.g. specific and reoccurring outcomes and process qualities they prioritize and value.
It is potentially very problematic if stakeholder perceptions are not considered in the
SCRM, including potential conflicts—as is evident in the literature as well as in the
empirical work presented here.With knowledge about stakeholder value perspectives
and potential conflicts, improvements to the design of the SCRM can be identified
and carried out, as discussed in the following.

3.6 Process Regarding Multi-value Perspectives

Empirical work and the preliminary validation of the above-mentioned practitioners’
workshops enabled the introduction of a process able to incorporate a multi-value
perspective in SCRM (see Fig. 4), through the formal steps of (i) sensitizing a team
to multi-value perspectives; (ii) exploring the stakeholder landscape; (iii) eliciting
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Fig. 4 Process for establishing a multi-value perspective in supply-chain risk management

stakeholder value perceptions; (iv) identifying alignment and misalignment; and (v)
using the outcome as input for SCRMdesign. Each step is described in the following.

Sensitizing a team to a multi-value perspective The examples and concepts in
this chapter can be used to sensitize a team to the competing, yet valid value percep-
tions that exist for SCRM. Alternatively, it can be achieved by creating a vicarious
experience of viewing riskmanagement fromdifferent stakeholder perspectives. Tak-
ing on the vantage point of different stakeholders will help a team to recognize the
variations in value perspectives. Different stakeholders have different perspectives.
Awareness of these perspectives can enable a team to take them into account to foster
collective and systems-oriented thinking as well as to bridge company silos.

Explore your stakeholder landscape Explore the stakeholder landscape and the
different values risk management can provide for it as a system. This can be achieved
through established stakeholder management techniques such as stakeholder maps.

Elicit stakeholder value perceptions Elicit stakeholder value perceptions of risk
management regarding outcomes and process quality utilizing Table 5 as a template
or preliminary checklist of value perceptions.

To understand a stakeholder’s value perception of risk management, value dimen-
sions of importance for stakeholders must be considered—What do they value most?

Table 5 Overview of value dimensions. The overview can be used for eliciting value perspectives
regarding risk management



116 P. Willumsen et al.

Fig. 5 Value propositions of risk management exist at different levels inside and outside the com-
panies, as well as at the ecosystem level

The elicitation of value perspectives should include different levels within and
outside the companies, as well as the system or “ecosystem” level in both the two
dimensions of project outcome (either project level or strategy/project context level)
and quality process level. As depicted in Fig. 5, various stakeholders have different
value perspectives of risk management inside and outside the company and at the
ecosystem level.

Identify alignment and misalignment Using the knowledge about the stake-
holder landscape and the value perspectives of the stakeholders from the previous
steps, we can identify and reflect about the alignment or misalignment of value per-
ceptions of SCRM across the stakeholder landscape using a matrix of stakeholders
and value perceptions as illustrated in Tables 6 and 7. The tables can help with a
systematic and visual approach to assessing stakeholder conflicts and shared value
perceptions of risk management.

All levels should be checked for conflicts and shared values in the models pre-
sented, as depicted in Tables 6 and 7. The tables add an overview and assist in
identifying possible conflicting value perceptions that affect the RM. Specifically,
RM should address these potential conflicts to optimize how risk is managed at the
individual and systems level. If we do not consider the multi-value perspective on
RM, we run the risk of adversarial dynamics and missed opportunities for leveraging
shared drivers in the design of the RM.



6 What Value for Whom in Risk Management? … 117

Table 6 Illustrative example of alignment and misalignment of stakeholder value perceptions of
risk management

Alignment: Shared and conflicting value perceptions of risk management
Customer/OEM-
Leadership

Customer/OEM 
- Project team

Supplier- 
Leadership

Supplier- 
Project team

Customer/OEM-
Leadership
Customer/OEM 
- Project team

Conflicting 
value 

Conflicting 
value 

proposition;
Transparency

proposition: 
Schedule vs. 
cost

Supplier- 
Leadership

Shared value 
proposition: 
Transparency 
regarding risk 
exposure

Conflicting 
value 
propositions:
Cost vs. quality

Supplier- 
Project team

Table 7 Illustrative example of alignment and misalignment of value perceptions of risk manage-
ment

Tables 6, 7 and 8 serve as illustrative examples of alignment matrices that may
be used as a visual support for designing the SCRM based on information from the
previous steps.
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Table 8 Illustrative example of an alignment matrix with shared and possibly conflicting value
perspectives of risk management

Use the results as input for the design of SCRM The previous steps generate
insight that is extremely useful for addressing the design and execution of SCRM.
The awareness of potential conflicts and shared value perceptions can be leveraged
to tailor the SCRM and chose appropriate approaches and structure of the SCRM.
The value dimensions both related to outcomes and process quality can be used to
elicit a stakeholder’s value profile but also as inspiration for the potentially relevant
value perspectives that are missing, and could potentially improve the SCRM.

4 Conclusions

This chapter addresses the issue of introducing RM initiatives appropriately along
the supply chain by embracing a multi-stakeholder perspective. By discussing the
experiences collected throughout this in-depth empirical research, and with the aim
of overcoming the main drawbacks which exist in practice—and which have not yet
been completely addressed by either academia or industry—we propose following
a practical multi-step process in order to address the main criticalities related to
stakeholder perceptions when defining a comprehensive and effective SCRM.
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Two main important insights emerged from empirical evidence:

1. It is crucial to understand the value propositions of SCRM for different stake-
holders at different levels inside and outside a company. Taking the stakeholder
value propositions of SCRM into account when designing the SCRM is benefi-
cial as it can enable the identification of conflicting value profiles and leverage
shared ones.

2. SCRM should be tailored to be “fit for purpose”, and the multi-value perspective
is one aspect that is relevant for tailoring or customizing the SCRM.

The methodology presented here helps to elicit value propositions regarding risk
management that can then be used to tailor or customize the SCRM.

Designing the SCRM according to multiple stakeholder value perspectives and
contexts can enable a better fit with each project, making sure that SCRM becomes
much more than a tick the box exercise. Like any system, the design of the system
can benefit from revealing its stakeholders and the value the system potentially can
provide for them. Taking the value into account does not mean always catering for a
stakeholder’s need, rather it means to cater to some and deal with some in other ways,
but especially dealingwith conflicting value propositions and leveraging shared ones.
For instance, if a contractor tries to hide risks to capitalize on them later or if sales
underestimate the risks, the designers of the SCRM can try to prevent it by design,
for instance through creating additional transparency. The value that SCRM needs
to protect and provide has to be customized to each project to some degree, because
different stakeholders have different priorities, such as was the case with the client
who focused on schedule and quality, and another client who focused on cost.

A contextual approach to the design of SCRM should be followed. Even though
many authors advocate taking stakeholder interests into account, here we have pre-
sented an in-depth account of what that means based on empirical studies as well as
on a hands-on methodology. The value propositions presented here can also be used
as a “checklist” to help when having conversations with relevant stakeholders and
to gain insights which can be used in the design of SCRM and to discover areas for
improvement that have potentially been overlooked.
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Chapter 7
Risk Management of Critical Logistical
Infrastructures: Securing the Basis
for Effective and Efficient Supply Chains

Michael Huth and Sascha Düerkop

1 Introduction

In summer 2017, parts of the railway network close to the German town of Ras-
tatt sagged due to construction works for a new railway tunnel. Consequently, the
route between Karlsruhe (Germany) and Basel (Switzerland) had to be fully closed
for a duration of almost two months for both passenger and cargo transportation.
The affected section of the railway network is a critical infrastructure for logistics:
every day, approximately 200 cargo trains pass this link that connects Germany, the
Netherlands, and Belgiumwith Switzerland and Italy. For those cargo shipments, the
closure meant a severe problem. Some of the trains could be redirected, if bypasses
were available and offered enough capacity; some trainloads could be transferred
to road transportation or shipped on inland waterways. However, many shipments
were put on hold and could not be delivered as planned. The activities to ease the
problem led to an estimated additional cost for the railroad companies (excluding
Deutsche Bahn) of almost 100 million EUR (Heinrici 2017). DB Cargo, a subsidiary
of Deutsche Bahn, claimed lost revenues of another 46 million EUR (Schlesiger
2017).

This example shows that the logistical infrastructure plays a vital role in many
developed countries for enabling both effective and efficient logistic chains. If one or
more elements of the logistical infrastructure network are—even temporarily—not
useable, logistic chains can be heavily affected. Thus, parts of the logistical infras-
tructure can be called critical.
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Possible events, that could lead to damages of the critical infrastructure (and
consequently to additional cost) and threaten the economy of a county, will be stated
as risks. Risk management, therefore, aims to identify, analyze, and evaluate risks
as well as to develop and implement counteractive measures that should lead to a
reduction of the probability of a risk and/or its consequences.

Risk management can be characterized by a closed loop of phases. The risk
management loop can have the form of the iterative phase concept described in ISO
31,000. This article will focus on a specific step of the risk management loop: the
risk evaluation. This phase aims to quantify previously identified risks so that they
can be sorted by priority. Top priority risks are then managed immediately, whereas
the management of low-priority risks might be postponed to a later stage. Thus, the
risk evaluation leads to the recognition of the important and the less important risks.

In this article,wewill develop an approach to how risks in logistical infrastructures
can be evaluated. This should enable decision makers in risk management to make
better (i.e., more justified) decisions and prioritize counteractions. We will start
by giving examples for risks that can apply for critical logistical infrastructures
following the PESTLE approach. We will then develop the evaluation approach,
specify implementation aspects, and discuss its strengths and weaknesses as well as
options to extend the approach. The chapter will be completed by a summary and an
outlook on further research directions.

2 Risks for Critical Logistical Infrastructures

To ensure that all different fields of possible risks are thoroughly covered and system-
atically considered, a political, economical, social, technological, legal, and environ-
mental (PESTLE) approach is used in the following. By investigating the keywords
defined by the PESTLE abbreviation, it is ensured that no major possible risk factor
is completely ignored or rejected. Albeit a completely qualitative approach, it serves
as a capable method to give a first picture of the vast variety of risks the logistical
infrastructure is typically exposed to.

Political risks are usually diversified into two separate sub-categories: macro-
political and micro-political risks (Sottilotta 2013). While macro-political risks are
not directly linked or directed to the affected business sector, namely the logistical
infrastructure, micro-political risks are exactly that.

Macro-political risks, which can severely affect the logistical infrastructure, are
all kinds of armed conflicts, including but not limited to full-scale wars, guerilla
wars, and terrorism. In such volatile turmoil, infrastructural nodes and links, such
as bridges, tunnels, train stations, or airports, are often either collateral damage
or strategically targeted by bombing or other armed aggression. Recent examples
include the Donetsk International Airport (Ukraine Today 2015), which has been
defunct since mid-2014, the complete destruction of all bridges across the Euphrates
River in the Syrian governorate of Deir ez-Zor (Zaman and Alwsl 2016), which
were bombed by a US-led coalition air strike, or the Port of Aden, which was closed
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down for months during the years 2016 and 2017. Furthermore, terrorist attacks
deliberately targeted populated parts of the logistical infrastructure to maximize the
effect of their actions, as the terrorist attack in Brussels 2016 (McKenzie 2016),
which affected the tram service and airport of the city, showed to devastating effect.
Other forms of macro-political risks through terrorism include maritime terrorism,
such as the piracy at the Horn of Africa, or a plotted terrorist attack of the Ohio
trucker Iyman Faris, who planned to bring down Brooklyn Bridge (CNN 2003).

Micro-political risks do not necessarily coincide with aggression and include
diplomatic meltdowns, which regularly lead to complete blockades and border clo-
sures. As such border closures affect the logistical infrastructures by cutting them,
they can be seen as classic examples for micro-political risks. The most striking
example for such a complete border closure is the border that separates the Korean
Peninsula into the Democratic Republic of Korea and the Republic of Korea. As a
result of the impenetrability of the border, the largest logistical infrastructure in his-
tory, the proposed ‘Asian Highway 1 (AH1)’ from Edirne (Turkey) to Tokyo (Japan),
has never been passable from its start to its end. Other examples of complete bor-
der closure due to diplomatic meltdowns include the Armenian-Turkish land border,
which has left the once crucial Kars (Turkey)–Gyumri (Armenia)–Tbilisi (Georgia)
railway defunct since 1993 (Uysal 2014). In very rare occasions, even airports can
suffer from micro-political risks, when the region the airport is located in is not
internationally recognized (anymore). Currently, such theoretically operational, but
de facto defunct airports can be found in the disputed territories of Palestine (Watson
2014), Cyprus (Morley 2013), and Nagorno-Karabakh (Asbarez 2016).

Economical risks are usually less relevant for the logistical infrastructure, as the
majority of the infrastructure is typically publicly owned and thus well protected
against bankruptcy. On the contrary, the few privately owned parts of the logistical
infrastructure are often vulnerable to economical risks and can, in some cases, be
critical for the overall infrastructures.Most prominently, airports are regularly vulner-
able and highly critical simultaneously. The planned ‘Berlin Brandenburg Airport’,
for instance, which should have replaced three smaller airports in Berlin by 2010,
but is to date still not operational, caused an average monthly cost of well over 40
million Euro, due to necessary re-routings, re-licensing of the airports to be replaced
and other infrastructural follow-up costs. The road infrastructure, which is often
completely publicly owned, is also becoming more vulnerable to economic risks
whenever public–private partnerships are realized. A warning example for this is the
‘Camino Colombia Toll Road’, which was built to connect Texas with Mexico, but
went bankrupt and was completely closed after only four years of operation (US
PIRG Education Fund 2009).

Social risks, by definition, affect individuals or groups of individuals who are
then, after the realization of the risk, incapable of retaining their social status. Usu-
ally, individuals are not able to debilitate the logistical infrastructure in the following,
but again several exceptions prove that social risks can, indirectly, affect logistical
infrastructure severely. Most commonly, strikes by workers whose social status is at
risk regularly affect the logistical infrastructure. In particular, airports and rail oper-
ations are repeatedly brought to a standstill by coordinated strikes. More drastically,
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a coordinated general strike directed against the oil supply chain caused a shortage
of gas supplies for Greater Paris in 2016. During this orchestrated strike, truckers
blocked the road infrastructure leading to and out of the most crucial ports where oil
tankers unload the gasoline for the French market (Heusch 2016).

Technological risks for the logistical infrastructure can be further diversified into
operational risks, which are directly caused by the usage of the particular infras-
tructure, and risks concerning the control and maintenance of the logistical infras-
tructures. A well-known example for an operational risk is the major explosion that
hit the Chinese Port of Tianjin in 2016, caused by the handling of explosive goods,
which forced the port to be entirely closed for twoweeks (DB Schenker China 2015).
A recent example for a technological risk caused by insufficient maintenance is the
closure of the railway line traversing Germany from North to South in the vicinity
of the town of Rastatt, as mentioned above.

Legal risks for critical logistical infrastructures include diplomatic restrictions and
blockades as presented in the subsection onmicro-political risks above. Furthermore,
legal risks can be caused by a temporary or permanent blockade of a single infras-
tructural part or a whole region for national policy reasons. Finally, unforeseen and
sudden changes to the legal framework for logistical operations can severely affect
the infrastructure as a whole. A recent example for the latter is the so-called ‘refugee
crisis’ in Europe, which is still ongoing and started approximately in 2015 as a result
of the Syrian civil war. When millions of refugees sought shelter in Europe, various
European countries, such as Hungary, Austria, Croatia, Serbia, France, and Austria,
suddenly closed their borders or at least re-introduced regular border controls, which
were formerly unknown within the common Schengen free trade region. Those pol-
icy changes, which happened overnight in some cases, led to traffic jams and delays
of several days (Turner 2015). Another type of temporary regulatory change is intro-
duced to protect certain events of particular risk. The Chinese city of Hangzhou, for
example, was completely off-limits for all logistical transportation during the G20
summit for security reasons (Breakbulk 2016). On a few rare occasions, cities are
even permanently cut off from logistical infrastructure by special checkpoints and
protected by tightened entry regulations, such as the so-called ‘Closed Cities’ of
Russia.

Ecological risks are risks caused by the natural environment. Such risks are diverse
and often have dramatic effects on the logistical infrastructure. Low water levels,
floods, earthquakes, typhoons, hurricanes, and other drastic environmental catas-
trophes regularly debilitate or close down whole road, inland waterway, and rail
networks and prevent airplanes from operating. Most dramatically, the Nepali earth-
quakes of 2015 cut off a large part of Nepalese society from any form of logistical
transportation, and thus from all supplies, for weeks (Page 2015). Less drastically,
the eruption of the volcano Eyjafjallajökull in 2013 grounded thousands of airplanes
across Europe for several days (Randelhoff 2010).
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2.1 Categorization and Interdependencies

While the above PESTLE analysis might suggest that risks can be categorized into
the described manner, they are in fact often highly interdependent or might fit well
into several of the mentioned categories. One extreme example is the risks linked
to the Bikini Atoll, which belongs to the Marshall Islands, an independent Pacific
Island nation. Political risks, namelyWorldWar II and the following ColdWar, led to
an American interest in the Pacific region and in a national nuclear weapon program,
which required a remote testing ground. TheUSgovernment decided to use theBikini
Atoll as the test ground for its nuclear program, which led to environmental and, as a
result of a large re-settlement program, to social risks. Thus, the single event ‘nuclear
testing in the Bikini Atoll’ directly caused three different types of risks, showing how
much the different categories can be interwoven. Guyer (2011) describes the whole
Bikini Atoll nuclear testing disaster and its consequences in detail.

Similarly, especially as a result of ongoing digitalization, different infrastructures
are increasingly interdependent. Today, a power outage has an impact on the IT
infrastructure, which again has an impact on both the logistical and the freshwater
supply infrastructure. Such indirect impacts of a power outage can thus always debil-
itate other, dependent, infrastructures, which might lead to secondary environmental
and social risks. Rinaldi et al. (2001) summarize how different infrastructures are
increasingly dependent on each other.

2.2 Existing Methodology

Only a limited number of publications have so far explicitly considered risks for
critical logistical infrastructures. In the following, the few existing political and
scientific approaches are summarized.

Fromapolitical perspective, riskmanagement for critical infrastructures, in partic-
ular for logistical infrastructures, has its roots in theUSAand can be divided into three
eras. In a first era, the then President Bill Clinton introduced the term ‘critical infras-
tructure’ in 1996 formally by establishing the ‘Commission on Critical Infrastructure
Protection’, which was set up to define a framework for risk management for criti-
cal infrastructures (see President’s Commission on Critical Infrastructure Protection
(1997)). Furthermore, the first report of the commission initially raised public aware-
ness of the significance of national infrastructures for the welfare and quality of life
for US-American citizens. Other national governments and international organiza-
tions did not initially adopt the terminology in that era. The suggestions of the com-
mission and media reports focused on the protection of local infrastructures and the
identification of criticalities of single links within the infrastructural networks. The
overwhelming majority of the concerned risks in this era were thus environmental,
operational, and technological risks.
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The 9/11 terrorist attacks against theWorld Trade Center and the Pentagon started
the second era of political interest in critical infrastructures. Disruptively, political
actors around theworld, led byNorthAmerican andEuropean policymakers, focused
on the protection of national and international critical infrastructures. In this second
era, nearly all institutional publications and studies focused on the risk of terrorist
attacks,which hadpreviously been largely ignored.Amongothers,Collier andLakoff
(2008) describe the shift of focus in great detail for the USA. Following the US-
American role model, the United Nations (CTITF), the UK (CPNI), the European
Union (EPCIP), and other political actors established specialized institutions for the
risk management of critical infrastructures. While most of those institutions were
originally founded to focus on the risk of terrorist attacks, they nearly all define
holistic risk management for critical infrastructures as their institutional goal.

The third era, again, started with the realization of a, so far ignored, risk. In 2007,
Estonia was hit significantly by the so-called ‘Web War I’—a large-scale and coor-
dinated hacker attack against all IT service of the Baltic country (see The Economist
2010). The ongoing attacks led to a full shutdown of all the Internet-based services
in Estonia for a full week. Those services could only be restarted by disconnect-
ing the Estonian Internet infrastructure from the international network for almost
a month (Jackson 2013). As an institutional countermeasure to Web War I, NATO
defined the ‘Policy of Cyber Defense’ in April 2008 and, subsequently, established
the NATO Cooperative Cyber Defense Centre of Excellence (Herzog 2011). After
more cyberattacks against the former Soviet States of Lithuania 2008, Georgia 2008,
and Kazakhstan 2009, for all of which Russia was found responsible, the topic of
‘cybersecurity’ got evenmore into the focus of NATO. It was finally entirely interwo-
ven with the thematical complex of infrastructure protection at a NATO ministerial
conference with the topic ‘critical infrastructures and cybersecurity’ in April 2009
(Bumgarner and Borg 2009). As result of a perceived decreasing risk of terrorist
attacks and an increased risk of cyberattacks from 2007/2008 on, the focus of the
institutional work for protecting critical infrastructures subsequently shifted mainly
to the protection of information infrastructures.

Recent events, like the activities of the so-called ‘Islamic State’, shift back the
focus on the risks of terrorism and away from cyberthreats (Stock 2017).

The political and institutional eras of risk management for critical infrastructures
reflect the ‘Western World’ view, which was led by the USA, Canada, and Europe.
In other parts of the world, the above eras did not happen to the same extent. The
People’sRepublic ofChina, for instance, still did not formally define the term ‘critical
infrastructure’ or establish an institution that is responsible for protecting it. Other
countries focus on risks that are most relevant for them. The British Virgin Islands,
for example, focus entirely on environmental risks, like tornados (Penn 2010).

Scientifically, probably the first approach for the protection, or destruction, of a
critical infrastructure was published by the US-American think-tank ‘RANDCorpo-
ration’, which mainly conducted contract research for the USNavy in the 1950s. The
mathematician T. E. Harris specified, together with former general D. F. S. Ross, the
so-called ‘Maximum Flow Problem’ in 1955 (Harris and Ross 1955), which became
a classic optimization problem. That problem is solved to determine the maximal
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(one-dimensional) flow of goods within a network. Together with two other RAND
Corporation members, L. R. Ford Jr. and D. R. Fulkerson, Harris developed the first
efficient and exact procedure to solve this combinatorial problem. Furthermore, he
discovered and proved the ‘Max-Flow-Min-Cut Theorem’, which observes that the
maximum flow of a certain network has exactly the same value as the minimum cut
of the same network. Since the publication of the work of Harris and Ross in 1999,
it became clear how this seemingly theoretical work helped the US Navy in military
planning. As a ‘case study’, Harris and Ross calculated the maximum flow of goods
from the Soviet Far East to Eastern Europe through the Soviet railway network.
Furthermore, the authors observed that a minimum cut would have the same value
and made a proposal to military strategists how to calculate such a minimum cut
for any possible network. This observation, linked with a remark within the publica-
tion, that ‘airstrikes are an effective option to debilitate a railway network to prevent
the transportation of troops and military equipment’, showed why the US Airforce
invested in this first-ever scientific research that identified critical infrastructures
(Schrijver 2002).

The early research of the RAND Corporation founded an entire research topic,
which is best described as ‘search for the most critical edge(s).’ As such a criticality
measurement is most relevant for military applications, either for directed attacks or
for an effective defense, this research field grew steadily during the Cold War (see,
i.e., Wollmer 1963, 1964, 1968; Fulkerson and Harding 1977; Lubore et al. 1971;
McMasters and Mastin 1970; Ratliff et al. 1975; Corley and Chang 1974; Golden
1977; Corley and Sha 1982; Malik et al. 1989 and Ball et al. 1989).

Shortly after the end of the ColdWar, the tone and the applications of the research
field changed instantly. Suddenly, the search for the most critical component of a
network became a purely theoretical research topic and the problemwas subsequently
defined as ‘Network Interdiction Problem’ by Wood (1993).

Within the last decade, as a direct result of the increased political interest in the
field, most publications focused on finding the most critical components of critical
infrastructures. Brown et al. (2005, 2006) were the first to link both topics. In parallel,
Salmerón et al. (2004, 2009) presented several approaches to identify themost critical
component of an electric grid network. Church and Scaparra (2006) and Scaparra
and Church (2008) used the same theoretical foundation to identify the criticality of
single network components for the construction of a new facility.

Finally, Alderson et al. (2011) published the first scientific paper which focuses
on identifying the critical infrastructure within a general logistical network.

In addition to those contributions from a rather analytical background, a few
papers from a riskmanagement perspective did consider riskmanagement for critical
infrastructures in particular. Sapori et al. (2014) proposed a generic analytical risk
management methodology to manage risks of a critical infrastructure, while Avritzer
et al. (2012) broadly show both the challenges and the limits of a systematic risk
management for critical infrastructures.

Adar and Wuchner (2005) published an overview of the current state
of risk management for critical infrastructure from a business perspective.
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They emphasize the central importance of an extensive risk management for crit-
ical infrastructure for the success of any economic and public actor.

It can be observed that almost all of the mentioned scientific works on risk man-
agement for critical logistical infrastructures focus on the possible economic losses
through a potential risk realization. However, it is important to emphasize that crit-
ical logistical infrastructures are not only relevant to businesses but are an integral
part of the daily life of most citizens. Thus, a risk management for critical logistical
infrastructures always has a large value for a society as a whole. To address such
social effects of a debilitated logistical infrastructure, theWorldBank established and
spearheaded a scientific research branch called ‘Social Risk Management’, which
is extensively described by Holtmann et al. (2001) and Holzmann et al. (2003) and
critically questioned by Godfrey et al. (2009).

Finally, two often-cited publications discussing the scientific focus of risk man-
agement for critical infrastructures should be mentioned. Cardona (2004) tried to
understand risk management for critical infrastructures as a holistic research topic
and unite or cooperate between the various research fields, namely risk management,
network theory, social sciences, and security sciences. Finally, Boin and McConnell
(2007) discuss the limits of a risk management for critical infrastructures and link
the field with resilience management, which tries to recover an infrastructure as soon
as and as less cost-intensively as possible after a risk is realized.

3 Evaluation of Risks for Critical Logistical Infrastructures

3.1 Basic Assumptions

When we talk about logistical infrastructure, we include all relevant stationary facil-
ities that are required to execute the basic logistical processes (i.e., transportation,
handling, and warehousing). The logistical infrastructure contains roads, railways,
inland waterways, pipelines, but also warehouses and transshipment points such as
ports, airports, container terminals, and others.

The logistical infrastructure can be modeled as a network. The warehouses and
transshipment points—or in general: the locations where handling, warehousing,
and other logistical activities (often called ‘value-adding services’) take place—are
modeled as vertices. Thus, each vertex v ∈ V represents a logistical facility. On
the other hand, the roads, railroads, inland waterways, and pipelines are modeled as
edges. Each edge e ∈ E represents a connection between two logistical facilities.
Consequently, the whole logistical infrastructure is represented by the graph G �
(V, E).

We assume that for each vertex v ∈ V and for each edge e ∈ E the cost for using
the specific vertex or edge is known. Thus, a value c(v) ≥ 0 exists for every v ∈ V ,
and a value c(e) ≥ 0 exists for every e ∈ E . This cost should be given as cost per
shipping unit.
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Our last assumption is that all shipments for a specified period are known a priori.
The related shipment data contains at least the source and the sink, both defined as
vertices v ∈ V . The shipment data must also contain information about the number
of shipping units, so that the cost for a shipment can be calculated. The exact route
for a shipment does not have to be given; we can assume that the route can easily be
calculated by using established shortest path algorithms.

3.2 Evaluation Approach

The basic approach for evaluating risks for critical logistical infrastructures is based
on one more assumption and an elementary cost comparison:

• Weassume that there is an overall decisionmaker (e.g., a policymaker in aministry
or in another public authority) who needs to evaluate and prioritize risks for logis-
tical infrastructures. The decision maker would then analyze one infrastructure
element after another, evaluating the risks. In the end, all relevant infrastructure
elements are evaluated and can be ranked by the implied consequences of risk
events. (For simplicity reasons, we will focus on risks for vertices, such as ports
and warehouses. However, the risk evaluation procedure can easily be transferred
to all elements of the network including the edges.)

• For evaluating the risk for a certain element of the infrastructure, we will compare
the total logistical cost for two specific situations. The ‘normal’ situation will be
specified as a situation without any risks being realized. In such a situation, the
total logistical cost Cnorm will be calculated by the sum of the cost for each edge
and for each vertex, if all orders are fulfilled. The situation ‘under risk’ will be
specified as a situation, where (due to a risk being realized) a certain element of the
logistical infrastructure is not usable, or the capacity is limited. In such a situation,
shipmentsmust be redirected using the remainingnetwork. If the ‘normal’ situation
is characterized by cost-optimal routes, the situation under risk will obviously lead
to higher total logistical costs Crisk .

• The difference between the cost for the ‘normal’ situation and the situation under
risk will be interpreted as the consequence if a risk for a certain vertex is realized:
�C � Crisk − Cnorm .

3.3 Implementation

For the implementation of the evaluation approach, we will create an additional
matrix Av for each vertex v ∈ V that should be evaluated. This matrix Av only stores
the information of the set of orders that are relevant for the evaluation process. This
contains exactly those shipping orders Ov that use the specific vertex v ∈ V , which
should be evaluated: Ov � {(v1, w1), . . . , (vn, wn)}. All other shipping orders are
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considered as irrelevant for the evaluation. In thematrix Av , the source and sink vertex
vi andw j for eachorder aswell as the shippingquantityqi, j are saved.This leads to the

definition of an element (av)i, j of the matrix Av as (av)i, j �
{

qi, j if
(
vi , w j

) ∈ Ov

0 else
.

The graph that represents the logistical infrastructure without the vertex (or ver-

tices) that is affected by the risk event is noted as G
∧

:� G[V \R] �
(

V
∧

, E
∧)

with

V
∧

� V \R and E
∧

� { e � (v, w) ∈ E |v, w ∈ V
∧

}.
To calculate Cnorm and Crisk , well-established shortest route algorithms can be

applied. For each source/sink combination of the additional matrix Av that uses the
affected vertex, thus with (av∗)i, j > 0, the cost can be calculated by summing up
the cost per used infrastructure element. This will be determined by multiplying the
cost per shipping unit with the shipped quantity. For simplicity reasons, we assume
that only edges induce cost. (Again, this assumption can easily be omitted.) The total
logistics cost for shipping all orders that use the vertex v∗ under normal conditions,
thus without the risk realization, are calculated by Cnorm

v∗ � ∑
(i, j):(av∗ )i, j >0 Ci, j .

The total logistics cost after the risk event affected vertex v∗ is then calculated
by C risk

v∗ � ∑
(i, j):(av∗ )i, j >0 C

∧

i, j . In this case, the shortest route algorithms use the

subgraph G
∧

:� G[V \R] �
(

V
∧

, E
∧)

.

Finally, the consequence of the risk affecting vertex v∗ is calculated as the differ-
ence between the total cost of the normal situation and the total cost of the situation
under risk, as mentioned above: �C � Crisk − Cnorm .

3.4 Strengths, Weaknesses, and Extensions

The evaluation approach presented in the previous sections is considered as a first
step in developing a framework for risk evaluation of critical infrastructure. It is
characterized by specific strengths, but it also shows room for development. In this
section, we discuss such strengths and weaknesses and outline options for further
progress.

The evaluation approach is meant to prioritize individual infrastructure ele-
ments by the quantified consequences implied by a realized risk event. The
results reflect a ranking of infrastructure elements at risk and should be inter-
preted as a relative outcome and not, as might be expected, by their absolute
values. With such results, decisions makers—especially in ministries on federal
and regional level as well as institutions—receive relevant information and can
focus the development of counteractive measures on those elements of the logis-
tical infrastructure where a risk realization would lead to the highest overall con-
sequences. The results thus lead to an efficient allocation of resources for an
effective risk management. The approach can, on the other hand, not be used
for evaluating a single element on its own by assignment of ‘the real’ cost of



7 Risk Management of Critical Logistical Infrastructures … 131

a risky event, i.e., the absolute value of all costs that are generated by the risk.
Thus, the suggested evaluation approach is not intended to support decision makers
on a local level, such as the manager of a single container terminal.

There is a second reason why the approach does not support managers on the
element level, but policy makers on higher levels: A risk affecting an element of
the infrastructure will lead to negative consequences, i.e., to additional cost, for
the analyzed element. If shipments are redirected, they use other elements of the
infrastructure. If the providers of the then used infrastructure can create additional
revenues, they benefit from a risk that affects other elements. Only a policy maker
on a higher level who has responsibility for the overall cost will be interested in the
efficient allocation of resources for managing the risks, i.e., for minimizing the total
risk-induced costs.

A necessary requirement for comparing risks for elements of the critical logistical
infrastructure in the described way is that the risky events are specified identically.
For example, a risk event for container terminals could be specified as a 24-hour
interruption of all activities due to a breakdown of the power supply. To have a
consistent risk evaluation and ranking, all considered terminals should be evaluated
for a risk event with the same specification.

Another strength of the approach lies in its simplicity. For evaluating an element
of the infrastructure, only the data of the infrastructure network and of those orders
that use the specific element is required. This has two positive effects: On the one
hand, data collection is relatively easy. If we assume that the cost of data retrieval
depends on the amount of data that is necessary, also the cost of data provision is
low. On the other hand, the calculation can be done in a short time. The computation
time depends on the problem type and on the number of orders for which optimal
routes must be calculated. Shortest path problems can be solved in polynomial time,
so that the problem type does not lead to unacceptable computation time. By only
considering those shipments that explicitly use the selected infrastructure element,
the computation time is further reduced.

The simplicity of the approach leads, however, to weaknesses by excluding real-
istic assumptions. So far, the definition of risk event does not consider a recovery
phase, where the capacity of the logistical infrastructure is continuously (maybe
stepwise) increased over time, until the normal capacity is reached. Such dynamic
processes could be implemented by either dividing the recovery time into discrete
elements with increasing capacities and calculating the induced cost for each of the
time frames or by applying a simulation approach. Also, the approach does not take
into account possible buffers of whole shipments or shipping units in nodes of the
logistical networks: As long as the storage capacity of a warehouse or any trans-
shipment point allows for a temporary buffering, this option could be used to avoid
re-routing a shipment.

Another weakness of the current implementation is the sole focus on transporta-
tion processes (including the implicit use of handling processes) without taking into
account value-added services. The model can, however, easily be extended by mod-
eling the possible or required logistical process for each element of the infrastructure.
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The last weakness also results from the simplicity of the approach: In the cur-
rent implementation, we assume that all shipments that use a certain infrastructure
element can be re-routed without limitations. That is, the remaining infrastructure
network provides enough capacity for all redirected shipments. This might not be
the situation in reality: Due to absorbing redirected orders, the capacity of the then
used infrastructure might reach its upper limit. This situation can be implemented
by defining upper limits for the infrastructure network; the upper limits can take
into account some average utilization to include an initial capacity usage. To include
possible priorities of shipments, the approach can be extended by using not only the
shipments that use the infrastructure element in focus, but all shipments. This way,
penalty costs can be used to find an overall optimum, i.e., the cost-optimal routing
of all orders minimizing total logistics cost including penalties.

The approach focuses only on the consequences of risky events but does not
include the probabilities of those events. This is consistent, since the aim of the
approach is to generate a ranking based on the consequences for certain events.
Since the calculation for one single risk event and for one specific element of the
infrastructure leads to a single result (the cost as the consequence of the risk event),
the probabilities (if they can be assessed or estimated) can be used without problems,
so that the usual risk parameters (consequence and probability) are considered for
decision making.

A last aspect focuses on data availability. The assumption that shipping data
is available (especially specifying source, sink, and shipping quantity) does hold
for some elements of the infrastructure—but not for all. Usually, ASNs (advanced
shipping notices) are sent in electronic form to the partners in a logistics chain, so that
such shipping data with the listed data items is available not only for transportation
companies, but also for container terminals and other transshipment points, i.e., for
the vertices of the network. It is also true for edges of the railway network, because
the traffic on the railway network is managed by an institution. On the other hand, the
assumption does not hold for infrastructure elements, which do not have to be booked
in advance, such as most road infrastructure. For those elements, traffic distribution
models for cargo shipments can be used to derive the data, which might not be exact,
but offers a reasonable precision for risk evaluation.

4 Summary and Outlook

A structured risk management for critical logistical infrastructures is becoming
increasingly important for the most and the least developed countries in the world
alike. The most developed logistical infrastructures, like the European road and rail
networks, are starting to suffer increasingly from dilapidated and crumbling infras-
tructural assets, which increasingly require strategically planned maintenance prior-
itization. On the other hand, developing countries, like those in the Global South, are
extending their own road and rail infrastructures rapidly, building thousands of road
and rail kilometers every year, and thus have a strong need to strategically distribute
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funds to those regions that are currently most vulnerable to being completely cut off
by the realization of any potential risk.

The approach presented in the previous section is an easy to implement way
for how the risk evaluation phase can be carried out. It supports policy makers on
regional and federal levels by creating relevant information on the risk-based ranking
of elements of the critical logistical infrastructure. With the evaluation results, such
policy makers can create an efficient allocation of resources so that risk management
is effective.

Due to its simplicity, the approach has some inherent weaknesses. However, most
of the weaknesses can be overcome by extending the model. This can be done by
using more data, but also by implementing simulation modules that allow dynamic
effects to be considered.

However, it should be noted that the current level of riskmanagement for logistical
infrastructure is on a relatively low level: Institutional, regular, andmethodologically
sound risk management is seldom carried out; thus, the maturity level of risk man-
agement is low. On the other hand, data to analyze risks in detail is often not available
at all or only on an aggregate level that does not allow for a detailed analysis and
evaluation of risk. Therefore, the suggested approach can lead to a large step forward
in risk management for critical logistical infrastructure.
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Chapter 8
Procedure Model for Supply Chain
Digitalization Scenarios
for a Data-Driven Supply Chain Risk
Management

Florian Schlüter

1 Introduction

Many cases in the literature, e.g., Ericsson (Pfohl et al. 2015; Glas and Kleemann
2016), Toyota (Pettit et al. 2013), Land Rover (Tang and Tomlin 2008) and other
Japanese automotive companies and computer manufacturers (Chopra and Sodhi
2014) have shown supply chain (SC) vulnerability has increased over the last years.
As a result, supply chain risk management (SCRM) became a critical supply chain
management (SCM) discipline due to the increasing number of events causing SC
disruptions and to lower the impact of SC glitches (Hillman and Keltz 2007). Faisal
et al. (2006) have empirically shown thebenefit of information sharingof supply chain
members to understand the different risks which could have an impact on the sup-
ply chain. Therefore, an SC-wide proactive risk management based on risk-related
information transparency is required to increase the security of supply, decrease
safety stocks and to lower costs for manufacturers and their customers (Chatfield
et al. 2004; Christopher and Lee 2004). While supply chain risk (SCR) information
has been identified as crucial, the importance of a company’s information process-
ing capability to its SCRM effort has received little attention in the literature (Fan
et al. 2016). The integration of modern technologies into SCs leads to a smarter
SCM, which combines multiple independent data analytics models, historical data
repositories, and real-time data streams (Wang and Ranjan 2015). Available real-
time information and data-processing tools bring new opportunities for companies
to react more quickly to changing conditions within the supply chain (Güller et al.
2015). Due to this embedded intelligence, SCMmoves from supporting decisions to
delegating them and, ultimately, to predicting which decisions need to be made (But-
ner 2010). Using this available data from digitalized SC processes in SCRM leads
to a smarter, data-driven SCRM. Reviewing the literature related to digitalization
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reveals that most publications present actual applications and less attention is paid to
conceptual models which make digitalization manageable (Lu 2017). This chapter
presents a procedure model supporting the management in developing and assess-
ing SC process-oriented digitalization scenarios with a focus on risk prevention or
reduction. The scenarios can then be used for concrete digitalization projects.

In Sect. 2, a research overview related to SCRM and digitalization will be
described. Afterwards, the procedure model and its content will be developed in
Sect. 3 and following subsections. The paper ends with a conclusion in Sect. 4.

2 Research Overview

For the model development, it is necessary to describe the underlying SCRM pro-
cedure and aspects of digitalization. To point out the necessity for the development
of a procedure model, a research overview about existing models and frameworks in
the context of digitalization and SCRM will be given.

Supply Chain Risk Management

SCRM can be seen as an emerging critical and cross-functional discipline
between SCM, corporate strategic management and enterprise risk management
(ERM) (Hillman andKeltz 2007;Zsidisin andRitchie 2009). In their literature review,
Ho et al. (2015) stated that the proposed definitions of SCRM usually focus on spe-
cific elements of SCRM and do not span the SCRM processes completely or differ
in their SCRM methods and types of events. Given this, the author also follows Ho
et al. (2015) in their definition of SCRM as: “an inter-organizational collaborative
endeavour utilizing quantitative and qualitative risk management methodologies to
identify, evaluate, mitigate andmonitor unexpected macro- andmicro-level events or
conditions, whichmight adversely impact any part of a supply chain”. The definitions
of SCRM processes are also very diverse. A research overview explicitly describing
models and frameworks of SCRM has been developed by Ponis and Ntalla (2016).
de Oliveira et al. (2017) performed a similar approach by screening 27 publications
for SCRM steps and comparing them with the ISO 31000-SCRM procedure (e.g.,
Curkovic et al. 2013). Based on their exhaustive literature review, the following
SCRM stages will be taken into account: risk identification (identification of risks
and sources); risk analysis (measurement of risk consequences and identification of
risk factors); risk assessment (evaluation of risks); risk treatment (proposal of strate-
gies and mitigation of risks) and risk monitoring (measurement of results, control of
risks and ongoing improvement process).

Digitalization and Industry 4.0

A digitalized SCmakes potential risks visible, allows companies to monitor material
flows in real time and to develop future plans (Goh et al. 2013). The integration of
cyber-physical systems (CPS) in existing or new SC processes leads to a convergence
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of the physicalworld and the virtualworld (Wanet al. 2015).CPSare physical objects,
equipped with embedded systems, sensors and actuators adding intelligence and the
ability for self-control, cross-linking with other CPS and for interaction with their
environment (Bischoff et al. 2015). Besides the term digitalization, there are other
definitions in the literature with a similar meaning, like Industrial Internet, Internet
of Things, Integrated Industry, Smart Industry, Smart Manufacturing and Industry
4.0 (I4.0) (Hermann et al. 2016). Especially, the term Industry 4.0 or Industrie 4.0
is widely used in the German-speaking literature and slowly makes its way into the
Anglo-Saxon literature (e.g.,Wan et al. 2015;Qin et al. 2016). Themain characteristic
of I4.0 is autonomization based on cross-linked systems which communicate with
each other via the Internet (Roth 2016). The main drivers for the digitalization of SC
processes are typically an increase in flexibility and reaction rate of industrial/logistic
systems (ten Hompel and Henke 2017). Another perspective is to improve the SC
robustness by using this available data from digitalized SC processes and CPS in
SCRM. This approach is driving the digitalization process mentioned in this chapter.

Existing Models and Frameworks

A recent publication by Lu (2017) gives insights about the development of publica-
tion numbers of I4.0 literature into categories “Concepts and perspectives of Industry
4.0”, “CPS-based Industry 4.0”, “Interoperability of Industry 4.0” “Key technologies
of Industry 4.0” and “Applications of Industry 4.0”. They found out, “Concepts and
perspectives of Industry 4.0” has the smallest number of publications (18), providing
evidence that the number of approaches trying to make Industry 4.0 on the SC level
operationalizable is limited. One general approach is the “Dortmund Management-
Model for Industry 4.0” by Henke, which formalizes “work-clusters” for transform-
ing value-creating activities into I4.0 (Henke et al. 2018). An SC-focused approach
comes from Hermann et al. (2016) who describe necessary activities for creating
digitalization scenarios for logistic processes. However, their approaches do not take
risk in SCs into account. SCRM and digitalization-related frameworks can be found
at Kirazli and Moetz (2015) and Schlüter and Sprenger (2016). Kirazli and Moetz
(2015) have developed a four-phase framework for digitalizing processes from a risk
management perspective. Their method has a focus on potential risks through the
implementation of technologies. There is also a lack of evaluations of the benefits
of digitalization. Due to that, Schlüter and Sprenger (2016) developed a five-phase
framework for process-oriented digitalization of risk identification. The main weak-
nesses of their method are a superficial description of suitable methods and tools for
the different framework phases, especially for “risk digitalization” and “digitalization
scenario evaluation”, and they focus only on SCR identification.

Until now, the author is not aware of any models connecting SCRM and Industry
4.0, for guidingmanagers in a structured process of developing and assessing process-
oriented digitalization scenarios to create a data-driven SCRM in the long run.
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3 Model Development

Aproceduremodel is a procedural method or regulation describing how the activities
and results of a project should be executed (Jenny 2007). The existing methods
can be divided up according to the scope of change and potential risks emerging
from using each method: process optimization, process re-engineering and process
improvement. Process optimization is characterized by a relatively high scope of
change and low risk. The goal is to transform existing processes into more efficient
processes. On the other hand, process re-engineering also has a high scope of change
but also a high risk due to its fast and radical changes to business processes, creating a
turbulent environment in companies. Process improvement (continuous improvement
process) has a low scope of change and low risk due to its small improvement steps
which take place over a long period of time on an operational level (Becker 2008).

The author believes digitalizationwill lead to radical changes and thus an approach
is needed which is based on supporting a higher scope of change. Because process
re-engineering did not lead to the desired results people had hoped for in the past
(Becker 2008), both concepts will be combined to merge the disruptive ideas of
process re-engineering with the idea of “just” improving existing processes. Now,
instead of simply improving an existing process, the project team has to question
the existing process and think about innovative improvements explicitly focusing
on digitalization activities. The result is a reference-procedure model for developing
supply chain process-oriented digitalization scenarios which will be tailored to a
procedure model in the context of SCRM (see Fig. 1). The final procedure model
for developing and assessing digitalization scenarios for SCRM consists of six steps
and is described in the following sections.

As described above, classic sequential models are not designed with the intention
of moving back from one phase to the previous phase. To overcome this weakness
and allow the project managers to adjust a previous phase if something does not fit,
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the phases will be modelled based on the modified waterfall with feedback model
originally described by Royce (1970). Now it is possible to move back from one
phase to the previous phase and to make corrections.

3.1 Focus Definition and Selection of Evaluation KPIs

At first, target processes (TP) in the SC have to be identified using data-collecting
methods like process observation, expert interviews and secondary company data
(Pawar 2004). It is necessary to focus on specific processes to digitalize the supply
chain and migrate new technologies step by step. After completing a digitalization
project, another part of the SC can be the focus of a new project. Another goal of
this step is to define relevant KPIs for a later evaluation of the risk situation and
digitalization scenarios. The KPIs should be chosen based on the KPIs used inside a
company. One approach comes from Kuhn (1995), who defines five KPIs describing
the state of each supply chain process: throughput time, technical capacity, work-in-
progress, costs and schedule adherence (Kuhn 1995; Yüzgülec 2015).

When the object of observation as well as a set of KPIs are defined, the next step
is to visualize the supply chain process and the existing risk management process for
later discussion. A suitable method for modelling the existing risk management is
the event-driven process chain (EPC), which is a flowchart for business process mod-
elling that can also be used for business process improvements (Davis and Brabander
2007). Based on a comparative study by Nyhuis and Wiendahl (2009), the process
chain model by Kuhn (1995) was especially developed for illustrating, designing and
analysing logistic processes. The basic element of this model is a general process
chain element, which is described in detail and influenced by the internal structures,
processes, resources and steeringmodes as well as by exchangewith the environment
via a source and a sink (see Fig. 2) (Nyhuis and Wiendahl 2009).

Because a process chain element is always set up in the same way, independent
of the level of particularization, it can be constructed for various levels of detail. An
enterprise can be conceptualized en bloc as one process chain element or it can be
broken down into various highly detailed levels (Nyhuis and Wiendahl 2009) (see
example Fig. 3). The right level of detail must be estimated by the user.

Fig. 2 Process chain
element concept
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Fig. 3 Example supply chain visualization

3.2 Evaluation of the Risk Situation

The goal of this phase is to find, recognize and describe risk elements in terms of risk
source, event and effect (ISO Guide 73 2009). Typical approaches for identifying
risks for every defined process are: risk checklists, expert interviews and workshops
(e.g., Häntsch and Huchzermeier 2013). It can be helpful to use the 5-Why method
(asking five times “why” something happens) to dig deeper until the true root cause
of a risk is identified (Serrat 2017). Afterwards, the processes and risk elements have
to be put into relation by creating cause and effect chains (CEC), based on the Fault
Tree logic (e.g., Lee et al. 1985). The CEC will be constructed for each process and
later be merged to create an overall risk net. It is useful to start with potential risk
sources. The risk sources have per definition no predecessor risk element (attention:
this statement is only valid while focusing on only one process chain element—when
creating the risk map later, risk sources of one element could also have predecessor
risk elements in other parts of the process chain). After thinking about which of the
expert’s descriptions could be a source, the project manager has to think about what
descriptions could be possible events resulting from these sources. In practice, there
is no limit to risk events between risk sources and risk effects—it depends on the
level of detail in the expert’s description. It is also possible that one source can lead
to different following events.

When all local CECs have been validated, they will be connected and integrated
into a global risk net. This should happen in a workshop together with experts to
easily identify risk dependencies between process chain elements. The final risk net
contains all observed processes, related risks and inter-process risk dependencies.

After connecting risk effects and sources, the next step is to define the resulting
effect on the process chain element, depending on the mitigation action chosen. For
this step, some clarifications are necessary:
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• The effects aremeasured on the aforementionedKPIs of themethodology byKuhn
(1995) and whenever an object leaves the process chain element (Yüzgülec 2015).

• Also, only the direct effects of a risk have to be considered and not subsequent
effects. For example: Due to a risk event, a transport service provider has less
transport capacity available, which leads to a rise in lead time—in this case, only
the reduced capacity has to be considered because the rise in lead time will later
be automatically considered within the simulative risk assessment.

• It is also possible that multiple effects occur. For example: Due to the bankruptcy
of a service provider, a company has to switch to another provider which is more
expensive and whose transportation is slower—in this case, there are two parallel
effects, with a rise in cost and a rise in lead time which both have to be considered.

For the aggregated risk evaluation, a discrete event simulation (DES) will be com-
bined with a Monte Carlo simulation (MCS), based on a methodology by Yüzgülec
(2015). Simulationmethods are recognized as a promising tool for detailed investiga-
tions and a supportive tool for the risk management process in supply chains (Güller
et al. 2015). The DES simulates the regular material flow, based on the information
from step 2 and the MCS is responsible for the consideration of risks and allows
for a supply chain risk evaluation based on the loss distribution approach (LDA)
(Shevchenko 2011). The probability of occurrence for each initial risk source and the
impact of its corresponding risk effect(s) has to be quantified. For the LDA, risks will
be quantified in terms of probability distributions. Based on operational risk literature
(Shevchenko 2011), there are typically three sources to use for risk quantification:
(1) company data; (2) external data and (3) expert knowledge (self-assessment). Self-
assessment should be used if there is no or insufficient data available. In this case, the
approach by van den Brink (2005) is recommended. At first, experts will be asked
how often a certain risk occurs (during a time period or during order processing—de-
pends on the case). If a risk occurs only once within a given period, the probability
of occurrence can be assumed to be distributed binomially—or otherwise according
to Poisson distribution (Cottin and Döhler 2013). Second, the risk impact has to be
quantified. Due to the superficial description in Yüzgülec (2015) and also in van den
Brink (2005), the author suggests the following approach for risk impact quantifi-
cation: To fit expert knowledge to probability distributions which are usable within
the simulation, the statistics software “R” is suggested, together with the package
“rriskDistributions” (Belgorodski et al. 2017). The package helps to identify a suit-
able distribution based on two quantile values gathered from the experts. Usually,
company experts are not statisticians and thus not able to provide detailed informa-
tion about risk distributions (Steinhoff 2008). However, they are usually at least able
to give information about the median risk impact (happens in 50% of the cases) and
the pretty much worst impact they have experienced (considered as the 95 or 99%
quantile). After selecting an appropriate distribution, the software will also give the
user the relevant parameters for the simulation. The described approach makes it
possible to assess the impact of multiple risks on single company process KPIs at
the same time, as well as their individual impact on the whole system (sensitivity
analysis). The results are presented as a distribution curve of the resulting KPIs and
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a Value-at-Risk can be identified based on the desired confidence interval. At the end
of this step, the current situation is clear—the crucial supply chain processes and
risk sources have been identified that can then be focused on in the following steps.

At this point, it has to be noted that as long as qualitative expert opinions are part
of a quantitative evaluation, the results could be misleading as they could suggest an
objectivity which is not really present. This must be considered when a decision is
based on this evaluation.

3.3 Definition of Requirements for Future Supply Chain Risk
Management

Before digitalization measures and scenarios can be created, it is necessary to define
requirements for a future data-driven SCRM, considering the current SCRM pro-
cedure and risk situation (results from phase 1 and 2). These requirements serve as
guidelines for the design phase. Right now, there is only a limited number of pub-
lications, describing the impact of digitalization on SCRM. Schlüter et al. (2017b)
have screened available literature, based on a systematic review process to derive
implications for each phase of an SCRM process but requirements cannot be defined
solely on these implications. Recently the German acatech—National Academy of
Science and Engineering—published a study to provide companies with I4.0 matu-
rity stages to help them to identify their current I4.0 maturity stage and also to help
achieve a higher stage in order to maximize the economic benefits of I4.0 and digital-
ization (Schuh et al. 2017). The maturity stages are described in Table 1 and should
be considered when defining requirements.

The focus of I4.0 is usually on the technological aspects and the important role
of CPS, but often neglected is the fact that CPS-based production systems are socio-
technical systems consisting of a technical and social subsystemwhich are interlinked
(Bostrom and Heinen 1977; Hirsch-Kreinsen 2014). The social subsystem focuses
on the role of people using the technology while the technical subsystem focuses

Table 1 Industry 4.0 maturity stages (Schuh et al. 2017)

Maturity stage Description

(1) Computerization Support through IT-systems and worker will be disburdened
from repetitive work

(2) Connectivity Systems are structured and connected

(3) Visibility Digital shadow available and management decisions are
data-based

(4) Transparency Companies understand why things happen

(5) Predictive capacity Companies know what might happen and decisions are based
on future scenarios

(6) Adaptability Systems react and adapt autonomously
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on the available technology and its role (Bostrom and Heinen 1977). This aspect
should also be considered when defining requirements for a future SCRM system.
To give support, Schlüter and Henke (2017) developed a framework for a workshop
describing how SCRM will change over different I4.0 maturity stages. This frame-
work serves as a basis for defining individual requirements for a desired SCRM
maturity stage. The framework can be used to define individual and more detailed
requirements for a specific use-case and desired maturity stage.

3.4 Scenario Development

Existing frameworks for developing digitalization scenarios (see Sect. 2) lack a
detailed description of how the process should be undertaken or documented for
later usage. They often only describe workshops as a method but give no explanation
ofwhat exactly should be discussed in theworkshops or how tomethodologically link
or document the different domains discussed within the workshops (e.g., processes,
weaknesses, and resources). An approach is needed to link identified risks with sce-
nario aspects that have been developed and with current and future technologies so
as to systematically create a concept.

Due to the high individuality of digitalization solutions, there is no way to take
I4.0 off the rack so workshops are a suitable method for developing digitalization
scenarios in a team. It is important that experts from the research field, as well as
managers and creative employees from the shop floor all participate in the workshop.

An additional method is needed to structure the workshop and the results. The
design structure matrix (DSM) method was originally developed by Steward (1962)
to structure the analysis of a system of equations. Later he adopted his approach for
the development of complex systems/products (Steward 1981). A DSM is a square
matrix containing system elements that maps their relation to/interaction with each
other (Danilovic and Browning 2007). Over the years, the areas of application have
expanded from designing/analysing physical product architectures to process, orga-
nizational, project and software architectures (Browning 2016). The method has also
been developed and, in addition to other forms, the domain-mapping matrix (DMM)
method emerged (Danilovic and Browning 2007). While a square DSM only pro-
vides self-mapping of relationships among system elements within a single domain,
an often but not necessarily rectangular DMM allows the mapping of elements from
one domain with elements of another (Danilovic and Browning 2007). Because the
participants in the workshops will discuss measures considering existing process
risks (results step 3), stated requirements (results step 4) and existing and poten-
tially useful technologies, the DMMmethod is suitable for structuring the workshop
results. When discussing existing and potentially useful technologies it can help if
the moderator provides a structured list of potential new technologies to support the
creativity process. Such a list can be compiled by screening available literature, as
described in Schlüter and Hetterscheid (2017).
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Fig. 4 Overview of domain relations and the resulting DMM

For each measure, it should be clear if it fits the stated requirements, if it lowers
some of the risks and if it can be realized with technology already in use or with new
technologies. Additional risks arising from one or more of the measures should also
be added to the matrices. Because some of the measures might not be compatible
with some of the other measures, multiple scenarios can be created and thus a set of
the above-mentioned three DMMs has to be derived for each scenario (Fig. 4).

The use of DMM helps to structure the scenario development process and its
results.

3.5 Scenario Assessment

The above-mentioned approaches (see Sect. 2) lack methodological support to eval-
uate the benefits of such scenarios especially with regard to SCRM. Aggregated
assessment has only ever been carried out by Seiter et al. (2008), but the approach
lacks objective cause and effect relationships. Thus, a new assessment approach
will be proposed for an aggregated assessment of digitalization scenario benefits
while considering risks in supply chains. The problem at this time is that limited
empirical/objective information about digitalization benefits is available, and hence
a method is needed which allows the estimation of costs and benefits of digitaliza-
tion initiatives (Becker et al. 2016). This method should either be used with expert
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Fig. 5 Calculation of Requirements-Fit score

opinions or objective information (when available). As described, each scenario has
a set of DMMs describing the relations between each measure and the risks, tech-
nologies and requirements. In the literature, DMMs can not only be used to describe
binary relations between domains but also to describe the intensity of a relation via a
numerical value (Maheswari et al. 2016). So, for each scenario, three evaluations have
to be made which can later be used to compare scenarios based on Requirements-Fit,
Risk-Improvement and Investment-Value categories.

Requirements-Fit

The Requirements-Fit score is relevant for identifying scenarios that lower risks,
frequently with low-cost solutions but do not really fulfil the desired requirements
in the long run. The starting point for the Requirements-Fit is the DMM with the
measures and requirements domains.

To calculate the Requirements-Fit score, a weighted scoring model is suggested.
Such a model provides a systematic process for selecting projects/scenarios (Lessard
and Lessard 2007). At first, the requirements can be weighted in percentages so that
in total they add up to 100%. After that the Requirements-Fit score can be calculated.
When ameasure has no relation to a requirement, the corresponding field gets ranked
as 0 and when a measure fulfils a requirement it is ranked as 1. The last step is to
multiply each score with the corresponding weights and the resulting products are
added to get the total weight’s score for each measure (Lessard and Lessard 2007).
The project score results from adding all measure scores (Fig. 5).

Risk-Improvement

The evaluation of the Risk-Improvement is based on a further approach developed by
Schlüter et al. (2017a) and expands the model from step 2 (risk assessment). For the
Risk-Improvement, a scale starting with 0% and ending with 100% is suggested. In
this case, 0% means that a risk is not affected by a bundle of measures, while 100%
means a measure removes a risk source or effect completely. For each scenario, a
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group of experts has to assess what impact they think a measure will have on each
risk (source and/or effect). This is done by having them describe the median measure
impact (will probably happen in 50% of the cases) and the best as well as the worst
impact they can think of (considered as the 5 or 95% quantile). To make it easier
for the experts, specific intervals are suggested (e.g., 0, 25, 50, 75 and 100%). The
assessment can be made for eachMeasure–Risk combination (more detailed but also
more difficult to make a valid estimation) or for a bundle of measures for each risk
(less detailed but easier to assess by experts) (Fig. 6).

Afterwards, the results have to be analysed with the help of the statistics software
“R”. For each risk source and/or effect, a distribution and its parameters can be
derived from the expert opinions, similar to those from step 2.

These distributions can be used inside the risk assessment model and its Monte
Carlo component (see Sect. 3.2) based on the formulas:

• ProbabilityNew �ProbabilityOld × (1 − Risk-ImprovementProbability)
• ImpactNew � ImpactOld × (1 − Risk-ImprovementImpact)

This helps to diminish the inherent uncertainty in the decision-making process
and achieves results closer to reality (Zio 2013). The MC samples the possible com-
binations of parameters in proportion to their probability of occurring (Milanovic
et al. 2010). As a result, in each simulation run, the stochastic risk parameters will be
randomly chosen as well as the stochastic Risk-Improvement parameters and a new
risk value will be calculated. The approach described allows the impact of multiple
risks and measures on single company process KPIs to be assessed at the same time
as well as their individual impact on the whole system (sensitivity analysis). The
method that has been developed also makes it possible to assess DSs simultaneously
with risks, which will not be directly affected by the DS and also with potential risks
arising from the SC digitalization. The resulting Values-at-Risk can be compared
with those from step 3 to determine the change from the current situation.
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Investment-Value

After calculating the Requirements-Fit and Risk-Improvement values for each sce-
nario, it is useful to calculate the expected Investment-Value and its distribution using
a Monte Carlo simulation, as practised in project cost estimation (Kwak and Ingall
2007). At this point, the DMM for measures and technologies is helpful. For each
scenario, a group of experts has to fill out the matrix with their estimations of how
much each measure will cost, based on the related technologies which have to be
modified or installed. This happens by them having to describe the median costs
(will probably happen in 50% of the cases) and the best as well as the worst cost they
can think of (considered as the 5 or 95% quantile). They can do it either top-down
(estimating the total costs for one measure or technology and then breaking it down
to its components) or bottom-up (estimating the costs for each measure and technol-
ogy relation and then checking if the total value fits to the experiences of the expert)
(Fig. 7).

Afterwards, thematrices have to be analysedwith the help of the statistics software
“R”. For each relation, a distribution and its parameters can be derived from the
expert opinions. These distributions can then be used in a Monte Carlo simulation to
calculate a distribution of the expected total costs (Kwak and Ingall 2007).

All three value categories can be used to compare different scenarios with each
other. By suggesting a DMM-based qualitative scoring, combined with a simula-
tion-based risk and investment analysis, a methodology is presented to evaluate
digitalization scenarios in SCRM. At this point, it has to be noted that this evaluation
approach must be critically questioned in the same way as the risk evaluation in part
3 of the procedure model. As long as qualitative expert opinions are part of a quanti-
tative evaluation, the results could be misleading as they could suggest an objectivity
which is not really present. This must be considered when a decision has to be made.
By collecting and integrating information from multiple sources, triangulation is
a possible way to improve the risk assessment as well as the scenario-assessment
process.
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3.6 Concept Creation

Based on the structured documentation in step 4 and after the evaluation in step 5,
a concept can be created. This concept describes the desired changes in each supply
chain process, based on the desired requirements from step 3. On the basis of these
changes, a future SCRM system can be conceptualized.

Outputs of this phase can be a rough architecture (e.g., Biswas and Sen 2016)
based on the technologies used for each scenario and a project roadmap containing
all information collected from the previous phases (object of observation, supply
chain map, risk maps, risk evaluations, requirements, workshop results, scenario
assessment results, drawn concept), time frame, documentation, strategicmilestones,
project leader and sponsor (Bode et al. 2014).

4 Conclusion

This chapter presents a novel approach to structuring a digitalization scenario devel-
opment process and making it usable in an SCRM context. As a result, the new
procedure helps to identify the current risk situation in a company and to define
goals/requirements for a future data-driven SCRM. Based on these requirements and
the current situation, digitalization measures and scenarios can be developed within
workshops and supported by DMMs. Afterwards, scenarios can be evaluated based
on three categories and a selected scenario can be further detailed to create a concept
and roadmap for a subsequent implementation project.

Limitations and Further Research

When applying the procedure model, the user has to be aware of the fact that espe-
cially the simulation-based methods in the model need high user competence regard-
ing DES and it takes time to collect all the data and to create a valid simulation
model. In cases where there is only limited data available, alternative and more
qualitative methods for risk and digitalization scenario assessment should be used.
However, right now, only simulation-based methods can sufficiently consider the
relations between risks and other risks as well as supply chain entities (Götze and
Mikus 2015).

Especially, when it comes to scenario evaluations, empirical data is scarce and
estimations are necessary. The user has to be aware that the estimated effects, in
particular, are very speculative due to a lack of use-cases. While the Requirement-
Fit values will still be highly subjective in the future due to the individually cre-
ated requirements and measures, it can be expected that the Risk-Improvement and
Investment-Value figures can be derived from existing use-cases in the future.
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However, the procedure model and its methods which are presented here are a first
approach to structuring the emerging, under-developed and highly diverse research
field of I4.0 (Pfohl et al. 2015; Glas and Kleemann 2016). As a next step, the model
should be applied to a use-case to show its applicability and a subsequent model for
structuring the implementation process should be developed.
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Chapter 9
Preparing for the Worst

Yossi Sheffi

1 Preparing for the Worst

In 2011, a decade after he helped co-found the Institute for Supply Chain Risk
Management (ISCRIM), Bob Ritchie said, “In the past, risk was just accepted. Now
companies are trying to identify what the risk drivers are and their consequences”
(Zurich 2011a). The twenty-first century has seen growing academic research and
corporate investment in SCRMasmore leaders have come to see the power and perils
of supply chains (Sheffi 2005, 2015). Business continuity has grown in importance
in this connected world. At the same time, deep, broad, and lean supply networks
have increased companies’ exposure to disruptions occurring at remote suppliers
and customers. Events such as 9/11 in 2001, hurricane Katrina in 2005, the financial
crisis in 2008, the Iceland volcanic eruptions of 2010, the Tohoku earthquake in 2011,
and innumerable other natural, industrial, and human disasters have proven how risk
ripples through companies, supply chains, and economies. “I have 14,000 suppliers.
I guarantee that with 14,000 suppliers, at least one of them is not performing well
today,” said Tom Linton, chief procurement and supply chain officer at Flextronics
(Linton 2012).

Beyond qualitative awareness of the need for SCRM is the need for quanti-
tative frameworks for making sensible investments in SCRM both at the aggre-
gate enterprise level and at finer levels of granularity such as products, facilities,
and customers. This implies quantifying both supply chain risks and investments
that address supply chain risks. Most definitions of risk use three attributes: likeli-
hood of the occurrence of a particular event or outcome; consequences of the par-
ticular event or outcome occurring; and the causal pathway leading to the event
(Ritchie and Brindley 2007). The first two quantitative attributes define a probability
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distribution of outcomes while the third attribute defines the likely organizational
scope and dynamics of contingent risk events. This likelihood, consequence, causal
pathway model can be used to design SCRM investments and to evaluate the uncer-
tain value of these investments to the enterprise.

2 Real Options: The Value of Preparation

The concept of a financial stock option provides an analytic framework for evaluat-
ing investments with uncertain payoffs such as those associated with preparing for
disruption response. Real options (Trigeorgis 1995) are tangible assets that give the
owner of the option the right, but not the obligation, to take a particular action in
the future. For example, extra inventory in a warehouse or the spare capacity in a
factory is a real option giving the company the right to utilize that spare stock or
extra capacity during a supply disruption or a surge in demand. Without an upfront
investment in the spare inventory or capacity, the company might face a shortage
during a disruption.

2.1 Options’ Valuation

Real options have two defining elements: a known upfront cost of creating the option
(e.g., the capital cost of spare factory capacity or the cost of training and drilling)
and an unknown net payoff that is contingent on some uncertain future event (e.g.,
the value of mitigation, recovery, or continuity if the option is exercised during a
disruption). The mathematics of real options weighs the uncertain benefits of being
able to exercise the option in the future against the certain costs of creating it in the
present. The model considers the statistical likelihood of the benefit over time and
the cost of the money over the time period when the option is available.

The specific analytical methods to evaluate real options are beyond the scope of
this chapter,1 but the general results are clear. If the likelihood of needing an option
is high enough or if the payoff from having the option, relative to its cost, is high
enough, then the option will be worth the investment. Most crucially, the value of
having an option increases if volatility increases, be it demand volatility or supply
volatility (e.g., if the world has more disruptions or if the company is more exposed
to these disruptions, then real options such as spare capacity become more valuable).
In contrast, if there were no disruptions or unexpected demand fluctuations, there
would be no value to investing in optional capabilities that never get used.

1Interested readers can get an introduction to the subject in many books. See, for example, Richard
De Neufville and Stefan Scholtes, Flexibility in Engineering Design, Engineering Systems Series,
MIT Press De Neufville and Scholtes (2011).



9 Preparing for the Worst 157

2.2 Four Common Categories of Real Options
for Preparation

This chapter looks at four categories of real options in which companies commonly
invest in. The first is redundancy in the form of additional quantities of standard
materials or assets beyond those required for normal operations. The second category
is flexible productive assets, which are assets upgraded to expand the scope of their
functionality (e.g., make a greater variety of products or handle a greater span of
conditions). The third is emergency operations centers (EOC), which are specialized
and dedicated facilities used by decision-makers to manage risk events. And the
fourth category is business continuity planning (BCP), including training drills that
improve the timeliness and quality of response activities. The payoff for these can
be calculated from the effects of reducing the time to recovery, mitigating customer
disruptions, and avoiding negative long-term consequences.

3 Redundancy

Redundant amounts of standard supply chain materials and assets such as inventory,
production capacity, and multiple facilities offer an obvious option for crisis man-
agers. Such assets require no additional expertise to create and no qualitative changes
to operational processes. They only require the willingness to invest in creating and
maintaining spare amounts of familiar assets, giving crisis managers the option of
utilizing the extra assets to mitigate the effects of a disruption.

3.1 A First Line of Redundancy: Extra Inventory

“During the hurricane period in central America, we ensure we have more stocks in
the region by applying a so-called hurricane factor in our safety stock levels,” said
Frank Schaapveld, senior director supply chain Europe, Middle East, and Africa
(EMEA) for medical equipment maker Medtronic (Leemhorst and Crippa 2011).
Extra inventory of both finished products and parts can be utilized immediately
after a disruption. Even if the inventory is not sufficient to cover the entire time to
recovery, it gives crisis managers breathing room to organize a response—continuing
sales and operations while collecting data from suppliers, consulting with customers,
and launching various recovery efforts.

All companies hold some inventory to cover both the average level of demand
between regular cycles of manufacturing and shipments (cycle stock) and to han-
dle routine fluctuations in supply and demand (safety stock). The mathematics of
inventory management helps companies estimate the amount of cycle stock that
balances the economics of production and transportation versus the cost of holding
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inventory, as well as the amount of safety stock that is needed to provide a given level
of customer service in the face of uncertain demand. In addition, work-in-process
inventory is the stock held while the parts or products undergo some process, such
as during shipment or conversion.

At its core, inventory provides a decoupling function between links in the supply
chain. The traditional view of inventory management is that cycle stock allows each
stage in the supply chain—ordering, production, distribution, etc.—to operate at its
own optimal rate, creating optimal order size, manufacturing batch size, and ship-
ment size in accordance with the parameters of that activity. Safety stock allows for
decoupling of smooth-running activities from random variations. Thus, for example,
distribution centers hold inventory in order to decouple the manufacturing process
from fluctuating customer demands; manufacturing plants hold parts’ inventory to
protect against variation in the inbound flow of parts. These operational safety stock
sizing decisions generally assume a normal distribution of statistical variations and
the ready possibility to reorder more product at any time.

In addition, companies may keep extra inventory for mitigating larger disrup-
tions that could significantly disrupt operations. Such extra inventory also fulfills a
decoupling function: isolating the company’s customers from a disruption. Whether
a company chooses to hold these extra inventories depends on the value at risk, the
cost of holding enough inventory to cover the value at risk, the cost/possibility/timing
of procuring alternate supplies in the event of a disruption, and the likelihood of a
disruption.

3.2 Practical Upper Limits on Inventory

Whereas cycle stock and traditional safety stock can be modest in volume in a lean
supply chain, the extra inventory to cover high-impact disruptions may be quite large
and expensive if the time to recovery is long. In addition, the low frequency of large-
scale disruptions means that such extra inventory will have to be carried for a long
time before its value is realized, if ever. Consequently, such redundancy may be
too costly in most situations. Inventories may also be bounded by perishability or
hazardous materials concerns.

Inventory also increases some risks even as it mitigates others. The rationale
for lean manufacturing is the avoidance of waste. In a traditional first-in-first-out
make-to-stock inventorymanagement system, defective parts arising fromadefective
manufacturing process may go undetected until those parts work their way through
the inventory “pile” and make it into production or sale. In contrast, faster turns
mean faster detection, learning, and improvement, which are keys to the concept of
Kaizen (continuous improvement), which is part of the Toyota Production System. A
second type of risk of waste created by inventory is obsolescence. If demand drops,
the company may be stuck with too much inventory and incur costs or losses in
liquidating the excess stock. Thus, although added inventory can allow a company to
keep satisfying customers’ demand after a disruption (at least for a time), it increases
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costs, introduces product quality risks, and has additional risks of overstocks. From
a real options evaluation point of view, inventory adds value in the face of supply
risk but subtracts value in the face of some demand risks.

3.3 Other Kinds of Redundancy

Redundancy comes in many forms. Medtronic opened a second distribution center in
Europe after a risk assessment revealed that having only one distribution center posed
too much risk (Leemhorst and Crippa 2011). Dual sourcing is a common supplier
risk mitigation strategy. Having two suppliers with different risk profiles introduces
redundancy—giving the company the option to usematerials or parts fromwhichever
supplier is not disrupted. However, in many cases additional suppliers come with
additional costs because each supplier provides a smaller volume that offers less
opportunity for economies of scale and amortization of fixed costs such as tooling,
engineering, and contract management. Cisco considers both dual manufacturing
sites as well as the qualification of alternate sites in assessing the resilience of new
suppliers associated with new products (Luu 2013).

4 Flexibility

Flexibility is an asset design or specification strategy for increasing the number of
potential productive uses for a given asset. This applies equally to production lines
that can be configured to manufacture several products, the use of retail stores for
e-commerce, or the cross-training of employees, so they can be moved between
tasks, as needed. Manufacturing sites, for example, can be either specialized (one
location can produce only one product from one set of parts) or flexible (each plant
can produce many different products from many different sets of parts). Flexibility
enables resilience. If one asset becomes disrupted, other assets can be redeployed to
produce, store, or move the product handled by the disrupted asset.

As real options, flexibility and redundancy complement each other. Redun-
dancy—in particular extra inventory—provides near-instantaneous coverage, but
only for a finite duration. Flexibility provides longer-term coverage but usually
requires some initial reconfiguration time. Thus, redundancy provides time for orga-
nizations to “fire up” their flexible assets by reconfiguring equipment, repurposing
machinery, contacting alternate suppliers, reassigning personnel, shipping rawmate-
rials to the backup facility, and so forth. Both redundancy and flexibility are a means
to reduce the gap between the moment of disruption and the beginning of recovered
production, service, and supply.
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4.1 Flexible Manufacturing: The Option to Make Anything

Dr. Pepper Snapple Group (DPS) built its Victorville, California, plant with flexible
bottling lines that can each handle both cold- and hot-fill products, including car-
bonated soft drinks, energy drinks, teas, juices, and bottled water. Moreover, each
line can handle different container sizes.2 Demand volatility of the individual bottle
sizes and flavors is high due to fickle consumer preferences, retailer promotions, sea-
sonality, and weather. If each variety and size of beverage used a different bottling
line, utilization of each line would also be very volatile and many lines would be idle
much of the time while others ran out of capacity. The flexibility to make different
products on the same equipment enables risk pooling—a reduction in overall risk or
volatility by aggregating across multiple risks or volatilities.

Full flexibility—being able to make anything anywhere—is usually prohibitively
expensive or infeasible due to the natural and economical specialization of machine
tools and labor. Yet research shows that a company can achieve extremely high
levels of overall flexibility with only modest amounts of flexibility at the plant level
(Jordan and Graves 1995). The strategy requires that each plant be able to make just
two different products but arranging this flexibility in a special way.

For example, imagine having four factories, A, B, C, and D and four products, 1,
2, 3, and 4. Factory A can make products 1 and 2; factory B can make products 2
and 3; factory C can make products 3 and 4; and factory D can make products 4 and
1. If factory B gets disrupted, threatening deliveries of products 2 and 3, then both
factories A and C can chip into cover for the loss of factory B. Even if factory C is
already running at capacity, it can still take over production of product 3 by shifting
C’s responsibilities for product 4 to factory D. As long as some spare capacity exists
somewhere in the network, production can be shifted. By creating a “daisy chain” of
product assignments to factories, the company can literally shift production around
the network and create a system that is flexible enough to make every product even
if one facility is disrupted.

Flexibility requires some amount of system-wide redundancy. Assuming in the
example above that each of the four factories has the same capacity and that each of
the four products has the same demand, then this flexibility strategy would require
each factory to be able to boost production by about 33% on average to cover for the
disrupted fourth factory. Yet that 33% spare emergency capacity figure enables full
recovery if any of the four factories is disrupted and is far more cost-effective as an
option than having duplicates of all four facilities.

2http://www.drpeppersnapplegroup.com/files/Beverage_Industry-DrPepper_125th_CoverStory_
Victorville_Plant_Opening.pdf

http://www.drpeppersnapplegroup.com/files/Beverage_Industry-DrPepper_125th_CoverStory_Victorville_Plant_Opening.pdf
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4.2 Flexible Distribution Networks: Emergency Realignment

Walmart operates its distribution centers (DC) to provide this kind of flexible fail-over
capacity with minimum redundancy. Each of its 150+DCs in the USA serves about
90–100 stores within a 200-mile radius (Walmart 2018). To prepare for disruption of
a DC, each DC has two or three nearby DCs that are designated as backups. If one
DC goes down, an emergency realignment of the service areas of the backup DCs
fills in for the disabled DC.

This flexibility requires thatWalmart have some spare capacity in each DC so that
it can continue to serve both its original region while also contributing to serving the
region that has a disabled DC. Although a simplistic analysis would suggest that each
of the two or three backup DCs would need between 33 and 50% extra capacity to
cover the 100% loss of another DC, the required redundant capacity is much smaller.
First, each backup DC can increase its output through overtime and extra labor. More
important, the dense DC coverage means that each backup DC has its own backup
DCs. Any shortage in the regions served by the first-line backup DCs can be covered
by the second-line backup DCs.

4.3 Mobile Flexible Assets

Normally, cellular communications provider AT&T relies on a large network of fixed
assets (cell towers, backhaul fiber optics and microwave towers, and data routing
systems) to handle cellular data, voice, and texts. When Superstorm Sandy threat-
ened the East Coast, AT&T sent in the COWs—which stands for Cell on Wheel-
s—special truck trailers that can erect a high-capacity cellular network station any-
where, anytime. The self-contained trailers include multi-beam cell-tower antennas
on a telescoping tower, network equipment, a power generator, and cooling equip-
ment. Different types of COWs perform different functions, such as 5- and 18-
beam cell towers, mobile command center, and microwave backhaul for relaying the
combined traffic from the cellular signals to a distant high-capacity Internet connec-
tion (Weintraub 2013). The company also has a fleet of smaller Cell on Light Truck
(COLTs) that use a satellite uplink to provide service. If a natural disaster strikes,
AT&T can send in these vehicles to immediately restore cellular service while the
harder job of repairing downed cell towers and power lines takes place.

Yet COWs are not just for handling disruptions during a disaster. In 2012, AT&T
sent nine COWs to Indianapolis for Super Bowl XLVI to help support the massive
surge in cellular use that occurs when 85,000 fans, press, staff, and players inundate
the stadium and surrounding area (Smith 2012). Indeed, the company deploys COWs
to sporting events, festivals, large public gatherings, or any time the company expects
a surge in demand for cellphone usage.

An event like Superstorm Sandy creates both a supply disruption and a demand
surge. The storm knocks out power and cell towers at the same time that call vol-
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umes increase two to four times over normal daily averages, according toTimHarden,
President, Supply Chain and Fleet Operations for AT&T Services, Inc. (Sheffi 2015).
Such flexible assets serve both for causal pathways involving disruptions of oper-
ations or supply as well as pathways creating surges in demand, which accrues to
the value of these real options. A given real option might have multiple deployment
scenarios, implying a much higher overall probability of being used and a much
higher expected payoff.

5 Places: Emergency Operations Centers

In the heart of Walmart’s Bentonville, Arkansas headquarters sits a mostly empty
room. At first glance, it could be a break room with a dozen tables and about 50
chairs. Tabletopplacards for differentWalmart groups seem tohint at assigned seating
for an upcoming luncheon. Yet the people and the luncheon never seem to come.
Further scrutiny suggests a more utilitarian purpose, because every spot at the table
has a tangle of power cords and computer connections at the ready. On the walls,
hang big-screen monitors and maps of Walmart’s operations. The room is Walmart’s
Emergency Operations Center (EOC). In the corner, a few staffers monitor global
news feeds, weather maps, earthquake reports, and the like. The EOC springs into
action when a significant disruption calls for a coordinated response. Thankfully
quiet most of the time, the room is there when it is needed.

Near the EOC site is Walmart’s equivalent of a certified 911 emergency dispatch
center. If there is a problem in a Walmart store or facility, anytime and anywhere
across the nation, store employees can call this 24×7 center. The center can also
detect store situations through in-store sensors and remote cameras. Whether as a
result of a call from store personnel or through automatic detection, the center can
dispatch security, firefighters, medical help, or whatever else is needed. The call
center handles 400,000 calls a year—similar to the call volume of the Los Angeles
Fire Department. The vast majority of the calls areminor: a leaky roof or a false alarm
on a smoke detector. Some of the calls are more serious, but localized: a fistfight in
the parking lot or somebody slipped and fell. A few make bigger headlines, such
as the attempted knifepoint abduction of a toddler by a deranged person in June of
2013.3 And some are larger-scale problems that require amore coordinated response,
such as a regional power outage or a hurricane.

5.1 Facility Monitoring: Who’s Minding the Stores

Associated with investments in an EOC are investments in monitoring. Walgreens,
like Walmart, uses in-store sensors to monitor each of its 8,300 US locations. The

3http://www.cbs12.com/news/top-stories/stories/vid_8457.shtml

http://www.cbs12.com/news/top-stories/stories/vid_8457.shtml
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raw data flows to Walgreens’ centralized EOC—termed a security operations center
(SOC)—which handles the retailer’s safety, security, and emergency response needs.
“In the SOC, wemonitor all the burglar and fire alarms in our stores, and, on average,
three stores are robbed each day and two stores have break-ins every night,” said
Jim Williams, Manager, Walgreens Emergency Preparedness and Response, Asset
Protection, Business Continuity Division (Sheffi 2015).

Electrical power sensors alert Walgreens to infrequent but highly consequential
blackouts, which let the company quickly take steps such as contacting the power
company, dispatching generators, or sending refrigerated trucks to recover perishable
inventory. Walgreens’ stores carry both refrigerated foods and temperature-sensitive
pharmaceuticals, so faster detection means less spoilage. “The process has saved
us over $3.6 million in perishable goods in just one year,” Williams said (Sheffi
2015). SOCs and emergency operations centers are on the frontline of detection of
disruption, especially those occurring at the company’s facilities.

5.2 The Local and the Global

WhereasWalmart has oneEOC for the entire company at its headquarters, Intel has an
EOC at each of its large multi-billion dollar facilities located around the world. Each
local Intel EOC has a satellite phone (in case all other communications links break
down) and a set of key response personnel (e.g., security, HR, and Environmental
Health and Safety). EOCs in earthquake regions have out-of-building capabilities
(tents, portable generators, etc.). In addition to these local physical EOCs, Intel has
a Corporate EOC (CEOC) that convenes virtually because Intel’s executives are not
all based in one location. The CEOC includes experts in engineering, procurement,
manufacturing, logistics, and even public relations, and it plays a major role in larger
disruptions when Intel must shift resources and activities between sites.

6 Ready for the Worst: Business Continuity Plans

General Dwight Eisenhower, Supreme Commander of Allied Forces in World War
II and the 34th President of the USA, said, “In preparing for battle I have always
found that plans are useless, but planning is indispensable” (Ratcliffe 2014). Busi-
ness continuity planning (BCP) is a process for preparing disruption responses to
accelerate the response process and reduce the probability of erroneous responses.
“The collective Intel response underscores the importance of creating and sustaining
a well-prepared response and recovery capability. Speed is vital,” said Jackie Sturm,
Intel’s Vice President and General Manager of Global Sourcing and Procurement
about Intel’s response to the 2008 earthquake in Sichuan near Intel’s Chengdu facil-
ity (Sheffi 2015). Whereas redundancy and flexibility often invest in tangible assets,
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BCP creates intangible assets for decision-makers in the form of knowledge and
training of what to do during a disruption.

6.1 When the Going Gets Tough, the Tough Use Playbooks

Since 2008, Cisco has created 14 supply chain incident management playbooks.
The playbooks—Cisco’s term for BCP—cover relatively high-likelihood disruptive
events. The company’s attitude toward the playbooks is, “if you get caught twice,
then shame on you” (Luu 2012). The playbooks vary across locations, depending
on the types of disruptions typically experienced at those locations. For example,
Texas has tornados, whereas Thailand has monsoons and floods. A survey found
that the top contingencies covered by BCP include loss of IT (91% of organizations
surveyed have plans covering that), followed by fire (68%), loss of a site (62%),
employee health and safety (52%), loss of suppliers (43%), terrorist damage (37%),
and pressure group protest (22%) (Jüttner 2005).

Cisco creates a new playbook by pulling together relevant elements of existing
playbooks and using supply chain risk management (SCRM) analytics and know-
how. After each incident, Cisco reviews its response and the responses of suppliers
to collect the lessons and improve the playbook (or create a new one) for the future.
After the Thai floods of 2011, for example, Cisco looked at how suppliers handled
the floods (e.g., how they moved delicate test equipment to the second floor or built
barriers around key buildings) and incorporated those tactics into its flood playbook.

Cisco’s playbooks list the types of questions vital to answer in a crisis, such as
how many suppliers are in the region, what parts or products they make, how they
could be impacted, whether there are backups for the suppliers, and how to assess
the actual impact on the ground. The playbooks also contain templates, checklists,
and other materials to assist in managing and mitigating a disruption.

Similarly, Medtronic uses action-oriented BCP based on checklists (Raso 2010).
Each checklist element includes a task, its status, the people responsible, the tim-
ing of the task, and optional supporting documents. Medtronic’s planning process
stresses the information, people, and actions required for recovery and continuity.
The information flow elements of its BCP ensure the right people learn of the event as
soon as possible via amass notification system and that people working on continuity
have the information they need to do their jobs.

The philosophy behind Medtronic’s business continuity plans is to enable the
company to operate at a predetermined, minimum capability/service level and meet
demand during a disaster. Because Medtronic’s medical device products are cru-
cial to the health of patients, continuity of supply is essential. Each of Medtronic’s
plans addresses a worst-case scenario because a large disaster requires as much pre-
planning as possible in order to accelerate the response. Lesser disasters can always
use a subset of the plan. As imperfect as plans might be, planning helps companies
think through and predetermine how they might react to disruption, who should be
involved in the response effort, and what assets should be prepared ahead of time.
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6.2 Playbooks to the People

The primary value of a BCP is only realized with some further investment in training.
As with Cisco, Juniper Networks created a series of business continuity plans to
cover disruptions linked to facilities, locations, suppliers, and geopolitical events.
Steve Darendinger, vice president of worldwide procurement at Juniper Networks
explained that each BCP is encoded in a PowerPoint presentation that can be pushed
to employees’ computers wherever they are (Sheffi 2015). The plans also fit on a
USB thumb-drive for physical distribution if computer networks are not available.
Juniper created online video training courses for its BCPs and by 2012 had trained
about 75% of its worldwide operations staff in the use of the BCPs. Other companies,
such as Medtronic, use third-party incident management software to distribute BCPs
to stakeholders when they need them.

6.3 Drill, Baby, Drill

Cisco holds annual BCP drills to ensure that its plans are actionable and incorporate
the lessons from past disruptions (Luu 2012). The drills simulate the chronological
progress of the causal pathway with simulated news stories of the event, government
responses, and public activity. As the drill progresses, participants must decide how
to monitor the situation, prepare for consequences, and recover from the event. Par-
ticipants’ actions might include EOC activation, changes or movement of inventory,
changes in production, redeployment of resources, communications with suppliers
and customers, and so forth. The drill facilitators then react to each participant deci-
sion with the effects (and unintended consequences) of the decision. A postmortem
of the drill helps refine the plan and train participants for future and actual crises.

For example, a 2009 drill tested Cisco’s response to an influenza epidemic in
China (Anupindi 2011). Although this simulated pandemic only affected China, by
running the drill the SCRM team realized that it needed to examine its business in
Mexicomore closely, givenMexico’s rising importance to the company. Cisco works
with several dozen supplier and partner sites in Mexico, and some of them are in
regions prone to hurricanes. The drill prompted SCRMmembers to discuss proactive
steps they could take to ensure continuity of supply if a hurricane hit that region.

Drills such as the onesCisco undertakes also serve to train people in crisismanage-
ment: who does what, what to expect, and how to respond. Drills test the efficacy and
completeness of a BCP or a playbook as well as the readiness of disaster resources.
Through drills, companies sometimes uncover significant gaps in their preparedness.
When one company simulated an earthquake at headquarters, most of the event went
as planned except for one crucial detail. Participants discovered that a key computer
server that was essential to 100% of the sales of the company had no failsafe outside
of the vulnerable headquarters building. Thus, the drill enabled the company to find
a gap in its risk mitigation efforts and correct it before a real emergency occurred.
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Speaking after hurricaneKatrina in 2005,Walmart’sCEOH.LeeScott Jr. summed
up the value of all these preparations and planning—the development of options
for managing disruptions. “We have an infrastructure that allows us to react,” he
said (Barbaro and Gillis 2005). Walmart managed to reopen 66% of its stores in
the affected area within 48 hours. Within one week, 93% of stores were reopened
(Opstal 2007). Walmart earned high praise for its timely and effective response. “If
the American government would have responded like Walmart has responded, we
wouldn’t be in this crisis,” said Aaron F. Broussard, president of Jefferson Parish in
the New Orleans suburbs, during a tearful “Meet the Press” interview (Barbaro and
Gillis 2005).

6.4 The Bigger Picture: From BCP to BCM to ERM

At Medtronic and other companies, business continuity plans are part of a larger
investment in business continuitymanagement (BCM) (Raso 2010). BCMis the over-
arching process of planning, disseminating, executing, and refining BCPs. In turn,
BCM is a subset of enterprise risk management (ERM). BCM tends to focus only
on operational risks such as disrupted supply, production, distribution, and service.
ERM, in contrast, considers operational risks plus many other risks such as finan-
cial risks, regulatory risks, competition, customer disruptions, talent risks, product
quality, intellectual property risks, compliance risks, corporate social responsibility
risks, and others.

7 SCRM as a Real Option

Many companies see risk management as just another cost with no sure benefit.
In the words of a transport manager, “It takes resources away from what our core
business is” (BASF 2012). An unused EOC seems like squandered office space and
corporate resources. BCP and drills take time away fromday-to-day operations. Extra
inventory is expensive and at odds with the cost-cutting mantra of lean operations.
Theperception ofwaste can seemdoubly truewith prevention strategies, because they
intentionally seek to ensure that nothing ever happens. Yet the real option framework
shows how investments in SCRM can provide value, directly and indirectly, as well
as support growth.

For example, Cisco created a database of risk mitigation efforts and subse-
quent disruptive events. In addition to helping the company track its risk mitigation
efforts, the databases let Cisco tally the direct value of those efforts (Harrington and
O’Connor 2009). By documenting the improvement in recovery time resulting from
its risk management processes, Cisco tracks impacts that it avoided, such as lost
revenues, late shipments, and other critical business metrics.
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7.1 Response Investments

Organizations such as AT&T, Cisco, Intel, UPS, and Walmart invest in response
assets and procedures because they serve customers everywhere, including locations
with high likelihoods of disruptions from hurricanes, snowstorms, and other natural
disasters. Many multinational companies have facilities and suppliers around the
globe in vulnerable areas. While the likelihood that a particular disruption will strike
a particular location at a particular time is very small, the likelihood that some crisis
will happen some place at some time is significant. Whereas the value of many real
options for supply chain risks such as a specific product’s extra inventory or a specific
BCP is only realized if a specific category of risk event occurs, the value of ERM is
realized with any type of volatility in supply, internal operations, or demand.

If and when disruptions occur, preparations for response repay in terms of both
accelerated recovery and mitigated impacts. To the extent that emergency response
and business recovery teams are active immediately after a disruption hits, recov-
ery can begin immediately, shortening the duration of the disruption. Pre-organized
teams, pre-created plans, a pre-configured “war-room,” and pre-stocked recovery
supply all help accelerate response. For example, a robust EOC and drilled recovery
process helpedWalmart reopen its stores faster and at lower cost than before (Cooper
2013).

“Riskmanagement (RM) has the capacity to straddle all sides of a business. At the
end of the day, it’s the whole package that works in selling your product or service,”
said Bob Ritchie (Zurich 2011b). A key part of that whole package is the portfolio
of real options that companies create for themselves and can then exercise as needed
to ensure continuity of their products and services.
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Chapter 10
The Future of Resilient Supply Chains

Mattia Donadoni, Sinéad Roden, Kirstin Scholten,
Mark Stevenson, Federico Caniato, Dirk Pieter van Donk
and Andreas Wieland

1 Introduction

Dynamism coupled with market instability continues to expose supply chains to
disruptive events. The occurrence of disruptions cannot only be traced back to the
multi-tiered and global nature of many supply chain configurations (Christopher and
Peck 2004a; Jüttner and Maklan 2011; Sheffi and Rice 2005), but also to their inter-
connectivity (Knemeyer et al. 2009;Bakshi andKleindorfer 2009).As a result, supply
chain disruptions are inevitable events and a key contemporary challenge concerning
how organisations and supply chains can bounce back while ensuring sustained per-
formance outcomes (Ponomarov and Holcomb 2009). In other words, how they can
improve their ability to handle disruption, thereby creating and developing a resilient
supply chain.

The resilience of organisations and their supply chains has become a focal point
of interest for practitioners and academics alike over the past 10 years (for a review,
see Tukamuhabwa et al. 2015). This interest has been sparked by the severe impact
that disruptions can have at the firm level and beyond, in terms of both short and
longer term operational and financial performance (Hendricks and Singhal 2005).
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Considerable attention in the literature has been given to a number of devastating
examples in the last decade (e.g. the financial crises (Jüttner and Maklan 2011); the
Tōhoku earthquake and tsunami and Hurricane Sandy) which highlight how disrup-
tions that occur at one node cascade through the network. As such, the evolving
empirical literature has made steady progress in measuring “disruptive events” and
operationalising resilience. At the same time, less attention has been given to what
“keeps managers awake at night”—what the things are that they are most concerned
about. In particular, there is little knowledge about what they consider as a disruption
in day-to-daymanagement of their supply chain, what they perceive as resilience and
how to measure it. We are also not clear on whether the definitions and measurement
of resilience depend on industry context, specific organisational capabilities or sup-
ply chain strategies they employ. Against this backdrop, we aim to disentangle the
concept of supply chain resilience (SCRES) and understand how it is interpreted in
practice.

A two-stage empirical study has been conducted. The first stage was performed
with academic experts in the field of SCRES to identify key disruptions, strategies,
resilience metrics and industries where resilience is expected to be a key concern.
This stage helped to set the scope of the research and identify target respondents for
the following stage. Hence, based on the responses of the first stage, we involved
practitioners from three industries: automotive, electronics and food, to capture what
it means to be resilient in a practical context in the second stage. Their insights allow
us to theorise about three aspects related to disruptions in and resilience of global
supply chains:

• the nature and characteristics of key disruptions
• the features thatmake an industry or supply chain vulnerable or prone to disruption;
• the features of the primary strategies employed to avoid or minimise the effects of
a disruption and “bounce back”.

The remainder of this chapter is organised as follows. In Sect. 2, we develop
our lines of enquiry using SCRES literature. Section 3 describes the methodology
adopted, with the results from stages 1 (academic experts) and 2 (practitioner experts)
presented in Sect. 3, followed by a discussion in Sect. 4. The chapter concludes in
Sect. 5, which includes avenues for future research on SCRES.

2 Theoretical Background

Disruptions are defined as “unplanned and unexpected events that interrupt the flow
of materials and products within a supply chain” (Hendricks and Singhal 2005). A
wide variety of events can potentially cause a disruption including unavailable raw
materials, late deliveries, natural disasters, tainted ingredients , government regula-
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tions, machine breakdowns and cyber threats (Business Continuity Institute 2016).
Clearly, this set of disruptions is hierarchical and inter-related; for example, a natural
disaster could affect the availability of raw materials and the on-time performance
of deliveries. As such, disruptions can have different degrees of severity (Craighead
et al. 2007) and consequences (e.g. operational and financial), both within and across
organisations (Bode et al. 2011; Craighead et al. 2007) that can compromise not only
the ability to manufacture products but also to fulfil market requirements. While
research has classified disruptions according to their impact [high, medium or low
impact, e.g. Norrman and Jansson (2004) and Tang (2006)] to derive appropriate risk
management strategies, others have approached the evaluation of disruptions accord-
ing to the probability of occurrence and the relative magnitude (Ellis et al. 2010).
Other classifications may, however, be appropriate; for example, it may be important
to treat disruptions according to their origin or duration. Therefore, our first research
question aims to understand the characteristics of disruptions as a starting point for
determining how to treat them in future:

RQ1: What are the characteristics of supply chain disruptions that decision-
makers work to actively avoid?

The severity of the disruption is affected by the portfolio of resources that com-
panies possess. Indeed, the mitigation capacity of companies is strictly related to
resources that can be deployed to reduce the initial impact and overcome the supply
chain disruption. According to Sheffi and Rice (2005), companies that can shape
their resources towards the development of an effective strategy for dealing with
disruptions can improve their resilience. With this in mind, the SCRES literature
has highlighted various strategies for dealing with disruptions in supply chains and
enhancing resilience (Pettit et al. 2010; Tukamuhabwa et al. 2015). Given this, the
majority of theworks remainmostly conceptual, leaving a sense of ambiguity on how
resilience can be fostered within organisations and in their relative supply chains, as
described below.

One of the first studies on resilience in supply chains was conducted by Rice and
Caniato (2003) who described two main strategies for achieving resilience—having
redundancy to quickly deploy extra resources in case of emergency and being flexible
to adapt to fluctuations in the business environment. Similarly, Wieland and Wallen-
burg (2013) argue that the resilience of a supply chain relates to a proactive (“robust-
ness”) and a reactive strategy (“agility”), the former often being built on redundancy,
the latter on flexible adaptation. Christopher and Peck (2004a, b) proposed four sys-
tem level strategies: re-engineer the supply chain; collaborate with other entities;
improve agility; and create a supply chain risk management culture. Other stud-
ies have elaborated on formative elements such as flexibility, velocity, visibility and
collaboration (Jüttner andMaklan 2011), or the human resources (e.g. training or edu-
cation) as main facilitators of resilience (Blackhurst et al. 2011). Furthermore, some
authors distinguish between intra- and inter-organisational antecedents of resilience
(Durach et al. 2015).
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Although these earlier academic studies have made progress in disentangling
the concept of SCRES and identifying how resilience can be fostered, empirical
understanding and support of which activities, routines, and strategies are actually
adopted by managers remains underdeveloped. It is also uncertain how the strategies
employed in practice compare, e.g. whether they have similar features or charac-
teristics, which could allow for a more general contribution to understanding how
resilience can be developed. Therefore, our second research question asks:

RQ2: What are the activities and strategies that organisations use to mitigate
disruptions and bounce back?

So far, the SCRES literature has focused on identifying the strategies that companies
can apply to make the whole supply chain resilient, but there is a lack of under-
standing whether the business environment in which companies operate influences
the portfolio of strategies embraced by firms. To this regard, it has been suggested
that determining appropriate practices for dealing with disruptions can be context-
specific (Christopher and Peck 2004b). Contextual problems that plague one industry
can drive the approaches adopted to build resilience by companies towards a specific
set of strategies; and the context could also influence the behaviour of managers
when they are faced with a disruption. So far it is unclear if, and if so, how, the
characteristics of an industry relate to resilience and disruption. Taking industry fea-
tures (e.g. product life cycles, supply chain characteristics, technology ratios, power
structure) into considerationmay help to shed light on how they shape the boundaries
and capabilities through which companies build resilience. Indeed, industry charac-
teristics might impact the frequency, magnitude and duration of disruptive effects.
Hence, some industry types may be perceived to be more prone to disruption than
others. Therefore, the third research question is:

RQ3: What are the characteristics of industries that make them more or less
prone to a disruption?

Evenwithin an industry sector, there are differences between organisations regarding
how they manage disruptions and develop their “resilience”. The well-known case of
Nokia versus Ericsson, for example, demonstrates that some organisations are more
resilient than others (Norrman and Jansson 2004). So far, however, we only know
how resilient a supply chain is when it is too late; i.e. after it has faced a disruption
whenwe can reflect on the impact of the event; and the academic literature offers only
limited insight into this issue. There is a lack of understanding of how resilience is
currentlymeasured or assessed by organisations across sectors. According toBarroso
et al. (2015), the question of “how to assess the supply chain resilience” remains
unanswered.

To date, the closest metric for evaluating resilience relies on the concept of the
“resilience triangle”, which captures the loss in performance after a disruption has
occurred (Tierney and Bruneau 2007). The magnitude of a disruption influences the
depth of the triangle, while the recovery time affects the length of the triangle. The
approach allows for understanding the resilience level of companies after a disruptive
event has occurred—evaluating the size of the disruption and the recovery—but it is



10 The Future of Resilient Supply Chains 173

not able to evaluate (potential) resilience proactively. Moreover, it is not clear how
to evaluate the impact of the various strategies that companies implement to enhance
resilience. Being able to estimate the current resilience value of each entity within a
supply chain in advance of a disruption would help managers to justify investments
in areas that attenuate the negative and unpredictable effects of disruptions. Further,
being able to quantify the level of resilience would allow stakeholders to identify
the weakest node in the supply chain, invest resources and deploy strategies in an
efficient way to improve the overall level of resilience. Therefore, the final research
question is:

RQ4: How can supply chain resilience be measured by organisations?

3 Research Methodology

This work follows a qualitative approach in our data gathering, relying on statements
and answers of two panels of experts in the field of SCRES: academics andmanagers.
In line with the aim of this research, engaging experts on resilience helps in explor-
ing different points of view on a phenomenon as complex as resilience. Our study
comprises the following two stages in order to both captures some of the existing
knowledge among academics as well as get a more detailed and nuanced view on
managers’ insights:

• Stage 1: Data is used from a panel of academic experts who are active in the field
of SCRES.

• Stage 2: Data is used from a panel of practitioner experts from industries identified
as being particularly prone to disruption by the academic experts (automotive,
electronics, and food).

3.1 Data Collection and Analysis

Stage 1: Involving Academic Experts
We targeted academic experts who have contributed to the supply chain resilience
literature in the past 10 years. A total of 36 academic experts were sent an invita-
tion letter outlining the conceptual background and purpose of the study. Given the
exploratory nature of this stage, the questionnaire was based on open-ended ques-
tions regarding: (1) key disruptions; (2) resilience strategies; (3) industry risk levels;
and, (4) metrics for measuring resilience in line with the four research questions of
this study. Responses were received from 23 of the academic experts contacted, i.e.
a response rate of 64% (Table 1). From the original list of responses, we eliminated
those that did not provide any valuable insights (e.g. respondents who were not able
to provide any metrics to calculate resilience) or we merged similar answers for hav-
ing distinguished and concise options (e.g. respondents who stated “quality-related
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Table 1 Descriptive
information about
respondents in the study
(Stage 1)

Country N %

UK 8 35

USA 5 22

Italy 2 9

Germany 2 9

Switzerland 1 4

Japan 1 4

Denmark 1 4

Portugal 1 4

Netherlands 2 9

Total 23 100

problems” with others like “parts quality” by creating one single label like “quality
incident”). The main goal at this stage was to obtain a list of potential responses to
be used for structuring the questionnaire for the second stage of the study and for
selecting the right target practitioners.

Stage 2: Involving Practitioner Experts
The objective of this second round was to obtain a ranking classification around
the most feared disruptions, deployed strategies for handling disruptions, and how
resilience is actually measured by organisations. In this regard, the results from Stage
1 enabled a more structured questionnaire design for Stage 2: from the original
list of disruptions (question 1) and resilience strategies (question 2) generated, the
seven highest ranking options and for the measurement of resilience (question 4) the
four highest ranking options were identified. We developed a seven-point scale for
practitioners to evaluate the importance of each item (e.g. with (1) “most important
threat” to (7) “least important threat”). Furthermore, we selected the three highest
scoring industries in terms of risk (question 3) for practitioner respondent selection,
i.e. automotive, electronics and food.

90 practitioners across Europe that were considered to be specialists in the area
of SCRES, or knowledgeable of their organisation’s supply chain risk management
strategy, were contacted. Responses from 43 practitioners (response rate of 48%)
were received. Additionally, respondents were also asked to comment upon their
choice of answers so as to provide further context and background. Table 2 provides
descriptive statistics on the respondents. The majority of companies involved in
this stage are food companies (63%), followed by electronics companies (21%) and
automotive companies (16%).
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Table 2 Descriptive
information about
respondents in the study
(Stage 2)

N %

Company employees

1–200 7 16

201–500 2 5

501–1000 1 2

1001–5000 3 7

5001–10000 3 7

10001–25000 6 14

25000+ 21 49

Total 43 100

Industry

Food 27 63

Electronics 9 21

Automotive 7 16

Total 43 100

Country

Germany 4 9

Netherlands 19 44

Spain 1 2

Sweden 1 2

Turkey 1 2

UK 5 12

USA 1 2

Italy 10 23

Switzerland 1 2

Total 43 100

4 Results and Discussion

4.1 Insights from the Academic Panel

4.1.1 Key Disruptions that Decision-Makers Actively Work to Avoid
or Eliminate

The data from the academics on key disruptions were classified to obtain a clearer
picture of the items listed. The original list of disruptions was quite heterogeneous
regarding the nature of the problems and contained different answers. Indeed, we
obtained rich information regarding key disruptions, but in turn, some answers were
at a different level of categorisation. For instance, some respondents provided precise
disruptions (e.g. earthquakes, flood, quality-related problems or counterfeiting)while
others just listed some classification like “operational disruptions” or “everyday dis-
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Table 3 Relevance of supply
chain disruptions according to
the academic experts

Supply chain disruptions Respondents
(%)

Network issue 73

Insolvency in the supply chain 40

Demand-side issue 33

Quality incident 27

Natural disaster 27

Unplanned IT or telecom outages 20

Machine breakdown 20

Counterfeiting 13

Strike 13

Act of terrorism 13

Fire 13

Business ethics incident 13

New laws, regulations 13

Currency exchange 13

Cyber attack 7

Civil conflict, political uncertainty 7

Intellectual property violation 7

Health and safety incidents 7

ruptions”. So, initially, we grouped those options by classifying them according to
the Tang (2006) framework for distinguishing them between operational (small to
medium impact) and disruption risks (high impact). Then, we enlarged the nomencla-
ture by looking for well-known risks (e.g. unplanned IT or telecom outages, adverse
weather, strikes and currency exchange rate volatility) (Business Continuity Institute
2016). Such procedures helped in having a list of unique elements both “operational”
and “high-profile” events. The results are shown in Table 3 listed according to the
percentage of respondents referring to a particular type of disruption.

Concerning the first research question (RQ 1), when we consider Table 3, we
can see that academics are more concerned with large-scale, high-profile disrup-
tions related to network disasters, insolvency in the supply chain and demand-side
issues (such as demand forecasting, loss of customers or problems in complying with
customer’s requirements). These types of disruptions align with recent conceptuali-
sations of supply chains as networks and embrace both physical and support supply
chains (Carter et al. 2015). The SCRES literature is grounded in the notion that
resilience should be designed into supply chains as a primary feature for responding
to unforeseeable and extreme events.
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4.1.2 Strategies Employed to Enable Organisations to Cope
with Disruptions

Academic respondents were also asked to identify strategies that may be employed
to mitigate the harmful effects of disruptions. Indeed, to address the second research
question (RQ 2), an overview of strategies for fostering resilience was sought. The
data on key resilient strategies were classified based on previous categorisations
(Pettit et al. 2010; Tukamuhabwa et al. 2015) to obtain a clearer picture of the items
listed. Accordingly, we grouped similar responses under the same strategy to make
them comparable. For example, in line with SCRES literature (Tukamuhabwa et al.
2015; Hohenstein et al. 2015) we grouped answers such as postponement or modular
product designs under the heading of flexibility. These strategies are shown inTable 4.

Eighteen heterogeneous strategies were highlighted by the respondents, with
redundancy (e.g. having additional inventory, capacity or suppliers to allow a com-
pany to promptly cope with and overcome a disruptive event), overwhelmingly
selected as the key strategy for enhancing resilience.

Additional capacity, stock or suppliers are resources that can be immediately used
during a disruption. Business continuity plans are cited also as an important resilience
mechanism. Perhaps unsurprisingly, managers tend to rely mainly on flexibility cou-
pled with a set of other strategies. Flexibility is defined as “the ability to react or

Table 4 Resilience strategies
identified by the academic
experts

Resilience strategies Respondents
(%)

Redundancy 83

Business continuity planning 43

Flexibility 39

Collaboration 39

Supply chain design 30

Visibility 13

Insurance 13

Building security 9

Contracts 4

Safety rules 4

Training competitors 4

Emergency centre 4

Hedging for commodity price risk 4

Resilience software 4

Quality practices 4

Financial solutions 4

Risk management practices 4

Supplier evaluation 4
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transform with minimum penalties in time, cost, and performance” (Upton 1997).
Building on this, practitioners deploy strategies that help them to quickly reconfigure
activities for matching changes in their business environment. Strategies which are
not strictly designed for creating resilience (e.g. collaboration, supply chain design)
are deployed on a daily basis mainly for cost efficiency goals, but in turn, help com-
panies in dealing with a different spectrum of risks. Practices such as information
sharing with customers and suppliers, long-term agreements, and customers and sup-
pliers’ co-development are all practices that can enhance a collaborative approach
within supply chains (Handfield and Bechtel 2002; Spekman 1988). Looking at such
strategies, it is worthwhile emphasising their variety: ranging from close relation-
ships with upstream/downstream partners (e.g. creating a collaborative approach to
share information) to internally focused organisational effort (e.g. building safety
stock).

4.1.3 Industries Perceived to Be the Most Prone to Disruption

The third research question (RQ 3) examines the impact of industry on resilience.
Specifically, respondents were asked to list the industries they anticipated as being
particularly prone to disruption. The results are presented in Table 5 where the top
three industries are automotive, electronics and food.While it has been acknowledged
that organisational resilience strategies can be influenced by the nature of business
and industry in which the business resides (Christopher and Peck 2004a), the SCRES
literature provides few insights on this. Our study helps to better understand this
claim. Specifically, automotive and electronics industries are complex and global, in
which numerous entities are involved (e.g. a multitude of tiers) as the products are
built using a large number of heterogeneous parts. Such inherent factors contribute to
exposing automotive and electronics companies to a higher level of complexity and

Table 5 Industries perceived
to be the most prone to
disruption by the academic
experts

Industries Respondents (%)

Automotive 60

Electronics 33

Food 33

High tech 20

Fashion 20

Aerospace 20

IT 13

Pharmaceutical 13

Chemical 7

Banking 7

Retailing 7

Logistics 7
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ultimately, vulnerability. Moreover, given the complexity of these supply chains, it
is difficult to closely monitor these chains for potential disruptions since companies
lack visibility of their supply chains. Results also suggested that the food industry is
vulnerable to disruption. In particular, academics referred to the effects of specific
risks that are part of the context that can increase the level of vulnerability. One
academic stated: “the process industry and particularly the food industry is prone to
disruptions as operations take place 24/7 and perishability adds another dimension to
managing disruptions.” Given that food products may have perishability constraints,
may be based on rawmaterials with volatile demand and supplymarkets and/or prone
to contamination (2013 EU horse meat scandal) and food safety concerns, this result
is perhaps not a surprise.

4.1.4 Metrics for Assessing Supply Chain Resilience

Finally, the last research question (RQ 4) aimed to identify common approaches to
the measurement of resilience. Thus, academic experts were asked to list the key
metrics for evaluating resilience. This remains an unresolved issue in the literature,
reflected in the diversity of answers that range from metrics such as the recovery
time to general performance frameworks such as SCOR. Hence, while our results
in Table 6 include some clear metrics that can be used to measure resilience, other
responses cannot be directly used to measure the level of resilience. We, therefore,
assume that this question was rather difficult to answer for the academic experts.

The most commonly cited metric is recovery time. Almost all respondents agreed
with the idea of calculating the interval in time between the occurrence of a disruption
and full recovery. Although the recovery time is commonly used in the literature as

Table 6 List of resilience
metrics

Metrics Respondent (%)

Recovery time 73

Recovery cost 20

Market share (before and after disruption) 20

Contingency strategies cost 13

supply chain resilience Assessment and
management (SCRAM)

13

Customer service 7

Suppliers’ dependency (first tier, second tier) 7

Time to survive 7

supply chain risk management maturity
model

7

Value at risk 7

Supply chain operations reference model
(SCOR)

7
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a proxy for estimating resilience, it can typically only be evaluated after a disruption
has occurred and hence does not help in measuring the level of resilience of a supply
chain or organisation in advance.

This also applies to the second most referred to metric, i.e. recovery cost, which
entails the total cost incurred by the company to recover from disruptions. Simi-
larly, the contingency strategy cost which expresses the total cost needed for imple-
menting such strategies required for counteracting the detrimental effects of disrup-
tive events. More generally, the measures can be grouped into cost-related factors
and time-related ones, while another distinction is between—uninterrupted—perfor-
mance measures and preventative ones.

4.2 Insights from the Practitioner Panel

4.2.1 Key Disruptions that Decision-Makers Actively Work to Avoid
or Eliminate

In answering the first research question, practitioners were asked to score the seven
most frequently referred to disruptions from Stage 1, in terms of relevance to their
organisation (on a seven-point scale with 1 being the most important threat and 7
the least important threat). Results are presented in Fig. 1. The most feared disrup-
tion according to the practitioners is a quality incident arising from product and/or
service issues. Indeed, quality problems can compromise the ability to fulfil mar-
ket requirements and guarantee the sustainability of the business. For instance, one
of the participants stated that “focus on quality is key for long-term performance”.
Besides, quality issues can also potentially impact how consumers perceive the image
as “managing quality problems help them avoid reputational damage”.

The second most feared disruption is caused by demand risk, followed by net-
work risk. The former entails demand fluctuations, the entry of new competitors,
and changes in customer requirements; and the latter is related to upstream and
downstream flows. Network risk includes all problems arising from a network per-
spective, which includes the physical and support supply chains (Carter et al. 2015).
The global nature of today’s supply chains can be a key issue for managing business
efficiently as for example when companies “import products from different countries
into Europe, we have to work with transport delays which lead to production delays”.
In the middle of the ranking, practitioners positioned disruptions like supplier insol-
vency and machine breakdowns. The least relevant disruption is a natural disaster.
This is an interesting result considering that the origins of supply chain resilience
literature lie in the analysis of low probability and high-impact events but, according
to our findings, practitioners seem to pay little attention to natural disasters. In this
regard, the supply chain disruption characteristics which drive the decision-makers
are the tangibility of such problems which shape their behaviour and helps them
in perceiving the potential detrimental effects immediately (e.g. quality problems).
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Fig. 1 Disruptions feared by the respondents (from “1” most to “7” least feared)

Besides, even though high-impact events attract the attention of scholars and affect
companies severely, practitioners still tend to ignore them.

4.2.2 Strategies Employed to Enable Organisations to Cope
with Disruptions

Practitioners were asked to rate the seven most frequently referred to supply chain
strategies from stage 1 for coping with disruptions (on a seven-point scale with 1 the
most commonly employed strategy and 7 the least commonly strategy employed).
Such list derived from stage 1 helped in linking findings to the second research
question. Figure 2 depicts that flexibility is the leading strategy applied by managers
for overcoming the detrimental effects of a disruption. Flexibility can improve the
ability to adapt operations to face up to a misalignment in the environment quickly.
For instance, one of the practitioners explained: “when we face disruptions, our
type of approach is production anticipation or postponement to fulfil our customers’
orders.”

According to the results, practitioners tend to rely on supply chain design, embed-
ding redundancy (e.g. additional capacity, extra stock) and collaborating upstream
and downstream in the chain with almost the same level of importance. The impor-
tance attached to these strategies aligns with the SCRES literature. Supply chain
design is a proactive strategy that allows a manager to switch from one option (e.g.
a supplier) to another if needed. Redundancy is typically associated with resilience
because it is a straightforward but at the same time very expensive strategy (Tuka-
muhabwa et al. 2015) that a company can chose to apply as a first response to
disruptions. Collaboration upstream and downstream embraces the ability to work
jointly towards a common goal where, in the case of a disruption, there is a reduction
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Fig. 2 Strategies employed to cope with disruptions (from “1” most to “7” least commonly
employed)

of resources and efforts are required to monitor the disruption and put in place a
mitigation and recovery strategy. Practitioners then referred to business continuity
planning and visibility. To a certain degree, this is a surprising result since visibility is
one of themost quoted strategies in the SCRES literature. The least deployed strategy
is insurance, which is associated with the ability to cover financial losses; but it is not
able to guarantee continuity in case of operations problems and can only partially
cover the detrimental consequences of disruptions. It suggests that our respondents
tend to think more in terms of customers’ satisfaction than in terms of money lost.

4.2.3 Metrics for Assessing Supply Chain Resilience

Practitioners were asked to rate four metrics from Stage 1 for evaluating the level of
resilience (on a four-point scale with 1 being the most important measurement and
4 the least important measurement). Due to the diversity of answers, we opted for a
four-point scale, as we used the clear metrics proposed that can be used to measure
resilience. Thus, we dropped those answers that cannot be directly used to measure
the level of resilience (e.g. SCOR). Figure 3 shows the results, which helped us to
cover the last research question (RQ 4).

The recovery time appears to be the main measure for capturing the level of
resilience. Following a disruption, a company can estimate its resilience level by
calculating the time taken to return to normal operating performance. Practition-
ers ranked the recovery cost as the second most important measurement, which
refers to the sum of costs accrued following disruption recovery activities. The third
most important measurement is the contingency strategy cost, which is based on an
evaluation of the economic impact of deploying resilience strategies. According to
practitioners, the least important measurement is market share.
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Fig. 3 Measurement of supply chain resilience (from “1”most to “4” least importantmeasurement)

5 Conclusion and Future Directions

Wecontend that resilience is one of themost prominent and, at the same time, difficult
research streams related to SCRES. Defining disruptions, and then understanding the
level of resilience required, is crucial for improving the overall resilience capabilities
in supply chains. The main aim of this work has been to investigate what managers
understand as disruptions and resilience and how they measure these constructs. Our
design has enabled us to explore the converging and diverging views from academics
and managers.

The first research question (RQ 1) aimed to identify the characteristics of supply
chain disruptions that decision-makers work actively towards avoiding. In relation
to what is a disruption, there are clear commonalities between what practitioners and
managers perceive to be disruptive events, coalescing around network-based events,
demand side risk and quality risks. To categorise these, it could be argued that prac-
titioners focus on operational risks or challenges that occur on a daily basis (low
impact, high probability) rather than focussing on potentially higher impact disrup-
tions with wider spread consequences (high impact, low probability). Arguably, once
they have built a resilient approach towards these highly probable events, they will
have the resources available to face up to more low probability, high-impact disrup-
tions as argued in the SCRES literature. To address the second research question (RQ
2), we asked respondents to provide (academics) or to rank (practitioners) strategies
that can be deployed for enhancing resilience. The use of flexibility, supply chain
design and supply chain collaboration feature across both pools of respondents when
referring to resilience strategies employed. Such findings are aligned with previous
works on SCRES (Rice and Caniato 2003; Christopher and Peck 2004a, b; Jüttner
and Maklan 2011).

Concerning the third research question (RQ 3), we deepened the analysis in
emphasisingwhether the industry can play a role in defining how resilience is pursued
by companies. To this extent, we asked academics to list industries where resilience
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is considered to be a key concern. We found how complex and global industries,
like automotive and electronics, are considered to be more disruption prone. The
food industry was chosen for its specific risks like perishability constraints, volatile
demand and supply markets.

Lastly, the fourth research question (RQ 4) sought to capture the metrics consid-
ered important for measuring resilience. The debate around this question continues
in the literature. Our results suggest an agreement between academics and practi-
tioners on how resilience can be measured. Traditional risk management has focused
on evaluating the probability and impact of a risk, whereas both types of respon-
dents refer to the recovery time as the main measurement for assessing resilience.
This finding reports applications in the automotive industry, among others, as a dis-
tinction between time-to-recovery (TTR) and time-to-survive (TTS) (Simchi-Levi
2015). This, however, seems an inadequate measure for proactively enhancing the
resilience of a supply chain, and the results show how this area is still far from being
understood. While our research aimed at providing more insights into the nature of
disruptions and resilience, it also helps in providing future avenues for research on
SCRES in the supply chain management discipline.

First, as we focused on three specific industries in the second stage of the study,
further research is needed in order to understand how automotive, electronics and
food companies generate resilience. That means understanding whether there are
practices that are constrained by the application context or there are cross-industry
practices going beyond the boundaries of the industry.

Second, as pointed out by Tukamuhabwa et al. (2015), considering the ability of
companies to overcome disruptions without embracing cost analysis is an incom-
plete view. Indeed, companies should be able to bounce back from disruptions in
a cost-effective way (Hamel and Välikangas 2003; Yao and Meurier 2012). Further
research should evaluate how the economic sphere shapes the portfolio of practices
that managers adopt for enhancing resilience. In fact, this constraint can potentially
lead to a sub-optimal solution.

Third, there is a need to focus on quantifying the level of resilience. As shown
by Kamalahmadi and Parast (2016), even if SCRES has become a relevant topic,
few studies have tried to propose resilience measures. To this extent, managers can
be reluctant to invest resources in strategies for enhancing resilience if they are not
able to prove the return or benefits that they will obtain in the long term. The focus
on flexibility and time-to-recovery can be interpreted as an indicator of the prob-
lems currently faced in this respect. Indeed, creating resilience means improving the
ability to proactively prepare for potential disruption and immediately respond by
having, for instance, additional resources (Wieland and Wallenburg 2013). Further-
more, considering the highly inter-connected nature of companies in today’s global
landscape, SCRES is determined by the weakest node in the chain. To this extent,
previous studies have shown how the concept of resilience is complex and permeates
beyond the boundaries of a single company (Craighead et al. 2007; Wakolbinger
and Cruz 2011). As we develop our understanding of this phenomenon, we must,
therefore, seek to advance our approach to analysing it.
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Chapter 11
Can Buyer Consortiums Improve
Supplier Compliance?

Felipe Caro, Prashant Chintapalli, Kumar Rajaram
and Christopher S. Tang

1 Introduction

Rising labor costs in the West have encouraged more firms to gradually source their
products from other low-cost countries in the East. As more contract manufacturers
compete for orders at lower prices in these countries, many factory owners cut cor-
ners to reduce their upfront investments and operating costs. In some cases, factory
owners may even sacrifice product or process safety by not complying with product
regulations or environmental and work safety codes. In terms of product safety vio-
lations, Tang and Babich (2014) report that some Chinese manufacturers committed
product adulteration by using unsafe product materials. Examples include the use of
melamine in milk and pet food products, ethanol in alcohol, lead-tainted paints in
toys. In terms of environmental and work safety violations in China, the reader is
referred to various reports developed by the Institute of Public and Environmental
Affairs (IPE) for details (http://www.ipe.org.cn/en/about/report.aspx).

Bangladesh is an attractive country for Western companies (e.g., Walmart, H&M,
Mango, and Adidas) to source apparel products due to its low labor cost (US $2
per day). However, without strong enforcement from the Bangladesh government
and without strong commitment from buyers, many factory owners simply ignore
health and safety issues at their factories. For example, due to the negligence of the
factory owner, the collapse of Rana Plaza in Bangladesh killed over 1,000 apparel
factory workers in 2013. While many international brands (Tommy Hilfiger, Gap,
and several others) have contributed toward a fund for victims’ relatives, the negative
publicity caused major concerns for these companies that source from Bangladesh.
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Donaldson (2014) commented that there is a perception that 20% of the factories
in Bangladesh are unsafe in terms of building structure safety, fire safety, electrical
safety, etc. Besides Bangladesh, many developing countries such as China, Cambo-
dia, and Vietnam are facing similar challenges from non-compliant suppliers with
unsafe factories. In 2013, a shoe factory collapsed killing three workers in Cambo-
dia (Fuller and Bradsher 2013). Later, in 2014, a car parts factory explosion near
Shanghai killed 68 workers (Demick 2013). In August 2015, a Tianjin warehouse
overloaded with toxic chemicals such as sodium cyanide exploded killing over 114
people and injuring over 700 people (Wong and Fung 2015).

While international brands are not directly and legally responsible for their sup-
pliers’ workers’ safety, there is a perceived collateral damage to their image. As
articulated in Tang (2013), the brands listed earlier face a dilemma. If they stop
sourcing from Bangladesh, millions of poor Bangladeshi workers will be out of
work, especially because the garment industry accounts for 80% of the country’s
exports. On the other hand, if the brands continue to source from Bangladesh, there
is a moral obligation to improve work safety at various factories. However, ensuring
compliance is challenging as there are thousands of factories that are involved in dif-
ferent supply chain operations ranging from weaving, dyeing, and cutting to sewing.
Recently, to address these challenges pertaining to compliance, many companies are
forming specific units to ensure workplace safety at their suppliers’ factories by con-
ducting independent audits. For example, PVH Corp., the parent company of Calvin
Klein, Tommy Hilfiger, and other such brands, increased their efforts in auditing
supplier factories. Since 2012, PVH audits 84% of its tier-1 suppliers at least once
per year and reports the non-compliant health and safety issues on itsWeb site (www.
pvhcsr.com). While it is common for firms (or buyers) to conduct independent audits
and penalize non-compliant suppliers, this mechanism has two drawbacks: (a) the
audit process can be costly and time-consuming; and (b) the penalty imposed by an
individual buyer may not be severe enough to entice suppliers to increase compliance
especially when the supplier has many customers (i.e., buyers).

To overcome these two drawbacks and to show commitment for improving sup-
plier compliance, firms are now considering forming consortiums and conducting
joint audits so that they can share the audit cost and they can impose a collective
penalty on non-compliant suppliers. One such example is the Accord on Fire and
Building Safety in Bangladesh (http://www.bangladeshaccord.org). The Accord is
a legally binding agreement signed in May 2013 by 166 apparel corporations from
20 countries in Europe, North America, Asia, and Australia, along with numer-
ous Bangladeshi unions and NGOs (e.g., Workers Rights Consortium, International
Labor Organization). The goal of the Accord is to improve workplace safety for
over 2 million workers at 1,800 factories (Kapner and Banjo 2013).1 Specifically,
the Accord represents a consortium of companies and on their behalf selects impar-
tial inspectors (with fire and building safety expertise), conducts thorough safety
inspections of supplier factories, releases inspection reports to the public, imposes

1To reduce the exposure to broad legal liability, Walmart, Target, and other US retailers are devel-
oping a different accord for improving factory safety.

www.pvhcsr.com
www.pvhcsr.com
http://www.bangladeshaccord.org
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corrective actions to the non-compliant factories, and “jointly terminates” the busi-
ness relationship when a non-compliant supplier is found committing serious safety
violations, orwhen a non-compliant supplier fails to participate fully in the inspection
and remediation (Caro and Tang 2014).

There are trade-offs between independent audits and joint audits. Independent
audits enable each firm to fully control its own audit effort, but an individual firm
can only impose a limited individual penalty on a non-compliant supplier, especially
when the supplier conducts business with multiple firms. On the other hand, joint
audits can enable a group of firms to impose a more severe collective penalty that
can put a non-compliant supplier out of business. Moreover, due to the substitution
effects between the audits of the two buyers, there is a possibility of free-riding
between the buyers under independent audits, especially when the audit costs are
high. On the other hand, joint audits can degrade channel profit when audit costs are
high.

These trade-offs motivated us to examine the following questions when each
buyer (firm) is concerned about its brand or collateral damage due to supplier’s
non-compliance:

1. Relative to individual audits, will joint audits result in a higher supplier compli-
ance level? Will they result in lower buyer audit effort?

2. Which audit mechanism will generate higher payoffs for the firms, the supplier,
and for the entire supply chain?

To study these questions, we develop a stylized model that involves three players
(two buyers and one supplier) and captures the essence of both independent and joint
audits. For each audit mechanism, we formulate a sequential-move game in which
the two buyers will first select their audit levels simultaneously under the indepen-
dent audits (and jointly under the joint audits). Upon observing (or anticipating) the
buyer’s audit level, the supplier selects its compliance level.

A sequential game better models those supply chains in which the buyers are sub-
stantially more powerful than the suppliers. In the examples that we cited to motivate
our research, the international brands are substantially more powerful than the sup-
pliers in developing countries fromwhich the brands source their products. However,
note that in ourmodel we assume that buyers are similar and have equalmarket power
so that the interactions between the buyers can be modeled through a simultaneous
game. Thus, we adopt a mixture of a simultaneous-move game (between the buyers)
and a sequential-move game (between the group of buyers and the supplier) to take
our model as close to reality as possible. The analysis of a simultaneous-move game
that is more applicable to a supply chain in which all the players (i.e., the buyers and
the supplier) are equally powerful can be found in Caro et al. (2018). In this chapter,
we restrict our attention to the sequential game.

Our analysis of the equilibrium outcomes reveals that relative to the independent
audit mechanism, the joint audit mechanism can make the supplier increase its com-
pliance level. Also, when the buyer’s audit cost is below a certain threshold, we find
that joint audit can increase the supply chain profit (i.e., the total profit of the buyers
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and supplier) so that one can devise a transfer payment system to ensure that joint
auditing is Pareto-improving (i.e., all parties are better off under joint audit). Hence,
our analysis reveals that joint audits can be Pareto-improving when the buyer’s audit
cost is low, but it is practical to adopt independent audits when the buyer’s audit cost
is high. This result appears to be counterintuitive because one would have expected
that, by splitting the joint audit cost, the joint mechanism would dominate the inde-
pendent mechanism in terms of supply chain profit. However, due to the strategic
interaction among the buyers and the supplier, we find that this intuition turns out to
be incorrect.

Our work falls within supply-chain risk management—a new research stream
that has drawn significant interest among practitioners and researchers in recent
years (Sodhi et al. 2012). The rising interest in supply-chain risk management is
triggered by three types of supply chain disruptions. Thefirst type is due to disruptions
caused by natural disasters (Japan’s Tōhoku earthquake and tsunami, Thailand’s
major flood, etc.) and man-made disasters such as the September 11 attacks. Chopra
and Sodhi (2004) examine different mechanisms to mitigate various types of supply
chain disruptions, Tomlin (2006) examines the implications of dual sourcing when
one of the suppliers is unreliable, and Tang (2006) provides different strategies for
mitigating supply chain risks. Hendricks and Singhal (2005) examine the impact
of supply chain disruptions on a firm’s stock returns. The reader is referred to a
recent book by Sodhi and Tang (2012) for a comprehensive discussion on this kind
of supply chain disruptions. The second type of disruptions is due to major financial
crises (e.g., Asian currency devaluations in 1997, the sub-prime financial crisis in
2008) that can disrupt a supplier’s operations. In the operations management (OM)
literature, Babich et al. (2007) is one of the first to examine the issue of managing a
portfolio of suppliers who face default risks.

Our work considers the third type of supply chain disruptions that are caused by
a deliberate act committed by a supplier. Some recent research examines the issue
of product adulteration that occurs when suppliers use unsafe materials to produce
certain products that can cause physical harm to consumers. Well-publicized exam-
ples include Mattel’s lead-tainted toys in 2007, melamine-tainted milk in 2008, and
Baxter’s adulterated Heperin in 2008. In the OM literature, Babich and Tang (2012)
present a model to show that a firm can deter suppliers from committing product
adulteration by deferring some of its payments so that the supplier can claim these
payments only when no adulteration is found within a certain period of time. Rui and
Lai (2015) find that the deferred payment strategy continues to be effective under
more general conditions. More recently, after the IPE in Beijing exposed various
factories dumping toxic waste in the water system in China and after the collapse
of the Rana Plaza in 2013, the public expressed serious concern about suppliers’
compliance with environmental and work safety regulations. This has put pressure
on manyWestern firms to take action to improve supplier compliance. In this setting,
Plambeck and Taylor (2015) use a game-theoretic model to explore the interactions
between one buyer’s audit level and one supplier’s compliance and deception lev-
els. By examining the equilibrium outcomes (supplier’s compliance level, supplier’s
deception level, and buyer’s audit level), they show that when a supplier deceives the
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auditors by hiding certain critical information, the buyer’s actions (increasing audit
level, paying a higher price, etc.) could motivate the supplier to cause more harm.
In the context of environmental violations, Kim (2015) examines the interactions
between the regulator’s inspection policy and the firm’s non-compliance disclosure
timing decisions. By considering the casewhen environmental violations are stochas-
tic, the author shows that there are conditions under which periodic inspection can
be more effective than random inspection. Orsdemir et al. (2015) investigate how
vertical integration can be used as a strategy to ensure compliance. They examine the
scenario of two supply chains, one of which is vertically integrated, and highlight that
the presence of a supply chain partnership plays a key role in determining supplier
compliance. They argue that, in the absence of a partnership, overly tight violation
scrutiny can backfire and degrade compliance when negative reporting externalities
are high. In the presence of a supply chain partnership, the vertically integrated sup-
ply chainwill cease to share responsibly sourced components with the non-integrated
supply chain, despite the fact that the former benefits substantially from the exposure
of the violations of the latter.

While our research also dealswith the issue of supplier compliance, it is fundamen-
tally different from those in the extant literature on supply-chain risk management in
two ways. First, the above-listed papers primarily focus on the strategic interaction
between one buyer and one supplier. Instead, we examine and compare independent
and joint audit mechanisms by capturing the strategic interactions among two buyers
and one potentially non-compliant supplier. Second, we recognize the issue of a non-
compliant supplier and employ the notion of “collective penalty” imposed by both
buyers when the non-compliant supplier fails the joint audits. Our contribution is to
examine the implications of a collective penalty facilitated by the joint mechanisms.2

This chapter is organized as follows. In Sect. 2, we present our modeling frame-
work and the resulting equilibrium outcomes associated with the independent and the
joint audit mechanisms. In Sect. 3, we compare the equilibrium outcomes associated
with these audit mechanisms. We present our conclusions in Sect. 4. All proofs are
provided in the Appendix.

2 The Model

Consider a supply chain comprising of two buyers (i = 1, 2) and one supplier s. For
ease of exposition, we consider the case when buyer i sells one unit of its product
at price pi and pays the supplier a wholesale price wi . We denote the supplier’s unit
cost by ci . Since our focus is on the audit mechanism, we consider pi , wi , and ci

to be exogenous so that the values of these parameters do not depend on the audit

2An alternative audit mechanism is the shared audit mechanism in which the buyers conduct their
audits independently, but share their audit reports eventually. We omit the discussion of the shared
audit mechanism in this chapter due to space considerations. We refer the reader to (Caro et al.
2015) for the analysis of shared audits.
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mechanism adopted by the buyers. In other words, the strategic intent of different
audit mechanisms is to encourage the supplier to improve its compliance level, but
not to increase selling prices or reduce wholesale prices (e.g., Van Mieghem 1999)
or both. This seems reasonable in the context of outsourcing agreements between
Western firms and suppliers located in developing countries because reducing the
wholesale price would create public concerns about the firm’s moral and ethical
standards. Also, for the reason of tractability and given that the focus of our research
is to examine and compare the performance of different audit mechanisms, we shall
defer the case of endogenous wholesale price wi to future research.

We use a sequential-move game to model the dynamics between the buyers and
the supplier: The buyers (e.g., international brands) are the leaders and the supplier
is the follower that decides whether to comply or not. This sequence of events is
representative of many global supply chains in which the buyers have a stronger
position to set the sourcing terms. First, under independent audits, each buyer i
selects its audit level zi , i = 1, 2 simultaneously and incurs an audit cost of αz2i ,
where α > 0 and zi ∈ [0, 1]. Here, zi represents the probability that buyer i will
conduct the audit. This notion of audit probability is commonly used in the literature
(e.g., Babich and Tang 2012; Plambeck and Taylor 2015). Under joint audits, both
buyers exert the joint audit level z ∈ [0, 1] and split the audit cost αz2 between them.
Upon observing the buyers’ audit levels, the supplier selects its compliance level x
and incurs a compliance cost γ x2, where γ > 0 and x ∈ [0, 1]. Here, x represents
the probability that the supplier complies with the (environmental, workplace, and
product safety) regulations. To facilitate the comparison of the supplier’s compliance
level and the supply chain profit across the two audit mechanisms, we shall assume
that the audit cost α remains the same across both the mechanisms (even though
the same approach can be applied to examine the case when the audit cost depends
on the underlying audit mechanism). Also, for tractability, we do not consider the
issue of supplier deception, i.e., the supplier choosing the effort level to deceive the
buyers, the phenomenon that was introduced by Plambeck and Taylor (2015).

Regardless of the audit mechanism adopted by the buyers, all parties face the
following risks (see Fig. 1). First, if a non-compliant supplier is identified by buyer
i , buyer i will reject the unit without paying, and the supplier will incur a goodwill
cost gi associated with contract termination imposed by buyer i . Second, if a non-
compliant supplier is not identified by buyer i , buyer i will accept the unit and pays
the supplier wi . However, there is a chance that this non-compliance will be exposed
to the public. In that case, buyer i will incur an expected “collateral damage” di

due to the spillover effect of the non-compliant supplier. Throughout this chapter,
we shall assume that the collateral damage di is severe enough so that there is an
incentive for a buyer to audit its supplier. For this reason, we make the following two
assumptions that provide motivation for the supplier to care about compliance and
for the buyer to care about auditing:

Assumption 1 The supplier’s goodwill cost gi associated with contract termination
imposed by buyer i is higher than the supplier’s corresponding profit margin so that
gi > (wi − ci ) for i = 1, 2.
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Assumption 2 Buyer i’s damage cost di associated with a non-compliant supplier
is higher than the buyer’s profit margin so that di > (pi − wi ) ≡ mi for i = 1, 2.

2.1 Independent Audits (I)

We now analyze the sequential-move game under the independent audits by using
backward induction. Specifically, we first analyze the supplier’s best response com-
pliance level x∗(z1, z2) for any given audit levels (z1, z2) selected by the buyers.
Anticipating the supplier’s best response, we analyze a noncooperative game in
which both buyers select their own audit levels (z1, z2) simultaneously. We can then
obtain the equilibrium outcomes via substitutions.

From Fig. 1, we observe that the supplier will fail buyer i’s audit with probabil-
ity zi (1 − x) under independent audits. By considering the wholesale price wi , the
goodwill cost gi , and the compliance cost γ x2, the supplier’s problem for any given
audit level (z1, z2) is:

πs(z1, z2) = max
x∈[0,1]

2∑

i=1

[wi (1 − zi (1 − x)) − gi zi (1 − x) − ci ] − γ x2

= max
x∈[0,1]

2∑

i=1

(wi − ci ) −
2∑

i=1

(wi + gi )zi (1 − x) − γ x2. (1)

To ensure that the supplier has incentive to fully comply and that the compliance
level captures the entire range from 0 to 1, we assume that the supplier’s profit
margin is high enough so that the supplier’s expected profit is nonnegative under full
compliance (i.e., when x = 1). By considering the objective function given in (1),
this assumption can be stated as:

Assumption 3 The supplier’s total profit margin is higher than his full compliance
cost so that

∑2
i=1(wi − ci ) ≥ γ .

Fig. 1 Independent audit: buyer i’s audit level zi and supplier’s compliance level x
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Before determining the supplier’s best response, we first consider the case when
the buyers conduct full audit so that (z1, z2) = (1, 1). In this case, the derivative of
the supplier’s profit given in (1) with respect to its compliance level x is equal to∑2

i=1(wi + gi ) − 2γ x . Hence, if we consider (wi + gi ) as the supplier’s gain for
increasing its compliance level by investing 2γ per unit of compliance, then we
can interpret the term ri ≡ wi +gi

2γ as the supplier’s “rate of return on compliance
from buyer i .” Also, by applying Assumptions 1 and 3, it is easy to check that∑2

i=1 gi ≥ ∑2
i=1(wi − ci ) ≥ γ and that

∑2
i=1 wi ≥ γ . Hence, we can conclude that:∑2

i=1
wi +gi

2γ = r1 + r2 ≥ 1.Aswe shall see, ri will be useful in interpreting our results
later and the condition r1 + r2 ≥ 1 will be employed in some of the proofs.

By using the first-order condition associated with (1), the supplier’s best response
compliance level x∗(z1, z2) and the corresponding payoff πs(z1, z2) are given by:

x∗(z1, z2) = min

{∑2
i=1 (wi + gi )zi

2γ
, 1

}
= min

{
2∑

i=1

ri zi , 1

}
, and (2)

πs(z1, z2) =
2∑

i=1

(wi − ci ) − γ + γ (1 − x∗)2 ≥ 0, (3)

where the last inequality is due to Assumption 3. Observe from (2) that, for any
given audit levels (z1, z2), the supplier’s compliance level x∗(z1, z2) is based only
on the rate of returns on compliance ri and the buyer’s audit level zi . Hence, the
higher the audit level zi each buyer is willing to employ, the higher is the supplier’s
compliance level x . Thus, it follows from Assumption 3 and (3) that the supplier’s
participation constraint πs(z1, z2) ≥ 0 is always satisfied. This result is due to the
fact that the supplier can always select its compliance level x to ensure that its profit
is nonnegative.

Given the supplier’s best response, we now analyze the buyer’s problem in which
both buyers select their audit levels (z1, z2) simultaneously in a noncooperative man-
ner. Buyer i maximizes its expected profit and selects its audit level zi for a given
audit level z j of buyer j . Upon investing αz2i , buyer i earns mi (i.e., the profit margin
mi ≡ (pi − wi )) if the supplier passes the audit with probability (1 − zi (1 − x∗)).
At the same time, buyer i is exposed to the collateral damage di if the non-compliant
supplier passes the audit with probability (1 − zi )(1 − x∗). For any given audit level
z j of buyer j , buyer i’s problem can be formulated as follows:

�i (z j ) = max
zi ∈[0,1]{mi (1 − zi (1 − x∗)) − αz2i − di (1 − zi )(1 − x∗)} (4)

s.t. (2).

Since α > 0, the objective function is concave in zi . By examining the first-order
condition, Eq. (2), and the upper bound on zi , the buyer i’s best response audit level
z∗

i (z j ) is given by:
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z∗
i (z j ) = min

{
diri + (di − mi )(1 − r j z j )

2(α + (di − mi )ri )
,
1 − r j z j

ri
, 1

}
.

Observe that the audit efforts are substitutes: buyer i’s audit level z∗
i (z j ) decreases

when buyer j’s audit level z j increases. In addition, it is easy to check that, when α

is high enough, buyer i’s audit level is an interior solution so that:

z∗
i = 2(diri + (di − mi ))(α + (d j − m j )r j ) − (di − mi )r j · (d jr j + (d j − m j ))

4(α + (di − mi )ri )(α + (d j − m j )r j ) − (di − mi )ri · (d j − m j )r j
,

for i = 1, 2. (5)

The complex expression (5) is not amenable to closed-form analysis. For this
reason, we consider the case of symmetric buyers so that pi = p j = p, di = d j =
d, wi = w j = w, ci = c j = c, mi = m j = m, and ri = r j = r . Thus, r1 + r2 ≥ 1 is
now simplified to 2r ≥ 1. In this case, Eqs. (2) and (5) imply that, in equilibrium, the
buyer’s audit level z I and the supplier’s compliance level x I under the independent
audit mechanism can be expressed as3:

z I =
{

dr + (d−m)

2α + 3r(d−m)
if α ≥ β

1
2r if α < β

and x I =
{
2r dr + (d−m)

2α + 3r(d−m)
if α ≥ β

1 if α < β,
(6)

where

β ≡ 2dr2 − r(d − m)

2
. (7)

Using Assumptions 1–3 to examine the buyer’s equilibrium audit level z I and
the supplier’s equilibrium compliance level x I given in (6), and using the fact that
2r ≥ 1 when both buyers are identical, we obtain the following results:

Lemma 1 Under the independent audit mechanism I , the buyer’s audit level z I and
the supplier’s compliance level x I given in (6) possess the following properties:

1. The supplier’s compliance level is higher than the buyer’s audit level: x I =
2r z I ≥ z I .

2. Both z I and x I are increasing in the buyer’s damage cost d.
3. Both z I and x I are decreasing in the buyer’s audit cost α.
4. The supplier’s compliance level x I is decreasing in the supplier’s compliance

cost γ .
5. When the buyer’s audit cost α is low (high), the buyer’s audit level z I increases

(decreases) as the supplier’s compliance cost γ increases.

Lemma 1 has the following implications. Because the supplier’s compliance level
x I = 2r · z I , it suffices to focus on the buyer’s audit level z I given in (6). The first

3Throughout this chapter, we shall use the superscripts I and J to denote the equilibrium outcomes
under independent and joint audits, respectively.
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statement reveals that, under the independent audit mechanism, the buyer’s audit has
an amplifying effect: It can trigger the supplier to increase its compliance level by
the factor of 2r(≥ 1) (i.e., twice the rate of return on compliance). Consequently,
the first statement implies that the buyer can encourage the supplier to comply fully
without conducting full audits (i.e., zi < 1). The second statement is intuitive. Due
to concerns over the damage cost d, the buyers will increase their audit levels as d
increases, which will in turn forces the supplier to increase its compliance level. In
the same vein, the audit cost has a dampening effect: Higher audit cost will force the
buyers to reduce their audit levels, which leads to the supplier reducing its compliance
level. The fourth statement can be interpreted in the same way.

The fifth statement requires some discussion. First, when the audit cost is low,
the buyer can afford to increase its audit level to ensure that the supplier will sus-
tain its (full) compliance level as γ increases. However, when α is high, the buyer
is concerned about the rising audit cost. Under independent audits, each buyer has
incentive to “free ride” on the other buyer’s audit level due to the underlying substi-
tution effect as observed in the best response function z∗

i (z j ). This effect leads each
buyer to shirk and reduce its audit level as gamma increases in order to compensate
for the higher expected collateral damage due to the supplier’s lower compliance
level.

By substituting z I given in (6) into (4) and (3), we obtain the buyer’s profit�I (z I )

and the supplier’s profit π I
s (z I ) under the independent audit mechanism, as follows:

�I (z I ) = m(1 − z I (1 − 2r · z I )) − α(z I )2 − d(1 − z I )(1 − 2r · z I ), and (8)

π I
s (z I ) = 2(w − c) − γ + γ (1 − 2r · z I )2. (9)

By using x I , z I ,�I (z I ), and π I
s (z I ) that are associated with the independent

mechanism as benchmarks, we next examine the joint audit mechanism.

2.2 Joint Audits (J)

We now analyze the sequential-move game associated with joint audits using back-
ward induction. Consider the supplier’s problem for any given joint audit level z that
is simultaneously selected by both buyers. In this case, the supplier will fail the joint
audit with probability z(1 − x). Upon failing the joint audit, the supplier receives no
payment and will be subject to a collective penalty of (g1 + g2) that is imposed by
both the buyers together. Hence, the supplier solves:

πs(z) = max
x∈[0,1]{[(w1 + w2)(1 − z(1 − x)) − (g1 + g2)z(1 − x) − (c1 + c2)] − γ x2}.

From the first-order condition, the supplier’s best response x(z) and its corre-
sponding payoff πs(z) can be expressed as:
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x∗(z) = min{(r1 + r2)z, 1} and (10)

πs(z) =
2∑

i=1

(wi − ci ) − γ + γ (1 − x∗)2 ≥ 0, (11)

where ri ≡ (wi +gi )

2γ for i = 1, 2.
Analogous to the independent audit case, (10) reveals that the supplier’s best

response x∗(z) is equal to the rate of return on compliance times the joint audit level.
Also, as in the independent case, Eq. (11) shows that the supplier’s participation
constraint πs(z) ≥ 0 is always satisfied due to Assumption 3. Comparing Eqs. (2)
and (10), we notice that the supplier’s compliance level will be the same under both
independent and joint audit mechanisms if z = z1 = z2.

Now, we examine the buyers’ problem under joint audits. Due to the complexity
of the buyers’ problem, we shall focus on the case of symmetric buyers. In this case,
it is easy to check from (10) that x∗ = 2r z because there is no incentive for the buyer
to set the audit level z > 1

2r .
Akin to the independent audit mechanism, the buyers join a consortium to maxi-

mize their individual payoffs and independently decide on the joint audit level z and
the apportionment of the audit cost αz2 between themselves. Following Harsanyi
(1982b), we shall model the audit level decision and the audit cost allocation as a
simultaneous-move noncooperative unanimity game in which each buyer i proposes
an audit level and a split of the audit cost. If the buyers’ proposed audit levels are
identical, and the sum of the buyers’ shares of the audit cost equals 1, the joint audit
mechanism will be implemented; otherwise, the negotiations break down and buyers
will resort to independent audits and earn �I given in (8). More formally, let zi and
θi represent the audit level and the share of audit cost proposed by buyer i . By con-
sidering each buyer’s payoff using (4) and the fact that x∗ = 2r z, we can check that
the equilibrium (z̃i , θ̃i ) in the simultaneous-move noncooperative unanimity game
is given by:

(z̃i , θ̃i ) = argmax
{
U (zi , θi ; z j , θ j ) : zi , θi ∈ [0, 1]}, where

U (zi , θi ; z j , θ j ) =
{

m(1 − zi (1 − 2r zi )) − d(1 − zi )(1 − 2r zi ) − θi αz2i if zi = z j , θi + θ j = 1;
�I otherwise,

for i = 1, 2 and i �= j . Due to the condition z1 = z2 and θ1 + θ2 = 1, we know that
there exists an infinite number of equilibrium points to the above unanimity game. To
select choose one equilibrium point, we adopt the payoff-dominance selection rule
proposed by Harsanyi and Selten (Harsanyi 1982a).4 Specifically, Harsanyi (1982b)

4As defined by Harsanyi (1982b), a “payoff-dominant” equilibrium is Pareto superior to all other
equilibria. Therefore, when faced with a choice among equilibria, the payoff-dominance selection
rule assumes that all players would agree on the payoff-dominant equilibrium since it offers to each
player at least as much payoff as the other equilibria. The rule is also shown to be risk dominant.
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shows that the payoff-dominant solution to this noncooperative game solves the
following optimization problem:

maxz,θ1∈[0,1] [m(1 − z(1 − 2r z)) − d(1 − z)(1 − 2r z) − θ1αz2 − �I ]·
[m(1 − z(1 − 2r z)) − d(1 − z)(1 − 2r z) − (1 − θ1)αz2 − �I ], (12)

where θ1 is the share of the joint audit cost to be borne by buyer 1.5 In this case, it
is easy to check that the optimal share is θ∗

1 = 0.5 and the equilibrium audit level z J

and the corresponding compliance level x J satisfy:

z J =
{

2dr+(d−m)

α+4r(d−m)
if α ≥ 4β

1
2r if α < 4β

and x J =
{
2r 2dr+(d−m)

α+4r(d−m)
if α � 4β

1 if α < 4β,
(13)

where β is given in (7).
Using Assumptions 1–3 to examine the buyer’s joint audit level z J and the sup-

plier’s compliance level x J given in (13), we obtain the following results:

Lemma 2 Under the joint audit mechanism J , the buyer’s joint audit level z J and
the supplier’s compliance level x J given in (13) possess the following properties:

1. The supplier’s compliance level is higher than the buyer’s audit level: x J =
2r z J ≥ z J .

2. Both z J and x J are increasing in the buyer’s damage cost d.
3. Both z J and x J are decreasing in the buyer’s audit cost α.
4. The supplier’s compliance level x J is decreasing in the supplier’s compliance

cost γ .
5. When the buyer’s audit cost α is low (high), the buyer’s audit level z J increases

(decreases) as the supplier’s compliance cost γ increases.

Because Lemma 2 is analogous to Lemma 1, we can interpret the results the same
way as before. Also, because the supplier’s compliance level x J = 2r · z J , it suffices
to focus on buyer’s joint audit level z J given in (13). Using Eqs. (11) and (13) , we
obtain each buyer’s profit �J (z J ) and the supplier’s profit π J

s (z J ) under the joint
audit mechanism as:

�J (z J ) = m(1 − z J (1 − 2r z J )) − d(1 − z J )(1 − 2r z J ) − α

2
(z J )2, and (14)

π J
s (z J ) = 2(w − c) − γ + γ (1 − 2r · z J )2. (15)

5To maintain the consistency of each buyer’s self-interest, our noncooperative unanimity game
enables us to preserve the noncooperative framework throughout this chapter. If we were to adopt
the nash bargaining (NB) solution concept in a cooperative framework, then it is easy to observe
that this optimization problem will yield the same nash bargaining solution; see Harsanyi (1982b).
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After establishing the expressions for x J , z J ,�I (z J ), and π I
s (z J ), we can now

compare the equilibriumoutcomes between the joint and the independent auditmech-
anisms.

3 Independent Versus Joint Audits Equilibrium
Comparison

First, we useAssumptions 1–3 and the outcomes presented in (6) and (13) to compare
the buyer’s audit level and the supplier’s compliance level under both mechanisms.
We obtain the following result:

Proposition 3 Relative to the independent audit mechanism, the buyer’s audit level
and the supplier’s compliance level are higher under the joint audit mechanism:
z J ≥ z I and x J ≥ x I .

Proposition 3 is intuitive. Under the joint mechanism, the buyers can afford to
exert a higher joint audit level because the audit cost is shared. On the other hand,
the supplier must commit to a higher compliance level under joint audits in response
to an increased audit level and the higher (collective) penalty of non-compliance.

Second, we compare the supplier’s profits as given in (9) and (15) to obtain the
following result:

Proposition 4 Relative to the independent audit mechanism, the supplier obtains a
lower profit under the joint audit mechanism: π J

s (z J ) ≤ π I
s (z I ).

Proposition 4 has the following implications. The supplier is worse off when the
buyers exert a higher audit level and impose the collective penalty under the joint
audit mechanism. We next examine the buyer’s profit under joint audits. By direct
comparison of each buyer’s profit �J given in (14) and �I given in (8), we get:

Proposition 5 Relative to the independent audit mechanism, the buyer obtains a
higher profit under the joint mechanism: �J (z J ) ≥ �I (z I ).

Proposition 5 shows that each buyer obtains a higher profit under the joint audit
mechanism by sharing the audit cost and by imposing the collective penalty on the
non-compliant supplier.

The contrasting results as stated in Propositions 4 and 5 create a challenge for the
buyers to adopt joint audits. Even if the supplier is forced to participate in the joint
audit mechanism, one would question the buyer’s moral standard and the public may
pressurize the buyers to treat the supplier fairly to ensure that the supplier is not worse
off. Hence, the joint audit mechanism is viable only when it can be Pareto-improving
so that the buyers and the supplier will not be worse off under joint audits.

The joint audit mechanism is Pareto-improving when the supply chain profit (i.e.,
the total profit of both buyers and the supplier) under joint audit is higher than the
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profit under independent audits so that there exists a payment transfer scheme from
the buyers to the supplier to ensure that the supplier will not be worse off. Thus, we
need to examine whether the supply chain profit will be higher under the joint audit
mechanism. When α ≤ β, we know from Eqs. (6) and (13) that z I = z J = 1

2r and
it can be shown that there is a gain of α

4r2 in the supply chain profit under the joint
audit mechanism compared to the profit with independent audits. Hence, when the
auditing cost α is sufficiently low, the supply chain profit will be higher in the joint
audit regime. However, the comparison between the supply chain profits under the
joint and independent audits when α is high is given in Proposition 6. Note that the
supply chain profit under the jointmechanism is equal to 2 · �J (z J ) + π J

s (z J ), where
�J (z J ) and π J

s (z J ) are given in (14) and (15), and the profit under the independent
audit mechanism is equal to 2 · �I (z I ) + π I

s (z I ), where�I (z I ) andπ I
s (z I ) are given

in (8) and (9). Through direct comparison, we obtain the following result:

Proposition 6 When the buyer’s audit cost α is sufficiently high and the damage cost
d and margin m are sufficiently small, the supply chain profit under the joint audit
mechanism is lower than that under independent audits, i.e., 2 · �J (z J ) + π J

s (z J ) <

2 · �I (z I ) + π I
s (z I ).

We already argued that when the buyer’s audit cost α is sufficiently low, the joint
audit mechanism will increase the supply chain profit. With a higher supply chain
profit, it is always possible for the buyers to work with the supplier to come up with a
transfer payment scheme to ensure everyone is better off. Combining this observation
along with Proposition 5, we can conclude that the joint audit mechanism can entice
the supplier to increase its compliance level and it can be Pareto-improving as long as
the buyer’s audit cost α is below a certain threshold. When the buyer’s audit cost α is
high, Proposition 6 reveals that joint auditswill yield a lower supply chain profitwhen
the buyers’ margins and damage costs are small. With a lower supply chain profit,
the joint audit mechanism cannot be Pareto-improving and its implementation can be
problematic. Therefore, despite the fact that the buyers split the audit cost, the joint
audit mechanism is not always beneficial for the entire supply chain. Fortunately,
for a wide range of parameter values the joint mechanism does improve the supply
chain profit, as we show next.

We now illustrate our result numerically. Throughout the chapter, we set w =
1100, g = 1110, c = 0, d = 1000, m = 800, and we only vary the auditing cost
α and the cost of compliance γ , which are the key parameters in the model. For
γ = 1700, Figs. 2, 3, and 4 illustrate the results stated in Propositions 4, 5, and 6,
respectively. To interpret Figs. 2, 3, and 4, first consider the case when the buyer’s
audit cost α is low. Specifically, when α < β, (6) and (13) reveal that the supplier
will fully comply so that x I = x J = 1 and each buyer will use the same audit level
z I = z J = 1

2r under both audit mechanisms. With the same audit level under both
audit mechanisms, Fig. 2 confirms that the supplier’s profits are the same under both
mechanisms. However, Fig. 3 shows that each buyer’s profit is higher under the joint
audit mechanism. This is because both buyers split the joint audit cost under joint
audits instead of each buyer paying for its own audit cost under the independent
audits.
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Fig. 2 Supplier’s profits
under I and J (γ = 1700)

Fig. 3 Buyers’ profits under
I and J (γ = 1700)

Fig. 4 Supply chain profits
under I and J (γ = 1700)
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Next, we consider the case when the buyer’s audit cost α is high; for instance,
when α > 4β. In this case, Lemmas 1 and 2 imply that, when the buyer’s audit cost α
is high, the buyer will audit less and so the supplier will comply less. In particular, (6)
and (13) reveal that the supplier will reduce its compliance level so that x I < x J < 1.
At the same time, the buyer will reduce its audit level so that 0 < z I < z J < 1

2r .
From the supplier’s perspective, the supplier will earn a much higher profit under the
independent audit because the probability that the supplier will fail the audit under
an independent audit is lower than that under a joint audit when the buyer’s audit
cost becomes higher. Specifically, when 0 < z I < z J < 1

2r , the probability that the
supplier will fail the audit is lower under the independent audit because z I (1 − x I ) =
z I (1 − 2r z I ) < z J (1 − 2r z J ) = z J (1 − x J ). This observation is reflected in Fig. 2,
which illustrates that the supplier will earn a higher profit under the independent
audit when the buyer’s audit cost α is high.

From the buyer’s perspective, the benefit of the joint audit mechanism over the
independent audit becomes less significant at high values of α for two reasons: (a)
The benefit of sharing the audit cost under the joint audit mechanism becomes less
significant when the buyer audits less (because α is high); and (b) the benefit of the
collective penalty under the joint audit mechanism becomes less significant when the
buyer audit less (because α is high). Figure 3 shows that the buyer will experience an
increased profit under a joint audit, but this increase in profit becomes smaller when
α is high.

When α is high, the decrease in the supplier’s profit (due to joint audits) appears
to dominate the total increase in the buyers’ profits (due to joint audits). Figure 4
confirms the statement of Proposition 6. The supply chain profit is lower under the
joint audit mechanism when the buyer’s audit cost α is sufficiently high. Hence,
the joint audit mechanism cannot be Pareto-improving when auditing is too costly.
However, when α is below a certain threshold, Fig. 4 shows that the joint audit
mechanism can be Pareto-improving.

4 Conclusions

In this chapter, we investigate the impact of the independent and the joint audit mech-
anisms on supplier’s compliance level by considering a stylized model that involves
two buyers and one supplier. We employ a sequential game which better abstracts
the strategic interactions in supply chains in which the buyers are substantially more
powerful than the suppliers. The buyers move first through conducting audits and the
suppliers move next by complying with the audits held. (We shall refer the reader
to Caro et al. (2018) for the details about a simultaneous-move game model that is
more applicable when both the buyers and the supplier are almost equally powerful.)
Based on our examination of the equilibrium outcomes of the sequential game, we
obtain the following results:
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• Relative to the independent audit mechanism, the supplier will increase its com-
pliance level under the joint mechanism, and the supplier will obtain a lower profit
under the joint mechanism.

• Relative to the independent audit mechanism, the audit level is higher under the
joint mechanism, and each buyer will obtain a higher profit under the joint mech-
anism.

• While the joint audit mechanism appears to be appealing, we find that joint audits
can cause harm to the supply chain payoff (i.e., channel profit) especially when
the buyers’ audit costs are high.

In addition to gaining a better understanding of the impact of different audit
mechanisms on the buyer’s audit level and the supplier’s compliance level, the above
results have the following two practical implications:

1. When the audit cost is low, the joint mechanism can entice the supplier to increase
its compliance level and this can be Pareto-improving (i.e., there exists a transfer
payment scheme so that all parties will not be worse off.).

2. When the audit cost is high, the independent mechanism is the more practical
option because the joint mechanism cannot be Pareto-improving.

Future research could consider alternate audit mechanisms and settings where
our modeling assumptions do not apply. These include settings where the buyers
are nonidentical (different price/cost structure, different bargaining power, etc.), or
settings where information about price and cost structure is not perfectly known to
all parties. Given the current concerns over supplier compliance, addressing those
questions could be worthwhile avenues for future research.
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5 Appendix—Proofs

Proof of Lemma 1. The first statement follows from the fact that 2r ≥ 1 and (6).
To prove the second statement, first observe that z I = x I

2r . Hence, it suffices to show
the result for z I and when α ≥ β (otherwise, z I is constant). In preparation, we

claim that β ≥ 3mr2

2(1 + r)
. To prove this claim, we apply (7) to show this equality

holds if and only if d(2r2 + r − 1) + m(1 − 2r) ≥ 0. By using the fact that 2r ≥ 1
and by applying Assumption 2, we prove the claim by showing that d(2r2 + r −
1) + m(1 − 2r) ≥ (d − m)(2r − 1) ≥ 0. Now we prove z I is increasing in d for
any α ≥ β ≥ 3mr2

2(1+r)
. By differentiating z I with respect to d, z I is indeed increasing

in d because α ≥ 3mr2

2(1+r)
. This proves the second statement. The third, fourth, and

the fifth statements can be proven by direct differentiation with respect to α and γ ,
respectively. We omit the details. �



206 F. Caro et al.

Proof of Lemma 2. The proof follows the same approach as the proof for Lemma 1.
We omit the details. �
Proof of Proposition 3. Because x I = 2r z I and x J = 2r z J , it suffices to show that
z J ≥ z I . From (6) and (13), z J ≥ z I if and only if 2dr+(d−m)

α+4r(d−m)
≥ dr+(d−m)

2α+3r(d−m)
. This

inequality holds when 3drα + α(d − m) + r(d − m)
(
m + d(2r − 1)

) ≥ 0. This
last inequality holds because r ≥ 1/2 due to Assumptions 1–3. �
Proof of Proposition 4. Observe from (9) and (15) that, after some algebra,

π J
s (z J ) − π I

s (z I ) = 2(g + w)z I − 4r(g + w)z I 2 − 2(g + w)z J

+ 4r(g + w)z J 2 + 4r2(z I 2 − z J 2)γ,

= 2(g + w)
[
z I (1 − r z I ) − z J (1 − r z J )

] ≤ 0. (16)

The last inequality follows immediately by using three facts: (a) the parabola
y(1 − r y) attains its maximum when y = 1

2r ; (b) z I ≤ z J (Proposition 3); and (c)
both z I and z J are less than 1

2r (c.f. Eqs. (6) and (13)). �
Proof of Proposition 5. By the assumption of individual rationality, the buyers
operate under the joint audit mechanism only if �J (z J ) ≥ 0.

Now, suppose that 0 ≤ �J (z J ) < �J (z I ). Then
(
�J (z J ) − �I

)2
<

(
�J (z I ) −

�I
)2
, where �I are the profits if negotiations fail. But this would be a contradiction

because z J is the optimal solution to (12). Hence, �J (z J ) ≥ �J (z I ) = �I (z I ) +
α
2 (z I )2 ≥ �I (z I ) and the proof is complete. �
Proof of Proposition 6. To compare the supply chain profit under both mechanisms,
it suffices to examine the supply chain profit gap �SC , where �SC ≡ [2�J (z J ) +
π J

s (z J )] − [2�I (z I ) + π I
s (z I )]. After some algebra, we have that:

�SC = α(z I )2 + (z J − z I ){2(d − m + 2dr − 2rγ )

− (z J + z I ) (α + 4r(d − m − rγ ))}
= α[√2 · z I − z J ][√2 · z I + z J ] + (z J − z I )

{2(d − m + 2dr − 2rγ ) − (z J + z I ) (4r(d − m − rγ ))}

= (z J − z I )

[
α[√2 · z I + z J ]

(√
2 · z I − z J

z J − z I

)
+ 2(d − m + 2dr − 2rγ )

− (z J + z I ) (4r(d − m − rγ ))

]

Hence, the sign of �SC depends on the term in squared brackets since from
Proposition 3, we know that z J ≥ z I . It can be shown that
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lim
α→∞

[
α[√2 · z I + z J ]

(√
2 · z I − z J

z J − z I

)
+ 2(d − m + 2dr − 2rγ )

− (z J + z I ) (4r(d − m − rγ ))

]

= d2(1 + 4r + 5r2) − 2d(m + 2mr + 2r(1 + 3r)γ ) + m(m + 4rγ )

d − m + 3dr

= f (d)

d − m + 3dr

where f (d) = d2(1 + 4r + 5r2) − 2d(m + 2mr + 2r(1 + 3r)γ ) + m(m + 4rγ ), a

quadratic in d with roots
2r(γ + m) + m + 6γ r2 ± r

√−m2 + 4γ m(r + 1) + 4(γ + 3γ r)2

1 + r(5r + 4)
.

The roots are real if and only if, g(m) = −m2 + 4m(1 + r)γ + 4(γ + 3rγ )2 > 0.
Note that g(0) > 0, so f has real roots for m sufficiently small. Note also that
f (m) = mr2(5m − 12γ ) and f ′(m) = 2r(2m − 2γ + 5mr − 6rγ ), sowe have that

f (m) > 0 ⇒ 5m − 12γ > 0 ⇒ 2m − 2γ + 5mr − 6rγ > 2m − 2γ

+ 12rγ − 6rγ = 2m − 2γ + 6rγ

= 2m + 2γ (3r − 1) > 0 ⇒ f ′(m) > 0,

wherewehaveused the fact that 2r > 1.This implies that f (d)has atmost one rootd∗
in the region d > m because f (m) > 0 and f ′(m) < 0 cannot hold simultaneously
as shown above. Further, d∗ exists if and only if f (m) < 0 ⇔ m <

12γ
5 (i.e., m is

small). Finally, if d < d∗ (i.e., d is small), then f (d) < 0. This proves the result. �
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Chapter 12
Leadership in Risky Supply Chains

Christopher R. Paparone and George L. Topic, Jr.

Supply chains, once reliable assembly lines, are now spread across the globe and subject
to constant, nonlinear disruption – everything from a food shortage in Zambia to a disease
outbreak in China to a storm in the middle of the Pacific can impact delivery of a product
packaged in the United States.

General (US Army Retired) McChrystal et al. (2015: 249)

The essence of supply chain management is to make all the processes in the “chain”
as smooth and predictable as possible; ironically, it is a critical task of leaders and
managers to deal effectively with novelty,

1
anomalies, perturbations, and other risks

to those chains. We believe this to be true universally within the discipline whether
it is for the success of commercial entities, the provision of fulfillment services
or—in our professional field—ensuring our national security. In the US Department
of Defense and in other organizations worldwide and throughout history, the risks
described below have been and will likely continue to be daunting.

The “logistics business” in the military is especially sensitive because of the
constant pressure to minimize taxpayer cost—enabling the acquisition of more for
less—while always being aware that the wartime risks of logistics failure can be
catastrophic. There is a quotewidely known inmilitary circles attributed toAlexander
the Great: “My logisticians are a humorless lot—they know if my campaign fails
they are the first ones I shall slay.” In modern militaries, the importance of military

1We define emergent as “novelty” as never experienced before in the organization’s memory or
having the unwelcomed surprise of an “emergency.” In our view, dealing with novelty in supply
chains is risky.
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supply chainmanagement is similarly regarded as having risk to life and limb. Supply
chain management within the Department of Defense, and by extension to the other
parts of federal, state, and local government, intergovernmental organizations, and
other nonprofit sectors differ in someways from commercial enterprise; nevertheless,
some fundamental raisons d’être remainwhen it comes to assuring supply fulfillment
under risky conditions. In this chapter, we will offer some ideas about the importance
of flexibility, agility, and creativity in leadership no matter what the sector.

The Honorable Alan Estevez, former Principal Deputy Under Secretary of
Defense, often explained that military and commercial supply chains were very
similar, with three significant differences: “First there was no “Christmas” season
that came at a regular interval; second, we may not even know in advance when the
equivalent of Christmas (for customer demands) will come and third, if we have a
stock-out situation—for example with ammunition or fuel—there is a chance really
bad things can happen” (personal correspondencewith authors, January 2018). There
are some additional considerations that make military supply chain operations dif-
ferent as well. In many cases, our customers are constantly on the move with no fixed
address and in fact are trying to remain concealed. There are very few non-military
enterprises where there are adversaries attempting to physically attack, interdict or
destroy commercial supply chains (illegal narcotics distribution is one example) and
of course, having the 535 members of the US Congress as your de facto “board of
directors” introduces additional management challenges. All of these factors and
many others make it pretty important that leadership in risky supply chains must
encourage adaptation.

Two superb books on leadership that offer great insights on adaptivity are Ronald
A. Heifetz’s Leadership Without Easy Answers (1994) and his second book co-
authored by Marty Linsky, Leadership on the Line (2002). These writers describe
leadership as something different from exercising one’s expertise in the face of the
unexpected, that is, engaging in routine or “technical work.” Their main idea is that
leadership primarily occurs under emergent supply chain risky circumstances, where
confusion on what to do coupled with the social risks of creative deviance represent
the dangers of managing disruptive situations. Our purpose here is to extend this
adaptive perspective into the context of leadership in risky, ever-changing supply
chains. In lieu of well-engineered processes and adherence to repeatable techniques
(standard operating procedures or SOPs) being the currency of effective work, we
reorient on being creatively deviant as the most important aspect of the leader’s work
in the face of risky situations. Imaginatively influencing others to exercise divergent
thinking and acting under unfamiliar conditions can be critical to adaptation.

What we offer here are ideas on how to cope with emergent supply chain situa-
tions by reconceiving leadership as adaptive work that first requires an expectation
that what has worked well in the past may not work well now. This can be a hard
swallow as we have become accustomed to working in supply chains according
to the proven SOPs across business functions in which we have learned to think
and act with predictable results. Supply chain managers become technically profi-
cient in business analytics, sourcing, transportation, warehousing, inventory man-
agement, risk management, and reverse logistics. Many operations managers pride
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themselves with detailed materials order planning, creating best practices, and con-
trolling newly engineered processes that provide great efficiencies in manufacturing
and services.Marketing specialists attend to the art and science of consumer psychol-
ogy, pop culture, demographic trends, and leverage an expanding array of mass and
targeted communications media. Human resource experts bring their techniques of
labor law interpretations, approaches to talent management, enforcement of occupa-
tional safety, equal employment opportunity, and diplomacy in workforce relations.
Finance and accounting professionals specialize in the disciplines of business eco-
nomics, audits, tax law, loans, and investments and so forth. We are by no means
disparaging these highly honed and important competencies that guide professional
practice; rather, we are arguing that exercising these time-tested techniques should
not be the only foci of supply chain management expertise. The focus of adaptive
work—leading divergence in the face of emergent disruptive situations in supply
chains—is of at least equal importance, and, in the military context, may mean the
difference between winning and losing a battle or war.

The precision of practiced routinized practice is thus juxtaposed with the need
for creative divergence in managing supply chain operations. The difference lies in
how we collectively frame situations—between employing our confirmed, reliable
frames of reference and recognizing those that require reframing. When faced with
stable situations,we can rely on our training and organizational knowledge thatworks
much like our own “memory” becomes second nature in action; that is, we employ
the usual frames of reference. We tend to orient action based on the familiarity of
known-knowns or what Heifetz calls “technical work”—doing things which have
worked well in the past. On the other hand, risky situations require adaptive work,
taking transformative approaches that are radically different. Leadership seeks to
influence others to create unique frames of reference while acting in and reflecting
on novel situations. Figure 1 is a model of how tried and true routine (usual) and
adaptive (unusual) efforts work in tandem. The more novel the emergent situation,
the more divergence should take hold as we realize standardized frames of reference
will not work under unfamiliar conditions.

1 Dropping Old Tools

Abraham Maslow coined the proverbial tool metaphor: “I suppose it is tempting, if
the only tool you have is a hammer, to treat everything as if it were a nail” (1966,
p. 15); this shibboleth is used often when critically examining aspects of military
supply chain, emergent risk, and decisions about what to do about it. The supply
chain leader helps others search for unusual frames of reference in the context of the
unfamiliar, purposefully avoiding the organizationally accepted frames that would
try and “hammer” the situation into something more familiar. Adaptive leadership
pursues unusual frames of reference finding new meanings in situations through the
artful and improvisational creation of new frames of reference. Rather than belief in
the superiority of organizationally accepted technical competencies (signified by the
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Fig. 1 Routine with respect
to adaptive work is
situationally dependent

learning loop on the left side of Fig. 1), practice in novel situations should be recast
as a matter of deviation from normal practice (the learning loop on the right side of
Fig. 1). That is not to say that past reported inquiries and theories that do not work
now should be discarded; rather, that they may be at least temporarily displaced by
more improvisational or innovative meanings for action that addresses the moment
of confusion. Donald A. Schön, philosopher and professor of urban planning at the
Massachusetts Institute of Technology, put it this way:

The nonroutine situations of practice are at least partly indeterminate and must somehow
be made coherent. Skillful practitioners learn to conduct frame experiments in which they
impose a kind of coherence on messy situations and thereby discover consequences and
implications of their chosen frames. From time to time, their efforts to give order to a
situation provoke unexpected outcomes – “back talk” that gives the situation a new meaning
(1987: 157–158).

Furthermore, Schön points out that knowledge-at-work has to become malleable
and inventive:

…if you are dealingwith a unique situation, then by definition you cannot apply to it standard
categories of analysis and action. Because if it’s unique, just that about it which is unique
does not fit those categories. And therefore, you have to do something on the spot in such
a situation, something that involves invention, which involves reconfiguring the problem,
which may involve redesigning categories so that they fit it. (1995: 239).

The focus of supply chain leadership, then, would be to coach and participate
with stakeholders’ critical and creative conversation about the confusing situation at
hand. As such, the adaptive leader promotes deep, artful, critical, and interpretive
excursions into others’ divergent frames of reference and creative departures from
that past organizational learning ultimately designing new frames of reference. In
his later work, Schön, co-authored with Martin Rein, the process of reframing stands
in critical opposition to the existing “underlying structures of belief, perception,
and appreciation” that have been institutionalized (1994, p. 23). Hence, reframing
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involves a purposeful attempt to interrupt the shared, normalized ways of making
sense of emergent, risky situations.

The innovative design of unusual frames of reference when faced with novel
situations involves bringing the confusing world into mixed thought trials or “frame
experiments.” The group, led by the adaptive leader, may also practice real-time
trials in the midst of confusing situations. Such conversations and actions in the
fog of confusion should not be tightly governed by conventional approaches (i.e.,
Maslow’s “hammer”) that may dangerously provide the illusion of understanding
(everything is a “nail”); rather, be more fluid, where practitioners become actively
immersed, imaginative, and mindful in making new sense (emphasis added, Schön
1995: 389). These conversations should be expected to be “complex, defamiliarizing,
rich in paradox,” hence, “…clearing away conventional notions tomakeway for artful
and exciting insights” (DiMaggio 1995: 391).

The insights of Heifetz, Linsky, Schön, Rein, and others that built on their work,
can be applied to almost every disruptive situation; their ideas for generating creative
approaches to complex problems have given rise to several models from both aca-
demic institutions and practitioners. In the realm of supply chain management, these
ideas are especially useful and important, as the constantly changing nature of mar-
kets, global competition, and the speed of electronic commerce all require continuous
assessment and rapid adaptation. Organizations that clingmindlessly to a regimented
business practice, that have proved successful in the past need to recognize that their
very existence is at risk—and they often recognize it too late. In supply chain man-
agement, there is a constant struggle between the presumed more efficient routine,
standardized process and the more innovative solution—the reframing that Professor
Schön highlights—is fighting disruption with disruptive reframing and may even be
more expensive in the short term. Obviously, the best supply chain leaders are those
that can lead reframing efforts and quickly adapt supply chain organizations and
processes to meet emergent risk. While there may be countless more, we offer two
models for supply chain leadership that will stimulate creative and inventive frames
of reference for risky circumstances: Reframing through Divergence and through
Reframing Value Patterns.

2 Reframing Through Divergence

The system removes the threat of anyone exercising their independent will. Divergents
threaten that system. It won’t be safe until they’re removed.

—Jeanine Matthews2

The first model, divergence, seeks to increase inter-organizational and interpersonal
diversity in the team which has been charged with dealing with the emergent risk

2Jeanine Matthews was the antagonist character in the 2014 movie Divergent © played by Kate
Winslet.
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at hand. The leader sets conditions for others to pursue a new pathway while con-
structing a new sense of the reality they are facing along the way. One person’s usual
frame of reference is another’s unusual frame of reference; whereas, together, they
may work in tandem as an entirely innovative approach to a novel situation.

We are reminded of the popular trilogy science fiction novels (Roth 2013) and
SummitEntertainmentmovies,Divergent, presenting aworldwhere people are tested
and separated to live and work with like-minded others, each group bringing their
distinct way of constructing reality together to form a balanced and stable society.
The appearance of the divergent insurgents (i.e., those who can create a new societal
reality) who see conflict over whose perspective is best is not something to be sup-
pressed but serve as the source of inventive management and the creation of more
dynamic and exciting ways to deal with complex societal issues.

As the movie portrays, the utopian “high-performing team,” where frames of
reference are shared in a mutually trusting, well-balanced, and egalitarian fashion,
is not only very difficult to achieve, but may be contrary to the idea of adaptive
work. The goal of divergence is to emancipate and give voice to opposing (i.e.,
not necessarily complementary) frames of reference—embracing how each member
interprets the novel situation differently. After all, situations do not transmit meaning
in and of themselves; humans place meaning on them. That meaning is based in
frames of reference that include traditional knowledge disciplines, family upbringing,
schooling, personality preferences, and unique cultural perspectives. Management
here is based in giving voice and finding ways to protect against those who have such
divergent views that they are scoffed, socially excommunicated, or at the least, not
taken seriously.

As an exemplar, the US Army has invested in an institution called the University
of ForeignMilitary and Cultural Studies (UFMCS 2017) which provides handbooks,
guides, and articles seeking ways to give voice to divergent views—the Army calls
the opposition process “red teaming.” The UFMCS faculty is specially trained in
anonymity techniques, positive engagement methods, “taking the rank off at the
door,” and so forth, practices all geared to removing barriers to getting divergent
ideas on the table. The UFMCS offers three types of activities that the leaders may
employ to facilitate divergence:

(1) Increasing cross-cultural empathy—methods include Multi-framing, “4-ways
of seeing” exercises, and storytelling in cultures (narratology);

(2) Rewarding introspection and critical reflection—includes exposing institutional
assumptions and beliefs and conducting “pre-mortem analysis”—envisioning
what failure may look like; and,

(3) Mitigating groupthink—approaches to minimize the blinders of extreme, unre-
flective consensus.

All of these methods address social barriers by exposing red herrings (e.g.,
fear of powerful bosses and dominating people who coerce subordinates or
coworkers to use organizationally accepted competencies regardless how novel the
situation seems—these amount to fallacious appeals to authority or submission to
organizational “power politics”); and, preventing clan-like cultural habits (e.g., valu-
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ing “the team” more than the tough decisions; and, the self-censoring correlated to
the importance of the decision—that is, fear of speaking up as your ideamay be tried;
hence, you are to blame if the idea fails). One can access the UFMCS handbooks
online in the public domain. We encourage the aspiring adaptive leader to try some
of the anonymity methods at work or at home. These red teaming methods of diver-
gence permit ideas to get on the table with the protection afforded by anonymity.
While these may help get ad hoc groups started in getting different ideas out in the
open by minimizing the social barriers normally encountered, there may still be a
requirement for reframing value patterns.

3 Reframing Value Patterns

The essence of supply chain management and frankly for leadership in general is
in fact navigating a plethora of paradoxes—evaluating relative trade-offs, making
decisions and effectively implementing action once a decision is made. Inevitably
and naturally, any option for prioritization is going to come at the cost of an alternate
approach—and likely proponents or stakeholders who will promote what seems
best from their perspective. The essential factor in this process is being able to
frame or value various options against the core purpose and/or objectives of the
organization—and this is true for all supply chains from the most simple to the most
complex and whatever the nature of an enterprise might be, commercial, military or
others such as NGOs, humanitarian organizations, etc.

To restate the problem, we are addressing divergence from an existing set of orga-
nizationally accepted values that have been inculcated into its members. The need for
adaptive and creative revaluations in the face of emergent supply chain risk becomes
obvious. It is a strange paradox that the reliability of subordinates to accomplish the
tasks and missions they are assigned in the “right way” often determines who gets
promoted; yet, in a highly structured command and control hierarchy, such as the
military, the skills needed for the successful senior ranking logistician are not often
prized or rewarded in junior officers or young civilian Defense Department supply
chain managers. In fact, such deviant revaluations can be quite dangerous to career
progression. The bottom line is that one of the most important values for action
in both military and commercial organizations that undergirds leadership in risky
supply chain management is not conformance, but creative deviance. And this skill
requires the ability to step away from the familiar and well-understood and examine
an environment, as Paul DiMaggio noted, that is “complex, defamiliarizing and rich
in paradox” (1995: 391). Novel situations, requiring adaptive leadership, may call
for defying institutionalized valuations and require what we would call paradoxical
interpretation (based in the work of Cameron and Quinn 1999).

How does one go about shifting from the preference for an accepted institution-
alized value-pattern to an opposing value-pattern? While supply chain professionals
may be oriented on process control as a dominant value frame for what the institution
was designed to upkeep, re-patterning would require them to seek a contrasting value



216 C. R. Paparone and G. L. Topic, Jr.

Fig. 2 Opposing values of control with respect to flexibility in supply chain. The solid-lined oval
represents the organizations normalized frames of reference that work under normal conditions.
The dotted-lined oval reflects a shift because of the needed re-patterning of values

to consider other ways of appreciating the messy supply chain situation at hand. For
example, a paradoxical value to process control is process flexibility. The more con-
trol that management seeks (such as engineering highly efficient processes), themore
the people that work there may feel their ideas for change are stifled (i.e., they are not
at liberty to flex processes when unfamiliar conditions dictate). Figure 2 portrays the
necessary reframing or re-patterning of values, in this case flexibility with respect to
control.

Logistics executives and senior officers across the Department of Defense reflex-
ively seek tighter control over supply chains by invoking the reengineered of pro-
cesses from “end to end;” that is, developing a detailed supply chain architecture
from manufacturing, through distribution, all the way to the point of consumption.
We have purchased expensive commercial information systems to achieve better
financial accountability and efficiencies associated with managing billions of dollars
in military hardware (repair parts, ammunition, etc.). While managing the massive
supply chain through a host of automated control measures, we also must consider
the downside of achieving “Lean and Six Sigma” style efficiency with our logistics
systems (Paparone 2008). To deal with an uncertain supply chain in the fog of war,
we recognize that logisticians working in national depots as well as in fighting units
must be developed to be adaptive leaders. This desired adaptive work is associated
with a required value shift creating flexibility in otherwise tightly controlled supply
chain activities to deal with interruptive surprises that put the lives of soldiers, sailors,
marines, and airmen at risk. The value shift from control to flexibility can apply to
all supply chains that are subject to unforeseen novelty; hence, empowering adaptive
leadership all along the supply chain is required. Shifting the value from one side
to another becomes more like playing music along a continuum—from the directed
music of an orchestra and single designated conductor to that of an improvisational
jazz band where the lead shifts among the artists.

Another challenging paradox at work in supply chain management involves a
supply chain collaborative belief system among members with respect to a supply
chain competitive belief system of each enterprise member (Fig. 3) (Clarke-Hill et al.
2003). The tension between these poles with affiliates in a supply chain is apparent
with the sharing of information, which may be proprietary and is often of great value
to the owning company but at the same time may help others in the value chain make
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Fig. 3 Opposing values of collaboration with respect to competition in supply chain

the overall system work better. This is the central lesson of the iconic “Beer Game”
that virtually every entry-level supply chain student gets to simulate in some form.

For many companies, intellectual property is their crown jewel and constitutes
the difference between thriving with a distinct competitive advantage and literally
ceasing to exist. It is important to understand that intellectual property is not always
a secret recipe or electronic invention but may be a key process design that consti-
tutes a competitive advantage. For example, in the extremely fast-moving world of
women’s clothing cutting a few days off the time-to-market can significantly affect
profit margins. Innovative processes to assemble and distribute products are a major
focus of leading companies around the world—and of course in an increasingly
global marketplace this is even more important. But of course, supply chain manage-
ment requires sharing information, integrating processes, and collaborative decision
making with external members across the supply chain. Leaders at all levels are con-
tinually faced with challenging decisions to manage the tension between the risks of
collectivism with the risks of individualism.

There aremany other types of opposing values that leaders of all types face at every
level throughout their careers. Simplicity with respect to complexity, data-driven risk
analysis wrt intuition, tradition wrt innovation are but a few more continua of “oppo-
site values” that require continuous searching for the best balance between poles. As
with everything else discussed in this chapter, the ability to see and understand the
internal working of one’s organization with respect to the external environment (the
others in the chain) and the agility to respond with appropriate speed to both are the
keys to success. To initiate reframing associated with opposing values is to notice
when a “pattern shift” is needed—revaluation and balance are key considerations of
the supply chain leader. However, as the leader initiates and encourages divergence,
revaluation, and rebalancing, they may experience other challenges or unforeseeable
consequences.

4 The Hazards of Adaptive Leadership in Dynamic Supply
Chains

…every day youmust decidewhether to put your contribution out there, or keep it to yourself
to avoid upsetting anyone, and get through another day.You are right to be cautious. Prudence
is a virtue. You disturb people when you take unpopular initiatives in your community, put
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provocative new ideas on the table in your organization, question the gap between colleagues’
values and behavior, or ask [others]to face up to tough realities. You risk people’s ire and
make yourself vulnerable. Exercising [adaptive] leadership can get you in a lot of trouble.

—Ron Heifetz & Marty Linsky (2002, p. 2)

Leading group reframing excursions is not easy, particularly from being seen as
a rogue or deviant participant (which is why we strongly recommend the anonymity
techniques espoused and taught by UFMCS). Heifetz explains adaptive work:

Rather than fulfilling the expectation for answers, one provides questions; rather than protect-
ing people from outside threat, one lets people feel the threat in order to stimulate adaptation;
instead of orienting people to their current roles, one distorts people so that new role relation-
ships develop; rather than quelling conflict, one generates it; instead of maintaining norms,
one challenges them (1994: 126).

Such heretical-style leadership is messy, eclectic, interactive, inventive, polit-
ically dangerous (in the military and law enforcement context, perhaps physically
dangerous), technically unstructurable, countercultural, institutionally deviant, risky,
hypothetical, andmay end up endangering the career advancement or even continued
employment of those exercising it. Small deviations from the norm (a.k.a. organiza-
tionally accepted values) challenge those in power who may see such deviations as
arrogant and disrespectful as they identify themselves with the organization’s way of
doing things—after all, that’s how they were successful and moved up the hierarchy.
Accepting a countervailing narrativemay result in loss of power; hence, destabilizing
the “sacred” values and power structure of one’s workplace even though an enterprise
working group may find or want to test an approach that is unconventional to any of
their home institutions.

Heifetz and Linsky (2002) offer advice to deal with this social risk in part two of
their book. We offer a few synopses to give you a flavor:

• “Get on the balcony:” Try to place yourself outside the problem space to have a
different perspective (this is the essence of reframing and revaluing).

• “Think politically:” build relationships and deal with those who have strong oppo-
sition to reframing and revaluing.

• “Orchestrate the conflict:” maybe through a professional, unbiased facilitator (like
the “red teamers” at UFMCS) or a neutral physical location.

• “Give the work back:” make the issue your responsibility until solved while trans-
ferring much of the reframing and revaluation work to others.

• “Hold steady:” there will be accusations and pressures to back down, especially
as you are suggesting the organizational frames and values must change.

• “Manage your stress:” meaning, manage your anxiety even when you don’t feel
it.

• “Anchor yourself:” relationships outside of work (like family) are lifelong impor-
tance, remember there is life after this role is completed and you need that support.
(pp. 51–206)

Heifetzian style leadership is challenging, by definition fraught with risk, and
not for everybody. That said there is risk in inaction as well as strictly adhering to
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long-standing or well-established practices. We recognize such responsibility and
acceptance of career risk associated with creative deviance too stressful or discon-
certing for many people and their institutions. Such leadership is not for the faint of
heart.

5 Conclusion

As Abraham Lincoln famously said: “The dogmas of the quiet past are inadequate to
the stormy present. The occasion is piled high with difficulty, and we must rise with
the occasion. As our case is new, so we must think anew and act anew.” We found it
difficult to present a deep case proposing the case for leadership in risky supply chains
in a single book chapter. The emergent supply chain circumstances we continuously
face in the Defense Department are often unusual and facing emergent risk in any
context requires unusual ways to reframe and revalue. Our organizationally accepted
technical competencies, which we rightfully pride ourselves as “experts” will likely
not work well in dealing with emergent risk in supply chains.

Heifetzian leadership requires uncommon reframing and revaluations in dealing
with unusual situations. In both national security and commercial realms, we need
to develop leaders that are critical of the ways we have been taught to act in familiar
situations and seekways to respond to the unfamiliar. It is also important to recognize
that one should not be naïve when choosing to take this more socially dangerous path
of adaptive leadership. We hope that we have at least whet the reader’s appetite and
provided motivation to dig deeper into our reference list that follows. These are
marvelous resources for the lifelong learner interested in honing his/her skills in
managing risky supply chains—requiring leadership that leads creative deviance as
the “new norm.”

Disclaimer The views expressed are the authors’ and do not necessarily reflect the official policy or
position of the National Defense University, the US Department of Defense or the US Government.
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Chapter 13
Malicious Supply Chain Risk:
A Literature Review and Future
Directions

Scott DuHadway and Steven Carnovale

1 Introduction

Managing supply chain risk is an important component of supply chain management
and is generally defined as “the likelihood of an adverse and unexpected event that
can occur and either directly or indirectly result in a supply chain disruption” (Garvey
et al. 2015, p. 619). Risks can vary from major disruptions due to natural disasters,
supplier bankruptcy, quality failures, fraud, etc. In order for firms to develop a resilient
supply chain, it is important that they are able to correctly interpret supply chain risk
and adapt operations to meet those risks (Ambulkar et al. 2015; Pettit et al. 2016).
Thus, research in this area has explored much in terms of how to effectively manage
risks that are, implicitly, from inadvertent causes such as weather-based disruptions
or accidental supply failures through a variety of process-focused (i.e., procedural
recommendations/techniques to mitigate risk) research. However, much opportunity
remains to explore the role of relational risk associated with other companies or
individuals in the supply chain engaging in malicious behaviors that can lead to
disruptions. With that in mind, it is important that researchers recognize a type of
risk that has received limited attention in the literature,whichwe identify asmalicious
supply chain risk. We define malicious supply chain risk as the risk a firm has as a
result of an individual or organization making a deliberate decision that can lead to
harmful outcomes on the firm and its extended supply chain. Examining malicious
risk and disruptions is worthwhile, considering how relatively unexplored they are.
Accordingly, the following sections will explore these areas in detail.
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2 Literature Review

Though this area has received little attention, we note that the research on risks
associated with malicious behavior has been increasing over the past few years. The
evidence suggests that companies are increasingly facing crises from product harm
that results in a product recall (Liu et al. 2017). Despite these increases, there is
limited research which explores the motivation to engage in fraudulent actions at an
organizational level (Arnold et al. 2012). For example, some studies have explored
aspects of disruption risk related to intentional behavior in some way, including
threats from theft, piracy, terrorism, contamination, counterfeiting, and product tam-
pering (McGreevy and Harrop 2015), preparing a supply chain for premeditated
attacks on facilities (Parajuli et al. 2017), how to monitor fraud risks in the supply
chain (Vollmer 2015), and issues related from profiting from product-harm crises in
competitive markets (Rubel 2018), among others.

While much of the research in this area explores specific threats/risks, there is
some research that advances strategies for managing these types of risk. DuHad-
way et al. (2017) explore key differences in how to manage intentional disruptions
(similar to the concept of malicious risks defined in this chapter) as opposed to
traditional disruptions, suggesting that mitigating intentional disruptions requires
relationship-based approaches, while recovering from disruptions requires the abil-
ity to restructure a supply chain. Other research suggests that manufacturers must
build forms of relational governance to safeguard against the relational risk of part-
ners (Cheng and Chen 2016). Additionally, research which identifies the antecedents
of similar (malicious) disruptions or opportunistic events has found that power asym-
metry/imbalance culture can lead to malicious risks (Villena and Craighead 2017;
Madichie and Yamoah 2017).

Perhaps, the literature stream most closely connected to malicious risks is that
which explores opportunism, or “self-interest seekingwith guile” (Williamson 1985).
Opportunism is often thought of as the calculated efforts of an exchange agent to
mislead or otherwise obfuscate, or distort, a transaction (Williamson 1985). Perhaps,
a more applicable way to frame the impact of opportunism, particularly as it relates
to malicious risks, can be described as a partner within an exchange relationship not
acting in the best interests of the opposing partner (Doney and Cannon 1997). In
this case, there is a breakdown of trust in the relationship. Trust is typically broken
down into two critical constructs: credibility and benevolence (Morgan and Hunt
1994; Doney and Cannon 1997; Ganesan and Hess 1997; Huang et al. 2008; Suh
and Houston 2010). Credibility is the belief that the supplier will fulfill its promises
while being reliable and consistent in its commitments (Dwyer et al. 1987; Morgan
and Hunt 1994; Ganesan and Hess 1997). Credibility, with respect to the supply
chain literature, is a critical component to relational exchange (Ganesan and Hess
1997). Benevolence is the belief that a partner in an exchange relationship will not act
opportunistically if given the chance (Doney and Cannon 1997; Ganesan and Hess
1997). Researchers have given serious emphasis to the development, formation, and
management of trust. Given this emphasis, trust is a fundamental underpinning for
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•Falsifying Data
•Fraudulent Product Substitution
•Circumventing Quality Controls/Processes
•Counterfeit Goods/Intellectual Property Theft
•Theft/Piracy/Hacking

Malicious Risks

•Late Deliveries
•Fire at a supplier
•Accidental Product Quality Failures
•Natural Disasters
•Supplier Bankruptcy
•Economic Disruptions

Traditional Risks

Fig. 1 Examples of malicious and traditional risks. Adapted from DuHadway et al. (2017)

the development of the working dynamics between firms. Using opportunism as a
basis, we can identify several behaviors that fit with malicious risk and that have seen
some exposure in the literature (Fig. 1).

2.1 Examples of Malicious Risks

Consider the two major automotive recalls of Takata air bags and the Volkswagen
emissions scandal. The Takata airbag recall, which was the largest automotive recall
in history, occurred because Takata switched their production to using ammonium
nitrate instead of tetrazole in their airbag design to cut costs and then lied to their
customers regarding the safety of the new compound being used (Trudell et al.
2014; Trudell and Fisk 2016). Takata “routinelymanipulated results of airbag inflator
tests” (Trudell and Fisk 2016). Data indicating the risk of the air bags was deleted,
and customers were unaware of the risks that Takata knew and understood. Takata
engaged inmalicious behavior to advance their interests at the expense of their supply
chain partners.

Volkswagen engaged in deceptive practices which ultimately led to a recall for
their vehicles which used software to deliberately cheat emissions testing, causing
an estimated 59 premature deaths (Barrett et al. 2015), and a financial settlement of
over $15 billion in the USA (Fisk et al. 2016). Interestingly, in both of these cases
safeguardswere in place (airbag inflator tests to verify safety and the emissions testing
procedures) to prevent problematic behavior, yet the firms intentionally circumvented
such process controls and engaged in malicious behavior for their own self-interest.
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In 2013, it was found that beef lasagna contained horsemeat of varying percent-
ages, with some of them containing 100% horsemeat (Brown 2013). It is challeng-
ing to think that the introduction of horsemeat into the beef supply chain occurred
through some inadvertent or accidental measure, particularly given that differentiat-
ing between a horse and a cow is rather simple. At some point in the supply chain,
someone made the decision to substitute a horse for a cow and sell it as beef and did
so intentionally, likely because it saved them money. Even though beef and horse-
meat might be reasonably comparable, the act of deception in the supply chain is
what serves to motivate the exploration into malicious risks. If our supplier says,
“This is beef”—should we not be able to rely on that statement? And if we do decide
that we are not ready to trust our supplier, how can we protect ourselves from when
suppliers decide to deliberately deceive us, or when our suppliers themselves have
been duped? The issue of product deception and fraud very quickly becomes a sup-
ply chain issue, particularly because the ramifications of deceptive behavior have
far-reaching effects on all members in the supply chain.

There are examples of firms who have taken the appropriate quality control mea-
sures to protect their supply chain who have been impacted by deliberate deception
of a supplier. The lead-based paint toy recalls from 2007 which Mattel experienced
are notable because Mattel established and paid for a testing facility, thus taking
what would normally be appropriate measures to ensure that the materials coming
into the supplier’s facility were of appropriate quality. However, their supplier inten-
tionally avoided the testing facility (Woo 2008). Accordingly, we need to rethink the
way we manage a supply chain to limit our exposure to malicious risks. Traditional
process-based approaches can be ignored or circumvented.

Malicious risks can take a variety of different forms, including falsifying data,
supply chain fraud, counterfeit manufacturing, digital security threats, intellectual
property theft, contract breach. A 2012 study found that 33% of the 1215 fish samples
collected at restaurants, sushi vendors, and grocery stores were labeled incorrectly
(Warner et al. 2013). Supply chain fraud has been identified as the “single most
exposed area” of fraud (Bhide 2012, p. 16). Counterfeit manufacturing has become
a large problem in the automotive supply chain, and examples of their impact on
manufacturers and consumers are not difficult to find. Daimler seized 1.6 million
counterfeit products in a single year (Daimler 2017). Mislabelled counterfeit plastic
parts in Aston Martin vehicles have led to major recalls (Wowak and Boone 2015;
DuHadway et al. 2017).

Much of the research on supply chain disruptions has explored it from the perspec-
tive of managing it via process-based controls. For example, research on automotive
recalls has explored it from a process-based view (Shah et al. 2017), but there is evi-
dence of a number of recalls which happened even though “specific measures were
undertaken by the firms to avoid such issues,” suggesting that “efforts to improve
quality performance of vendors may not be effective” (Agrawal and Muthulingam
2015, p. 350). So, how then should we manage these types of risks? Some strategies
involve different approaches. For example, Babich and Tang (2012) suggest deferred
payment outperforms inspections as a more effective way to eliminate opportunism
such as product adulteration.
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If we are relying on process-based controls, we are inherently relying on trust as
a protection mechanism to ensure that such procedures are followed. While trust can
be good, consider the dark side of trust as well. To highlight this dark side of trust,
consider the example provided in the book Turtles of the World (Bonin et al. 2006).
The authors explore a number of different species of tortoises, finding that in some
species an interesting symbiotic relationship emerges between the turtles and some
local finches. The finches eat the small bugs and parasites that live on the turtles,
particularly in hard to reach places such as under the head and neck of the turtle.
This behavior involves a turtle signaling to the bird by raising up on its front legs
and letting the bird crawl underneath him to eat the insects. However, some of the
turtles have tasted the dark side and learned that by suddenly dropping itself onto the
bird, it can catch the bird under its shell, crushing it and providing a good source of
nourishment in the form of newly tenderized protein. Although this example is quite
extreme, trust in relationships is exhibited in similar ways. It slowly develops over
time as expected behaviors emerge which can formmutually beneficial relationships.
Yet, if one party decides to start playing unfairly, it can have dramatic consequences
on the other involved parties.

3 Managing Malicious Risks

Weexplore three traditional approaches formanaging risk: detection/avoidance,miti-
gation, and recovery. These three phases of riskmanagement represent before, during,
and after a disruptive event has occurred (Fig. 2).

Detection can serve as an early warning system or can help to dodge a disruption
completely. If the disruption is unavoidable, it can ensure that good plans are in
place to manage the disruption once it occurs. For example, take the recent example
of bitcoin’s price volatility (Sapuric and Kokkinaki 2014). Such fluctuations in price
have led to shortages of video cards and incredibly high prices, as one of theways that
bitcoins can be gathered is through electronic mining which is most efficient using
high-end graphics cards. However, due to the fluctuation of prices of bitcoins, the
demand is highly uncertain and difficult to predict. Being able to observe earlymarket
trends can help firms avoid underproducing or over-producing products leading to
either a disruption or a surplus of product that needs to be liquidated at a lower price.

A number of detection and avoidance mechanisms exist, including quality man-
agement (Lee and Whang 2005), information sharing (Sheffi 2001; Kleindorfer and
Saad 2005), supplier audits and supplier development (Giunipero and Eltantawy
2004), and security assessment andmanagement practices (Finch 2004). Even though
there are many different mechanisms for detection, effective detection which comes
from information sharing, supply chain visibility, and supplier integration can detect
or prevent a variety of disruptions (DuHadway et al. 2017). Another effective mech-
anism to limit malicious risks is transparency. For example, blockchains have been
suggested as a potential avenue for increasing transparency with smart contracts
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Fig. 2 Sources andmitigation strategies for malicious risks. Adapted fromDuHadway et al. (2017)

(Nugent et al. 2016). Further research into the area of technology tools to enable
transparency is necessary so as to provide recommendations in this area, however.

Mitigation can limit the potential impact of a disruption occurring. This is crit-
ical for minimizing the harm to a supply chain from a disruption. Some research
suggests that structural approaches can help to mitigate damage, such as modularity
and diversification (Kleindorfer and Saad 2005). Other more traditional approaches
might include stockpiling inventory (Chopra and Sodhi 2004; Tomlin 2006). These
strategies are important to recognize, because it is possible that these strategies exac-
erbate the risks of malicious disruptions rather than limiting them. For example,
consider the impact of high levels of inventory when the disruption is due to supply
chain fraud such as lead-based paint in children’s toys. Higher levels of inventory
would then need to be discarded in addition to the carrying costs of maintaining
higher levels of inventory. Modularity has been argued to generally limit exposure to
opportunism (Lippman and Rumelt 1982; Pil and Cohen 2006), but if the modular
system is compromised through intellectual property theft or counterfeiting, the issue
could be further exacerbated because the entire system is now compromised.

Recovery is another aspect of risk management that requires a completely differ-
ent approach. One of the most common approaches for risk recovery is to develop
a resilient supply chain, or one that is quickly able to return to its previous state
after a disruption (Christopher and Lee 2004). However, this approach is counter-
intuitive when the disruption is caused by malicious risk. When the disruption is
caused by malicious risk (i.e., finding out that your supplier has been selling you a
counterfeit product), there is no value in returning to the previous state, so resilience-
based recovery approaches are insufficient. Using an analogy of a human immune
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system, we can liken resilience to being able to recover from injury. Such injuries
generally occur from an external cause, and the goal of recovery is to return to full
functionality from the injury. However, disruptions from malicious risks could be
seen as analogous to symptoms of an infectious disease. In such a case, it might
require addressing the conditions that led to the symptoms internally. Without treat-
ment, the infection could significantly worsen and lead to other problems. The goal
should not be focused only on treating the symptoms, but the core of the problem.
In extreme cases, it might require removal of the infected part. The approach that
should be taken when a supplier has a product quality failure due to some accidental
cause should be substantially different than when a supplier intentionally deceives
or lies about product quality and intentionally substitutes an inferior product to make
money. Recovering from malicious risks will require a more substantive approach
which will require restructuring the supply chain, for example, by excising the sup-
plier, or more fundamental approaches to addressing the cause of the disruption.
Appropriate supplier relationship management could help substantively in this area.

4 Drivers of Malicious Risks

The above discussion makes clear that dealing with malicious risk through the prism
of traditional supply chain risk management can be insufficient for preventing dis-
ruptions due to such risks. The reason is that the causes for the manifestation of such
risks are different, and so too are the impacts that they have on the network in which
the firm is embedded. Although the research on malicious risks is relatively limited,
we propose that the drivers (i.e. antecedents) of such malicious risks can arise from
three core areas: (1) the microlevel: behavioral drivers; (2) the mesolevel: structural
drivers; and (3) the macrolevel: network exposure as a driver. Below, we briefly
explore the implications of each of these drivers and propose a research question
motivating each area’s future work.

4.1 Micro-Drivers: Behaviorally Driven Risk

Take the example of the fraudulent beef lasagna example above, where at one point
someone made the choice to swap horse for beef and include it in the supply chain.
This is a microlevel decision with cascading impacts on the rest of the supply chain.
Concepts such as dependence asymmetry, trust and relational governance, transitive
trust, cultural norms and values, business ethics can provide interesting insight into
terms of how we can limit malicious supply chain risks. At this level, a core research
question is: What relational mechanisms engender the development of malicious
supply chain risks?
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4.2 Meso-Drivers: Structurally Driven Risk

The structural drivers of malicious risk can include risks associated with the general
trends to the changing environmental conditions surrounding supply chain manage-
ment in amodern era. These include the increasing reliance on digital manufacturing,
high levels of modularity, data security processes, the world becoming increasingly
connected, and emergent cultural differences through a more connected world. Take,
for example, the recent ascendency of blockchain technology into various supply
chain processes. On the one hand, it promises increased transparency and visibility
(Nugent et al. 2016), yet in order for the supply chain to benefit from transparency
firms must be candid and share all of their information on the blockchain. What
happens if an actor is less than honest? Hence, a core research question motivat-
ing these structural drivers of malicious risk is: What are the exogenous, structural
mechanisms engendering the development of malicious supply chain risk?

4.3 Macro-Drivers: Network Exposure

Research examining a firm’s network exposure as a driver of malicious risk should
seek to understand how different network structures in which firms are embedded
can change their exposure to malicious risks. For example, highly central firms or
firms with a high degree of connectivity to various firms might experience more
exposure to malicious behavior. In addition, the influence of opportunistic behavior
on a network could exhibit transitive properties such that malicious risks can spread
throughout a network. Take, for example, the increasing role of Internet of things
(IoT) and the connectivity across many different systems in a typical supply chain.
What if, for example, an autonomous trailer is hacked by a malicious actor? The
truck interacts with the firm via the cloud, and now, the hacker has the ability to steal
data, corrupt systems, and so on. Thus, with increased connectivity comes increased
risk, particularly as it is related to the firm’s network. Thus, a motivating research
question at this level is: What role does the structure of the network in which a firm
is embedded have on its susceptibility to/from malicious supply chain risk?

5 Conclusion

Human beings hedging against risk can be seen as far back as the ancient Egyptians
stockpiling grain as a mitigation tool against poor harvests (Levinson and Levin-
son 1985). Furthermore, while tools, techniques, and methods for dealing with risk
have evolved into advanced systems, much of the research advocating prescriptive
methodologies for managing risk focuses predominantly on inadvertent risk. The
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core thesis of this chapter is to shift the thinking, to focus onmalicious risks, or those
that are intentionally caused in the supply chain.

The reason for this need to examine, theorize against, and prescribe mechanisms
for dealingwith such risks is simple:Malicious risk can circumvent traditional supply
chain risk management approaches. Effectively, the reason why malicious risks can
be so pervasive is that their causes are quite different. Thus, in this vein we suggest
that there are three core areas which drive malicious supply chain risk: behavioral-,
structural-, and network-related engendering mechanisms. Further, research in this
area is quite nascent with little, if any, work explicitly focused on these causes. Thus,
as we enter the brave new world of supply chain risk management in the twenty-
first century, our thinking needs to evolve with it. Traditional (inadvertent) risks and
disruptions, though ever present, are also compounded by those intentional threats to
normal operating conditions. Supply chain management needs to adjust its thinking
to also consider how to thwart and minimize such risks. Moving forward, we are
wise to remember the advice of Warren Buffet, “Risk comes from not knowing what
you’re doing.”
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Chapter 14
A Behavioural View of Supply Chain
Risk Management

Mehrnoush Sarafan, Brian Squire and Emma Brandon-Jones

1 Behavioural Supply Chain Management

At its core, behavioural supply chain management studies the effect of human
behaviour on supply chain operations and process performance, influenced by “cog-
nitive biases, social preferences, and cultural norms” (Loch and Wu 2007, p. 15).
Traditionally, operations and supply chain literature has examined various phe-
nomenon from the lens of a rational decision-maker (Bendoly et al. 2006; Gino
and Pisano 2008). This involves several implicit assumptions about the nature of
human behaviour in the system; that is, people are (1) not the main phenomenon
under study, (2) deterministic in their behaviour (e.g. they do not make mistakes;
they are never influenced by their environment, beliefs and values), (3) indepen-
dent and not affected by each other, (4) unchanging in their abilities and behaviours
and (5) emotionless (Boudreau et al. 2003). There is evidence that individuals often
violate these assumptions in a systematic manner, especially under situations of
uncertainty (Kahneman and Tversky 1982). Simon (1979) argues that limitations
in humans’ memory, information gathering and computing ability constrain indi-
viduals to evaluate all possible alternatives under conditions of uncertainty and
make fully rational decisions. Hence, the main purpose of behavioural research is to
address the gap between the prediction of supply chain management theories and
actual practices by accounting for the characteristics of human agents (e.g. beliefs,
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personalities, attitudes) and governance-influencing properties of supply chain sys-
tems (e.g. power-dependence, trust, relationship forms) (Gino andPisano2008;Tang-
pong et al. 2014). The research in this area has extensively leveraged the behavioural
operations management (BeOM) and more broadly sociological and psychological
perspectives in examining supply chain management phenomenon that might have
been regarded as anomalies if seen from the lens of the traditional literature (Bendoly
et al. 2009; Loch and Wu 2007; Tangpong et al. 2014).

Recent research in this area has explained the underlying mechanisms that shape
managerial behaviour in newsvendor problems (e.g. Schweitzer and Cachon 2000;
Véricourt et al. 2013), make-or-buy decisions (e.g. Mantel et al. 2006), supplier
selection (e.g. Kull et al. 2014; Riedl et al. 2013), the bullwhip effect (e.g. Bolton
and Katok 2008; Croson et al. 2014) and buyer–supplier relationships (e.g. Eckerd
et al. 2016; Liu et al. 2012). For instance, in explaining behavioural sources of
the bullwhip effect, Sterman and Dogan (2015) find that scarcity, especially when
there is uncertainty about final demand, may cause anxiety, fear or panic, leading
individuals to place much larger orders than they need when it is not rational to
do so. In a similar vein, some studies have demonstrated the impact of cultural
differences (Carter et al. 2010), risk perception and managerial illusions of control
(Kull et al. 2014) on the outcome of supplier selection decisions. In general, recent
behavioural research has contributed to the traditional literature by covering not only
the properties of supply chain systems—e.g. structure, strategy, design—but also
the characteristics of human agents—e.g. biases, personalities, preferences—who
operate in such systems (Tangpong et al. 2014). This has, in turn, led to a better
understanding of the underlying mechanisms of supply chain performance, as well
as exploring intervention and institutional strategies such as training programmes
and decision support systems that can reduce the effect of human biases (Bendoly
et al. 2006; Gino and Pisano 2008; Loch and Wu 2007).

2 Supply Chain Risk Management: Limitations
and Opportunities for Research

Supply chain risk management is essentially a decision-making process whereby
managers evaluate the sources of supply chain risk and make decisions on whether
to accept an assessed risk or implement strategies to reduce the probability and/or
potential consequences of its occurrence (Manuj and Mentzer 2008; Norrman and
Jansson 2004). Over the years, the literature has offered various risk management
strategies, such as multiple sourcing (Hendricks et al. 2009), risk sharing (Nishat
et al. 2006) and flexible transportation (Tang 2006), that may reduce the probability
and/or firm’s exposure to supply chain disruptions. Thesemitigation approaches have
significant value in practice, including improved supply chain resilience, yielding
higher supply base reliability (Tang 2006), lower system costs (Aqlan and Lam
2015), higher service levels (Wu et al. 2007) and shorter time to recovery (Sheffi
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and Rice 2005). However, a successful application of such strategies depends on the
competence of supply chain managers and their ability to make crucial decisions
when facing risk (Ambulkar et al. 2016).

To assist managers in such decision-making tasks, supply chain practitioners and
scholars have developed risk management tools and frameworks (Kleindorfer and
Saad 2005; Ritchie and Brindley 2007). Themajority of these frameworks havemade
explicit and implicit assumptions on the nature of risk assessment and individuals’
decision rules (Bendoly et al. 2006; Gino and Pisano 2008; Loch and Wu 2007).
The accuracy of these assumptions has been questioned by behavioural research in
analogous fields such as finance and recently by the supply chain risk literature. Our
aim in the next two sections is to challenge these assumptions from a behavioural
point of view and propose some avenues for future research.

2.1 Assumption 1: Objective Assessment of Risk

Risk assessment most commonly refers to an objective process of estimating the
likelihood and potential consequences of a risky event, assigning significance to the
impact and assessing the overall risk (Yates and Stone 1992). In the presence of
historical data on the source and frequency of risks, this may be straightforward
and can be done using quantitative techniques and statistical analysis. However, due
to the global, dynamic and interdependent nature of the supply chain environment
(Ellis et al. 2011), uncertainty is present in almost every risk management process
andmakes objective quantification of risk virtually impossible (Tazelaar and Snijders
2013; Vilko et al. 2014). Managers may face substantive uncertainty (Dosi and Egidi
1991) in the evaluation of supply chain risks because there is a lack of information
about (a) the nature of an event, (b) the cause–effect relationships of an event (i.e.
the lack of information about the location, severity and timing of an event) or (c) the
value of available mitigation strategies (Milliken 1987). In addition, even when all
necessary information is available, procedural uncertainty may limit their ability to
process all of this information and pursue decision objectives (Dosi and Egidi 1991).
To deal with such uncertainties, they instead rely on a range of socio-psychological
processes and decision heuristics to form a subjective perception of risk (Sitkin and
Pablo 1992), which will be subsequently used as the basis of their decision-making
(Ellis et al. 2010; Ellis et al. 2011).

2.1.1 Subjective Risk Perception

Sitkin and Pablo (1992, p. 12) define risk perception as “a decision maker’s assess-
ment of the risk inherent in a situation”. It guides individuals’ evaluation and deci-
sions about risk by influencing the information they attend to and/or utilise as the
basis of their judgement (Sitkin and Pablo 1992). Risk perception is a psychological
factor that is based on a variety of sources of information (Gierlach et al. 2010), but
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is mostly shaped by people’s past experiences (Kull et al. 2014), beliefs (Douglas
andWildavsky 1983) and cultural factors (Dake 1992; Hsee andWeber 1999). These
affect perceptions either through biasing the perception of overall risks (Douglas and
Wildavsky 1983; Kahan et al. 2007) or individual components of risk—i.e. proba-
bility and consequences of outcome (Croson and Gneezy 2009; Gustafson 1998;
Weber and Hsee 1998). For instance, Hsee and Weber (1999) find that cross-cultural
differences systematically affect the level of perceived risk in different domains. For
example, Chinese people perceive lower levels of financial risk compared to their
American counterparts since they believe that their cultural group would financially
support them if the risk led to catastrophic outcomes. Similarly, behavioural fac-
tors can affect the individual components of risk perception (Jia et al. 2015). For
instance, technical experts might present a very accurate estimation of consequences
of a risky event, but they still underestimate the probability of it happening (Slovic
1993). The effect of such behavioural factors on subjective perceptions of risk is
mediated through two generic processes: (1) decision-makers’ use of intuition and
(2) sense-making. The following two sections will discuss these in more details.

2.1.2 Intuition

To deal with the complexity of supply chain problems and the limitations of their
computational resources, managers often use their intuition, or what is commonly
referred to as gut feeling (Stanczyk et al. 2015). Intuitive judgement is a psychological
evaluation process based on people’s non-conscious use of heuristics or cognitive
schema (Dane and Pratt 2007; Fiske and Taylor 1991). Heuristics are simplifying
mental strategies (i.e. shortcuts) that are utilised for quick and efficient processing of
external information (Mishra 2014; Tversky and Kahneman 1973), while schema is
defined as a complex structure of individual’s beliefs, values and experiences stored
in their social memory and representing knowledge about a particular concept (i.e.
expectations about people, objects or social groups) (Fiske and Taylor 1991). At
its core, schema function as a filter, guiding decision-makers to attend to what is
important and help them to fill in gaps when information is missing or ambiguous
(Gibson et al. 2009). Although intuition has been proved useful in solving a variety of
complex problems (Dane andPratt 2007; Issack 1978), it could also lead to systematic
biases in decision-making (Carter et al. 2007; Kaufmann et al. 2014).

Research has identified a range of biases affecting individuals’ judgement and
decision-making in different contexts (Mishra 2014; Simon et al. 2000). A full
review is beyond the scope of this chapter, but see Hogarth (1981), Carter et al.
(2007) and Gino and Pisano (2008) for a list of frequently applied biases within the
operations management context. To take one example, people are shown to often
underestimate the possibility of downside risk and overestimate the chance of pos-
itive outcomes happening to them (Weinstein and Klein 1996). The phenomenon
is referred to as unrealistic optimism or optimistic bias and could explain devia-
tions from objective evaluations of risk based on people’s belief that they are less
likely than others to experience the negative consequences of risk (Breakwell 2014).
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Furthermore, empirical evidence has provided insights into individual and cultural
variations to the susceptibility of biases (e.g. Busenitz and Barney 1997; Stanovich
and West 1998). For instance, Chui et al. (2010) find that in individualist cultures,
where individual achievement and personal control are valued, people often fail to
acknowledge the limitations of their knowledge and underestimate their likelihood
of experiencing negative events (Helweg-Larsen and Shepperd 2001; Van den Steen
2004). Subsequently, they may perceive lower levels of risk compared to collectivist
cultures when facing a similar situation (Rieger et al. 2015).

2.1.3 Sense-Making

Sense-making refers to a socio-psychological process that occurs when individuals
face discrepant cues in their environment, and involves the retrospective development
of a plausiblementalmodel of the situation that facilitates information processing and
decision-making (Maitlis and Sonenshein 2010; Olcott and Oliver 2014). It is partic-
ularly useful in resolving equivocality within a disruptive environment and shaping
responses during and after an unexpected event (Ellis et al. 2011). Research in this
area falls into two categories. The first group constitutes studies that focus on sense-
making during a crisis as the event unfolds (e.g. Kayes 2004; Weick 1988; Wicks
2001). A well-known example is Weick’s (1988) seminal study on Bhopal Accident
that explains how an individual “confronts a puzzling assortment of dials, lights and
sounds and discovers, through action, what the problem is, but in doing so, shapes
the problem itself” (p. 306). The author argues that when facing an ambiguous envi-
ronment, people often take actions (i.e. enact) to transform a complex situation into a
simpler one. Subsequently, through interpretation and perception of their action (i.e.
selection), they identify what the problem may have been, and whether their action
was relevant and should be consolidated in the long term (i.e. retention). Within the
supply chain risk literature, Ellis et al. (2011) draw from this perspective to develop a
conceptual model that describes the underlying socio-psychological mechanisms of
managerial decision-making in the face of supply chain disruption risks. The authors
suggest that, facing a disruption, managers adopt a particular mitigation strategy (e.g.
logistic integration, supplier development) that resolves equivocality in the situation.
The efficacy of such a strategy in the long term is assessed by subjective perceptions
of the magnitude and significance of losses following the action.

On the other hand, the second stream of sense-making studies is concerned with
making sense of an event after it has occurred, i.e. how people interpret “what was the
problem”, “why did it happen” and “who was responsible” (Maitlis and Sonenshein
2010). For example, Olcott and Oliver (2014) use this view to study the development
of organisational recovery capabilities and responses to the 2011 Japanese earth-
quake. In a similar vein, Coombs and Holladay (2002) focus on the public’s attribu-
tion of responsibility following an organisational crisis (e.g. product recall, human
breakdown accident) and the adoption of a firm’s adoption of a response strategy
to protect its reputation. A dominant theory used by these scholars is attribution
theory, which examines the impact of attribution on people’s emotion, expectation
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and future actions (Weiner 1985). For instance, recent studies have used the theory
to understand the underlying factors that guide buyers’ switching behaviour in the
face of a psychological contract breach (Mir et al. 2017) and consumers’ emotional
responses to a firm’s unsustainable behaviour (Hartmann and Moeller 2014).

Furthermore, a reviewof studies across both streams shows the importance of indi-
vidual, organisational and situational factors in sense-makingprocesses. For instance,
drawing from enactment theory, Ellis et al. (2011) suggest that decentralisation and
team diversity could reduce the level of equivocality in supply chain disruption
situations, which in turn influence the sequence of activities in the sense-making
process. Some scholars have also found that cultural backgrounds could affect the
way in which people make sense of an event and attribute causes (Anagondahalli
and Turner 2012; Martinko et al. 2007). For instance, Menon et al. (1999) show that
individuals from collectivist cultures are more likely to attribute causes to contex-
tual factors, while their counterparts from individualist cultures tend to focus on the
individual actor.

2.1.4 Research Opportunities

The advance of behavioural research in supply chain management provides evidence
on the importance of managerial perceptions of risk in decision-making (Tazelaar
and Snijders 2013; Zsidisin 2003; Zsidisin andWagner 2010). Ellis et al. (2010) draw
from transaction cost economics (TCE) and resource dependence theory (RDT) to
identify product- and market-related factors, such as product customisation and mar-
ket thinness, that shape managers’ overall perception of risk and in turn determine
their choice of searching for an alternative supplier to manage risk. In a similar vein,
Kull et al. (2014) show the effect of risk perception on the supplier selection process.
Using a behavioural scenario-based experiment, the authors show that sourcing an
important or difficult product category leads to higher levels of perceived risk, which
subsequently increases preference for a supplier with more certain performance out-
comes, even when that choice has a lower expected pay-off. Although these studies
have started to explore behavioural factors that influence risk perception and risk-
related decision-making, the literature is still in its infancy.

To improve the effectiveness of risk management practices, an explicit acknowl-
edgement of behavioural factors and their impact on decision-making and percep-
tions of risk is crucial (Carter et al. 2007; Gino and Pisano 2008). Future studies
could start to explore individual and cultural differences in cognitive biases and their
consequences on managerial perceptions of risk in various contexts. In addition,
researchers may use a range of quantitative and qualitative methods to empirically
test the effect of behavioural factors on managerial sense-making during and after a
disruptive event (Ellis et al. 2011). Identifying these factors and their impact on risk-
related decision-making could help inform the design and development of incentive
systems and situational interventions to improve decision consistency and minimise
biases in managing risk (Sitkin and Pablo 1992). Potential research could seek to
answer:
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• How do individual differences (e.g. age, gender, experience) bias managerial per-
ceptions of risk?

• How does culture affect managerial perceptions and management of supply chain
risk?

• What are individual and contextual differences inmanagerial sense-making during
a supply chain disruption andwhat are the consequences of this for the development
of mitigation strategies in the long term?

• How do organisational factors (e.g. control systems, incentives, structures and
systems) affect the managerial sense-making process?

• What shapes managerial sense-making (e.g. attribution of causes and responsibil-
ity) in the aftermath of a supply chain disruption? How does this influence firms’
recovery responses?

2.2 Assumption 2: Rational Decision Rules

Traditionally, the literature has assumed that an individual’s goals when confronted
with a risk-based decision follow standard economic rules, such as cost minimisation
or profit maximisation (Bendoly et al. 2006). Within the supply chain risk literature,
a common objective is to optimise risk by balancing the overall costs of mitigation
strategieswith the potential financial consequences of a possible disruption (e.g. costs
of switching a supplier with the financial losses of a supplier disruption) (Chopra and
Sodhi 2004, 2014). On the other hand, there is evidence that supply chain managers
may not always pursue optimisation in making such mitigation decisions (Carter
et al. 2007). For example, a buyer may overly weight disruption costs because they
believe that the supplier has violated the reciprocity of the relationship, or they may
perceive lower switching costs since they have a lower propensity to tolerate risks
involved in a status quo situation. The literature has suggested a range of individual
and social preferences that may influence operational and relational decisions, such
as newsvendor problems and contract design (e.g. Katok and Pavlov 2013; Loch and
Wu 2007; Urda and Loch 2013). Here, we will focus on those that could potentially
influence the overall goal of risk management models—i.e. risk optimisation.

2.2.1 Risk Propensity

Risk propensity is an individual characteristic that affects decision-making in the face
of risk (Sitkin and Pablo 1992). People may be risk-averse with a strong tendency
to avoid risks or risk-seeking enjoying the challenges involved in risky situations
(Kocabasoglu et al. 2007). In general, there are two main conceptualisations of risk
propensity in the literature. One stream views it as a general personality trait that is
consistent in different contexts and stable across various situations (Bromiley and
Curley 1992). These scholars use a range of personality features, such as sensation
seeking (Zuckerman 1979, Horvath and Zuckerman 1993), impulsiveness (Eysenck
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and Eysenck 1978), openness (McCrae and Costa 1997) or decision-making style
(Franken 1988) to demonstrate the individual differences in risk behaviour. Apart
from psychological traits, demographic and socio-economic characteristics, such as
gender (Byrnes et al. 1999), age (Cauffman et al. 2010) and job function (Steward
and Roth 2001), have been also shown to correlate with individuals’ preferences
towards risk.

On the other hand, the second stream theorises risk propensity as an individual’s
characteristic which varies in different situations and decision domains (Weber et al.
2002). In other words, individuals cannot be categorised as general risk seekers or
averters; instead, they are likely to be consistently seeking risk in certain areas of their
life (e.g. business) and reluctant to take risk in others (e.g. personal) (Maccrimmon
and Wehrung 2014; Nicholson et al. 2005). Within this stream, some scholars (e.g.
Sitkin and Pablo 1992) also argue that risk propensity is persistent at a single point
in time, but can evolve as people gain more experience. These authors suggest that
dispositional risk preferences, individuals’ routine ways of handling risk, and prior
failure or success outcomes could all influence people’s risk propensity at any point in
time. Regardless of the theoretical differences, the evidence presented here highlights
individual and/or situational variations in attitude towards risk, which in turn could
have consequences for managerial decision-making in the face of supply chain risk.

2.2.2 Social Preferences

Traditionally, people are assumed to be self -interested and rational agents who
only consider their own pay-off when making economic decisions (Loch and Wu
2007). Accordingly, research has utilised various forms of economic incentives to
promote cooperative behaviour between buyer and supplier agents (for an overview,
see Cachon 2003). However, recent advancements in behavioural research suggest
that in a social setting, such as the supply chain environment, individuals pursue social
preferences and care about others’ pay-off as much as their own economic benefits
(Ho et al. 2014; Urda and Loch 2013). In particular, people have emotionally based
social goals that guide their behaviour in social interactions to pursue group identity,
reciprocity and status (Loch and Wu 2008). These reflect an individual’s interests
in their partners’ benefits as well as their own, concerns for responding to a history
of successful/unsuccessful relationships, and competitive behaviour to gain or deny
higher status in a social group. For example, Loch and Wu (2008) find that the
experience of a “friendly” relationship in a buyer–supplier relationship can motivate
mutually beneficial actions, while status-seeking can impact partners’ attitude to
act more competitively in a pricing game. The results from this and similar studies
highlight that standard economic incentives are not the only factors that influence
people’s behaviour. Instead, salient social components can operate as substitutes or
partial complements to formal incentive systems and serve as motivational factors in
decision-making processes.

Scholars have previously demonstrated the impact of social preferences on various
supply chain phenomenon (e.g. Cui et al. 2007; Ho et al. 2014). In particular, fairness
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is shown to be closely related to preferences for status and reciprocity, and influences
people’s behaviour in buyer–supplier interactions (Cui et al. 2007; Fehr and Schmidt
1999). Within such relationships, partners design and negotiate contracts that rely
on the fundamentals of reciprocity and fairness—desire to be treated and treat oth-
ers fairly (Katok and Pavlov 2013). They share information and resources with each
other evenwhen it is counter-productive to do so (Katok and Pavlov 2013). For exam-
ple, Liu et al. (2012) find that a positive perception of fairness in a buyer–supplier
relationship could result in higher knowledge sharing, joint investment in facilities
and personnel, and continuous relationship commitment. Nevertheless, it is also not
uncommon that a supply chain partner is punished for its unfair actions (Kumar
et al. 1998). For instance, Wang et al. (2014) find empirical evidence highlighting
the buyers’ perception of injustice during a disruption resolution process could lead
to trust damage and, subsequently, termination of the buyer–supplier relationship.

2.2.3 Research Opportunities

Empirical research has demonstrated the importance of topmanagers’ risk propensity
in shaping various operational decisions (Das and Teng 2001; Hung and Tangpong
2010). For example, risk-averse newsvendors are shown to have a lower tendency
towards uncertain outcomes (i.e. variant pay-offs) and hence are likely to order less
compared to their risk-neutral counterparts (Véricourt et al. 2013). On the other hand,
risk-seekingmanagers are evidently more keen to choose a supplier withmore uncer-
tain performance outcomes in the hope of achieving higher pay-offs (Kull et al. 2014).
Within supply chain literature, the majority of risk management frameworks have
so far neglected individual and contextual differences in managerial risk propensity.
This provides a great opportunity for future behavioural works to seek answers for
the following question:

• How and when does top managers’ risk propensity affect responses to an impend-
ing disruption?

Furthermore, supply chain disruptions are interorganisational phenomenon that
occurs within a relationship-specific context (Bode et al. 2011). Hence, social pref-
erences most likely play an important role in shaping both buyers’ and suppliers’
behaviour towards risk. Previous research has already highlighted the importance of
trust (Bode et al. 2011) and justice (Wang et al. 2014) in managing the consequences
of such events. Future work in this area could start exploring:

• How could social preferences for status-seeking affect the development of collab-
orative risk management strategies?

• How do social preferences for status-seeking shape buyers’ and suppliers’
responses to a supply chain disruption event?

• How do social preferences for group identity contribute to the development of
collaborative risk management strategies?

• How does the perception of fairness influence firms’ responses to a supply chain
disruption?
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3 Conclusion

We draw from advances in behavioural research in operations and supply chain
management to highlight the importance of incorporating a behavioural view in
supply chain risk management studies. The majority of existing risk management
models and frameworks have so far ignored the role of individual agents in evaluating
supply chain risks and making mitigation decisions. Managers are assumed to have
access to all necessary information in their environment, showconsistent preferences,
and use all time and computational resources to calculate objective risk and choose
an optimal mitigation strategy. However, we observe many anomalies in practice. In
this chapter, we discuss some of the most important behavioural factors that could
systematically influence decision-makers’ risk assessment and potentially influence
their decisions in the face of risk. We hope that our review encourages more scholars
to pursue a behavioural perspective in developing risk management models and
provides opportunities for future research to examine individual, situational and
contextual variations in planning and/or responding to supply chain disruptions.
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Chapter 15
Resilience and Sustainability in Supply
Chains

Holmes E. Miller and Kurt J. Engemann

1 Introduction

Supply chain resilience and supply chain sustainability are well-accepted and well-
examined concepts. On the surface, as with low costs and high quality, they may
appear to require either/or trade-offs, rather than be mutually supportive. For exam-
ple, strategies to enhance supply chain resilience may involve many suppliers and
relax guidelines regarding supplier behavior. Strategies to enhance supply chain sus-
tainability may create constraints that some might argue detract from resilience. Yet
first impressions often can be misleading. In this chapter, we will examine supply
chain resilience and supply chain sustainability separately and then discuss how the
concepts in many ways are mutually supportive rather than conflicting. This sym-
biosis not only is true today, but will increase as business practices, information
technologies, and customer preferences evolve.

While each of the above concepts has been thoroughly examinedwhen considered
separately, less research and guidelines exist for practice regarding their intersection.
This creates a potential gap, where advancements in research and practice for supply
chain resilience and supply chain sustainability might proceed in parallel, but poten-
tially may result in conflicting strategies and operational tactics. Examples might
involve supply chain architectures that are resilient but which fail to effectively
address sustainability criteria, such as working conditions or meeting environmental
standards. Or, supply chain architectures that are sound regarding all sustainabil-
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ity criteria, but which are riddled with risks leaving the supply chain vulnerable to
shocks to the system.

To address this gap, we develop a framework that mutually addresses possible
scenarios and presents “sample possible behaviors” where supply chain resilience
categories intersect with categories related to sustainability. Our goal is to develop
a frame of reference to address potential conflicts and to create solutions, that not
only are resilient and sustainable in the sense mentioned above, but also resilient and
sustainable in being able to bounce back from shocks and operation over the long
haul.

Before analyzing each concept, we will define terms more explicitly. A resilient
supply chain is one supporting a company that can, as just noted, “bounce back
from a large disruption—this includes, for instance, the speed with which it returns
to normal performance levels (production, services, fill rate, etc.). Companies can
develop resilience in several ways: increasing redundancy, building flexibility, and
changing the corporate culture. The first has limited utility; the others are essential”
(Sheffi 2005). While “bouncing back” is explicit in this definition, we also should be
aware of the disruptions that necessitate the bouncing back. While natural disasters
are the most noticeable, other human-related events also may cause disruptions to
supply chains. Recent examples here include fires caused by negligence and surges
in customer demand.

Perhaps the most widely used definition of sustainability was developed in 1987
by the Brundtland Commission (formally known as theWorld Commission on Envi-
ronment and Development (WCED). It states that sustainable development, “meets
the needs of the present without compromising the ability of future generations to
meet their own needs.” This definition focuses on the environmental dimension,
which while critical to all businesses, limits how businesses today view sustain-
ability. Augmenting the sustainable development concept in business is the concept
of the triple bottom line (TBL), which considers the economic, environmental, and
social dimensions of a business. Many companies report not only their economic
results, but also metrics measuring environmental progress (e.g. tons of waste sent
to landfills, energy consumption, amount of product recycled, and CO2 emissions)
and efforts regarding corporate social responsibility.

We will apply TBL concepts to supply chain resilience. As we will see, each
of the three above-mentioned categories fosters supply chain sustainability. While
not critical to our discussion here, we note the relevance of concepts of Resource
Dependence Theory (RDT) (Pfeffer and Salancik 1978), which examines how orga-
nizations depend on external resources (e.g., material, managerial) that affect the
organization’s behavior. Moreover, how these resources are procured and managed
is central to how the external resources of organizations affect the behavior of the
organization. The procurement of external resources is an important tenet of both the
company’s tactics and strategies, and for supply chains, is a critical success factor.

The following sections discuss supply chain resilience and supply chain sustain-
ability separately, and then link the two and discuss how effective strategies to achieve
resilience are congruent with those fostering supply chain sustainability efforts. We
then compare commonalities of supply chain resilience and sustainability with qual-
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ity management and discuss how concepts in quality management can be used to
frame discussions involving supply chain resilience and sustainability. Finally, we
drawon these findings and discuss how they can be used by supply chainmanagement
practitioners.

2 Discussion

2.1 Supply Chain Resilience

As noted, a resilient supply chain is one that can bounce back from a disruption. The
bouncing back process involves various states, including steps taken before known
possible disruptions occur, steps taken to mitigate the damage of the disruption,
and steps taken to fully recover. An extensive literature exists regarding supply chain
resilience (seeZsidisin andWagner 2010; Zsidisin andRitchie 2009;Martin and Peck
2004; Chen et al. 2013; Munoz and Dunbar 2015; Pettit et al. 2010) and the concept
of resilience supply chains has been made all the more visible with recent events
regarding, tsunamis, hurricanes, earthquakes, factory fires, and market disruptions.

Although natural disasters first come to mind when thinking about supply chain
disruption risks, other risks also exist. Drawing on some ideas in Fiksel (2003), we
will categorize disruption risks in three categories: systemic, environmental, and
social. Since each of these three “titles” are broad and may be defined differently in
other contexts, their definitions in our context are as follow:

• Systemic: Risks related to the supply chain itself, the resources supporting it,
and the related infrastructure. Examples would include poor supply chain design
resulting in single points of failure, insufficient capacity to meet product delivery
deadlines, unforeseen customer demand, incompetent suppliers and logistical part-
ners (e.g., as regards timeliness, quality, safety), strikes, logistical delays, spikes
in resource prices such as oil, changes in customer preferences, inability of infras-
tructure capacity (air, rail, water, electrical) to support production and delivery, and
general managerial deficiencies causing mismatches between demand and supply.

• Environmental: Risks related to the natural environment and how it affects the sup-
ply chain. Examples include hurricanes, earthquakes, fires, tsunamis, heat waves,
power outages, depletion of raw material resources, cold spells, snow, solar erup-
tions, and volcanoes, and their aftermath. Although many of these risks result in
events that impact the system and might be confused with systemic risks, the dif-
ference is that systemic risks are those that occur “internally” and exclude those
caused by the natural environment.

• Social: Risks related to social and organizational systems that are external to the
firm. Examples include political risks such as changes in trade agreements, govern-
ment and international organization regulations and guidelines, nongovernmental
organization (NGO) campaigns, uprisings, wars, use of child labor, mistreatment
of workers in factories, and adverse responses from local communities.
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Three resiliency strategies mentioned by Sheffi (redundancy, flexibility, and cor-
porate culture) provide a general framework to address these risks by considering
specific examples in a strategy-risk combination grid. Given the large number of pos-
sible occurrences, drawing from the supply chain literature (including Fiksel 2003)
and supply chain practices, we present some examples of practices that address the
various combinations of supply chain risks and resiliency strategies. These are dis-
cussed in Fig. 1.

The examples in Fig. 1 illustrate how supply chain resilience requires manag-
ing multidimensional risks and calls for strategies that cross disciplines, and that
range from the technical to the economic to the political. Global supply chains have
increased the complexity of this process. Ensuring supply chain resilience involves
monitoring andmanaging both physical, human, organizational, and social resources

Fig. 1 Supply chain risks and resilience strategies
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in an environment that is constantly evolving along technological, economic and
political dimensions. Summarizing cases from Fig. 1 (and others not mentioned)
leads to four general managerial strategies and practices:

• Actively manage known economic and other risks. This includes avoiding single
points of failure throughout the supply chain, such as relying on one supplier, or
relying on multiple suppliers, all of which are vulnerable to a single event. On
the product side, it encourages modular product design and the ability to shift
production among various product types depending on demand changes. It also
involves managing known political and environmental risks.

• Communicate within and without the supply chain. This includes communications
with suppliers (including those below Tier 1) and also customers. Outside the sup-
ply chain, communication includes governments, NGOs, and local communities.
Facilitating communication involves adopting leading edge information technolo-
gies and fostering organizational relationships within and outside the supply chain.

• Encourage good practices. Supply chains that abuse labor and occupational safety
laws, allegations of abuse of child labor laws, that foster environmental depletion
such as overfishing, and that engage in political corruption are vulnerable to shocks
which reduce their resilience.

• Constantly monitor supply chain architecture. Resilient supply chains depend on
having the right architecture, not only for the present but also over time. Just as
a building’s design may become obsolete, to ensure resilience a supply chain’s
architecture must be assessed and revised based on evolving supply and demand
realities. Resources affecting the architecture are not only physical resources such
as factories, roads, and ships, but also less tangible resources such as supplier
and customer relationships, relationships with logistics providers, and capabilities
related to working under regulatory constraints.

2.2 Supply Chain Sustainability

Thinking about sustainability in business goes beyond just focusing on environmental
factors and also includes economic and social factors. This is referred to as the triple
bottom line (TBL). Many organizations report on all three factors, using evolving
TBLmetrics. Moreover, standards organizations, such as the International Standards
Organization (ISO), have implemented many sustainability-focused standards (ISO
2017). Examples include: ISO 14001 Environmental Management; ISO 20400 Sus-
tainable Procurement; ISO 26000 Guidance for Social Responsibility; ISO 45001
Occupational Health and Safety; ISO 50001 Energy Management; and other spe-
cific guidelines such as those for food safety, water quality, greenhouse gases, and
intelligent transport systems.

Three drivers for sustainability in supply chainsmap to the three TBL dimensions:

• Economic: Sustainability can save money. At its heart, sustainability involves
reducing waste. Examples include recycling and reverse logistics; optimizing
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logistics routes; consolidating shipments; reducing packaging, and reducing
energy consumption costs.

• Environmental: Many waste reduction steps that save money also are environmen-
tally friendly. In addition, sustainable behavior preserves natural capital, such as
navigable waterways, clean air, biodiversity, and usable land. Natural capital may
not appear on a corporation’s balance sheet but may be critical to a corporation
that uses it because it facilitates, and often is necessary to, business operations.

• Social: Sustainable behavior helps a company’s stakeholders, such as workers,
local communities, and stockholders. Moreover, as people become more environ-
mentally conscious, customers are demanding more sustainable behavior from
companies that provide their products and services.

Given these forces, Fig. 2 contains examples of performance indicators or metrics
related to sustainability.Many of the examples given are informed by those discussed
in Fiksel (2003).

Figure 2 illustrates how following sustainable practices affects supply chain
behavior along many dimensions. Global customer and governmental concerns over
sustainability issues have put business and supply chains in the spotlight and have
raised questions about performance related to good practices, as illustrated in the
ISO guidelines and other standards. Examples of many of the performance indica-
tors mentioned in Fig. 2 fall in three categories:

• Managing business costs. These include direct economic costs like material, labor,
and distribution costs inherent on the product production and delivery system.Also
included are indirect costs related to workplace safety, warranty costs, recycling,
and brand perception.

• Managing natural capital and resource availability. These go beyond the costs
many think of and include resources in the natural environment that the firm
depends on. Examples include: Waterways, air, forests, river deltas, fish popula-
tions, and stable environments for business operations and supply chain viability.

• Fostering relationships. These include relationships with customers, employees,
communities, governments, investors, and NGOs. Implicit in the relationship is
concern for both parties’ well-being and adherence to sustainable practices.

A resilient supply chain that is not sustainable, in the TBL sense of the definition,
itself is an unsustainable concept. There is a great deal of congruence with elements
related to sustainable behavior when one thinks of how events impact supply chains
and affect their resiliency. This relationship is discussedmore fully in the next section.

2.3 Resilience and Sustainability

Resilient supply chains and sustainable supply chains have many common success
factors. Rather than viewing sustainability as a “brake” to achieving supply chain
resilience, sustainability can foster supply chain resilience in three ways. First, sus-
tainable supply chains avoid many shocks that can disrupt supply chains and threaten
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Fig. 2 Sustainability performance indicators

supply chain resilience. This avoids the need to trigger business continuity plans and
saves financial and other resources. Second, when events do occur that threaten a
supply chain’s viability, following good sustainability practices can foster a return to
normal operations by marshaling economic, human, and political resources. These
good practices also facilitate having more robust business continuity plans. Third,
when shocks to the supply chain occur, employing a sustainability mindset can cre-
ate goodwill among customers and other stakeholders, which can enhance the firm’s
brand and can develop long term loyalty. A resilient supply chain whose products
are abandoned by its firm’s customers is not a desired outcome.

Figure 3 presents linkages between supply chain resilience and supply chain
sustainability. In it, the observations at the end of each of the above two sections
constitute the row and column titles. We developed the observations mentioned in
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Fig. 3 The resilience-sustainability relationship

the grid by considering strategies mentioned from the literature and from ongoing
good practices.

The relationship between supply chain resilience and sustainability is illustrated
by four resilience categories (Risk Management, Coordination, Good Practices, and
Supply Chain Architecture) and three TBL categories (Managing Business Costs,
Managing Natural Capital and Resource Availability, and Fostering Relationships).
Using this framework, efforts to manage supply chain resilience often depend on the



15 Resilience and Sustainability in Supply Chains 259

following sustainable supply chain practices; the two concepts are mutually support-
ive.

Supply chain resilience and sustainability can be viewed through a lens similar
to the one employed for quality management. Past critics of quality practices felt
that, while perhaps a noble concept, achieving higher quality meant incurring higher
costs. In the same vein, some critics of business sustainability claimed that following
TBL practices increased costs and reduced profits. Implicit in this critique, was
that sustainability requirements created additional constraints that reduced supply
chain options—for example, constraining a supply chain to use only “sustainable
suppliers” could lead to single points of supply, capacity bottlenecks, or slower
logistical responses.

For quality management, the concept of the “total cost of quality” is widely
used (Omachonu and Ross 2005). The total cost of quality consists of four costs:
Preventions costs, which include material costs and machine maintenance costs;
Inspection costs, which include in-process inspections (such as maintaining control
charts) and inspections prior to shipping the endproduct to customers; Internal Failure
costs which include costs related to scrap and rework; and External Failure costs,
which include warranty costs, return costs and indirect costs related to degradation
of the brand and lost customers. The underlying logic behind quality management
practices is that applying resources to the prevention and inspection categories results
in lower internal and external failure costs. In this sense, money saved outweighs
money spent, and thus quality management pays off.

A similar logic may apply to sustainability and supply chain resilience. Four
resilience-sustainability cost categories are:

• Operational Costs—the ongoing costs of the incremental sustainability-related
decisions incurred when managing a supply chain. These include costs related
to personnel, supply chain architecture (including information systems), product
design, procurement, and distribution costs. They involve all the marginal costs
related to time expended and other resources explicitly used, with the purpose of
implementing sustainable practices that enhance a supply chain’s resilience.

• Compliance Costs—the costs of adhering to good practices, including codes of
conduct for suppliers, and which also include auditing suppliers and meeting envi-
ronmental and labor restrictions in all venues that comprise the supply chain’s
geography. As above, these would include costs of personnel and other resources
used in the compliance effort.

• Direct Event Costs—the direct costs to the firm from its suppliers and customers
when a “resilience event” occurs, calculated with and without following sustain-
ability-related business practices. These costs would include the costs to bring the
organization back to a normally agreed on level of functioning. They also would
include the immediate costs of dealing with events such as fires, earthquakes,
using underage labor, capacity shortages and customer costs such as immediate
lost business and lawsuits. Hopefully, implementing more sustainable practices
would reduce direct event costs, relative to a base case where non-sustainable
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practices would be used. The difference reflects the benefits of following sustain-
ability-related practices.

• Indirect Event Costs—the costs that impact the firm later, due to the resilience
event. These would include lost customers and lost future business, relevant war-
ranty costs, fewer suppliers wanting to deal with the firm, a loss of attractiveness
to future employees, and a diminution of the firm’s brand. As with the direct event
costs, these costs would be marginal costs (or actually savings) relative to a base
case where non-sustainable practices would be used.

The total resilience-sustainability cost metric provides with an organization
the opportunity to quantify sustainability-related costs supporting supply chain
resilience. Considering both visible and hidden costs helps incorporate sustainable
practices into supply chain resilience decisions and create more robust supply chain
resilience solutions.

2.4 Relevance to Practice

The above ideas can be used to develop approaches that supply chain practitioners can
use to address the specific resilience-sustainability challenges that they encounter.
One area involves using the previous section’s cost categories to evaluate alternative
supply chain joint resilience and sustainability strategies. Examples would include
examining alternative architectures, analyzing the impact of changes in regulations,
or developing alternate sourcing criteria. Other areas involve extending ongoing
efforts in risk and inter-organizational communication to address the resilience and
sustainability nexus.

Cost Management
Cost management involves considering operational, compliance, direct, and indirect
costs mentioned above, as tailored to meet the specific needs where resilience and
sustainability meet. Examples of actions include:

• Developingmetrics tomeasure andmanage resilience-sustainability costs in exist-
ing architectures, and to evaluate the cost implications of new, alternative archi-
tectures;

• Identifying and managing indirect sustainability costs, and highlighting the cost
implications of shocks that can impact supply chain resiliency;

• Managing the costs of existing and new technologies and fostering links necessary
to share information and to provide consulting services to supply chain partners.

Risk Management
Riskmanagement involves extending current practices to include risks created by the
resilience-sustainability nexus and to ensure that in their analyses, managers consider
“less examined” risks such as those regarding natural capital and good sustainability
practices. Examples include:
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• Monitoring the status of natural capital needed for ongoing operations, identifying
how changes in natural capital may create risks to the supply chain, and developing
and/or supporting programs and policies to ensure that sufficient natural capital
resources are available to support firm operations;

• Implementing and managing programs and policies to monitor and continuously
improve good practices related to sustainability and how these practices affect risk
exposure, employees, and business operations;

• Ensuring that the supply chain architecture does not create conditions that cause
environmental degradation, diminution of natural capital, decline in workplace
safety, or foster human capital abuses.

Relationship Management
Relationship management involves extending ongoing efforts involving suppliers
and customers to include resilience and sustainability dimensions, as well as to better
foster relationships with external agencies and organizations such as governments,
trade organizations, international organizations, and NGOs. Examples include:

• Developing relationships with suppliers, business partners, governments and other
organizations to help identify risks, foster resilience, and ensure that external
organizational support is in place when needed;

• Communicating to supply chain partners, governments, and outside organizations,
the status of natural capital and other resources needed for effective supply chain
operations, to ensure that the firm’s business practices do not threaten the natural
capital and other resources needed to maintain a resilient supply chain;

• Fostering relationships and practices with workers, suppliers, business partners,
governments, and relevant external organizations that are needed to ensure that
good business practices are effective, robust, and ensure that the supply chain
architecture creates processes meets the current and future needs of the organiza-
tion.

3 Conclusion

Just as customer expectations help define what is a quality product, so do customer
and market expectations define a resilient supply chain. The “bouncing back” def-
inition given above indicates that the bouncing back needs be done quickly and
completely. Moreover, these time and completeness requirements grow more rigid
over time. Just as requirements for supply chain resilience grow greater, so do those
for supply chain sustainability. As with resilience, customer and market expecta-
tions have increasingly pushed supply chains to become more sustainable, not only
along the environmental dimension, but also along economic and social responsibility
dimensions.
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As noted above, sustainable and resilient supply chains are linked in three ways:
reducing shocks; returning to normal sooner; and creating stakeholder goodwill.
Rather than being viewed as a cost that may not be justified economically, sustain-
ability should be viewed as a necessary element of the solution and an enabler of
supply chain resilience. This is especially true when considering total incurred costs.

Just as sustainable supply chains foster resilience, so do resilient supply chains
foster sustainability. Regardless of the TBL metric, one chooses—economic, envi-
ronmental or social—non-resilient supply chains degrade TBL performance. Cer-
tainly, this is true for economic performance, where lack of resilience results in
short- and long-term economic losses. Supply chains that cannot bounce back also
create barriers to environmental performance. First, they illustrate managerial flaws
underlying the entire enterprise, which are flaws that also leech over into environ-
mental management and may lead to cutting corners when faced with environmental
issues. Second, they create the possibility of lurching from one resilience crisis
to another, which makes planning—including planning for improved environmental
performance—more difficult. Finally, non-resilient supply chains harm social perfor-
mance regarding primary and secondary stakeholders of the firm because resources
(economic and managerial) are diverted or unavailable.

Resilient and sustainable supply chains do not need to result in zero-sum type
trade-offs, but rather are mutually reinforcing, and go hand-in-hand. Although the
definition of sustainability given above is environmentally focused, a second defini-
tion involves an entity that is capable of being sustained at some level or upheld—a
definition very similar to that of resilient. Though they appear to be different, a sus-
tainable supply chain is resilient, and a resilient supply chain is indeed, sustainable.
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Chapter 16
Sustainability Risk Management
in Supply Chain

Jukka Hallikas, Katrina Lintukangas and Daniela Grudinschi

1 Introduction

Sustainability and the responsibility to perform a firm’s business without harming
nature and people have become an important value for many companies. Today, it is
widely acknowledged among practitioners and scholars that investments in sustain-
ability may increase profit and business performance in terms of increased resource
efficiency and the rise of new innovations in the long run (Nidumolu et al. 2009;
Lindgreen and Swaen 2010). Ensuring sustainability is an essential dimension of a
firm’s risk management. In particular, sustainability risks arising from supply chains
are a concern. News of environmental hazards or child labor harm a company’s
image and brand even when the incidents happen at supplier or sub-supplier sites.
Therefore, the ability to ensure sustainability is based on a company’s smart strategic
management of the whole supply chain and strong risk management skills (Ghagde
et al. 2012).

Sustainable development refers to considering and balancing the economic, envi-
ronmental, and social impacts on the business activity (Elkington 1998; Goncz et al.
2007; Sikdar 2003). Although contributing to the organization’s sustainable devel-
opment is a collaborative effort by all of the organization’s departments, assuring
responsibility and transparency in the supply chain is the central task of purchasing
and supply chain risk management (Schneider and Wallenburg 2012). Companies
may put a lot of effort and commitment in implementing sustainability; however,
many firms encounter serious difficulties while dealing with this issue (Lindgreen
et al. 2009). Thus, more knowledge is needed regarding how sustainability can be
implemented, controlled, and ensured in the business and the supply chain (Lee
2008).
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In this chapter, the implementation of sustainability practices and processes for
assuring sustainability in the supply chain from the risk management perspective is
clarified. The aim is to provide knowledge and solutions for managing sustainability
risks in supply chains. The practices for managing sustainability risk in the supply
chain are introduced and guidelines for including them in each stages of the procure-
ment process. The process of implementing sustainability with risk management
incorporated in the supply chain is described step by step.

Based on the empirical data obtained from interviews with supply chain managers
and drawing on the sustainable supply chain literature, this chapter identifies the
challenges ofmanaging the implementation of a sustainable supply chain. Guidelines
for supply managers regarding the process of implementing sustainability in the
supply chain, as well as how risk issues should be managed during the whole process
of implementing sustainability, are provided.

2 Sustainable Supply Chain

In recent years, sustainability and corporate social responsibility (CSR) have become
key business issues and an important topic on research agendas. CSR is not a new
concept. It was first proposed by Sheldon (1924) and later by Bowen (1953). In
their books, they specify that every corporation must take responsibility for social
problems. Carroll (1979) provided a widely adopted three-dimensional view of CSR:
environmental, social, and economic. From a macroeconomic perspective, sustain-
ability is defined as a “development that meets the need of the present without com-
promising the ability of future generations to meet their needs” (World Commission
on Environment and Development 1987, p. 8). The microeconomic perspective of
sustainability suggests that organizational sustainability consists of three main com-
ponents: environment, society, and economic performance. This perspective is also
similar to “the triple bottom line,” introduced by Elkington (1998, 2004), which sug-
gests that all three components (environment, social, and economic performance)
must be balanced and considered simultaneously by organizations in their social
responsibility activities.

According to Seuring and Müller (2008, p. 1700), sustainable supply chain man-
agement is “management of material, information and capital flows as well as coop-
eration among companies along the supply chain while taking goals from all three
dimensions of sustainable development, i.e., economic, environmental and social,
into account which are derived from customer and stakeholder requirements.” Sus-
tainability in supply chains is driven by several factors. Regulation and adoption
of quality standards (Chen 2005), internal and external customers’ expectations
(Schneider and Wallenburg 2012) and company owners’ values, and commitment
of senior management (Giunipero et al. 2012) are the main drivers of a sustain-
able supply chain. Moreover, serious environmental and social challenges, such as
climate change, limitation of material resources, food security, and exhaustion of
energy sources, have deepened the need for companies to manage sustainability risks
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(Clapp and Rowlands 2014). To promote sustainability, various initiatives through
reporting have been taken. For example, the Global Reporting Initiative (GRI 2009)
provides guidelines and encourages suppliers to report their social responsibility in
order to increase supply chain transparency and sustainable procurement practices.
Another initiative, the Global e-Sustainability Initiative (GeSI), collects and shares
CSR data from key suppliers, with which organizations share ideas and best prac-
tices in CSR (Harwood and Humby 2008). The International Standards Organization
(ISO) 14001 international standard for environmental management systems (EMSs)
promotes external auditing and certification of compliance by an accredited certi-
fication body (evaluation by an independent third party). The ISO 26000 standard
concentrates on social responsibility and ISO 20400.2 on sustainable procurement.
The standardization sets targets to continually improve the environmental and social
performances of firms and increase understanding of legal requirements and corpo-
rate and stakeholder obligations concerning sustainability management.

3 Sustainability Risks in the Supply Chain

Although numerous global initiatives for sustainability have been undertaken, imple-
mentation in supply chains has faced many challenges, because of the lack of knowl-
edge and skills for tackling sustainability risks in supply management. Supply risks
are serious incidents that may harm a firm’s business and paralyze the whole supply
chain. Supply risk is “the probability of an incident associated with inbound sup-
ply from individual supplier failures or the supply market occurring, in which its
outcomes result in the inability of the purchasing firm to meet customer demand or
cause threats to customer life and safety” (Zsidisin 2003, p. 222). Christopher et al.
(2011, p. 67) defined supply risk as the risk of being “associated with the sourcing
of products by a focal firm.” It is widely acknowledged that sustainability risks are
connected strongly with supply chain and supplier management (see, e.g., Foerstl
et al. 2010; Ghagde et al. 2012). Especially in terms of a company’s image and brand
value, sustainability risks in global sourcing and outsourcing of company functions
to low-cost countries and how to manage and mitigate risks in these circumstances
have been studied (Christopher et al. 2011). Moreover, violations of property rights,
unsatisfactory quality of the materials or services, volatility of prices, and rises in
costs are supply risks companies face frequently (Holweg et al. 2011).

Hofmann et al. (2014) defined sustainability-related risk as “a condition or a poten-
tially occurring event that may provoke harmful stakeholder reactions” and as “a sus-
tainability risk within a focal firm’s supply chain.” According to Multaharju (2016),
companies should gain specific capabilities for managing sustainability-related risks
arising from the supply chain. Collaboration and the ability to control a supplier’s
sustainability, stakeholder management, sustainability risk mitigation practices, and
collaboration and orientation toward supply chain sustainability are essential ele-
ments of sustainability risk management.
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Risks can occur in several stages of a supply chain. According to Manuj and
Mentzer (2008), risks can be supply risk (supplier selection and control), operation
risk (production failures and process breaks), demand risk (changes in customer
preferences and fluctuation in sales), and security risk (product fraud and leaks of
business secrets). Moreover, risks can happen at various levels in the supply chain.
Macro-level risks include political and government, macroeconomic, legal, social,
and natural risks. Meso-level risks are, for example, finance, design, and operation
risks, andmicro-level risks concern business relationships and third-party risks (Bing
et al. 2005). Zsidisin (2003) divided supply risks into the sources of the risks and the
outcomes following the risk incidents. Table 1 summarizes themain risk types and the
possible consequences of the risk incident and provides examples of sustainability-
related risks.

The complexity of managing risks in supply chains increases exponentially when
sustainability dimensions are included (Dai and Blackhurst 2012). Controlling sus-
tainability at every level or phase in a supply chain is extremely challenging because
a firm may not have the power or possibility to influence other parties in a chain.
Therefore, from the risk management perspective, including sustainability aspects
in planning of the sourcing, procurement policies, supply market analysis, and spec-
ifications of the products are essential.

Table 1 Summary of sustainability-related supply risk types

Sustainability risk
types

Sustainability-related
risk examples

Possible consequences Authors

Conflict of property
rights

Product fraud, theft of
business secrets

Loss of intangible
assets, ownership
disputes regarding
innovation

Hallikas et al. (2005)

Damage to company
reputation

Pollution, child labor,
corruption

Loss of sales, decrease
in equity

Simpson and Power
(2005)

Unsatisfactory quality
of purchases

Low wages, lack of
training, unknown
origin, increase in
waste

Increase in after-sales
costs, product recalls

Christopher et al.
(2011)

Rise in purchasing
price and costs

Lack of capable
suppliers and scarce
resources, investments
in cleantech, price of
energy

Decrease in margin,
volatility of prices

Holweg et al. (2011)

Outsourcing of critical
activities

Loss of control of the
production and
transparency of the
supply chain

Loss of capability,
increased dependence
on suppliers

Lonsdale (1999)
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4 Risk Management in a Sustainable Supply Chain

The objective of risk management in the context of sustainable procurement is to
identify, prioritize, and manage internal and external risks (including opportunities)
related to procurement activities dynamically and by adapting to changing condi-
tions. The ISO 20400 standard for sustainable procurement provides understanding
of sustainable procurement, sustainability considerations, and implementation of
sustainable procurement. According to ISO 20400, the sustainability objectives of
the procurement policy and strategy should be transformed into operational priorities
for the procurement function through risk management. What is essential is that the
sustainability considerations in procurement are driven by company policy and strat-
egy. Here, the commitment to the sustainability, sustainability targets, and resources
is defined.

Risk assessment and risk treatment are the core of risk management. Risk assess-
ment includes identification of the risks, analysis of the probability, and evaluation
of the severity of the risk. Risk treatment is a strategy or tactic for mitigating or
removing the risk. According to ISO/DIS 20400.2 standard, companies should iden-
tify short-, medium-, and long-term sustainability risks, assess their criticality for
the company, and apply procurement practices to treat sustainability risks. Conse-
quently, the sustainability objectives of supply management need to be transformed
into operational priorities and connected to risk management by utilizing different
approaches, such as categorizing products and suppliers across sustainability targets.
Table 2 shows practices for managing operational risk to apply during the sourcing
planning phase.

Table 2 Operational risk management practices to apply during sourcing planning

Planning of supply process Sustainability risk management practices

Supplier collaboration Supplier assessment

Proactive interaction and information change

Communication of policies and code of conduct

Contracts

Monitoring and measurement

Supplier relationship management

Specification of the product or service Sustainability criteria setting

Regulation and limitations

Resource efficiency and innovations

Examination of substitutes and other options

Identification of cost structure

Operations Roles and tasks of actors in the supply chain

Control and follow-up

Adapted from ISO 20400



270 J. Hallikas et al.

Priorities for different sustainability aspects can be set by assessing the risk impact
of different sustainability areas which can be found, for example, in ISO 20400 stan-
dard. These sustainability areas can be prioritized by showing which sustainability
areas require the most attention in a purchasing situation. See the example sustain-
ability areas and action points in Table 3. The priorities are usually set according
to purchase categories or may be part of supplier management. The traditional risk
assessment framework which takes into account the impact and likelihood of risks
may also be applied here. The sustainability risk impact assessment should inte-
grate sustainability considerations in each purchasing category by focusing on the
sustainability areas that are most critical for the company’s supply chain.

After the sustainability areas of the purchase have been prioritized, the next step
is to integrate sustainability in the procurement process. The procurement process

Table 3 Action points and their priorities for risk management activities
Supply governance
and decision making

Human rights Labor
practices

The
environment

Fair operating
practices

Consumer
issues

Community
involvement
and
development

Develop a
procurement policy
that reflects a
commitment to
sustainability

Identify the
risks of human
rights

Ensure that
labor issues
are addressed

Prevent
pollution

Prevent
corruption in
collaboration
with suppliers

Provide fair
marketing,
factual and
unbiased
information,
and fair
contractual
practices

Contribute to
community
involvement
and education

Apply the principles
of sustainable
procurement to
procurement
activities

Alert the
procurement
function about
the supply of
goods or
services from
areas of
conflict in
human rights

Ensure good
working
conditions are
provided

Use
sustainable
resources

Support and
promote fair
competition
between
suppliers
throughout the
supply chain

Protect
consumers’
health and
safety

Consider
helping to
develop or
improve skills
development
programs in
the
community

Allocate sufficient
resources to the
implementation of
sustainability
practices

Apply
practices of
civil and
political rights

Contribute to
the
development
and
maintenance
of
occupational
health and
safety systems

Mitigate and
adapt to
climate
change

Promote social
responsibility
throughout the
supply chain

Stimulate the
design of
products and
packaging so
that they can
be easily used,
reused,
repaired, or
recycled

Consider the
positive
impact of
sustainable
purchasing
decisions,
using local
suppliers, on
employment
creation for
SMEs

Identify, prioritize,
and manage internal
and external risks
related to the
procurement
activities

Apply
practices of
economic,
social, and
cultural rights

Contribute to
providing
workers with
access to skills
development

Protect the
environment,
biodiversity,
and restoration
of natural
habitats

Demonstrate
respect for
property rights

Provide
information
about goods or
services,
including
country of
origin, energy
efficiency,
contents, or
ingredients

Contribute to
development
of and access
to technology
in local
communities
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1. Planning
Preparing a sustainable 

sourcing strategy

2 Procurement criteria 
defini on

Integra ng sustainability 
in the specifica ons 

3. Sustainability aspects 
of supplier selec on

Awarding  the contract to 
a sustainable supplier

4. Contract management 
Managing the contract 

sustainability

5. Contract review and 
lessons learned 

Evalua ng and improving 
sustainability performance

Fig. 1 Integrating sustainability in the procurement process (adapted from ISO 20400)

steps are illustrated in Fig. 1. The task is to determine how each process step can
incorporate sustainable procurement practices. In the planning stage, the sourcing
strategy is prepared and defined. The procurement criteria definition stage integrates
sustainability into the procurement specifications. The next stage in the process incor-
porates sustainability aspects in selecting and contracting suppliers. The contract is
managed during the contract management stage taking into account the sustainability
aspects. The contract review and lessons learned phase evaluates the sustainability
performance and improvement practices for the following actions.

Based on ISO 20400, the following are examples of the practices of the different
purchasing process stages:

1. Planning—Integrate sustainability into the sourcing strategy by addressing the
considerable sustainability risks and life cycle costing (LCC), analyzing the orga-
nizational needs, and analyzing the supply markets.

2. Criteria definition—Define the procurement criteria to clearly reflect the pri-
orities defined in the procurement strategy, for example, the physical, perfor-
mance, and functional requirements. Include clauses that enable the organization
to increase its control over what happens in the supply chain.

3. Supplier selection—Select suppliers based on sustainability principles, prac-
tices, and performance.

4. Contract management—Communicate sustainable elements and associated
performance targets by relevant stakeholders. Establish a contract management
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plan that reflects the organization’s sustainability objectives and related key per-
formance indicators.

5. Contract review—Communicate details about the achievement of sustainability
objectives, targets, and occurred risks contained in the contract. Learn from the
past performance and review the priorities and objectives to promote continual
improvement.

5 Case Examples of Sustainable Supply Chain Risk
Management

In the following section, we identify and analyze sustainability practices in differ-
ent case organizations representing various industrial sectors. Each organization was
committed to the study and allowed focus group sessions to be organized for the
selected experts in the purchasing, supply management, and sustainability risk man-
agement fields. A total of 56 persons participated in the focus group interviews.
Sessions were supported by a group decision support platform that automates and
streamlines the group interview process. Each group session lasted for approximately
two hours. The participants were asked about the practices that are implemented to
assure and manage risk in sustainability of purchasing and supply. More than 200
different methods, tools, and policies for sustainable assurance and risk management
of the supply chain were identified during the sessions. They were grouped in cate-
gories according to the general phases in the purchasing process and for the generic
development category which outlines the quality assurance, supplier development,
and improvement activities. The main results of the findings are presented in the
following.

5.1 Requirements for Responsibility in Purchasing

The organizational requirements for sustainable purchasing assurance and risk man-
agement were identified during the group interviews. The main requirements were
related to suppliermanagement and relationships, visibility in the supply chain, coop-
eration and networking, knowledge of the business environment, ethical behavior and
law, and processes for executing sustainability.

Processes for managing supplier relationships seem to be the key area where sus-
tainability assurance takes place. Supplier selection, contracting, and supplier devel-
opment are the phases where sustainability and visibility in the supply chain are built.
Internal and external cooperation and networking are essential to share knowledge
and develop standard methods for handling sustainability issues in purchasing and
supply. In-depth understanding of the business sector, products, production environ-
ments, cost breakdown structures, and people in the business facilitates the proper
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management of sustainability. Ethical considerations were also given special atten-
tion among the participants. Deep understanding of the principles of sustainability
and ethical behavior in the organization and in the suppliers in the supply chain was
remarked as an important requirement of sustainability. Finally, the functional pro-
cesses must assure the implementation of sustainability in the purchasing and supply
chain.

5.2 The Process of Responsibility Assurance in the Supply
Chain

Based on the data gathered from the focus group interviews, the following stages
were identified for the process of assuring responsibility in the supply chain.

a. Strategic planning: The first step in the process of assuring responsibility is
strategic planning. First, the sustainability goal must be set, which includes spe-
cific objectives for reaching the main goal. Involving suppliers early in the plan-
ning process (Dou et al. 2014) and maintaining good relationships with cus-
tomers are essential for successful planning. Through good collaborations with
customers and suppliers, planning for how to use new forms of energy, how to
use materials or energy efficiently, or how to find new efficient transportation,
solutions can be achieved. The procurement process must be planned carefully
with detailed specifications, which allow responsibility options to be included in
the bidding process. Roles must also be well defined during strategic planning.

b. Supplier assessment and supplier selection: To implement sustainable procure-
ment, the whole supply chain must meet the sustainability criteria (Manuj and
Mentzer 2008). Suppliers that meet the sustainability criteria, or which are eco-
labeled, must be selected for this purpose. Before the best suppliers are selected,
a broad and detailed supplier assessment must be performed. The assessment
includes information and surveys on the minimum requirements related to prod-
uct quality (proprieties and the production process) and responsibility issues
(environmental and social). In addition, asking about supplier references and
responsibility certificates helps select the appropriate suppliers.

c. Contracts with suppliers: After the supplier selection process, the contracts
must be written. The contractual policies must be specified in detail, and wide
documentation of contracts must be provided (Basmadjian et al. 2015). The poli-
cies must include responsibility issues, code of conduct, product quality require-
ments, and subcontractor requirements. In addition, sanctions regarding contract
violations must be stipulated in the contracts. For recognized responsible suppli-
ers (which are already eco-labeled), long-term contracts are recommended.

d. Monitoring and measuring: In order to assure responsibility in the supply
chain, a continuingmonitoringmechanism of suppliers during thewhole contract
period must be organized (Gallardo-Vázquez and Sanchez-Hernandez 2014).
This includes supplier audits and various responsibility metrics (e.g., energy
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efficiency and carbon dioxide emissions for every product). Ethical issues must
be highlighted in supplier feedback. Moreover, applying penalties if the require-
ments are not met and rewarding good suppliers are important instruments when
the aim is to assure responsibility.

e. Supply development and assurance: Based on the evaluation during the mon-
itoring and measuring process, supply development and assurance require new
actions and better approaches to meet the sustainability criteria. Effective devel-
opment can be assured through collaborations with suppliers (Dou et al. 2014)
that are based on transparency and trustful relationships. Much effort should be
put into trust-building instruments and collaborative practices (e.g., education
and training, redesigning the procurement process, or re-evaluating efficiency
requirements) which will increase supplier commitment and responsibility.

f. Cooperation and networking: To be able to achieve the objectives and to con-
tinue to develop the supply chain for better responsibility, effective cooperation
and networking at many levels must be established (Brito et al. 2014). Contin-
uing internal cooperation with all organization employees, as well as external
cooperation and networking with external stakeholders and officials, can provide
new information and new knowledge needed to assure responsibility. Regularly
organized in-house meetings, which handle responsibility issues, can have a big
impact on the commitment to responsibility at all organization levels. Addition-
ally, participating in supplier forums and networking events or being actively
involved in the stakeholders’ industries provides organizations with new knowl-
edge but also can contribute to involving other external stakeholders in respon-
sibility issues.

5.3 The Role of Risk Management in Assuring Responsibility
in the Supply Chain

Based on the cases, the most important risk management issues and practices that
must be considered in the process of risk management for assuring responsibility are
illustrated in Table 4. The specified actions should be taken in managing risk man-
agement to assure better responsibility in the supply chain. Every risk management
action is attributed to a specific phase of the purchasing process. It follows that the
role of risk management during the whole process can be easily observed.

In the last column of Table 4, how risk actions are assessed during different
stages of the responsibility implementation process can be perceived. During all
stages of the responsibility implementation process, risk issues must be managed
to assure responsibility. Furthermore, strategic planning and supplier development
(stages a and e, respectively) connect most risk management actions. During the
responsibility implementation process, both stages take place in close collaboration
with suppliers. Therefore, risk management plays a very important role during the
whole responsibility implementation process.
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Table 4 Linking risk management issues with the responsibility implementation process (*)

Risk
management
issues

Actions for assuring
responsibility

Stages in the responsibility
implementation process (*)

a b c d e f

Building trust
and open
relationships
with suppliers

Open dialog, regular feedback x x x

Instruction on ethical issues x x

Code of conduct x x

Supplier audits x x

Business review with suppliers x

Supplier
commitment

Collaborating strategically with
suppliers

x x x

Training and educating suppliers x

Developing new practices
together with suppliers

x x

Developing collaborative
projects with suppliers

x x x

Caring about supplier safety x x

Classifying
suppliers

Classifying suppliers based on
responsibility criteria

x

Establishing minimum
requirements

x x

Quality control
and
management

Quality standards and
documentation

x x

Test documentation, assuring
products’ traceability with
stamps

x x

Using risk management standard
tools

x x

Defining responsibility criteria
for procurement

x x

Responsibility
development
and support

Training and educating suppliers x

Supporting suppliers in taking
responsibility

x

Defining responsibility by using
examples

x x

Management support for
responsibility

x x

All staff commit to responsibility
issues

x x x x

(continued)
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Table 4 (continued)

Risk
management
issues

Actions for assuring
responsibility

Stages in the responsibility
implementation process (*)

a b c d e f

Procurement
process
development

Choosing the right procurement
process

x x

Assuring procurement process
transparency

x x x

Procurement acquisition
monitoring

x x

Ecological procurement activity
list

x x x

Efficiency requirements x x

Procurement systems that
support responsibility automation

x

Proactive procurement processes x x x

*a—strategic planning, b—supplier assessment and supplier selection, c—contracts with suppli-
ers, d—monitoring and measuring, e—supplier development and assurance, f—cooperation and
networking

6 Discussion and Conclusions

This chapter provided insight into how responsibility can be implemented and assured
in a sustainable supply chain and what role risk management plays in this process.
Although sustainability and responsibility issues have grown in recent years (Green-
field 2004; Maignan and Ralston 2002; McWilliams et al. 2006; Pearce and Doh
2005), implementing responsibility in the supply chain has been reported to be chal-
lenging (Lindgreen et al. 2009). This chapter offers knowledge of the organization
and integration of sustainability actions in the supply management process. Further-
more, the analysis shows that risk management plays a very important role during
the whole responsibility implementation process, especially during the stages that
involve close collaboration with suppliers (the strategic planning phase and the sup-
plier development and assurance phase, respectively). These implications are likely
to help the implementation of sustainable risk management in the supply chain in
organizations.

This chapter provides insights into integrating sustainability in the procurement
process. As observed in sustainability procurement standards (ISO 20400), it is nec-
essary to have a systematic process for assuring responsibility during the procure-
ment process phases. By developing and following standard processes and actions
connected to the different phases of the procurement process, it is possible to man-
age implementation of sustainability properly. Appropriate frameworks help supply
chain managers to understand the tools and processes used in purchasing for assur-
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ing a sustainable supply and the role of risk management while implementing social
responsibility in the supply chain.

The illustrative case findings provide examples of practices for assuring and man-
aging the risk of sustainability in supply chains. Although these practices can some-
times be regarded as sector specific, there are many actions and practices that fit most
companies. The purpose of these practices is to identify and prioritize themost impor-
tant sustainability issues the company faces and to implement the actions required to
manage risks during the procurement process phases. This approach targets the risk
management actions to all the supply management process phases. This is likely to
bring more visibility and control to sustainable supply chains.
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Chapter 17
The Relationship Between Firm
Resilience to Supply Chain Disruptions
and Firm Innovation

Mahour M. Parast, Sima Sabahi and Masoud Kamalahmadi

1 Introduction

In today’s turbulent and uncertain environment, organizations are susceptible to sup-
ply chain disruptions (Ambulkar et al. 2015). Thus, a firm’s resilience to supply
chain disruptions is regarded as an important organizational capability that enables
the firm to mitigate the effects of disruption and to remain competitive (Fiksel 2015;
Ponomarov and Holcomb 2009). This requires organizations to develop capabilities
and identify the best practices to become more responsive to supply chain disrup-
tions (Blackhurst et al. 2011; Jüttner andMaklan 2011) and to become more resilient
(Blackhurst et al. 2011; Craighead et al. 2007).

One of the capabilities contributing to a firm’s resilience is innovation (Kamalah-
madi and Parast 2016b). Reinmoeller and Van Baardwijk (2005) found that among
the resilient enterprises they studied, the focus on innovation increased by 235% over
20 years. Golgeci and Ponomarov (2013) stated that resilience is a vital dimension
of a firm’s continuity, and innovativeness is one of the key enablers of resilience.
In their empirical study on the impact of firm innovativeness on effective responses
to supply chain disruption, they found that both firm innovativeness and innova-
tion magnitude are positively associated with supply chain resilience. Akgün and
Keskin (2014) studied 112 firms to examine the relationship between organizational
resilience capacity, product innovation, and firm performance. Their results indicate
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significant associations between resilience-capacity variables and a firm’s product
innovativeness, where product innovativeness mediates the relationship between a
firm’s resilience and its performance.

In an overview of the antecedents of organizational resilience, Kamalahmadi and
Parast (2016b) identifiedfirm innovation as anorganizational capability that improves
a firm’s resilience to supply chain disruption. Although innovation has been viewed
as a key component of a firm’s long-term survival, the role of innovation in improving
a firm’s resilience has been overlooked (Kamalahmadi and Parast 2016b). Under-
standing how firm innovation and firm resilience are related is important because
it helps organizations to invest in organizational capabilities that can improve both
firm innovation and firm resilience. To achieve this goal, we examine the relation-
ship between firm innovation and firm resilience through conducting a systematic
literature review to determine the antecedents of firm innovation and firm resilience
(Tranfield et al. 2003; Ghadge et al. 2012; Kamalahmadi and Parast 2016b).

In this chapter, we start in Sect. 2 with a review of the literature about the impact
of innovation on firm resilience. Then in Sect. 3, we discuss the research process.
The linkage between innovation and resilience is discussed in Sect. 4. Supply chain
resilience and firm innovation are further discussed in Sects. 5 and 6, respectively. In
Sect. 7, we discuss the organizational capabilities to improve both firm innovation
and firm resilience, and we develop our propositions. In Sect. 8, we discuss future
research, and in Sect. 9, we state our concluding remarks.

2 Literature Review: Firm Innovation and Firm Resilience

Three studies have examined the impact of firm innovation on improving orga-
nizational resilience. Reinmoeller and Van Baardwijk (2005) argue that the most
resilient companies consistently pursue a dynamic balance of four innovation strate-
gies: knowledge management, exploration, cooperation, and entrepreneurship. Their
findings are based on analyses of companies with a record of outperforming their
competitors between 1983 and 2002. They screened 231 Dutch companies listed on
the Amsterdam Stock Exchange and found that the mix of innovation strategies used
by the companies helped them improve their resilience over time.

Golgeci and Ponomarov (2013) studied the relationship between firm innovative-
ness, innovationmagnitude, disruption severity, and supply chain resilience. Through
administering a survey to senior-level managers of supply chains or operations in the
US andEuropeanmanufacturing companies, they found that both firm innovativeness
and innovation magnitude positively affect supply chain resilience. Moreover, they
found a positive relationship between innovation magnitude and disruption severity.

Finally, Akgün and Keskin (2014) studied how organizational capacity and a
firm’s product innovativeness and performance are related to each other. Using a
survey method, they studied 112 firms and found that there is a strong relationship
between a firm’s resilience capacity and its product innovativeness capability. They



17 The Relationship Between Firm Resilience … 281

also showed that product innovativeness mediates the relationship between a firm’s
resilience and its performance.

The above studies provide important theoretical and managerial implications
about the relationship between innovation management and supply chain resilience.
To further examine the relationship between firm innovation and supply chain
resilience, we review the literature to identify organizational capabilities pertain-
ing to both innovation management and supply chain resilience. We aim to provide a
more nuanced explanation about the relationship between innovation and resilience
through identifying key organizational practices that have direct impact on both
innovation and resilience.

3 Research Process

In this study, we conducted a systematic literature review to identify the antecedents
of supply chain resilience and innovation (Ghadge et al. 2012; Kamalahmadi
and Parast 2016b; Tranfield et al. 2003). For supply chain resilience, we based
our literature review on the study conducted by Kamalahmadi and Parast (2016b),
which focused on organizational practices for supply chain resilience. To provide a
more updated review of the literature, we used the databasesGoogle Scholar, Science
Direct, andEmerald to identify publications in the context of supply chain resilience.

We used keywords such as “resilient” and “resilience“ to identify publications
addressing supply chain resilience. We employed the same procedure to collect the
related publications in the context of innovation. However, in addition to explor-
ing high-quality journals in the field of operations management and operations
research/management science and the aforementioned databases, we explored high-
quality journals in the field of innovation management using the keyword “innova-
tion”. In order to identify high-quality journals, we used the widely accepted quality
rating published by the Association of Business Schools (ABS), UK, as Academic
Journal Guide (AJG) 2015. Our research process found 56 publications related to
the antecedents of firm resilience and firm innovation; these publications will be
discussed in the upcoming sections.

In the next sections, we first discuss theoretical arguments regarding the rela-
tionship between firm innovation and firm resilience. We then review the existing
body of knowledge in supply chain resilience and innovationmanagement to identify
organizational capabilities that lead to enhanced resilience and improved organiza-
tional innovation. These identified capabilities provide the basis for understanding
the relationship between firm innovation and firm resilience, which will show how
organizations can improve both innovation and resilience capabilities through invest-
ment in certain organizational capabilities.
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4 The Linkage Between Innovation and Resilience:
A Dynamic Capability View

The relationship between firm innovation and supply chain disruption management
can be explained through the principles and premises of the dynamic capabilities
theory of the firm (Teece 2007). The dynamic capability of a firm is an organiza-
tional capability to recreate resources and capabilities to resolve problems, scan for
opportunities, and mitigate the possible adverse effects of disruption, in order to
remain relevant and competitive in a turbulent environment (Barreto 2010; Di Ste-
fano et al. 2010). As an extension of the resource-based view of the firm, dynamic
capabilities theory has a specific focus on innovation and creating value (Katkalo
et al. 2010). Because value creation and development of new capabilities are the
results of innovative activities of a firm (Ellonen et al. 2009; Teece 2007), dynamic
capabilities theory is an appropriate theoretical lens that relates firm innovation to
firm resilience and organizational performance in turbulent environments. It is the
innovation capability of a firm that enables it to respond to environmental change,
develop solutions to emerging problems, and take necessary actions.

The linkage between innovation management and supply chain disruption risk
management can be examined through understanding their relationship to change.
Both innovation management and risk management are concerned with the ability
of an organization to develop capabilities to be adaptive and to respond to change
(Walker et al. 2006). While risk management entails development of capabilities to
mitigate the negative impact of unfavorable outcomes, innovation management is
concerned with activities that lead to desired (i.e., positive) outcomes. Risk man-
agement and innovation management are both concerned with an organizational
response to change; however, while an organization deliberately embarks on inno-
vation investment to develop new products and services, risk management programs
are institutionalized to respond to undesirable shocks and threats. Thus, they both
are concerned with organizational capability, but with different emphasis.

There are also differences between risk management and innovation management
with respect to how organizations view them. Innovation management is seen as a
proactive activity that aims to enhance a firm’s competitive position, so innovation
is usually associated with growth (Cho and Pucik 2005; Crossan and Apaydin 2010;
Garcia and Calantone 2002). Risk management is usually regarded as a practice
to maintain and sustain the current organizational structures, norms, and practices
and to ensure that the firm has plans in place to continue its normal operations
in the event of disruptions, so risk management is seen as more of a reactive firm
behavior (Bode et al. 2011).Acore capability common toboth resilient and innovative
organizations is their ability to anticipate changes in the environment and their ability
to proactively learn. At the conceptual level, both risk management and innovation
management are concerned with change, but they deal with it in different ways.
Thus, it is expected that organizations would be able to improve both their innovation
and their resilience through investment in certain organizational capabilities that are
antecedents of both innovation and resilience. In the following sections, we review



17 The Relationship Between Firm Resilience … 283

the literature to identify the antecedents of firm innovation and firm resilience, to
look for commonality between them.

5 Supply Chain Resilience

Kamalahmadi and Parast (2016b) defined supply chain resilience as “the adaptive
capability of a supply chain to reduce the probability of facing sudden disturbances,
resist the spread of disturbances bymaintaining control over structures and functions,
and recover and respond by immediate and effective reactive plans to transcend the
disturbance and restore the supply chain to a robust state of operations” (p. 121).
While different definitions for supply chain resilience are introduced in the literature,
they all refer to it as the capability of a firm and its supply chain tomitigate the adverse
effects of supply chain disruptions. Thus, to better understand the linkage between
innovation and resilience, we need to first identify the organizational capabilities
that enhance firm responsiveness to supply chain disruptions. These capabilities are
discussed in the following section.

5.1 Antecedents of Supply Chain Resilience

Kamalahmadi and Parast (2016b) conducted a comprehensive review of the
antecedents of supply chain resilience. In this section, we review these capabili-
ties and identify those most frequently addressed by authors. These capabilities are
summarized in Table 1.

Flexibility. Flexibility is defined as the ability to take different positions to better
react to unusual situations and swiftly adjust to significant changes in the supply chain
(Lee and Cameron 2004). Having flexible transportation systems, flexible production
facilities, a flexible supply base, flexible capacity, and flexible labor arrangements
are examples of the ways that flexibility can strengthen resilience (Colicchia et al.
2010; Tang and Tomlin 2008; Tang 2006; Tomlin 2006; Yang and Yang 2010).

Redundancy.Anotherway to improve resiliency is through creating redundancies
across a supply chain. Having multiple suppliers, safety stock, overcapacity, and
backup suppliers are examples of redundancies in supply chains (Knemeyer et al.
2009; Sheffi 2005; Sodhi and Lee 2007; Tang 2006; Tomlin 2006).

Collaboration. Nishat Faisal et al. (2006) interpret collaboration as the “glue
that holds supply chain organizations in a crisis together”. Cooperation diminishes
uncertainty by distributing risk (Reinmoeller andVanBaardwijk 2005). An empirical
study byWieland andMarcusWallenburg (2013) on the influences of relational com-
petencies (communication, cooperation, and integration) on supply chain resilience
revealed that communicative and cooperative relationships have a positive impact
on resilience. A survey conducted by Soni et al. (2014) found that collaboration is
ranked second among 14 enablers of supply chain resilience.
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Table 1 Antecedents of firm resilience

Capability Related literature

Redundancy Azadeh et al. (2014), Knemeyer et al. (2009), Sheffi (2005), Sodhi
and Lee (2007), Tang (2006), Tomlin (2006)

Flexibility Lee and Cameron (2004), Colicchia et al. (2010), Tang and Tomlin
(2008), Tang (2006), Tomlin (2006), Yang and Yang (2010)

Collaboration Christopher and Peck (2004), Pettit et al. (2010), Faisal et al. (2006),
Reinmoeller and Van Baardwijk (2005), Wieland and Marcus
Wallenburg (2013), Soni et al. (2014), Borekci et al. (2015), Scholten
and Schilder (2015)

Trust Nishat Faisal et al. (2007), Raj Sinha et al. (2004), Ponomarov and
Holcomb (2009), Wicher and Lenort (2012), Soni et al. (2014)

Information sharing Scholten and Schilder (2015), Mandal (2012), Wicher and Lenort
(2012), Melnyk (2014), Priya Datta et al. (2007), Soni et al. (2014),
Blackhurst et al. (2011)

Agility Wieland and Marcus Wallenburg (2013), Cabral et al. (2012), Soni
et al. (2014)

Visibility Soni et al. (2014), Wieland and Marcus Wallenburg (2013), Azadeh
et al. (2014), Brandon-Jones et al. (2014), Johnson et al. (2013),
Ponis and Koronis (2012), Wilding (2013)

Velocity Prater et al. (2001), Wieland and Marcus Wallenburg (2013), Scholten
et al. (2014), Carvalho et al. (2012), Wicher and Lenort (2012)

Supply chain risk
management culture

Christopher and Peck (2004), Moore and Manring (2009), Sheffi
(2005), Ates and Bititci (2011), Christopher et al. (2011), Mandal
(2012), Soni et al. (2014)

Leadership Christopher and Peck (2004), Wilding (2013), Demmer et al. (2011),
Rice and Caniato (2003), Blackhurst et al. (2011)

Trust. According to Faisal et al. (2007), trust makes cooperation and collabo-
ration easier, both within the organization and across partners in the supply chain.
Ponomarov and Holcomb (2009) analyzed the mutual trusting behaviors of buyer—
supplier resilience and found that a greater degree of mutual trusting behaviors can
support greater relational resilience in buyer–supplier relationships. In their study, a
trusted network is required for the design of a cooperative relationship, and conse-
quently, a trusted network increases the resilience of supply chains. Respondents to
the survey conducted by Soni et al. (2014) ranked trust as the seventh most important
out of 14 enablers of supply chain resilience.

Information sharing. According toChristopher and Peck (2004), the key element
for collaborative working and risk reduction should involve the building of a resilient
supply chain where there is the exchange of information among members of the sup-
ply chain. Mandal (2012) stated that collaboration can only take place when each
member receives relevant information efficiently and effectively. Investment in shar-
ing information and monitoring performance can help identify potential problems in
a supply chain (Melnyk 2014). In a multi-case analysis, six out of seven enterprises
highlighted the need to have predefined communication protocols in order to min-
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imize the effects of disruptions through effective information sharing (Blackhurst
et al. 2011).

Agility. Agility is defined as “the ability of a supply chain to rapidly respond
to change by adapting its initial stable configuration” (Wieland and Marcus Wal-
lenburg 2012, p. 890). Wieland and Marcus Wallenburg (2013) stated that supply
chain resilience has two aspects: (1) a proactive dimension, which is concerned with
robustness; and (2) a reactive dimension, which deals with agility. Two elements of
agility suggested by Christopher and Peck (2004) are visibility and velocity (Azadeh
et al. 2014; Faisal et al. 2006; Scholten et al. 2014; Wieland and Marcus Wallenburg
2013).

Spiegler et al. (2012) stated that supply chains will encounter extreme changes
in their resilience performance when lead time changes. Reductions in lead time for
production and transportation are emphasized by Carvalho et al. (2012) as practices
that enhance agility and resilience.

Supply chain risk management culture. According to Christopher and Peck
(2004), organizations need to incorporate a culture for supply chain riskmanagement
in order to construct a resilient organization. Organizational behavior and character-
istics are major factors in the evolution toward resilient and sustainable enterprises
(Moore and Manring 2009). Sheffi (2005) asserted that the key difference between
successful and unsuccessful response to disruptions is organizational culture.

Ates and Bititci (2011) examined the role of culture and change management
in resilience in small and medium-sized enterprises. They found that incorporating,
developing, and implementing change capabilities are significant in making progress
toward sustainability and resilience in organizations. The results of an empirical study
by Mandal (2012) show that a culture of risk management must be embedded in the
focal firm and across its supply chain members. Soni et al. (2014) described risk
management culture as one of the major drivers of resilience.

Leadership. Christopher and Peck (2004) noted that within the process of cul-
tural change at the organizational level, nothing is achievable without support and
commitment from the leadership. Wilding (2013) stated that introducing a risk man-
agement culture forces the leadership to review company policies and practices and
to determine their impact on the risk profile of the supply chain. An empirical study
by Blackhurst et al. (2011) found that education and training of supply chain employ-
ees were identified by six of the seven firms as a main component in enhancing their
firm’s capabilities in supply chain resilience.

Now, we turn our focus to firm innovation and to better understand the importance
of innovation in firm and supply chain level and identify the antecedents enhancing
innovation performance.

6 Firm Innovation

In order to respond to swift changes in products, services, customer’s demands, and
problems, firms need to have innovation capability (Christopher 2005; Kim et al.
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2015). Innovation generally occurs in processes, technologies, services, strategies,
and organizational structures (Rogers 2003). Innovation pertains to new applications
of knowledge, ideas, methods, and skills that can create distinctive capabilities and
influence an organization’s competitiveness (Andersson et al. 2008; Fagerberg and
Verspagen 2009). In the context of supply chains, innovation focuses on addressing
the demands of the marketplace, which can consequently increase value propositions
for customers (Flint et al. 2008). Panayides et al. (2005, pp. 192–193) said “As supply
chain parties becomemore innovative in termsof adopting newprocesses, operational
routines and investing in new technological systems, supply chain effectiveness in
terms of ability to fulfill what was promised, meet standards and solve problems will
improve.”

Empirical studies on innovation have investigated five types of innovation: incre-
mental product, incremental process, radical product, radical process, and adminis-
trative (Di Benedetto et al. 2008; Herrmann et al. 2007; Salavou and Lioukas 2003).
Innovation can be divided into incremental innovation and radical innovation when
considering the following characteristics of innovation: the level of change (minor
vs. major), a target customer or market (existing vs. new), and the level of risk (low
vs. high). Another common categorization of innovation is in terms of technolog-
ical vs. administrative, where technological innovation encompasses both product
and process innovation (Kim et al. 2012). A comprehensive comparison of radical,
incremental, and administrative innovation is shown in Table 2. A brief discussion
of the different types of innovation follows the table.

Product, process, and administrative innovation. Product innovation is defined
as changes at the end of providing products or services, while process innovation
refers to changes in the method of producing products or services (Propris 2002).
Process innovation is considered as changes in the way that a firm produces products
or services (Koberg et al. 2003). Process innovation changes the sequences and nature
of the production process to enhance the productivity and efficiency of production
activities (Garcia and Calantone 2002; Propris 2002). Administrative innovation is
defined as the application of new ideas to improve organizational structures and
systems or to improve processes involving the social structure of an organization
(Weerawardena 2003).Administrative innovation is often prompted by internal needs
for structuring and coordination (Daft 1978; Gaertner et al. 1984).

Incremental versus radical innovation. Incremental innovation pertains to slight
changes of existing technologies in terms of design, function, price, quantity, and
features to meet the needs of existing customers (Garcia and Calantone 2002; Pro-
pris 2002). Radical innovation refers to the adoption of new technologies to create
a demand not yet realized by customers and markets (Jansen et al. 2006). Incre-
mental innovation emphasizes refining, broadening, enhancing, and exploiting cur-
rent knowledge, skills, and technical trajectory (Gatignon et al. 2002), while radical
innovation focuses on market pull or technology push strategies (Li et al. 2008).
Incremental innovation is associated with a lower level of risk and modest potential
benefits (Koberg et al. 2003); radical innovation is associated with a higher level of
risk and great uncertainty (Moguilnaia et al. 2005).
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Table 2 Comparison of technological and administrative innovation (Kim et al. 2012)

Dimension Technological innovation Administrative
innovation

Radical innovation Incremental
innovation

Objective Create new markets
with new customers
by responding to a
previously
unrecognized demand,
replacing old
technologies, or
disrupting a current
technology trajectory

Meet needs of existing
customers by refining,
broadening, or
combining a current
technical trajectory,
knowledge, and skills

Increase the efficiency
and the effectiveness
of managerial systems
and processes by
obtaining new
resources or adopting
new programs

Subject of innovation Radical product
innovation: products
or services.
Radical process
innovation: processes

Incremental product
innovation: products
or services.
Incremental process
innovation: processes

Structures, policies,
systems, and
processes of
management and
organization

Level of change Major changes of
technological
directions,
approaches, or linkage
among core
components

Minor changes of
existing components,
design, price,
function, quantity, or
time

Both major and minor
changes

Approach Mainly a bottom-up
approach initiated by
lower-level
technicians and R&D
workers

Mainly a bottom-up
approach conducted
by lower-level
technicians and R&D
workers

Mainly a top-down
approach initiated by
upper-level managers
or administrators

Level of risk A high level of risk
due to a high degree
of complexity and
technical/market
uncertainties

A low level of risk due
to a greater level of
certainty with known
information

High risk and low risk

Output Occur rarely but
create entirely new
product categories;
identify unrecognized
demands or methods;
result in technological
and marketing
discontinuities;
restructure
marketplace
economics

Occur often and
enrich the depth of
technology
innovation; improve
certain dimensions of
products or processes;
expand brands and
product categories;
develop existing
competencies

Enhance
organizational
structures,
administrative
systems, and
processes; add value
directly for a firm or
indirectly for its
customers

Protection of output Mainly protected by
intellectual property
law, such as patent;
diffused under the
technology transfer
contract

Mainly protected by
intellectual property
law, such as patent;
diffused under the
technology transfer
contract

Mainly not protected
by intellectual
property law; diffused
by specialized agents
(e.g., consulting firms)
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6.1 Antecedents of Firm Innovation

Since our purpose is to explore the relationship between a firm’s innovation capability
and the firm’s supply chain resilience, we identify innovation antecedents that show
a significant relationship to firm resilience.

Leadership. A study by Vaccaro et al. (2012) showed that leadership behavior
is a key driver for innovation. Also, the effect of senior leadership on employee
creativity and team innovation was investigated by Yoshida et al. (2014). Dunne et al.
(2016) analyzed responses collected from entrepreneurs and found that leadership
style, negotiation style, and organizational efficacy each positively affect newproduct
innovation.

Collaboration. As innovation expands to all firm personnel and departments,
it should be thought of as a collaborative application (Ar and Baki 2011). In fact,
innovative capabilities depend on communication between individuals, groups, orga-
nizations, and subsystems, because such communications intensify knowledge and
learning (Ar and Baki 2011). Krolikowski and Yuan (2017) provide an empirical
investigation of the impact of customer–supplier relationships on firm innovation.
Their study indicated that a concentrated customer base promotes suppliers to invest
more in research and development (R&D) and become more innovative. Fossas-
Olalla et al. (2015) show that firms that collaborate technologically with suppliers
have a greater potential for product innovation. Un and Asakawa (2015) explained
how R&D collaborations affect process innovation. Their results indicate that R&D
collaborations with suppliers and universities appear to have a positive impact on
process innovation. Yao et al. (2013) found that in a supply chain, collaborative
forecasting and collaborative replenishment exhibit distinct learning curves. Their
finding is additional support for the positive impact of collaboration on innovation,
if we accept that firms that learn more are more innovative.

Knowledge sharing. Firms need to share some of their own knowledge in order
to have access to external knowledge that may expand or improve their innovation
activities (Ritala et al. 2015). Ritala et al. (2015) examined the quandary of external
knowledge sharing and knowledge leakage. They found out that external knowl-
edge sharing increases the relative innovation performance of the firm. However,
accidental and intentional knowledge leakage negatively moderate this relationship.
Moreover, according to Bellamy et al. (2014), improved knowledge and information
flows arising from supply network accessibility positively affect a firm’s innovation
output.

R&D strategy. R&D is considered as the key prerequisite driving technological
change, which is closely linked with innovation (Avermaete et al. 2004). To create or
adopt new products or processes in the marketplace and to be innovative, firms need
to emphasize and invest in R&D (Gu and Tang 2004). Thus, the amount of R&D
expenditures, resources, and personnel is usually used to measure the input to the
innovation process. Ar and Baki (2011) demonstrated that R&D strategy has a direct
effect on the level of product innovation, while it has an indirect effect on process
innovation.
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Capability for creativity. Creativity refers to the ability to develop new ideas,
products, or services based on perceived patterns and relationships (Scozzi et al.
2005). In terms of innovation, the production of novel and useful ideas is often an
important part of the innovation process (Mathisen et al. 2004). Carayannis and Gon-
zalez (2003) stated that creativity (mostly at the individual level) is a requisite factor
enabling innovation (mostly at the organizational level). Furthermore, Gumusluoglu
and Ilsev (2009) state that creativity at the individual level, through new idea gener-
ation and implementation, is likely to cause the development of innovative products.
As a result, it can be said that creativity is a driving factor in enhancing innovation
(Ar and Baki 2011).

7 Organizational Capabilities to Improve Both Firm
Innovation and Firm Resilience

Innovation is a key element for an enterprise’s long-term survival and growth, and
it plays a vital role in how a firm adapts to changes in the environment (Santos-
Vijande andÁlvarez-González 2007). Firmswith greater innovativenesswill bemore
successful in responding to customers’ needs and in developing new capabilities that
allow the firm to achieve better performance or superior profitability (Calantone et al.
2002; Sadikoglu and Zehir 2010). On the other hand, as discussed earlier, supply
chain risk management not only helps organizations to develop their resilience to
disruption, but also contributes to firm performance (Liu et al. 2017). Thus, we have
two perspectives, innovation and resilience, that improve firm performance in two
different ways. If innovation and resilience share some antecedent capabilities, a
firm could strengthen those capabilities to enhance both resilience and innovation.
Table 3 presents capabilities that are shared between innovation and resilience. We
develop our propositions regarding the relationship between firm innovation and firm
resilience as follows.

Collaboration. In an organization, cooperation between departments is a driver
of innovation (Brouwer and Kleinknecht 1996; Hyvärinen 1990), because innova-
tion capability depends on the interaction between individuals, groups, organiza-
tions, and subsystems (Ilker Murat and Birdogan 2011). It has also been shown that
cross-functional integration in the form of collaboration significantly affects innova-
tion performance (Frishammar and Åke Hörte 2005). Collaboration with suppliers,
clients, and research organizations has a positive impact on innovation (Nieto and
Santamaría 2007; Ritala et al. 2015). As a result, firms that want to become more
innovative need to strengthen their collaboration capability and consider collabora-
tion as a key driver, because the success of firm innovation relies on the extent to
which a firm exhibits collaborative behavior. Apart from the significant effect of col-
laboration on innovation, several studies have discussed the impact of collaboration
on improving firm resilience (Pettit et al. 2010; Wieland et al. 2013; Borekci et al.
2015). In fact, collaboration leads to mitigating uncertainty and increasing readiness
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Table 3 Capabilities common to innovation and resilience

Capability Innovation Resilience

Collaboration Ar and Baki (2011), Krolikowski and
Yuan (2017), Fossas-Olalla et al.
(2015), Un and Asakawa (2015), Yao
et al. (2013)

Christopher and Peck (2004), Pettit
et al. (2010), Nishat Faisal et al.
(2006), Reinmoeller and Van
Baardwijk (2005), Wieland and
Marcus Wallenburg (2013), Soni
et al. (2014), Borekci et al. (2015),
Scholten and Schilder (2015)

Information
Sharing

Ritala et al. (2015), Bellamy et al.
(2014)

Scholten and Schilder (2015),
Mandal (2012), Melnyk (2014), Priya
Datta et al. (2007), Soni et al. (2014),
Blackhurst et al. (2011)

Leadership Ar and Baki (2011), Vaccaro et al.
(2012), Yoshida et al. (2014), Dunne
et al. (2016), Ryan and Tipu (2013),
Montes et al. (2005)

Christopher and Peck (2004),
Wilding (2013), Demmer et al.
(2011), Rice and Caniato (2003),
Blackhurst et al. (2011)

for unpredicted events (Christopher and Peck 2004). As a result, in a collaborative
environment, firms are more resilient to disruptions (Christopher and Peck 2004;
Reinmoeller and Van Baardwijk 2005; Soni et al. 2014; Wieland and Marcus Wal-
lenburg 2013). Thus, we propose the following:

Proposition 1 Firmswith an innovative environment aremore resilient to disruption
because they have more collaboration.

Information Sharing. Knowledge-sharing practices in firms are suggested as
contributing to competitive advantage (Wang and Wang 2012). A firm’s ability to
transform and exploit knowledge may determine its level of innovation (Wang and
Wang 2012). Bellamy et al. (2014) and Ritala et al. (2015) have shown the positive
effect of knowledge sharing on innovation. In fact, knowledge sharing offers a great
opportunity to explore and examine the possible (market) value and opportunities
for that knowledge (Chesbrough 2006), which are considered as significant factors
for a firm’s innovation (Ritala et al. 2015). For example, a firm can demonstrate the
potential value of the knowledge by sharing it with the external partners and even
the competitors (Husted and Michailova 2010). Thus, knowledge-sharing capabil-
ity increases the firm’s attractiveness as a potential partner in inter-firm innovation
projects. In addition, external knowledge sharing improves the firm strategic network
position (Ritala et al. 2015), as a result of expediting the path to potential value and
promising outcomes (Clarysse et al. 1996). This increases a firm’s opportunity to
broaden the range of innovation capabilities and processes (Brusoni et al. 2001).
Firms can improve their performance in terms of innovation as they rely on shared
knowledge and competencies (Demmer et al. 2011; Gupta and Polonsky 2014).

Thus, knowledge-sharing mechanisms have a profound impact on both improving
firm innovation and firm resilience. Current thinking in supply chain management
views information sharing as one of the key elements for successfully managing
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and coordinating supply chains (Ganesh et al. 2014). According to Christopher and
Peck (2004), the key priority for risk reduction should be the creation of a supply
chain community where there is an exchange of information among members of the
supply chain.According toSoni et al. (2014), internal and external knowledge sharing
are considered as two antecedents of resilience in large enterprises. Therefore, we
propose the following:

Proposition 2 Innovative firms are more resilient to disruption because they have
more information-sharing capability.

Leadership. A leader supports teams and individuals as they turn their creative
efforts into innovations (leader as facilitator); a leader also manages the organiza-
tion’s goals and activities aimed at innovation (leader as manager) (Denti andHemlin
2012). For example, Dunne et al. (2016) found that leadership style, organizational
efficacy, and negotiation style are three measures of leadership that have a positive
effect on a firm’s innovativeness. In fact, top managers have a crucial role in boost-
ing innovation because innovation is a complex system (Ilker Murat and Birdogan
2011). In addition, for implementing innovation, firms need to consider the leader’s
view about innovation as a necessary element (Senge 1990). Since leaders shape
employee’s innovative behavior through their deliberate actions aiming to stimu-
late idea generation (De Jong and Den Hartog 2007), there must be a culture that
both supports and rewards employee’s innovative ideas (Wan et al. 2005). Such an
innovation-supportive culture is created by leaders. In addition to supporting innova-
tive ideas, Carayannis and Gonzalez (2003) showed that supportive management is
regarded as one of the innovation catalysts, because a supportive manager is willing
to take risks and stimulate fresh thinking.

From the risk management perspective, several authors have shown the influential
effect of supportive leadership on a firm’s resilience (Blackhurst et al. 2011; Christo-
pher and Peck 2004; Demmer et al. 2011). In every case of culture change at an
organizational level, without a supportive leadership, nothing is possible (Christo-
pher and Peck 2004). Instilling a risk management culture requires the leadership to
review company policies and practices, to determine their impact on the risk profile
of the supply chain (Wilding 2013). Regarding the positive impact of supportive
leadership on firm innovation and resilience, we propose the following:

Proposition 3 More innovative firms are more resilient to disruption because they
need to have more supportive leadership capability.

8 Future Research

There are several avenues for exploring the relationship betweenfirm innovation, firm
resilience, and firm performance. First, there might be other innovation capabilities
that we failed to notice in this study. Consequently, the first future direction could be
a comprehensive review of innovation from different perspectives, analyzing their
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relationship with supply chain resilience. Second, development of a conceptual and
theoretical model to relate innovation, resilience, and firm performance would be
instrumental in theory development. Third, in this research, the impact of innovation
type on resilience and innovation capabilities was not investigated. For example,
it is not known whether firms involved in process innovation are more resilient in
responding to supply chain disruption than firms that are not involved in process
innovation. In addition, an examination of the relative importance of the level of
innovation change (radical vs. incremental) on improving firm resilience would be an
interesting research area. Therefore, another future direction is to explore the impact
of innovation type on both innovation and resilience. Finally, capabilities discussed
in this study were examined regardless of a firm’s size and industrial segment. Both
size and industrial segments play important roles in identifying key antecedents, so
future research is needed to explore key antecedents considering a firm’s size and
industrial segment.

9 Conclusion

In this chapter, we investigated the relationship between supply chain resilience and
innovation. Through reviewing two streams of research (innovation and resilience),
we were able to identify key practices that improve both organizational innovation
and resilience.We discussed how leadership, information sharing, and collaboration,
which are antecedents of both resilience and innovation, contribute to making inno-
vative firms more resilient. Organizations would be able to improve their resilience
to supply chain disruptions through emphasizing their innovation capabilities.
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Chapter 18
Supply Chain Virtualization: Facilitating
Agent Trust Utilizing Blockchain
Technology

Kane J. Smith and Gurpreet Dhillon

1 Introduction

With the rapid commercialization and adoption of Internet technologies by
companies such as Amazon, Walmart, and Dell, a process known as supply chain
virtualization has taken place, transforming conventional work practices across orga-
nizations. There are three key elements that represent supply chain virtualization,
which include: the formation of virtual trading communities; the emergence of virtual
knowledge communities; and the relocation and integration of interorganizational
business processes in the cyberspace (Ho et al. 2003, 2015). The advancement of
information technologies, in particular the Internet and Internet of Things (IoT), has
transformed the traditional economy into a network and knowledge-based economy
where electronic commerce, known as e-commerce, has assumed an increasingly
important role in reshaping buyer–supplier relationships, improving core business
processes, providing electronic intermediation, and reaching new segments and mar-
kets (Chandrashekar and Schary 1999; Gefen and Straub 2004; Ho et al. 2003;
Verdouw et al. 2016). With the success of companies such as Amazon, signifi-
cant changes are already clearly observable in retail markets in which the Web was
exploited as a new channel to market, sell, and distribute consumer products (Hande
and Ghosh 2015; Ho et al. 2003). However, the marketing and sales aspects of e-
commerce represent only a partial understanding of the intricacies of this technolog-
ical innovation, and further yet underestimate the impact it has had on management
thinking and work practices (Ho et al. 2003; Verdouw et al. 2016). Hence, the impact
of new technologies is not limited to a particular business process or a particular
pair of trading partners as they have also created new opportunities for supply-chain
reconfiguration and integration, challenging prevalent business models, processes,
and relationships (Ho et al. 2003). To this end, the growing commercialization and
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deployment of new IT-based technology across various industries, and e-commerce
in particular, are driving the virtualization of supply chains and demanding new
mindsets in managing these new diverse business contexts.

Supply chain virtualization can provide many distinct benefits, such as providing
greater visibility within the supply chain, as the provenance of an item in a partic-
ular network can be called into question (Francisco and Swanson 2018; Korpella
et al. 2017). For example, Amazon’s Fulfilled by Amazon program offers third-party
merchants an option where Amazon handles all aspects of sale, warehousing, and
shipment once a seller sends their products into their warehouses (Shepard 2017).
The program is designed for maximum speed as all products with the same SKUs get
mixed in together, regardless of who the individual sellers who shipped them (Shep-
ard 2017). However, this means that counterfeits can be commingled with authentic
products, and even Amazon cannot easily determine where they came from. This
provides an added level of protection to counterfeiters, as the smokescreen between
them and the nefarious products they spike Amazon’s supply chain with (Shepard
2017). This obfuscation of a product’s actual origin damages the trust between Ama-
zon, its vendors and the customers they serve. Hence, there is a need for a tool that
can demonstrate the reality of a product’s origin within the virtual supply chain and
alleviate the issues of traceability, authenticity, transparency and ultimately trust.
Therefore, the aim of such technology should be to reduce the risk of security threats
to the supply chain arising from the process of virtualization.

2 Risk and Virtual Supply Chains

There are many sources of potential risk to supply chains as these sources can be
any variables which cannot be predicted with certainty and from which disruptions
can emerge (Juttner 2005). Per Mason-Jones and Towill (1998), five overlapping
categories of supply chain risk sources exist: environmental, demand and supply,
process and control risk sources. Currently, one such concern within environmental
risk sources, which are comprised of any external uncertainties arising from the
disruption of the supply chain such as social uncertainties via cyber-attacks like
hacking (Juttner 2005). Specifically, cyber-attacks can cripple virtual supply chains as
the point of entry for hackers as it is often through the weakest link in the chain (Khan
and Estay 2015). The weakest link tends to be the result of the increasing complex
network of the supply chain (Lu et al. 2013). For example, as global networks rely
heavily on technology for supply chain efficiency and managing complexity, this
in turn significantly increases their susceptibility to cyber threats (Lu et al. 2013).
Hence, exacerbated by growing complexity and the need to be visible, supply chains
constantly share vital streams of information and make themselves a highly lucrative
target for talented hackers (Khan and Estay 2015). The implications of such cyber-
attacks are financial losses, exceeding 1 trillion dollars in lost revenue annually
industry-wide (Boyson 2014) and damage to brand reputation and value (Khan and
Estay 2015).
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To combat these threats, virtualization technologies are used to support busi-
ness operations, to share information, to connect businesses, and to generate greater
visibility along supply chains in order to gain knowledge and control of processes
(Francisco and Swanson 2018; Khan and Estay 2015; Korpella et al. 2017). While
supply chains have pursued aspects such as the standardization of business processes,
increased communication, connectivity, and data exchange, the vulnerability of these
systems to cyber-attacks is still rapidly increasing and responses to such threats still
an emerging area of research (Boyson 2014; Khan and Estay 2015). This is due to
the fact that in virtual supply chains, information is shared digitally and these supply
chains are reliant on high quality information.Without it supply chain managers can-
not, for example, make decisions on forecasts for production or distribution (Khan
and Estay 2015). For virtual supply chains to thrive, managers must recognize that
cyber-attacks are becoming common occurrences and a critical difficulty with cyber-
attacks is that often a business will not know the types of cyber-risks to which it has
exposure until after it has been attacked (Khan and Estay 2015).

The other categories for risk in a supply chain, per Mason-Jones and Towill
(1998), are also of great interest and represent threats to an organization (Juttner
2005). For example, supply risk is the uncertainty associated with supplier activities
and in general supplier relationships. As previously mentioned, Amazon’s Fulfilled
by Amazon program for third-party merchants means that counterfeits can become
commingled with authentic products, and even Amazon themselves cannot easily
determine where they came from (Shepard 2017); hence, counterfeiting has become
a major risk in the management of virtual supply chains (Boyson 2014). This is
due to the fact that there are numerous issues present in the management of virtual
supply chains, which facilitate an increase in these risks (Akkermans et al. 2004;
Francisco and Swanson 2018; Korpella et al. 2017). Therefore, before any potential
solution to these risks can be posited; the issues related to managing such risks must
be explicated and examined. Then, once this is complete, a solution can be proposed
that serves to mitigate these risks by alleviating the issues related to managing them.

3 Issues in the Management of Virtual Supply Chain Risk

There are a number of difficult issues that are involved in the management of vir-
tual supply chains. However, 3 key issues stand paramount; namely transparency,
traceability, and authenticity (Akkermans et al. 2004; Francisco and Swanson 2018;
Korpella et al. 2017). These are very important issues and addressing them is critical
to the successful management of risk within a given virtual supply chain, such as
Amazon’s, which can be exploited to the chagrin of vendors, consumers and Ama-
zon alike. Therefore, prior to exploring a potential solution to these issues, we must
first understand the context of each one and how it affects supply chain virtualization
within an organization. To begin, the concept of transparency in virtual supply chains
will be discussed and then linked to each of the following issues before a solution is
proposed that can address all of them together.
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3.1 Transparency

Awaysheh and Klassen (2010) define the term transparency as the extent to which
information is readily available to two or more parties in an exchange as well as
to outside observers. In a supply chain context, transparency refers to information
available to companies involved in a supply chain network, such as those utilized
by Amazon, Walmart, or Dell. Yet, while the supply chain concept of transparency
deals with the information made readily available to end users and firms in a virtual
supply chain, there are varying degrees of supply chain information sharing within
the supply chain (Lamming et al. 2001). Hence, transparency is important and virtual
supply chains need to transparently supply all actors with knowledge, normalizing
information leverage during negotiations, and providing more information about
component origins and processes (Lamming et al. 2001). According to Awaysheh
and Klassen (2010), transparency in the supply chain drives the adoption of socially
responsible supplier practices, which serves to both influence customer purchase
behavior as well as create conditions that force competitors to match their actions,
especially for those with valuable, high visibility brands. For example, if a company
were to source components derived from a source known to exploit its labor pool
through unfair labor practices, such asApple or perhapsNike, consumersmay choose
to turn away from that brand and to their competition (Duhigg andGreenhouse 2012).
Likewise, if vendors in a virtual supply chain engage in activities considered bymany
to be unethical, an organization can be aware of such behavior before engaging them
in their network. Additionally, transparency within a virtual supply chain can help
to cut down on issues of counterfeiting (Boyson 2014), a benefit to organizations
whose business practices may make them more susceptible to such risks. For this
reason, virtual supply chain transparency is an important issue; however, it is very
difficult to ensure the transparency of a virtual supply chain network (Francisco and
Swanson 2018; Korpella et al. 2017).

3.2 Traceability

Scholars have identified that optimizing transparency and traceability are correlated.
Supply chain traceability leverages transparency to operationalize organizational
goals related to raw material origins and provide context to a final product or service
(Abeyratne and Monfared 2016; Skilton and Robinson 2009). This means that trace-
ability is the ability to identify and verify the components, as well as the chronology
of events in all steps of a process chain (Abeyratne and Monfared 2016; Skilton
and Robinson 2009). The relationship between supply chain transparency and trace-
ability is not straightforward and linear: while having more information available
may lead to increased traceability, increased traceability may not lead to increased
transparency if the supply chain is made of few participants with loose affiliations
(Francisco and Swanson 2018). For example, traceability is hindered when material
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information is incomplete or missing; however, the merits of traceability are limited
by the complexity within the virtual supply chain network (Abeyratne andMonfared
2016; Francisco and Swanson 2018). This means that as the complexity of a virtual
supply chain network increases, it will increasingly consist of concealed elements
and raise doubts around the ability of its participants to effectively and securely
monitor it.

3.3 Authenticity

While transparency and traceability are correlated, authenticity is another related
concept that is essential to managing virtual supply chains. Authenticity refers to the
assurance that a message, transaction, or other exchange of information is from the
source it claims to be from, meaning authenticity involves proof of identity. Proving
authenticity occurs through the process of authenticationwhichusually involvesmore
than one “proof” of identity (Samonas andCoss 2014). The “proof” of identitymaybe
something which a user knows, like a password, or a user might prove their identity
with something they have, like an encrypted keycard, while modern systems can
also provide proof based on something a user is (Samonas and Coss 2014). For user
interaction with most systems, programs, and each other, authentication is critical,
with user id and password input being the most prevalent method of authentication,
but also the one to present the most problems with increased susceptibility to cyber
threats such as hacking, malware, or phishing. Hence, a more complex virtual supply
chain will also deal with issues surrounding its ability to deal with authentication of
users to access information.

4 Reducing Risk by Building Trusting Relationships

Trust is a significant predictor of positive performance within interorganizational
relationships with evidence of this extending across multiple theories of organiza-
tional research (Ireland and Webb 2007). Within transaction cost economics, for
example, trust is viewed as a substitute for costly control and coordination mecha-
nisms, while social capital theory argues that trust is a relational lubricant, allow-
ing greater benefits of knowledge transfer, joint learning, and the sharing of risks
and costs associated with exploring and exploiting opportunities (Ireland and Webb
2007). Trust is the decision to rely on a partner with the expectation that they will act
according to some common agreement and at any level of trust, a certain amount of
relational risk is present as that person or entity may not act according to the agree-
ment (Ireland and Webb 2007). Firms accept elevated levels of risk to gain access to
the social and economic benefits that are associated with trust-based relationships,
such as trust between organizations as partners wherein an atmosphere is created in
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which firms willingly exceed the minimal requirements of a relationship to increase
the likelihood of success for all partners (Ireland and Webb 2007).

Trust can also exist in a situation, which results in an arrangement whereby firms
contribute the minimum amount of resources and time to an interorganizational
relationship to achieve efficiency (Ireland andWebb 2007).With trust in a situation, a
firm is willing to rely on a partner because the transaction facilitates efforts to achieve
efficiency goals and the expected benefits of the transaction exceed the expected
costs (Ireland and Webb 2007). This is an important concept due to the fact that
virtual supply chains place trust both in situations as well as partners to maximize
the efficiency of their supply chain networks and work to what is expected to be
a common goal. However, when that trust is betrayed, it can be difficult to rebuild
it, if it can even be earned in the first place. Hence, it is necessary for trust and
trusting relationships to exist in order to achieve maximum efficiency and benefit
for an organization and reduce risk within their virtual supply chain. To achieve this
goal, there are 3 key drivers for building trust and trusting relationships. Therefore,
by implementing a solution which utilizes and maximizes at least one of these key
drivers, it can help to alleviate risk within a virtual supply chain.

4.1 Three Drivers for Trusting Relationships

When discussing trust and trusting relationships, there are 3 key mechanisms for
building such relationships; formal, informal and technology. Each driver impacts
trusting relationships differently and can address them in numerous different ways,
yet within one of these drivers lie an opportunity for addressing all the key issues
in virtual supply chain management at once. Most commonly, formal and informal
mechanisms are used to build trusting relationships (Bloom and Hinrichs 2016;
Bygballe et al. 2015); however, technology as a trust-building mechanism is also
found in the literature and exists in technology such as online feedback systems (Ba
and Pavlou 2002; Savolainen 2014). Each of these 3 drivers for building trusting
relationships is unique and affects different aspects of the trusting relationship. For
example, formal mechanisms are things such as contracts, whereby two (or more)
parties are legally obligated to perform some set of mutually beneficial actions.
In this instance, the legal contract provides a measure of trust between the two
parties as they are aware that the other will perform the duties owed to the other.
They can be sure of that at least so long as the penalty for not doing so does not
outweigh the benefits of the required actions. This is exemplified by companies
such as Dell agreeing to buy parts from multiple vendors, such as Intel, AMD, or
Nvidia, to build computers to sell to consumers. It is mutually beneficial to each
party to continue engaging in such a relationship, but the legal contract provides a
formal mechanism to elevate levels of trust between each party that the other will
keep their word. Informal mechanisms on the other hand are slightly different and
often are represented in things such as individual relationships. In this instance,
two organizations may enter into a formal contract, however, the individuals who
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interact regularly develop personal relationships. By getting to know one another,
these individual relationships serve to engender greater levels of trust between the
two parties, since personal relationships generate trust and discourage opportunism
in economic contexts (Bloom and Hinrichs 2016). Lastly, technology can act as a
trust-building mechanism for trusting relationships as it can incorporate numerous
mechanisms for building trust at once (Korpela et al. 2017). For example, technology
can be used to provide greater security over financial transactions, improve record
keeping, and reduce process inefficiencies, which can cause issues within the supply
chain and reduce vendor trust.

5 Opportunities for Creating Trusting Relationships Using
Blockchain Technology

Whilemany people may at least be tangentially familiar with Bitcoin, a decentralized
digital currency, they may be much less familiar with the underlying technology that
allows it to function, known as “blockchain.” Bitcoin was the first real implemen-
tation of blockchain technology, invented by a mysterious developer known by the
pseudonym “Satoshi Nakamoto,” as the true identity or identities behind it are still
unknown to this day (S. L. 2015). In the seminal work published in 2008, Bitcoin: A
Peer-to-Peer Electronic Cash System, Satoshi Nakamoto describes the backbone of
blockchain technology. It is described in the introduction as, “The network times-
tamps transactions by hashing them into an ongoing chain of hash-based proof-of-
work, forming a record that cannot be changed without redoing the proof-of-work
(Nakamoto 2008)”. The transactions are hashed into a single block, and all blocks
make up the chain, hence, the name “blockchain.” While Nakamoto was the first to
successfully implement blockchain technology and make it a practical solution, they
were not the first to attempt to solve what is known as the double-spending problem,
which is the original purpose of blockchain in Bitcoin. The term “double-spending”
dates as far back as 2007, when it was discussed by Osipkov et al. (2007) where
they state, “One major attack on electronic currency is double-spending, where a
user may spend an electronic coin more than once. Unless the merchant accepting
the coin verifies each coin immediately, double-spending poses a significant threat.”
This dilemma is at the heart of the motivation for blockchain technology, and in
creating a hash-based decentralized ledger system, Nakamoto solved the problem
of double-spending in the Bitcoin system. Nakamoto’s development of blockchain
technology to solve the problem of double-spending is highly relevant in modern
society and in the years since publication; others have developed non-Bitcoin uses of
blockchain technology. For example, the concept of “smart contracts” as described
by Bheemaiah (2015), “Smart contracts are programs that encode certain conditions
and outcomes. When a transaction between 2 parties occurs, the program can ver-
ify if the product/service has been sent by the supplier. Only after verification is
the sum transmitted to the suppliers account.” With the advent of the post-Bitcoin
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blockchain landscape in 2014, referred to as “Blockchain 2.0,” new technologies
are being rapidly developed which take advantage of blockchain to underpin a more
secure transaction ledger (Bheemaiah 2015).

5.1 What Is Blockchain?

Asdiscussed in the previous section, blockchainwas created to prevent the problemof
double-spending within cryptocurrency. However, in implementation it is essentially
a distributed ledger system, wherein participants work to build blocks on the chain by
hashing individual transactions with the chain acting as the ledger. As a blockchain
is a decentralized distributed ledger, it means that multiple participants involved in
building the blocks can hold a copy of the ledger. In technical terms, every participant
in the blockchain that holds a copy of the ledger is known as a “node.” As all nodes
hold a copy of the ledger, it means the ledger is decentralized and does not exist in a
single location, which prevents a central authority from altering the ledger in anyway
as all nodesmust “agree to” any additions to the ledger. Therefore, themost important
role the nodes have is to add blocks to the chain, which is done by processing
transactions (of which blocks are composed) through a one-way cryptographic hash
function that cannot be altered retroactively (Iansiti and Lakhani 2017). This means
that a blockchain then acts as an open and distributed ledger that records transactions
between various parties in an efficient, verifiable, and permanent manner (Iansiti
and Lakhani 2017). These types of secure transactions can be very appealing to any
organization interested in maintaining information in a secure, yet efficient manner
such as medical or banking records. A simple illustration of blockchain can be seen
in Fig. 1.

Blockchain inherently provides several key technological advantages to users that
are implications of its structural architecture, including; durability, transparency,
immutability, and process integrity (Abeyratne and Monfared 2016; Apte and Petro-
vsky 2016). These key technological advantages can be exploited for the benefit of
virtual supply chains. In the following Table 1, these advantages are briefly detailed.

5.2 How Can Blockchain Enable Trust in Virtual Supply
Chains?

There are several benefits to virtual supply chains, which include cost-effectiveness
of services and value-creating activities that are advantageous to many actors in the
ecosystem, including firms and their suppliers, employees and customers (Abeyratne
and Monfared 2016; Korpela et al. 2017). Hence, the effective integration between
various agents within a network requires both the integration of processes and infor-
mation in the supply chain (Korpela et al. 2017). Generally, coordination is achieved
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Fig. 1 Blockchain creation and validation process

by means of electronic links between information systems, enabling automated and
digitalized processing of source-to-pay processes involving suppliers and customers
in the supply chain (Korpela et al. 2017). However, information sharing and pro-
cessing is not confined to business processes but can also include vast amounts of
data from devices and sensors as well as social media. To this end, an integrated
supply chain information model is essential in modern virtual supply chains, and the
role of information integration is a key business driver (Abeyratne and Monfared
2016; Korpela et al. 2017). Information technology-based cost savings enable more
information to be processedmore accurately andmore frequently, frommore sources
around theworld, however, current technology simply focuses onwhere a transaction
occurs and when goods, services or information are transferred across activities and
systems (Korpela et al. 2017).

As global trade practices now tend to involve a range of business processes across
organizational borders, new systems are required so that the information flow can
be transferred electronically between agents within the virtual supply chain network
in a secure and interoperable manner. Presently, two organizations may exchange
supply chain documents containing important information directly via a document
exchange platform; however, specialized intermediate companies are often used to
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Table 1 Inherent technological advantages of blockchain technology (adapted fromAbeyratne and
Monfared 2016)

Advantage Description

Durability Decentralized networks eliminate single points of failure as opposed to
centralized systems. This distribution of risk among its nodes makes
blockchains much more durable than centralized systems and are better
suited to deter malicious accesses

Transparency An identical copy of a blockchain is maintained by each node on the
network, allowing auditing and inspecting of the data sets in real time. This
level of transparency makes network activities and operations highly visible,
facilitating trust

Immutability Data that is stored on a distributed public blockchain is practically
immutable due to the need for validation by other nodes and traceability of
changes. This allows users to operate with the highest degree of confidence
that the chain of data is unaltered and accurate

Process integrity Distributed open-source protocols are by nature executed exactly as written
in the code. Users can be certain that actions described on the protocol are
executed correctly and timely without the need for human intervention

conduct supply chain transactions (Abeyratne and Monfared 2016; Korpela et al.
2017). As well as the exchange of information, payments are typically a part of the
transaction between two organizations and when financial transactions are involved,
financial institutions tend to act as the intermediary or so-called trusted third parties
(Abeyratne and Monfared 2016; Korpela et al. 2017). Banks typically refer to this
type of work as trade finance, and it usually involves one bank for the seller and
another for the buyer, which is done so that the seller’s bank will provide guarantees
that the seller will supply and deliver what was agreed upon by the two parties,
and the buyer’s bank guarantees that the buyer has received what was promised
and is obligated then to pay (Korpela et al. 2017). Hence, banks are acting as a
“trusted” third party, a formal mechanism, for ensuring the obligations of each party
are carried through as promised. However, banks do not perform this role for free,
nor are they always swift and/or efficient in carrying out this duty. To this end,
blockchain technology is typically regarded as a potential means of enhancing the
security and cost-effectiveness of transactions in virtual supply chains. In general,
blockchain technology is used to establish integration via the Internet and conduct
secure transactions quickly and at relatively low cost (Abeyratne andMonfared 2016;
Korpela et al. 2017).

The characteristics of blockchains make them particularly well suited for improv-
ing supply chain transparency (Abeyratne and Monfared 2016; Apte and Petrovsky
2016; Francisco and Swanson 2018). For example, with respect to transparency,
Lamming et al. (2001) describe 3 types of transparency within a supply chain net-
work; opaque, translucent, and transparent. When information sharing between two
parties in a supply chain is opaque, no information is shared between the two parties,
not even day-to-day operational information. This can greatly hinder the efficiency
of a supply chain in terms of cost as well as time. On the other hand, transparent
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supply chains share information on a selective and justified basis, which provides
for maximum opportunities for collaboration and knowledge sharing to maximize
efficiencies in the supply chain (Lamming et al. 2001). Hence, if the goal of a virtual
supply chain is to maximize efficiencies between agents within a supply chain net-
work, then a transparent network is ideal. Blockchain technology can help to achieve
this goal as it has proven to be an effective mechanism for achieving distributed
consensus in a dynamic, unreliable networked environment of untrusted participants
(Francisco and Swanson 2018). This means that by turning informational assets into
a digitally encoded token on a blockchain, it can be safely registered, tracked, and
only traded with a private and secure key. Hence, a great deal of information can be
reliably shared on a blockchain between various participants and it can be ensured
that only those agents granted permission can have access, promoting greater trust
of the information sharing process and increasing the likelihood of such actions.

Blockchain is also very useful for traceability applications within a virtual supply
chain network, aswhenever information passes fromone agent to another, it is subject
to counterfeiting, theft or distortion (Abeyratne andMonfared 2016; Apte and Petro-
vsky 2016). Again, to protect from this, blockchain technology involves the creation
of a digital token, which is associated with various items within the supply chain
when they are created (Abeyratne and Monfared 2016; Apte and Petrovsky 2016;
Francisco and Swanson 2018). The final recipient of the information authenticates
the token, which can follow the history of it to its point of origin. Hence, end users
in the chain have more confidence in the information they receive since no single
entity or group of entities can arbitrarily change the information contained within the
blockchain. Due to most goods’ linear flow from material origin to final consumer
blockchain technology is, therefore, a suitable technology to facilitate supply chain
traceability (Abeyratne and Monfared 2016; Francisco and Swanson 2018). Addi-
tionally, since the token enables the traceability of information within the virtual
supply chain, authenticity of a sender’s information can also be validated. Therefore,
blockchain technology addresses all 3 of the key issues related to the management
of virtual supply chains purely through its implementation, replacing the need for
a formal trusted third party such as a bank. The replacement of a bank or trusted
third party as an intermediary with blockchain technology then reduces costs and
improves operational efficiencies within the virtual supply chain network (Abeyratne
and Monfared 2016; Francisco and Swanson 2018; Korpela et al. 2017).

6 Conclusion

In this chapter, we discussed the use of blockchain technology as a mechanism for
facilitating trust between various supply chain agents by addressing 3 key issues in
managing virtual supply chain risk. Using blockchain technology as a distributed
ledger enables various agents within the supply chain context to engage in transac-
tions with an immutable and cryptographically secure record. This immutable and
secure record serves as the foundation for amutually beneficial relationship by engen-
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dering greater trust among supply chain agents through the reduction of varied risks
within the network. The usefulness of blockchain technology is such that it enables
information to be stored using a cryptographically secure hash and be distributed
among multiple record-keeping nodes. Each agent within the supply chain context
can act as a node and, by maintaining a copy of the record, create a distributed ledger
of information. This provides two distinct benefits that facilitate trust among agents
within the supply chain context; first, agents acting as nodes within the blockchain
possess a copy of the information record, which cannot be altered without their
consent. Second, information is stored on the blockchain using a secure method of
encryption that provides protection against tampering from malicious sources and
security of the information contained on the chain. Therefore, these two benefits of
blockchain technology provide Supply Chain agents with powerful trust-building
mechanisms, aimed at the 3 key issues related to supply chain risk. Ultimately, it is
believed that this technology can extricate fear and allay concerns when dealing with
risk related to virtual supply chain transparency, traceability, and authenticity issues.
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Chapter 19
Differentiating Between Supply
and Supplier Risk for Better Supply
Chain Risk Management

Sudipa Sarker

1 Introduction

What is the most challenging crisis in the history of Toyota? According to Liker,
the installation of a wrong floor mat in a Lexus sedan by a supplier was the most
challenging crisis in Toyota’s history. Its consequence was that the company was
vilified by the press and lost its long-held reputation for safety and quality. Clearly,
such risks from suppliers can be referred to as supplier risks, and companies all over
the world who are practicing either outsourcing and/or global sourcing encounter
such risks time and again.However,what about the eruption ofGrimsvotn—the active
volcano in Iceland? This eruption led to the cancellation of over 100,000 flights, and
many organizations ended up losing billions of dollars. Can this particular risk be
called a supplier risk? Most probably not.

Over the years, many researchers have made significant contributions to the iden-
tification, assessment, and mitigation of supply risk. Professor Zsidisin has provided
a grounded definition for this term: “Supply risk is the probability of an incident asso-
ciated with inbound supply from individual supplier failures or the supply market
occurring, in which its outcomes result in the inability of the purchasing firm to meet
customer demand or cause threats to customer life and safety.” Though much work
has been carried out on supply risk, the difference between the supply and supplier
risks has not been elucidated to date. In this chapter, a distinction is drawn between
supply risk and supplier risk by citing examples from six cases and extant literature
of supply chain risk. It is argued that drawing this distinction is necessary for the
better management of the supply chain risk. The rest of the chapter is structured as
follows. First, the literature on supply risk, supplier risk, supply risk management
and supplier risk management are presented. Second, various supply and supplier
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risks from six cases are presented. Third, the discussion and conclusion are drawn
from the literature and cases.

2 Supply Risk

Professor Zsidisin (2003), in his definition of supply risk, has noted that managerial
understanding of supply risk can be characterized by its sources and outcomes. Over
the years, researchers have designated both source and its outcome as supply risk.
For instance, Manuj and Mentzer (2008) refer to supply risk as a part of the supply
chain risks that emerge from the network of suppliers and end at the intersection
between supplier and manufacturer. In this definition, the suppliers are necessarily
the source of supply risk. On the contrary, Kull and Talluri (2008) claimed that
supply risks are associated with failures in delivery, cost, quality, flexibility, and
general confidence. This definition of supply risk refers to the outcome aspect of
risk. Again, Peck (2006) defined supply risk as “anything that disrupts or impedes
the information, material or product flows from original suppliers to the delivery of
the final product to the ultimate end user.” This definition captures both source and
outcome aspects of supply risk. The definition of supply risk adopted in this chapter
is in line with Harland et al.’s (2003) definition of supply risk. They defined supply
risk as the input risk that affects the inward flow of any type of resource. The rationale
here is that the supply risk simply becomes the disruption in inward flow that can
occur from a multitude of sources.

Table 1 lists the supply risks that pertain to the definition by Harland et al. (2003).

As evident in Table 1, a number of risks can be tagged as supply risks. For instance,
the risk of unavailability of raw material can be due to the lost opportunities of
production or extraction of the raw material (Liu et al. 2017), lack of availability of
suppliers’ raw materials (Nourbakhsh et al. 2013), and sudden price hike (Chopra
and Sodhi 2014). Similarly, environment or disruption risks may also generate from
a number of sources such as natural disasters (e.g., earthquake, flooding) and man-
made disruptions (e.g., strikes, terrorism) (Chen et al. 2013). Again, the supply of raw
materials can also be hampered during the transportation. Such risks are designated
in the literature under transportation risks that may occur due to theft, delays, or
re-routing during transportation. Moreover, there can be a regulatory change in the
country of the buyer or supplier that may create a risk of supply of raw materials.

3 Supplier Risk

Many researchers have designated supplier risks in amultitude of ways. For instance,
Aron and Clemons (2005) denoted supplier risk as the risk of opportunistic behavior
from purchasing a firm’s outsourcing partner. Similarly, Govindan and Jepsen (2016)
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Table 1 Various supply risks extracted from the literature

Supply risks Definitions Reference

Unavailability of raw
materials

Critical raw materials of a product are
unavailable

Blengini et al. (2017)

Commodity price risk Price volatility of commodities Gaudenzi et al. (2018)

Acquisition risk Risk of acquiring used products or
materials

Hey (2017)

Environmental risk or
disruption risk

Risk occurred in a region that may make
the number of suppliers unavailable

Kamalahmadia and Paras
(2017)

Supplier failures Any type of failure of suppliers Kull and Talluri (2008)

Competitors Powerful competitors in the main or
extended supply chain

Manuj and Mentzer
(2008)

Transportation or
logistics risks

Theft, pilferage, accidents, delays,
damage from handling or transportation,
re-routing, etc.

Radivojević and Gajović
(2014); Manikandan
et al. (2011)

Regulatory risk A regulation requirement for input
material

Harland et al. (2003)

Legal risk Violation of rights, intellectual property Finch (2004)

referred to supplier risk as the risk that the first-tier suppliers bring to the overall
supply chain. They also stated that such risk is not only limited to disruptions of
suppliers’ operationbut also includes other supply chain risks influencedby suppliers.
In contrast, Jung et al. (2011) conceptualized supplier risk as a perception of the
purchasing firm. They defined supplier risks as “an unexpected event that occurs
from an upstream supplier and spreads to the downstream of the supply chain.” This
chapter adopts this definition of supplier risk. Table 2 lists the various supplier risks
that pertain to this definition.

Again, it is evident fromTable 2 that a number of risks are associatedwith upstream
suppliers. For instance, suppliers could be ignorant of quality requirements of buy-
ers. Mattel had to recall millions of toys in 2007 because of the high quantity of
lead found in the paint. It should be noted that Mattel had outsourced that toy to a
Chinese supplier who had a problematic subsupplier (Viswanadham and Samvedi
2013). Likewise, when a supplier is bankrupt, it may cause a significant risk to the
manufacturers because many manufacturers outsource their core manufacturing to
suppliers. Recently, a supplier bankruptcy shook General Motors (Walsworth 2016).
Similarly, innovation incapability of the suppliers may make the buying firm suffer
by imposing innovation risk (Sarker et al. 2016).
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Table 2 Various supplier risks extracted from the literature

Supplier risks Definitions Reference

Supply quality risk Suppliers’ lack of knowledge
on identifying, assessing, and
managing supply risk
associated with quality

Zsidisin et al. (2016)

Yield uncertainty The yield of supplier is not
reliable

Chen et al. (2015)

Unreliable supplier Suppliers are unreliable Tiwari et al. (2015)

High dependence on suppliers Buyer is highly dependent on
suppliers

Nguyen et al. (2017)

Innovation capability Suppliers are not innovative
enough

Sarker et al. (2016)

Technology risk Suppliers are not
technologically capable

Gualandris and Kalchschmidt
(2015)

Bankruptcy risk Suppliers’ financial volatility Valverde (2015)

Trust Buyers do not trust suppliers Sinha et al. (2004)

Sustainability Suppliers have sustainability
issues in their premises

Foerstl et al. (2010)

Delivery performance ability Suppliers are not able to
deliver on time and at right
quantity

Hallikas et al. (2002)

Supplier capacity constraints Suppliers do not have the
capacity to meet the buyers’
demand

Zsidisin et al. (2000)

Nature of source Suppliers who are the sole
source or single source for the
buying firm

Christopher et al. (2011)

4 Supply Risk Management

In the literature of supply chain risk management, a multitude of methods have been
proposed to manage, mitigate, or treat supply chain risks (Ho et al. 2015). Table 3
lists the various mitigation techniques for supply risks identified in Table 1.

As depicted in Table 3, there are few supply risks that can be mitigated with
an intervention that involves the suppliers. For example, for supplier failures, Burke
et al. (2007) advised keepingmultiple sources of supply. However, there are a number
of supply risks that cannot be mitigated through an intervention involving suppli-
ers. For example, for mitigating risks of unavailability of raw materials, Blengini
et al. (2017) suggested critical assessment of raw materials. Similarly, for the risk of
commodity price hike, Hofmann (2011) advised centralizing commodities for lever-
aging on the economies of scale. Moreover, regarding the risk of material damage
during transportation, Chopra and Sodhi (2004) recommended decentralization of
resources in order to reduce the probability of risk occurrence as well as the sever-
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Table 3 Various supplier risks extracted from the literature

Supply risks Risk mitigation techniques Reference

Unavailability of raw materials Performing lifecycle
assessment of critical raw
materials

Blengini et al. (2017)

Selecting a supplier that has a
low risk regarding availability
of raw materials

Nourbakhsh et al. (2013)

Commodity price risk Centralizing commodity with
SME suppliers

Hofmann (2011)

Implementing various
sourcing, contracting, and
financing strategies

Gaudenzi et al. (2018)

Raw material acquisition risk Design supply chain contract Hey (2017)

Environmental risk or
disruption risk

Adding redundancy by
keeping multiple sources of
suppliers

Kamalahmadia and Paras
(2017)

Supplier failures Practicing dual or multiple
sourcing

Burke et al. (2007)

Maintaining inventory Mishra et al. (2016)

Competitors Inducing flexibility Manuj and Mentzer (2008)

Transportation or logistics
risks

Decentralizing resources Chopra and Sodhi (2004)

Regulatory risk Change countries to source
from

Viswanadham and Samvedi
(2013)

Legal risk Managing intellectual property Finch (2004)

ity of consequences. Additionally, according to Viswanadham and Samvedi (2013),
for tacking regulatory risk, it is imperative to invest in manpower who will regu-
larly monitor countries for regulatory issues. This mitigation is especially effective
when the buying firm is sourcing from developing countries such as China, India, or
Bangladesh.

In summary, since many supply risks are uncontrollable and often unpredictable,
the mitigation techniques for such risks are also hard to design proactively. In most
cases, organizations encountering such risks need to be reactive and develop quick
response systems to handle such risks.

5 Supplier Risk Management

Similar to supply risk management, a host of methods have been suggested in the
literature for supplier risk management, as shown in Table 4. Unlike supply risk
management, many of the techniques for supplier risk management require direct
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Table 4 Various supplier risks extracted from the literature

Supplier risks Risk mitigation techniques Reference

Supply quality risk Ensuring visibility in the
multi-tier global supply
network

Tse and Tan (2011)

Yield uncertainty Using backup suppliers Chen et al. (2015)

Unreliable supplier Ordering sequentially and
placing new order only when
the yield from previous order
is known

Tiwari et al. (2015)

High dependence on suppliers Ensuring visibility by
information technology
integration between buying
firms and their suppliers

Nguyen et al. (2017)

Innovation capability Practicing single sourcing Blome and Henke (2009)

Technology risk Monitoring suppliers’ ability
to innovate

Gualandris and Kalchschmidt
(2015)

Bankruptcy risk Risk pooling through
insurance

Valverde (2015)

Trust Forming alliances Alvarez et al. (2010)

Sustainability Carefully selecting suppliers,
phasing out suppliers that
provide high non-remediable
risk, and developing suppliers
that provide remediable risk

Foerstl et al. (2010)

Delivery performance ability Dual sourcing Wang et al. (2010)

Supplier capacity constraints Holding reserve capacity Ellegaard (2008)

Nature of source Re-evaluating supply base
network design

Christopher et al. (2004)

interventions that involve suppliers. For instance, Tse and Tan (2011) proposed vis-
ibility in the supply network to tackle supply quality risks. They further stated that
ensuring visibility requires deep integration with the suppliers. Similarly, Blome and
Henke (2009) also suggested practicing single sourcing for organizations that fear
innovation capability risk from suppliers. Single sourcing allows the organizations
to develop a relationship with one key supplier and involve them in activities such
as product development and cost minimization (Foerstl et al. 2010).

Similarly, for managing sustainability risk, the organizations carefully select sup-
pliers who have no such issues and audit their supply base regularly for identifying
a “sustainability risky” supplier. Likewise, risks such as “trust” require forming
alliances with suppliers and creating win-win situations (Alvarez et al. 2010). To
summarize, supplier risks can be largely handled by using interventions directed to
suppliers. Since the suppliers are controllable, the risks from suppliers also become
controllable to some extent.
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6 Cases

Data from six different organizations from various industries are gathered, as pre-
sented in Table 5. Case I is a consumer goods giant whose data were collected from
their local office in Bangladesh. For this case, five procurement professionals dis-
cussed the supply chain risks they had encountered in their work life. Case II is a
leading ICT organization from Sweden. For this case, 18 procurement professionals
from various levels of this organization were interviewed to understand the supply
chain risks faced by these professionals. Case III is an organization that produces
electromechanical locks. This organization is based in Sweden but operates globally
in 70 countries. For this case, 18 procurement professionals from different locations
of this organization were asked about their encounter with supply chain risk. Case IV
is a leading energy industry in Sweden that is responsible for producing and distribut-
ing electricity in five different countries in Europe. For this case, four procurement
professionals were interviewed to gain insights on supply chain risk relevant to this
organization. Case V is the fourth leading pharmaceutical industry in Bangladesh.
For this case, the head of procurement and planning was interviewed. Case VI is a
small readymade garments industry in Bangladesh serving a number of customers
located in Europe, USA, and Canada.

Most prevalent risks from these six cases and their mitigations techniques are
noted in Table 6.

Table 6 also depicts whether the concerned risk is a supply or a supplier risk based
on the understanding from the literature. Case I used to bring one key raw material
from Italy that had a special type of packaging for their product. However, a vast
amount of raw materials used to get wasted because of manual material handling at
the port as well as at the third-party warehouses around Bangladesh. When asked to
change the packaging, the supplier denied arguing that it was their standard package
that was also used for countries such as Pakistan, India, and Sri Lanka. After many
negotiations with the supplier, the organization could convince the supplier to change
the packaging. Though the risk ofwastagewasmitigatedwith the help of the supplier,
the supplier was not the source of risk in this case. Rather the supply was disrupted

Table 5 Overview of the case organizations

Cases Nature of industries Origin Size (number
of employees)

Operates in no.
of countries

Case I Consumer goods UK 169,000 190

Case II ICT Sweden 105,852 180

Case III Lock manufacturing
industry

Sweden 45,994 70

Case IV Energy Sweden 20,000 5

Case V Pharmaceutical Bangladesh 3,485 1

Case VI Readymade garments Bangladesh 600 1
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Table 6 Prevalent risks and their mitigation techniques

Cases Risks Supply Supplier Mitigation Techniques

Case I Wastage due to
manual material
handling

√
Request the supplier to
change the packaging
material

Environmental risk:
Thailand flood

√
Give full order to an
alternative supplier in India

Port strike
√

Developed a local supplier

Case II Sustainability risk
√

Performing regular
sustainability audits

Acquisition risk
√

Monitoring the market
regularly

Ash cloud in Europe
√

Incurred delay and loss even
when multiple sourcing is
practiced

Case III Bankruptcy risk
√

Helping supplier to get back
on feet

Innovation risk
√

Involving suppliers for new
product development

Supplier failures
√

Switching suppliers

Case IV Supplier Quality risk
√

Stringent quality check of
requirements

Unreliable supplier
√

Using multiple sourcing
where possible

Powerful supplier
√

Actively looking for
alternative supplier

Case V Unavailability of
raw material

√
Check with other
pharmaceuticals for excess
quantity

Price volatility
√

Purchase excess quantities
when prices are low

Compliance issues
√

Using suppliers approved by
the end customer

Case VI Unreliable supplier
√

Frequently switching
supplier

Suppliers’ capacity
constraint

√
Multiple sourcing

Long wait of
imported materials
at the seaport

√
Could not be mitigated and
the company had to incur
loss
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or lost due to the practice of manual handling of materials in Bangladesh. Thus, this
risk is a supply risk and not a supplier risk. The next risk was an environmental
risk that was observed during the Thailand Flood in 2011. Luckily, the organization
had another supplier in India who could take on the lost ordered volume from the
disrupted supplier in Thailand. The risk again is a supply risk and could be mitigated
because the organization had dual sources in different countries for that particular
raw material. The third prevalent risk for case I was a port strike. It is a common
phenomenon to have either a strike or a long congestion at the main seaport located
in Chittagong, Bangladesh. In this particular instance, the strike lasted for 40 days.
Out of desperation, the company developed a local supplier for that particular raw
material.

For case II, a pressing risk was sustainability risk mainly because a significant
amount of sourcingwas done from developing countries that had sustainability issues
such as child labor and poor work environment. To tackle this risk, the case orga-
nization performed regular sustainability audits to identify and assess the extent of
sustainability risk and take actions accordingly. The next prevalent risk for case II
was acquisition risks. Nowadays in the ICT industry, it is a common phenomenon
for small suppliers to be acquired by large suppliers in the industry. This may make
the supply of raw materials uncertain because the acquirer can be a supplier with no
previous relationship with the buying firm. As such risks are uncontrollable and hard
to predict, companies can only mitigate risk through monitoring the market dynam-
ics at regular intervals. This is designated as a supply risk because although the risk
happens to a supplier, such risk actually hampers the supply of the raw material.
The next risk for case II was due to ash clouds in Europe from the volcanic eruption
in Iceland. Though the case organization was practicing multiple sourcing and had
three first-tier logistics suppliers, all their logistics suppliers, unfortunately, had a
common second-tier supplier. As a result, even though the supply was rerouted from
air to land because of the same second-tier supplier, it was not possible to receive
the supply on time. Again, this risk is a supply risk as it was not possible to predict
this in advance.

All the three risks for case III were supplier risks. The first one is bankruptcy risk.
The organization encountered much trouble when one of their key suppliers was
bankrupted. Since the organization had much tooling investment with the supplier,
the risk had to be mitigated by financially supporting the supplier. Innovation was
a risk from suppliers because one of the competitive advantages of the organization
was its innovation capability. The company recently made it onto the Forbes list
of 100 innovative companies. So, it was elemental for the case organization to stay
innovative because if the suppliers were not innovative enough, the organization was
at the risk of losing its position in the list. This risk was mitigated by involving
suppliers from the early stage of product development. The other risk discussed by
the procurement professional was multiple supplier failures. Over the years, many
suppliers had failed on cost, quality and delivery issues. Such risks were mitigated
by switching from problematic suppliers to reliable suppliers.

Case IV is in a utility business that involves large power transformers. These
transformers are expensive customized products built for 30–40 years. So, quality



324 S. Sarker

failures from suppliers were also expensive because most of these transformers were
installed in remote locations; this made it both difficult and costly to replace these
transformers if any issues are observed in them before their scheduled maintenance.
Therefore, stringent requirements were put on the suppliers to mitigate such risk. In
the technical consultant category, case IV frequently had problems with unreliable
suppliers. Normally, these suppliers were “one-man” consultants who were costly
but sometimes took an indefinite time to solve a problem. Case IV used multiple
sourcing to tackle those unreliable technical consultants. Another difficult risk that
case IV was required to manage was the risk of powerful suppliers. Due to the high
technical requirements and high initial investments, most of the suppliers in the
energy utility sector were large and powerful. Price negotiations with these suppliers
were, therefore, extremely hard. The only way for case IV to tackle these suppliers
was to look for alternative suppliers in low-cost countries.

Though case V is now a pharmaceutical organization based in Bangladesh, it
once used to be owned by the global pharmaceutical giant Pfizer. Case V faced
supply risks such as unavailability and price volatility of raw materials as well as
compliance issues with suppliers. Unavailability of raw materials was a big concern
due to the difficulty in switching raw materials in the pharmaceuticals business. This
is because each raw material had to be approved in a laboratory test and sometimes
with the buyer before the materials could be used for production. As a result, a
sudden unavailability of raw materials directly caused production loss. Such risk
was mitigated by buying from other pharmaceutical companies in the industry if
they had an excess quantity. This is certainly a supply risk because raw material
can be unavailable due to a number of reasons other than suppliers. Price volatility
was another key risk encountered by case V because most of its raw materials were
globally sourced. Depending on the availability or the unavailability of materials in
the global market, the prices of certain materials varied extensively. Such risk was
mitigated by purchasing quantities in excess while the prices were low. Compliance
issues of supplierswere another recurrent risk for pharmaceutical industries. Even the
packaging materials suppliers for the finished goods were required to meet stringent
compliance requirements. Such issues were tackled by using suppliers approved by
the customers.

Case VI is a small garment factory located in Bangladesh. As it was small, its
suppliers were even smaller. So, the factory faced risks such as unreliable suppliers
and supplier capacity constraint. Such risks were addressed by switching suppli-
ers more frequently, especially for locally purchased materials, and using multiple
sourcing for export materials. A long wait for imported materials at the port was an
unavoidable and uncontrollable risk for the small garments manufacturer. Therefore,
even after considering long lead times for rawmaterials that came from overseas, the
company had no option but to pay the penalty in cases when such a risk occurred.



19 Differentiating Between Supply and Supplier Risk … 325

7 Discussion and Conclusion

This chapter sets out to create a distinction between supply and supplier risks and
resonates why such distinction is needed. The findings can be subdivided into five
key points.

First, supply and supplier are different units of analysis. While the supplier is an
entity, supply typically refers to the raw or input materials. Many researchers have
admitted that there is a confusion regarding the definition of supply risk and supplier
risk (Govindan and Jepsen 2016). The authors resolved the confusion in their work
by distinguishing between risk as a source or risk as a consequence. In this chapter, it
is suggested that if the unit of analysis is distinguished then the risk can not only be
a source or a consequence but may also have 11 other interpretations as mentioned
by Aven, Renn, and Rosa. These authors claimed that risks can be defined in the
following ways. Risk as “(1) expected loss; (2) expected disutility; (3) a measure of
the probability and severity of adverse effects; (4) the combination of probability and
extent of consequences; (5) equal to the triplet (si, pi, ci), where si is the ith scenario,
pi is the probability of that scenario, and ci is the consequence of the ith scenario,
i �1, 2, …, N; (6) uncertainty of outcome, of actions and events; (7) a situation or
event where something of human value (including humans themselves) is at stake
and where the outcome is uncertain; (8) an uncertain consequence of an event or an
activity with respect to something that humans value; (9) the effect of uncertainty on
objectives; (10) equal to the two-dimensional combination of events/consequences
and associated uncertainties; and (11) uncertainty about and severity of the conse-
quences (or outcomes) of an activity with respect to something that humans value.”

Second, any source of risk such as environmental risk or transport risk that hampers
the flow of raw or input materials can be designated as supply risk. In this regard,
supplier failures can be a cause of supply risk because something can happen at
supplier premises thatmight disrupt their production and/or deliveryof their promised
quantity to the manufacturer. In that way, the manufacturer can be short of supply
because of the supplier’s failure. Therefore, any risk mentioned here as supplier risks
can be a source of supply risk. However, the same is not true for supplier risk. In the
usual sense, the supply risk of the manufacturer will not be a supply or supplier risk
for suppliers. However, it can be a demand risk for a supplier when the manufacturer
decides not to order from a supplier who has failed deliveries or has some quality
issues.

Third, supplier risks can emerge from any part of the supply chain because suppli-
ers exist in all parts of the supply chain. For example, a logistics supplier asmentioned
in case IVwas powerful because they were a global supplier of transportation. As the
supply of raw materials to the manufacturer can be brought by a logistics supplier,
the manufacturer can also choose to deliver goods to the customer using the same
or a different logistics supplier. In this particular case, if something bad happens to
the delivery to the customer by the logistics supplier and the customer complains,
the associated risk can be called a supplier risk or delivery risk but not a supply risk.
Therefore, all the risks from suppliers who are downstream of the supply chain can-
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not be tagged as supply risks. Only the risk from upstream suppliers can be tagged
as supply risk because conventionally, the supply side is known as upstream and the
demand side is known as downstream.

Fourth, supplier risks aremore controllable as organizations can proactively select
a quality supplier, develop and grow with them, form alliances with them as well as
add or remove them from the supply base when required. However, for supply risks
that are not originated from suppliers, such interventions may not help to mitigate
those risks.

Finally, the mitigation techniques for supply and supplier risks can vary a lot. For
instance, mitigation techniques for a risk from supplier can be a change of supplier or,
in extreme cases, a change of raw material that makes a supplier of a particular raw
material obsolete. However, for supply risk which has not emerged from a supplier,
such measures cannot be taken. For example, for causes such as delays at ports due
to strikes or in case of theft or pilferage when materials are moving from one place
to another, the suppliers that delivered the material or even the logistics supplier may
not be the cause of those risks. Changing suppliers cannot mitigate the risk for such
risks.

In conclusion, it is demonstrated in this chapter that the supply and supplier risks
are treated differently in both literature and practice. It is also argued that both these
risks are different on several accounts. First, the unit of analysis is different. One is
raw materials; the other is suppliers. Second, a supplier can be a source of supply
risk, but the opposite is not true, i.e., a supply risk to a manufacturer is typically
not a source of supply risk to a supplier. Third, a supplier can exist in any part of
the supply chain i.e., both upstream and downstream. On the contrary, supply risk
is considered as a risk in the upstream of the supply chain. Fourth, the supplier risk
is more controllable because an alternative supplier can be developed to manage the
risk from a non-performing supplier. The supply risk, on the other hand, is more
uncontrollable because it can happen due to a problem which is uncontrollable. For
instance, it is very difficult for a manufacturer to control the unavailability of raw
material due to a port strike. Finally, the mitigation techniques for both types of
risks vary significantly. Future research can be directed toward performing surveys
in order to generalize the differentiation between supply and supplier risks.
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Chapter 20
Categorizing Supply Chain Risks:
Review, Integrated Typology and Future
Research

Michalis Louis and Mark Pagell

1 Introduction

Supply chain risk management (SCRM) is the field that involves processes to iden-
tify, assess, treat and monitor supply chain risks so as to continuously improve the
aforementioned processes to ensure constant adaptation to the changing business
environment, with the ultimate objective of minimizing the probability of a supply
chain risk or its corresponding losses from materializing (Sinha et al. 2004; Hallikas
et al. 2004; Manuj and Mentzer 2008b; Kern et al. 2012). The topic has recently
attracted the interest of many researchers (Rao and Goldsby 2009) and multiple lit-
erature reviews have been published (e.g. Colicchia and Strozzi 2012; Ho et al. 2015;
Fan and Stevenson 2018a). These reviews identify the milestone studies that influ-
enced theory development on supply chain risk management (Colicchia and Strozzi
2012), and at a more granular level, they provide a synopsis of the state-of-the-art
literature in terms of risk identification, assessment, mitigation and monitoring (Ho
et al. 2015).

By reviewing current SCRM research, we found a well-developed literature
regarding the assessment and mitigation of supply chain risks. However, research
on the identification of supply chain risks, and specifically their categorization is
incomplete.

Supply chain risk identification is defined as the process of discovering, under-
standing, defining and categorizing supply chain risks as their early warning indica-
tors by using appropriate methods (Hallikas et al. 2004; Sinha et al. 2004; Tummala
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and Schoenherr 2011; Kern et al. 2012; Kayis and Dana Karningsih 2012; Zsidisin
et al. 2005; Aqlan and Lam 2015; Fan and Stevenson 2018a).

Supply chain risk identification is an important process for SCRM, because as
the first step of the risk management effort (Manuj and Mentzer 2008a) it affects the
quality of subsequent processes (Manuj and Mentzer 2008a). Therefore, in the case
of poor supply chain risk identification the ultimate output of the supply chain risk
management process will be inferior.

Current literature on supply chain risk identification offers frameworks (Trkman
and McCormack 2009) and tools (Kayis and Dana Karningsih 2012) for the identifi-
cation of supply chain risks. Despite the merit of these studies, more work is needed
on the topic of supply chain risk categorization (a component of supply chain risk
identification) for the following reasons. First, it is not clear which studies mostly
impacted the development of the supply chain risk classification topic. Second, it is
unknown how this development has been achieved since 2000. Third, the interactions
among researchers that contributed to the topic have not yet been explicated. Last,
although literature offers a plethora of overlapping supply chain risk typologies, they
are incomplete and often operate at different levels of analysis.

In this chapter, we attempt to contribute to the resolution of this research gap, by
focusing on the topic of supply chain risk categorization. In this manner, it will be
feasible to shed light on its historical development and resolve one of the weaknesses
of supply chain risk identification process in the current literature.

Hence, this chapter is divided into three sections. In thefirst section,we identify the
most impactful studies in the supply chain risk classification topic published in peer-
reviewed journals since 2000. Furthermore, we identify seminal studies that lead to
the development of supply chain risk typologies as their interactions. Subsequently,
we find the interactions among researchers that contributed in the supply chain risk
categorization topic. In the second section, we develop a new inclusive typology
of supply chain risks. Finally, the last section provides recommendations for future
research.

2 Defining Risk and Supply Chain Risk

Managing risk successfully requires a well-accepted and explicit definition (Fis-
chhoff et al. 1984). Nevertheless, there is no commonly accepted definition of risk
(Rao and Goldsby 2009) which has been characterized as an elusive construct (Heck-
mann et al. 2015).

Two main approaches to conceptualizing risk can be noted in the literature1 (Rao
and Goldsby 2009). The first conceives of risk as a variation from expected outcomes
(e.g. March and Shapira 1987). The second conceives of risk as the combination of
the probability for a loss with its negative impact towards an individual or a firm (e.g.
Mitchell 1995).

1The reader can visit the study of Rao andGoldsby (2009) for a detailed review on the risk construct.
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For the purposes of this chapter, we define risk as the unwanted variation from
expected outcomes thatmay cause losses to a firm (March and Shapira 1987;Mitchell
1995).

To define supply chain risk, we build on this definition of risk. In addition, there is
ample empirical evidence to support that thematerialization of supply chain risksmay
impose negative consequences on a focal firm. Specifically, after a set of event studies,
it was found that generic disruption announcements can negatively affect shareholder
value (Hendricks and Singhal 2003), stock price (Hendricks and Singhal 2005a) or
operating performance (Hendricks and Singhal 2005b). Therefore,we followWagner
and Bode (2006) and Tummala and Schoenherr (2011) to define supply chain risk2

as the unwanted negative deviation from expected outcomes that can adversely affect
supply chain operations and may result in detrimental consequences to a focal firm.

2.1 An Overview of Supply Chain Risk Management (SCRM)
Literature

The field of supply chain risk management (SCRM) involves processes for the iden-
tification, assessment, treatment and monitoring of supply chain risks so as to con-
tinuously improve the aforementioned processes to ensure constant adaptation with
the changing business environment, with the ultimate objective of minimizing the
probability of a supply chain risk or its corresponding losses from materializing
(Sinha et al. 2004; Hallikas et al. 2004; Manuj andMentzer 2008b; Kern et al. 2012).
In this manner, supply chain risks are identified and assessed under a structured
approach by using specific tools or methods. This should then allow managers to
address supply chain risks by implementing appropriate strategies to minimize the
probability of a supply chain risk or its corresponding losses materializing (Norrman
and Jansson 2004; Manuj andMentzer 2008a). Authors contributing to the discourse
of supply chain risk management focus on identification, assessment and mitigation.
Assessment and mitigation are well studied. For instance, several studies offered
insights on the assessment of risks in the upstream supply chain (e.g. Zsidisin et al.
2004) and identified contextual factors that affect visibility in the downstream sup-
ply chain (e.g. Smaros et al. 2003). Additionally, the literature offers a plethora of
valuable qualitative and quantitative approaches to understand and mitigate risk in
volatile environments in the upstream (e.g. Constantino and Pellegrino 2010) and
downstream supply chain (Xiao and Yang 2008). Finally, a few studies offer valu-
able insights regarding the negative impact of supply chain risks on supply chain
performance (Wagner and Bode 2008; Chen and Wu 2013).

However, only a few studies have contributed to the identification of supply chain
risks (e.g. Neiger et al. 2009; Zsidisin et al. 2016). Thus, current literature is incom-
plete regarding supply chain risk identification and specifically the categorization of

2The reader can visit the study of Ho et al. (2015) for a detailed review on the supply chain risk
construct.
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Fig. 1 Focus of this study (based on Table 1)

supply chain risks (Rangel et al. 2015). Risks come inmany forms, and thus, different
approaches (Zsidisin and Wagner 2010) are required for their identification. Firms
that are aware of the types of risks they confront in the supply chain can improve the
management of these risks (Chopra and Sodhi 2004). However, the field of supply
chain risk management has been characterized as unclear and disorganized (Lavastre
et al. 2014) making it difficult for firms to develop meaningful risk categorizations
that are specific to their environment.

Therefore, the focus of our study is indicated by Fig. 1. The figure depicts the
importance of risk identification which has been well documented in the literature
(e.g. Hallikas et al. 2004; Kern et al. 2012). Risk identification determines the quality
of the overall risk management effort (Hallikas et al. 2004; Neiger et al. 2009; Kayis
and Dana Karningsih 2012; Kern et al. 2012) by informing subsequent processes
(Kern et al. 2012). Below, we review the literature on supply chain risk identification.

2.2 Supply Chain Risk Identification

For the purposes of this chapter, we define supply chain risk identification by syn-
thesizing current definitions (Hallikas et al. 2004; Sinha et al. 2004; Tummala and
Schoenherr 2011; Kern et al. 2012; Kayis and Dana Karningsih 2012; Zsidisin et al.
2005; Aqlan and Lam2015; Fan and Stevenson 2018a) as: the process of discovering,
understanding, defining and categorizing supply chain risks as their early warning
indicators by using appropriate methods (Fig. 1).

Current literature on supply chain risk identification offers a wide array of
approaches to identify risks such as structured methods (van der Vorst and Beu-
lens 2002;Gaudenzi andBorghesi 2006),methodologies (Adhitya et al. 2009;Neiger
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Table 1 Processes of supply chain risk management

SCRM process Definition References

Risk
identification

The process of discovering,
understanding, defining and
classifying supply chain risks
according to specific criteria (e.g.
sources) as their early warning
indicators by using appropriate
methods

Hallikas et al. (2004), Sinha et al.
(2004), Tummala and Schoenherr
(2011), Kern et al. (2012), Kayis and
Dana Karningsih (2012), Zsidisin
et al. (2005), Aqlan and Lam (2015),
Fan and Stevenson (2018a)

Risk assessment The process of prioritizing and
discovering potential
interrelationships of identified supply
chain risks according to the
probability and impact using
qualitative or quantitative methods

Zsidisin et al. (2000), Hallikas et al.
(2004), Gaudenzi and Borghesi
(2006), Tummala and Schoenherr
(2011)

Risk treatment The process of selecting and
implementing appropriate strategies
(e.g. mitigation, avoidance, transfer)
with the objective to reduce either the
probability or impact of a supply
chain risk

Zsidisin et al. (2005), Manuj and
Mentzer (2008a, b), Kern et al.
(2012), Giannakis and Papadopoulos
(2016), Fan and Stevenson (2018a)

Risk monitoring The process that aims to find potential
patterns in the supply chain risk
dimensions (e.g. probability) by
continuously scanning sources of
supply chain risk

Hallikas et al. (2004), Zsidisin et al.
(2005)

Continuous
improvement

The process that entails the
effectiveness and the control of all the
measures associated with supply
chain risk management to ensure
constant adaptation to the changing
business environment

Sinha et al. (2004), Manuj and
Mentzer (2008a), Kern et al. (2012)

et al. 2009), approaches (Christopher and Peck 2004; Trkman andMcCormack 2009)
and tools (Kayis and Dana Karningsih 2012). It should also be noted that in recent
years research has begun to focus on supply chain risks associated with sustainability
(Busse et al. 2017) and quality (Zsidisin et al. 2016). The identification of supply
chain risks has been explored in multiple industries such as food (Busse et al. 2017),
medical (Gaudenzi and Borghesi 2006) and automotive (Trkman and McCormack
2009). Despite themerit of these studies, the literature is immature (Rao andGoldsby
2009; Fan and Stevenson 2018b) and there is a need for a better understanding of
supply chain risk categorization for two reasons. First, its historical development has
never been explained, creating a “black box” for both researchers and practitioners.
Second, and more important, the literature offers a plethora of overlapping supply
chain risk typologies, which are incomplete. As Fig. 1 suggests, this weakness is
important because if the development of categories is not inclusive, it may hinder
risk identification and negatively affect the quality of the output of subsequent pro-
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cesses. In essence, the quality of supply chain risk categorization may affect the
overall quality of risk management effort.

Therefore, this chapter focuses on the process of supply chain risk identification;
specifically, its sub-domain supply chain risk classification.

This study answers the following questions on supply chain risk classification:

1. What are the most influential studies on the topic of supply chain risk classifica-
tion?

2. How has the supply chain risk classification topic developed over time?
3. What are the interactions among researchers that contributed to the topic of

supply chain risk classification?
4. How can consensus be achieved across the supply chain risk classification studies

published since 2000?

3 Research Methodology

Figure 2 depicts the researchmethodology of this study which is based on the follow-
ing structured literature review approaches (Denyer and Tranfield 2009; Colicchia
and Strozzi 2012; Rangel et al. 2015; Fan and Stevenson 2018a) and involves seven
steps.

4 Results

4.1 What Are the Most Influential Studies on the Topic
of Supply Chain Risk Classification (RQ1)

Despite the merit of previous studies that offer classifications of supply chain risk
(e.g. Harland et al. 2003; Chopra and Sodhi 2004) their impact to SCRMfield has not
yet been evaluated by using bibliometric measures. This suggests a potential limiting
factor at the efforts of early stage researchers to find seminal studies on the topic
whichmay hinder their research outcomes, and ultimately the development of supply
chain risk classifications. To the best of our knowledge, only the study conducted
by Colicchia and Strozzi (2012) applied a structured methodology to measure the
impact of SCRM studies. However, there was no specificity towards the supply chain
risk classification topic.

Hence, answering RQ1will benefit the efforts of both early stage and experienced
researchers looking to further develop the topic. Thus, this study uses two biblio-
metric measures to capture the level of impact both from a general audience point of
view (global citation score) and closeness centrality.
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Step 2: Keyword search
The keywords used to search the abstract, main body, and the keywords set by the artilces’s 
authors.
Criteria Explanation

1. Keywords: a) “supply chain” or 
“supply” and “risk sources”
b) “supply chain” or “supply” and 

“risk” and “taxonomy” or 
“typology”,

c) “supply chain” or “supply” and 
“risk domain”, 

d) “supply chain” or “supply” and 
“risk” and “classification” or 
“categorization”, 

e)  “Supply” or “Supply chain” and 
“risk scopes”,

f) “supply” or “supply chain and 
“disruptions” and “sources” 

g) “supply chain risk”, and 
“Vulnerability” and “sources” or 
“classification” or “typology” or 
“taxonomy”  

h) “supply” or “supply chain” and 
“risk factors” or “risk drivers” 

i) “Supply” or “supply chain” and 
identification  

a) Used as a construct to classify supply 
chain risks (Jüttner et al. 2003),

b) Differences explained by Wagner 
and Bode (2006),

c) Used to refer to supply chain risk 
classifications (Bandaly et al. 2012),

d) Used to refer to the topic of supply 
chain risk categorizations (e.g. 
Colicchia and Strozzi 2012, Guertler 
and Spinler 2015, Rangel et al. 2015), 

e) Used to refer to the topic of supply 
chain risk categorizations (Sodhi et 
al. 2012),

f) To discover additional sources of 
supply chain risk.

g) Used to refer to supply chain risk 
classifications by Wanger and Bode 
(2006).

h) Used by some authors as associative 
to the topic of supply chain risk 
classifications (e.g. Chopra and 
Sodhi, 2004; Canbolat et al. 2007). 

Step 1: Formulation of research questions
Research Questions  Research gap
Systematic Literature Network Analysis 
Research Questions (SLNA) 
RQ1. What are the most influential studies on 
the topic of supply chain risk classification? 

The impact of supply chain risk 
classifications studies is not clear making it 
difficult for early stage researchers to 
evaluate the importance of these studies. 

RQ2. How has the supply chain risk 
classification topic developed over time?  

The literature is lacking a dynamic 
perspective on the development of the supply 
chain risk classification topic.

RQ3. What are the interactions among 
researchers that contributed in the topic of 
supply chain risk classification?

Interactions among researchers that 
contributed to the topic have not yet been 
explicated. 

RQ4. How can consensus be achieved across 
the supply chain risk classification studies 
published since 2000? 

Existing classifications overlap and yet are 
incomplete.  

Fig. 2 Research methodology (adapted from Denyer and Tranfield 2009; Colicchia and Strozzi
2012; Rangel et al. 2015; Fan and Stevenson 2018a)
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j) “supply” or “supply chain” and 
“risk types”

i) As Figure 20.1 suggests supply chain 
risk classification is a sub-part of 
supply chain risk identification.

j) Used by some authors to refer to the 
topic of supply chain risk 
categorization (e.g. Tang and Tomlin 
2008).

2. Web of Science database & Business 
source complete database (EBSCO) 

Offers the best coverage of operations and 
supply chain management literature (Fan and 
Stevenson 2018a). 

3. Selection period: 2000 – 2017 Supply chain risk management has mainly 
attracted the interest of researchers since 
2000 (Colicchia and Strozzi, 2012, Ho et al. 
2015).

Step 3: Assessment of quality and relevance   
Criteria Explanation

1. Articles that are not published in peer 
– reviewed journals and not written in 
English were excluded.

Peer review process associates to high 
quality standards (Light and Pillemer 1984). 

2. After reviewing the title and abstract 
of each article, articles with no 
relevancy were removed.  

As applied by Fan and Stevenson (2018a) to 
ensure relevancy.

3. After full text scanning articles 
marginally relevant were removed.  

As applied by Fan and Stevenson (2018a) to 
ensure adequacy conducting a literature 
review about supply chain risk management. 

4. During full text scanning, relevant 
articles were added using a snowball 
approach.

To ensure that relevant articles will be 
included in this literature review, even if they 
do not meet selected keywords.  

Step 4: Conducting Citation network analysis
1. Citation & popularity (GCS) data were downloaded from Web of Science for each 

article. This captures the impact of each article for a general audience and specifically 
to the topic of supply chain risk categorization by using the measure of input 
closeness centrality (RQ1) (Colicchia and Strozzi 2012).

2. Available data were imported to Histcite. These data were converted to network level 
data (Colicchia and Strozzi 2012). At this stage, GCS measure was visible for most 
of the studies.

3. Network level data were imported to Gephi. This allowed for the manual insertion of 

Fig. 2 (continued)



20 Categorizing Supply Chain Risks: Review, Integrated … 337

4. The citation network was imported to Pajek to calculate the input closeness centrality 
measure (RQ1), that captures the importance of a node within a network (Colicchia 
and Strozzi, 2012).

Step 5: Identification of the development of the topic over time.   
1. To identify how supply chain risk categorization developed over time (RQ2) we 

performed a main path analysis.  
2. Traversal weights of studies and citations were quantified by using the three methods 

included in Pajek (search path count, search path link count, search path node pair)3

(Colicchia and Strozzi, 2012).
3. A local for main path analysis was used instead of a global one, because RQ2 implies 

the examination of progressing significance, which can only be achieved by using a local 
approach (Liu and Lu, 2012). 

4. We denoted a forward orientation to the analysis, to capture unique contributions in the 
topic of supply chain risk categorization. According to Liu and Lu (2012) this can be 
achieved by denoting a forward orientation to the main path analysis.   

5. We set the degree of tolerance to (0.44) that closely approximates to the default 
tolerance.  

Step 6: Identification of researcher communities in the supply chain risk categorization topic  
1. To identify interactions among researchers (RQ3) we used a clustering algorithm 

(Louvain simple method) in pajek.  
2. We select this method because it is the simplest to identify communities (Aynaud and 

Guillaume, 2010) thus it is exempted from biases.  

Step 7: Analysis, coding & clustering risks
1. To answer RQ4 the following steps were implemented.  
2. Using a Microsoft excel spreadsheet each risk type terminology and definition were 

captured by two columns.    
3. The risk clusters used  used by Rangel et al. (2015), was used as a starting point to 

allocate risk types to appropriate risk clusters based on definitions similarity. From 
this, new definitions and risk clusters appeared relative to Rangel et al. (2015). 

4. New risk clusters were formed when there was no fit with Rangel et al. (2015) 
classification.  

5. For each risk cluster articulated it was tried to achieve consensus for the risk type 
demonstrating the highest frequency of appearance.  

6. In the case, it was not possible to articulate a risk cluser relative risk types were 
moved to the risk cluster entitled as “other”.  

citation data for studies that were not available from Web of Science. Furthermore, 
it allowed the manipulation of data at a node level.

3The reader may visit Colicchia and Strozzi (2012) for a details
 regarding the systematic literature network analysis method. 

Fig. 2 (continued)
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Table 2 lists the fifteen most impactful studies that categorize supply chain risks
based on their global citation score (GCS), which quantifies the total number of
citations a study received fromstudies that are not contained in the network (Colicchia
and Strozzi 2012). From the left side to the right, Table 2 indicates the ranking of
a study in terms of GCS, the title of the study, the authors, the journal the study
was published in, the relevant GCS measure, and the cluster of researchers the study
was allocated to, using the Louvain algorithm. For instance, the study “Perspectives
in supply chain risk management” was authored by C. S. Tang published in the
“International Journal of Production Economics” in 2006 and it has been allocated
by the algorithm to the community cluster one. This article is ranked first because it
enjoys the highest GCS score.

Table 2 Ranking of the top fifteen articles according to global citation score (GCS) measure (Cre-
ated using HistCite from Clarivate Analytics)

Rank Title Author Journal/Year GCS Cluster

1 Perspectives in
supply chain risk
management

Tang CS International
Journal of
Production
Economics (2006)

662 1

2 Managing
disruption risks in
supply chains

Kleindorfer PR,
Saad GH

Production and
Operations
Management (2005)

569 3

3 Managing risk to
avoid supply chain
breakdown

Chopra S, Sodhi MS MIT Sloan
Management
Review (2004)

505 3

4 A supply chain view
of the resilient
enterprise

Sheffi Y, Rice JB MIT Sloan
Management
Review (2005)

302 4

5 Global supply chain
risk management
strategies

Manuj I, Mentzer JT International
Journal of Physical
Distribution &
Logistics
Management (2008)

223 6

6 Risk management
processes in
supplier networks

Hallikas J,
Karvonen I,
Pulkkinen U,
Virolainen VM,
Tuominen M

International
Journal of
Production
Economics (2004)

222 1

7 The design of robust
value-creating
supply chain
networks: a critical
review

Klibi W, Martel A,
Guitouni A

European Journal of
Operational
Research (2010)

221 3

(continued)
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Table 2 (continued)

Rank Title Author Journal/Year GCS Cluster

8 The power of
flexibility for
mitigating supply
chain risks

Tang C, Tomlin B International
Journal of
Production
Economics (2008)

212 3

9 Global supply chain
risk management

Manuj I, Mentzer JT Journal of Business
Logistics (2008)

191 3

10 An empirical
examination of
supply chain
performance along
several dimension of
risk

Wagner SM, Bode C Journal of Business
Logistics (2008)

187 4

11 Identifying risk
issues and research
advancements in
supply chain risk
management

Tang O, Musa SN International
Journal of
Production
Economics (2011)

173 3

12 Supply chain risks: a
review and typology

Rao S, Goldsby TJ The International
Journal of Logistics
Management (2009)

156 4

13 Ensuring supply
chain resilience:
development of a
conceptual
framework

Pettit TJ, Fiksel J,
Croxton KL

Journal of Business
Logistics (2010)

144 6

14 The importance of
decoupling recurrent
and disruption risks
in a supply chain

Chopra S, Reinhardt
G, Mohan U

Naval Research
Logistics (2007)

135 3

15 Supply chain risk in
turbulent
environments—a
conceptual model
for managing supply
chain network risk

Trkman P,
McCormack K

International
Journal of
Production
Economics (2009)

132 1

Table 3 depicts the top fifteen studies in terms of closeness centrality. Closeness
centrality captures the influence of a specific node/study in terms of knowledge
development; by considering the total times, it is cited by other nodes/studies in the
network (Colicchia and Strozzi 2012). For instance, the conceptual study conducted
by Chopra and Sodhi (2004) is the most influential in the network because it has the
highest closeness centrality score.

From Tables 2 and 3, it can be noted that a small number of authors (Chopra and
Sodhi 2004; Kleindorfer and Saad 2005; Christopher S. Tang 2006; Hallikas et al.
2004) contributed multiple impactful studies. These four studies contributed to both
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Table 3 Ranking of the top fifteen articles according to closeness centrality (Created usingHistCite
from Clarivate Analytics and Pajek)

Rank Title Author Journal/year Closeness
centrality

Cluster

1 Managing risk to
avoid supply
chain breakdown

Chopra S, Sodhi
MS

MIT Sloan
Management
Review (2004)

0.536667 3

2 Risk in supply
networks

Harland C,
Brenchley R,
Walker H

Journal of
Purchasing &
Supply
Management
(2003)

0.487179 2

3 Managing
disruption risks
in supply chains

Kleindorfer PR,
Saad GH

Production and
Operations
Management
(2005)

0.467416 3

4 Ericsson’s
proactive supply
chain risk
management
approach after a
serious
sub-supplier
accident

Norrman A,
Jansson U

International
Journal of
Physical
Distribution &
Logistics
Management
(2004)

0.461709 4

5 A conceptual
framework for
the analysis of
vulnerability in
supply chains

Svensson G International
Journal of
Physical
Distribution &
Logistics
Management
(2000)

0.450728 4

6 Supply chain risk
management:
understanding the
business
requirements
from a
practitioner
perspective

Jüttner U, Peck
H, Christopher M

The International
Journal of
Logistics
Management
(2003)

0.42932 4

7 Mitigating supply
chain risk
through improved
confidence

Christopher M,
Lee H

International
Journal of
Physical
Distribution &
Logistics
Management
(2004)

0.427317 2

(continued)
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Table 3 (continued)

Rank Title Author Journal/year Closeness
centrality

Cluster

8 Perspectives in
supply chain risk
management

Tang CS International
Journal of
Production
Economics
(2006)

0.4256 1

9 Managerial
perceptions of
supply risk

Zsidisin GA Journal of
Supply Chain
Management
(2003)

0.404308 2

10 Risky business:
expanding the
discussion on risk
and the extended
enterprise

Spekman RE,
Davis EW

International
Journal of
Physical
Distribution &
Logistics
Management
(2004)

0.360211 2

11 Risk
management
processes in
supplier networks

Hallikas J,
Karvonen I,
Pulkkinen U,
Virolainen VM,
Tuominen M

International
Journal of
Production
Economics
(2004)

0.346067 1

12 Supply chain risk
management
understanding the
business
requirements
from a
practitioner
perspective

Jüttner U The International
Journal of
Logistics
Management
(2005)

0.332791 4

13 An agency theory
investigation of
supply risk
management

Zsidisin GA,
Ellram LM

Journal of
Supply Chain
Management
(2003)

0.331754 2

14 Building the
resilient supply
chain

Christopher M,
Peck H

The International
Journal of
Logistics
Management
(2004)

0.328966 6

15 Securing the
upstream supply
chain: a risk
management
approach

Giunipero LC,
Eltantawy RA

International
Journal of
Physical
Distribution &
Logistics
Management
(2004)

0.311087 4
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the supply chain risk classification topic and they demonstrate a significant impact
towards a general audience.

The point here is that from an author’s point of view about 26 studies (exclud-
ing duplicates in Tables 2 and 3) were the most impactful to the supply chain risk
classification topic demonstrating the highest bibliometricmeasures (GCS, closeness
centrality). Despite the fact that these results capture the level of contribution from an
author’s point of view, they do not capture potential interactions among researchers,
which may also benefit researchers. This constitutes a motivation of RQ3 that will
attempt to identify potential interactions among researchers.

4.2 How Has the Supply Chain Risk Classification Topic
Developed Over Time? (RQ2)

The literature lacks a dynamic perspective that captures the development of the supply
chain risk classification topic. By addressing this research gap in the literature, we
hope to identify milestone studies that contributed to the development of the topic
at different points in time. Thus, by answering RQ2 we aim to offer a dynamic
perspective on the development of this field.

In this section, the development of the supply chain risk classification topic will
be reviewed in terms of (a) the use of risk factors in the classification scheme, (b)
the application of classification criteria, (c) the identification of milestone studies in
the development of supply chain risk classification topic.

Figure 3 depicts the distribution of scientific articles within the supply chain
risk classification topic published in peer-reviewed journals since 2000, using Fan
and Stevenson’s (2018a) coding scheme. The number of studies that encompass

Fig. 3 Distribution of scientific articles within the topic of supply chain risk classifications pub-
lished during the period 2000–2017
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supply chain risk classifications has grown; however, a key conclusion from this
development is that none of the existing typologies is complete, thoughmost overlap.
The formation of consensus among researchers on supply chain risk classifications
has been fragmented both from the suggestion of classification schemes without
risk factors and the use of different criteria to classify supply chain risks over time.
Specifically, 37% of the studies reviewed for the purposes of this chapter suggested
classification schemes without risk factors (Fig. 3).

Furthermore, a plethora of criteria have been used by researchers since 2000 to
classify supply chain risks. Table 4 indicates the criteria used by researchers since
2000 as higher order constructs for a first time, to classify supply chain risks such
as locality (e.g. Christopher and Peck 2004). Despite the fact, a plethora of different
criteria has been used since 2000, certain criteria have been used inconsistently or
sparsely. This may hinder managerial decision risk making because managers tend
to be idiosyncratic in understanding risk (March and Shapira 1987). For instance,
intentionality is used by only one study as a higher order construct (Stecke andKumar
2009).

We conducted a main path analysis to identify milestone studies in the develop-
ment of supply chain risk classification topic and offer a dynamic perspective on
how the literature developed (e.g. Colicchia and Strozzi 2012; De Nooy et al. 2011).
Figure 4 depicts the results of this analysis, while the size of the arrows indicates the
level of the impact of each study.

The main path analysis results suggest three stages of development in the supply
chain risk classification scheme literature.

First stage (2000–2004). Themajor characteristic of this stage is the development
of the first classification schemes that delineate between sources that are internal to
the firm, internal to the supply chain and external to the supply chain. A first catego-
rization of supply chain risks according to the ability to be quantified is established
(Svensson 2000). Researchers also start to address problems associated with rela-
tional and competitiveness issues. For instance, Harland et al. (2003) include supply
and consumer-related risk sources in addition to issues arising internally to the firm
or externally to the supply chain, while Jüttner et al. (2003) include relational (chaos,
lack of ownership) and competitiveness issues (inertia).

Second stage (2005–2012). The major characteristics of this stage are the further
understanding of network risk sources (e.g. Peck 2005; Lockamy and McCormack
2010), the incorporation of theories to inform supply chain risk categorizations, and
the clear delineation of supply chain risks. For instance, Peck (2005) uses a theory
for a first time (network theory) that considers interdependencies among supply
chain risks. The studies of Wagner and Bode (2006, 2008) offer clearly delineated
definitions and capture rare but severe risks emanating externally to the supply chain,
which are labelled as catastrophic. At this stage, it was noted that literature had
developed as separated silos, and thus a synthesis of the literaturewas in high demand.
This demand was met by Rao and Goldsby (2009) who were the first to synthesize
the generic risk literature in the context of supply chains. These authors build on the
work of Ritchie and Marshall (1993) to develop a generic typology of supply chain
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Table 4 Development of the supply chain risk classifications in terms of criteria used

Year Criterion Risk categorization Reference

2004 Locality • Internal to the firm
• Internal to the supply
chain

• External to the network

Christopher and Peck

2004 Quantification ability • Foreseen (e.g.
measurable by statistical
data)

• Perceived (e.g. sensed by
intuition)

Sinha et al.

2005 Consequence severity • Operational (e.g.
coordination of supply
and demand)

• Disruptive (e.g. natural
disasters)

Kleindorder and Saad

2006 Controllability • Controllable
• Partially controllable
• Uncontrollable

Wu et al.

2007 Extent of global operations • Primary global
• Not specifically global
• Exacerbated by global
supply chain

Canbolat et al.

2007 Level of decision-making • Strategic (e.g. reputation,
capacity)

• Operational (e.g. supplier
delays, inventory)

Sodhi and Lee

2007 Frequency • Disruption
• Recurrent

Chopra et al.

2009 Probability and impact • High likelihood, low
impact risks

• Low likelihood, high
impact risks

Oke and Gopalakrishnan

2009 Intentionality • Intentional (e.g.
terrorism)

• Unintentional

Stecke and Kumar

2011 Flows • Material
• Financial
• Information

Tang and Musa

2014 Newness • Ordinary
• Sustainability

Hofmann et al.

2015 SCOR model • Plan
• Source
• Make
• Deliver
• Return

Rangel et al.
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Fig. 4 Main path analysis
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risks dividing them into environmental, industry, organizational, problem-specific
and decision-maker.

Third stage (2013–2016). This period is characterized bymore systematic efforts
to categorize supply chain risks.On theone side,Hoet al. (2015) offer a categorization
of supply chain risks by using systematic literature review method. On the other
side, the study of Dong and Cooper (2016) represents a stream of literature that uses
quantitative methods to categorize supply chain risks according to probability and
impact. They categorize supply chain risks into critical, high, intermediate and low
risks, adding nuance to the propositions offered by Oke and Gopalakrishnan (2009)
that divided supply chain risks into two broad categories: high likelihood, low impact
and low likelihood, high impact events.

By applying a local forward approach, we identified the antecedents of important
contributions in the supply chain risk classification topic by relying on uniqueness
instead of focusing on studies that adopted ideas from a wide range of sources (Liu
and Lu 2012). We distinguished this development into three historical stages and
found that uniqueness of these studies relies on empirical driven results by focusing
on multiple levels and use of theories to inform their results. Furthermore, these
studies provide clear-cut definitions and include adequate risk factors to develop
classification schemes. Last, they use quantitative approaches to categorize supply
chain risk according to probability and impact.

4.3 What Are the Interactions Among Researchers
that Contributed to the Topic of Supply Chain Risk
Classification? (RQ3)

Numerous studies published since 2000 have offered supply chain risk classifications
(e.g. Zsidisin 2003a; Zsidisin and Ellram 2003; Wagner and Bode 2008). However,
it is unknown how the authors who contributed to these studies interact to form
communities. By answering RQ3, we identify different communities of researchers
that formed over years, providing valuable insight into the topic’s status quo.

Figure 5 depicts the different communities of researchers that contributed in
the supply chain risk classification topic. To identify the different communities of
researchers, all the selected studies for the purposes of this review were clustered
using a Pajek’s clustering algorithm. These clusters indicate different communities
among researchers because they are internally constituted from more relationships
than externally (Mrvar and Batagelj 2018).

Table 5 depicts the contributions of each researcher community cluster according
to the following criteria:

• The frequency of studies contributed by a researcher community cluster at the top
15 in the GCS ranking (Table 2).

• The frequency of studies contributed by a researcher community cluster at the top
15 in the closeness centrality ranking (Table 3).
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Table 5 Contribution of researcher community clusters

Community
cluster

Frequency of
studies at top 15
GCS

Frequency of
studies at top 15
closeness
centrality

Main path
analysis

Clusters of risks

1 3 2 0 5

2 0 5 3 3

3 7 2 1 4

4 3 5 5 5

5 0 0 5 11

6 2 1 0 0

• The frequency of studies contributed by a researcher community cluster in the
main path analysis (Fig. 4).

• The frequency a researcher community cluster contributed the maximum number
of risk types to a risk cluster. At the left side of Table 6, it is included within the
brackets the number of community cluster contributing the highest number of risk
types to a risk cluster.

Cluster 1. This cluster is associated with competitiveness problems, strategic
(same frequency as community cluster 5) and reputation issues, problems arising
from the financial market and regulatory and bureaucratic issues. It contributes three
studies in the top 15 of the highest GCS, and two studies in the top 15 of closeness
centrality.

Cluster 2. This cluster is associated with SC inbound problems, relational prob-
lems and risks labelled as “other.” It encompasses highest number of studies in the
top 15 of closeness centrality (same frequency as community cluster 4).

Cluster 3. This cluster is associated with demand-side risks, infrastructural prob-
lems, capacity problems and the financial capacity problems of the firm. It contains
the highest number of studies in the top 15 of GCS measure.

Cluster 4. This cluster is associated with risks that are internal to the firm, indus-
trial problems, financial capacity issues (same frequency with community cluster 3)
and problems arising externally from the supply chain. It encompasses the highest
number of studies in the top 15 for closeness centrality (same frequency as commu-
nity cluster 2). Furthermore, it entails the highest number of studies included in the
main path analysis (same frequency as community cluster 5).

Cluster 5. This cluster contributes significantly at the formation of most of the
risk clusters. Specifically, it offers the highest number of risk types to 11 risk clusters.
These risks are associated with production flows, firm’s core competence, demand
(same frequency as community cluster 3), transportation, informational, problem-
specific (same frequency as community cluster 4), strategic, customer-related prob-
lems, cultural, regulatory and bureaucratic, and global problems. Furthermore, it
entails the highest number of studies included in the main path analysis (same fre-
quency as community cluster 4).
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Cluster 6. Despite the fact that this community cluster contributed two studies in
the top 15 of GCS, and one study in the top 15 of closeness centrality, it cannot be
characterized as an exemplar in terms of contributing to risk clusters.

The point here is that although the extent of contribution to supply chain risk
categorization for each community of researchers differs, all the clusters contributed
to the development of the topic.

4.4 How Can Consensus Be Achieved Across the Supply
Chain Risk Classification Studies Published Since 2000?
(RQ4)

This chapter revisited the topic of supply chain risk classification by exploring its
historical development and offers a new inclusive typology by forming a level of
among different clusters of researchers.

Our review indicates that numerous studies have impacted the development of
the supply chain risk classification topic (Tables 2 and 3). Despite the merit of these
studies, there is not a consensus among them because numerous classification criteria
have been used as higher order constructs since 2000 (Table 4) and others do not
include risk factors in the suggested classification scheme (Fig. 3). The most recent
attempt comes from Rangel et al. (2015) who offer a supply chain risk classification
based on the SCOR model which was formed using studies originating from peer-
reviewed literature, conference papers and Ph.D. thesis. Our review indicates a much
larger literature (up to 2017) that includes about 100 studies. Furthermore, milestone
studies indicated bymain path analysis (Fig. 4) offer clear-cut definitions, in addition
to their other strengths, in comparison with other studies.

Therefore, to answer RQ4 we follow Rangel et al. (2015) by looking for a con-
sensus about supply chain risk classification using broader criteria and a larger group
of articles. We believe this will help the field’s development.

To achieve that, we used as our starting point the risk clustering approach of
Rangel et al. (2015) to classify risks according to the similarity of their definitions.
At a second stage, for each cluster of risks formed, we reviewed risk-type definitions
to achieve consensus among them (Rangel et al. 2015).

Table 6 depicts the result of the process to form clusters of risks according to
definition similarity or according to risk factors. On the left side, the table depicts
the name of the risk cluster while the number in brackets denotes which researcher
community cluster contributed the maximum number of risk types. On the right side,
the table depicts the different risk types found for each risk cluster, while the number
in brackets denotes the frequency of appearance.

The typology of supply chain risks this study recommends; that is, the result of
a level of consensus among different clusters of researchers (see Fig. 5) is divided
into:

• Risks internal to the firm (Table 7),



350 M. Louis and M. Pagell

Ta
bl
e
6

Ty
pe
s
of

ri
sk

cl
us
te
rs
(a
da
pt
ed

fr
om

R
an
ge
le
ta
l.
20
15
)

C
lu
st
er

of
ri
sk
s
by

de
fin

iti
on

si
m
ila

ri
ty

R
is
k
ty
pe
s

G
ro
up

1:
Pr
od
uc
tio

n
flo

w
pr
ob
le
m
s

[5
]

D
is
ru
pt
io
ns

[1
4]

D
el
ay
s
[5
]

N
at
ur
al
[4
]

Pr
od
uc
tio

n/
m
an
uf
ac
tu
ri
ng

[8
]

Pr
oc
es
s/
m
an
uf
ac
tu
ri
ng

[2
]

E
ng

in
ee
ri
ng

/p
ro
du

ct
io
n
ca
pa
bi
lit
y

an
d
ca
pa
ci
ty

[1
]

Pr
od

uc
tio

n
fle
xi
bi
lit
y
[1
]

A
cc
id
en
ts
[1
]

H
az
ar
d
vu

ln
er
ab
ili
ty

[1
]

D
is
to
rt
io
ns

[1
]

A
va
ila

bi
lit
y
[1
]

D
is
as
te
rs
[1
]

Pr
od

uc
tc
ha
ra
ct
er
is
tic

s
[1
]

Ph
ys
ic
al
ri
sk
s
[1
]

G
ro
up

2:
C
om

pe
tit
iv
en
es
s
pr
ob
le
m
s

[1
]

C
om

pe
tit
iv
en
es
s
[9
]

In
er
tia

[3
]

In
no
va
tio

na
l[
1]

Te
ch
no
lo
gi
ca
l[
5]

R
es
ou
rc
es

[4
]

L
ac
k
of

ex
pe
rt
is
e
[1
]

M
ac
ro

[1
]

Pr
od
uc
tf
ac
to
rs
[1
]

R
&
D
un

ce
rt
ai
nt
y
[1
]

W
ea
kn
es
se
s
in

re
so
ur
ce
s,

de
ve
lo
pm

en
ta
nd

fle
xi
bi
lit
y
[1
]

G
ro
up

3:
C
or
e
co
m
pe
te
nc
e
[5
]

Pr
oc
es
s
[1
1]

O
pe
ra
tio

na
l[
6]

O
pe
ra
tio

ns
[8
]

Pr
od
uc
t[
3]

Fa
ilu

re
to

de
liv

er
on

tim
e
[1
]

Su
pp
ly

ch
ai
n
co
nt
ro
lm

ec
ha
ni
sm

s
[1
]

Se
ns
iti
vi
ty

[1
]

Fl
ex
ib
ili
ty

[1
]

Pa
rt
-s
pe
ci
fic

[1
]

G
ro
up

4:
D
em

an
d
[3
,5

]
D
em

an
d
[3
4]

Fo
re
ca
st
[1
2]

W
ho

le
sa
le
r
[1
]

D
ow

ns
tr
ea
m

[1
]

G
ro
up

5:
SC

In
bo
un
d
pr
ob
le
m
s
[2
]

Su
pp
ly

[5
4]

Su
st
ai
na
bi
lit
y
[3
]

D
el
iv
er
y
fa
ilu

re
s
[2
]

C
os
tf
ai
lu
re

[2
]

E
co
no
m
ic
[2
]

Fl
ex
ib
ili
ty

fa
ilu

re
[1
]

G
en
er
al
co
nfi

de
nc
e
fa
ilu

re
[1
]

O
pe
ra
tio

na
l[
1]

Q
ua
nt
ity

[1
]

Te
ch
no
lo
gy

[1
]

M
an
ag
em

en
t[
1]

In
no
va
tio

n
ca
pa
bi
lit
y
[1
]

R
aw

m
at
er
ia
ls
[1
]

U
ps
tr
ea
m

[1
]

E
m
pl
oy
ee

tu
rn
ov
er

[1
]

G
ro
up

6:
T
ra
ns
po
rt
at
io
n
pr
ob
le
m
s
[5
]

T
ra
ns
po
rt
at
io
n
[8
]

L
og

is
tic

s
[4
]

L
ea
d
tim

e
[4
]

Ph
ys
ic
al
[1
]

O
n
tim

e
de
liv

er
y
[1
]

T
ra
ns
it
tim

e
[1
]

M
is
s
th
e
ta
rg
et
[1
]

D
el
iv
er
y
se
rv
ic
e
[1
]

Su
pp

ly
ch
ai
n
di
sc
on

tin
ui
ty

[1
]

O
pe
ra
tio

na
l/t
ec
hn

ol
og

ic
al
[1
]

Sh
ip
m
en
tq

ua
nt
ity

in
cr
ea
se
s
[1
]

(c
on
tin

ue
d)



20 Categorizing Supply Chain Risks: Review, Integrated … 351

Ta
bl
e
6

(c
on
tin

ue
d)

C
lu
st
er

of
ri
sk
s
by

de
fin

iti
on

si
m
ila

ri
ty

R
is
k
ty
pe
s

G
ro
up

7:
In
fr
as
tr
uc
tu
ra
l[
3]

In
fr
as
tr
uc
tu
ra
l[
4]

Se
cu
ri
ty

[3
]

E
nd
og
en
ou
s
as
se
ts
[1
]

B
re
ak
do
w
n
an
d
ha
za
rd

ri
sk
s
[1
]

A
ss
et
im

pa
ir
m
en
tr
is
k
[1
]

Fa
ci
lit
ie
s
[1
]

D
el
ib
er
at
e
th
re
at
s
[1
]

G
ro
up

8:
In
fo
rm

at
io
na
l[
5]

In
fo
rm

at
io
na
l[
19
]

Se
cu
ri
ty

[3
]

Sy
st
em

[3
]

Pl
an
ni
ng

an
d
co
nt
ro
l[
1]

G
ro
up

9:
C
ap
ac
ity

[3
]

C
ap
ac
ity

[7
]

G
ro
up

10
:P

ro
bl
em

-s
pe
ci
fic

is
su
es

[4
,

5]
Pr
ob
le
m
-s
pe
ci
fic

[2
]

D
ec
is
io
n
co
m
pl
ex
ity

[2
]

G
ro
up

11
:S

tr
at
eg
ic
pr
ob
le
m
s
[1
,5

]
St
ra
te
gi
c
[6
]

M
an
ag
em

en
t-
re
la
te
d
is
su
es

[1
]

G
ro
up

12
:C

us
to
m
er
-r
el
at
ed

pr
ob
le
m
s
[5
]

C
us
to
m
er

[6
]

C
us
to
m
er

di
sr
up
tio

ns
[1
]

G
ro
up

13
:O

rg
an
iz
at
io
na
l-
re
la
te
d

pr
ob
le
m
s
[4
]

O
rg
an
iz
at
io
na
l[
15
]

M
an
ag
em

en
t[
6]

L
ab
ou

r
in
st
ab
ili
ty

[1
]

In
te
rn
al
le
ga
li
ss
ue
s
[1
]

O
pe
ra
tin

g
un

ce
rt
ai
nt
ie
s
[1
]

C
re
di
t[
1]

G
ro
up

14
:C

ul
tu
ra
l[
5]

C
ul
tu
ra
l/l
in
gu

is
tic

[6
]

(c
on
tin

ue
d)



352 M. Louis and M. Pagell

Ta
bl
e
6

(c
on
tin

ue
d)

C
lu
st
er

of
ri
sk
s
by

de
fin

iti
on

si
m
ila

ri
ty

R
is
k
ty
pe
s

G
ro
up

15
:G

lo
ba
lP

ro
bl
em

s
[5
]

Su
st
ai
na
bi
lit
y
ri
sk
s
[3
]

In
ve
nt
or
y
[1
2]

C
ha
in

co
nfi

gu
ra
tio

n
[1
0]

N
et
w
or
k
ri
sk

[3
]

Q
ua
lit
y
[1
1]

C
on
tr
ol

[2
]

H
ol
is
tic

so
ur
ce
s
of

di
st
ur
ba
nc
e
[1
]

Sa
fe
ty

[1
]

In
te
ra
ct
io
n
[1
]

L
ac
k
of

co
ve
ra
ge

[1
]

E
nv
ir
on
m
en
ta
l[
1]

G
ro
up

16
:D

ec
is
io
n-
m
ak
er

pr
ob
le
m
s

[N
on
e]

D
ec
is
io
n
m
ak
er

[2
]

In
di
vi
du
al
at
tr
ib
ut
es

[1
]

G
ro
up

17
:I
nd
us
tr
ia
l[
4]

M
ar
ke
t[
7]

In
du
st
ry

[4
]

Pr
ic
e
flu

ct
ua
tio

ns
[4
]

In
pu
tm

ar
ke
t[
2]

Pr
od
uc
tm

ar
ke
t[
2]

St
oc
ha
st
ic
co
st
[1
]

G
ro
up

18
:R

ep
ut
at
io
n
[1
]

R
ep
ut
at
io
n
[2
]

Fi
na
nc
ia
l/e

co
no

m
ic
[1
]

L
ia
bi
lit
y
[2
]

G
ro
up

19
:F

in
an
ci
al
ca
pa
ci
ty

pr
ob
le
m
s
[3
,4

]
Fi
na
nc
ia
l[
4]

R
ec
ei
va
bl
es

[4
]

C
re
di
tu

nc
er
ta
in
tie

s
[1
]

Pa
ym

en
t[
1]

G
ro
up

20
:F

in
an
ci
al
m
ar
ke
tp

ro
bl
em

s
[1
]

E
xc
ha
ng
e
ra
te
pr
ic
e
[6
]

E
co
no
m
ic
[3
]

Fi
na
nc
ia
l[
2]

Pr
oc
ur
em

en
t[
4]

M
ac
ro
ec
on
om

ic
[3
]

O
il
pr
ic
e
in
cr
ea
se

[1
]

C
on
tin

uo
us

[1
]

Fi
sc
al
ri
sk

[1
]

R
is
ks

du
e
to

ex
ch
an
ge

ra
te
s,
ta
xe
s

an
d
fu
el
pr
ic
es

[1
]

(c
on
tin

ue
d)



20 Categorizing Supply Chain Risks: Review, Integrated … 353

Ta
bl
e
6

(c
on
tin

ue
d)

C
lu
st
er

of
ri
sk
s
by

de
fin

iti
on

si
m
ila

ri
ty

R
is
k
ty
pe
s

G
ro
up

21
:R

el
at
io
ns
hi
p
pr
ob
le
m
s
[2
]

L
ac
k
of

ow
ne
rs
hi
p
[2
]

C
ha
os

[5
]

B
eh
av
io
ur
al
[2
]

In
te
lle

ct
ua
lP

ro
pe
rt
y
[7
]

Pa
rt
ne
r-
sp
ec
ifi
c
[6
]

R
el
at
io
na
l[
4]

D
ep
en
de
nc
e
an
d
op
po
rt
un
is
m

[2
]

L
ac
k
of

tr
us
ta
nd

op
po
rt
un
is
m

[2
]

D
ep
en
de
nc
e
[2
]

C
on

ne
ct
iv
ity

[1
]

O
ut
so
ur
ci
ng

[1
]

C
ou
nt
er
fe
it
[1
]

Sw
itc

hi
ng

tim
e
[1
]

V
ol
um

e
of

bu
si
ne
ss

gi
ve
n
[1
]

N
at
ur
e
of

th
e
so
ur
ce

[1
]

G
ro
up

22
:R

eg
ul
at
or
y,
L
eg
al
an
d

Po
lit
ic
al
[1
,5

]
C
us
to
m
s
re
gu
la
tio

ns
[2
]

L
eg
al
[6
]

Po
lit
ic
al
[9
]

Po
lic
y
[4
]

R
eg
ul
at
or
y
[3
]

E
co
no
-p
ol
iti
ca
lr
is
ks

[1
]

O
rg
an
iz
at
io
na
l[
1]

Te
rr
or
is
m

an
d
po

lit
ic
al
in
st
ab
ili
ty

[1
]

M
is
ce
lla
ne
ou
s
[1
]

So
ci
op

ol
iti
ca
lr
is
ks

[1
]

M
ac
ro
ec
on
om

ic
[1
]

So
ci
al
[1
]

Te
ch
no

lo
gi
ca
le
le
m
en
ts
of

th
e

op
er
at
in
g
en
vi
ro
nm

en
t(
in
cl
ud
in
g

le
ga
la
nd

re
gu
la
to
ry

is
su
es
)
[1
]

G
ro
up

23
:L

ac
k
of

co
nt
ro
lo

ve
r

ex
te
rn
al
en
vi
ro
nm

en
t[
4]

E
nv
ir
on
m
en
ta
l[
21
]

C
at
as
tr
op
hi
c
[6
]

N
at
ur
al
H
az
ar
ds

[4
]

So
ci
al
[1
1]

M
ac
ro
en
vi
ro
nm

en
t[
3]

E
xt
er
na
l[
5]

Te
ch
ni
ca
lo

r
im

pl
em

en
ta
tio

n
fa
ilu

re
[1
]

C
on
te
xt
ua
l[
1]

D
is
cr
et
e
[1
]

T
ur
bu
le
nc
e
[1
]

V
al
ue

at
ri
sk

[1
]

A
cc
id
en
ts
[1
]

G
ro
up

24
:O

th
er

[2
]

L
ow

[2
]

H
ig
h
[2
]

In
te
rm

ed
ia
te
[2
]

V
er
y
lo
w
[1
]

Pa
ra
lle

li
nt
er
ac
tio

n
[2
]

C
os
t[
2]

Su
rv
iv
al
[1
]

Ta
ct
ic
al
[1
]



354 M. Louis and M. Pagell

Ta
bl
e
7

R
is
ks

in
te
rn
al
to

th
e
fir
m

R
is
k

D
efi

ni
tio

n
R
is
k
fa
ct
or
s

R
el
ev
an
tr
ef
er
en
ce
s

In
fr
as
tr
uc
tu
re

A
ri
se
s
fr
om

un
w
an
te
d
fa
ilu

re
s
ca
us
ed

by
in
te
nt
io
na
lo

r
un

in
te
nt
io
na
la
ct
s

as
so
ci
at
ed

w
ith

th
e
in
fr
as
tr
uc
tu
re

(e
.g
.I
T,

ve
hi
cl
es
)
m
ai
nt
ai
ne
d
by

a
fo
ca
lfi

rm
to

ex
ec
ut
e
in
te
rn
al
or

ex
te
rn
al
su
pp
ly

ch
ai
n
op
er
at
io
ns

U
na
va
ila

bi
lit
y
of

in
fo
rm

at
io
n
w
ith

su
pp
lie
rs
,I
T
br
ea
kd
ow

n,
bu
gs
/h
ac
ke
rs
,s
ec
ur
ity

of
IT
,

in
co
m
pa
tib

le
IT

sy
st
em

s,
de
ni
al
of

se
rv
ic
e,
eq
ui
pm

en
tf
ai
lu
re
,v
an
da
lis
m

at
ve
hi
cl
es

Sp
ek
m
an

an
d
D
av
is
(2
00
4)
,C

ho
pr
a

an
d
So

dh
i(
20
04
),
C
an
bo

la
te
ta
l.

(2
00
8)
,W

ag
ne
r
an
d
B
od
e
(2
00
8)
,

B
la
ck
hu

rs
te
ta
l.
(2
00
8)
,M

an
uj

an
d

M
en
tz
er

(2
00
8a
),
O
ls
on

an
d
D
as
h

W
u
(2
01
0)
,H

o
et
al
.(
20
15
)

St
ra
te
gi
c

A
ri
se
s
fr
om

un
w
an
te
d
ev
en
ts
th
at
ca
n

ne
ga
tiv

el
y
af
fe
ct
th
e
im

pl
em

en
ta
tio

n
of

a
fo
ca
lfi

rm
’s
bu
si
ne
ss

st
ra
te
gy

N
ot

ef
fe
ct
iv
e
ch
an
ge

m
an
ag
em

en
t,

la
ck

of
kn
ow

le
dg
e
of

SC
M

be
ne
fit
s,

ou
td
at
ed

cu
ltu

re

H
ar
la
nd

et
al
.(
20
03
),
A
lo
in
ie
ta
l.

(2
01
2)

Pr
ob
le
m
-s
pe
ci
fic

A
ri
se
s
fr
om

th
e
co
m
pl
ex
ity

as
so
ci
at
ed

w
ith

th
e
m
ul
tip

le
di
m
en
si
on
s
of

ri
sk

de
ci
si
on
-m

ak
in
g

su
ch

as
lo
ng
-t
er
m

pl
an
ni
ng
,g
oa
ls
an
d

co
ns
tr
ai
nt
s,
an
d
in
te
rr
el
at
io
ns
hi
ps

am
on
g
ri
sk
s

In
te
rr
el
at
io
ns
hi
ps

am
on
g
ri
sk
s,

lo
ng
-t
er
m

pl
an
ni
ng
,g

oa
ls
an
d

co
ns
tr
ai
nt
s

R
ao

an
d
G
ol
ds
by

(2
00
9)
,

Si
m
an
gu
so
ng

et
al
.(
20
12
,2

01
6)

(c
on
tin

ue
d)



20 Categorizing Supply Chain Risks: Review, Integrated … 355

Ta
bl
e
7

(c
on
tin

ue
d)

R
is
k

D
efi

ni
tio

n
R
is
k
fa
ct
or
s

R
el
ev
an
tr
ef
er
en
ce
s

D
ec
is
io
n–

m
ak
er
-s
pe
ci
fic

A
ri
se
s
fr
om

in
di
vi
du
al
or

gr
ou
p
le
ve
l

at
tr
ib
ut
es

w
ith

in
an

or
ga
ni
za
tio

n
B
ou
nd
ed

ra
tio

na
lit
y,
sh
or
ta
ge

of
kn
ow

le
dg
e
an
d
ex
pe
ri
en
ce
,c
og
ni
tiv

e
ab
ili
tie

s

R
ao

an
d
G
ol
ds
by

(2
00
9)
,E

lli
s
et
al
.

(2
01
1)

R
ep
ut
at
io
n

A
ri
se
s
fr
om

un
w
an
te
d
ev
en
ts
th
at
ca
n

im
po
se

a
re
pu
ta
tio

na
ld

am
ag
e
to

a
fo
ca
lfi

rm

Po
or

pr
od
uc
tq

ua
lit
y,
la
te
de
liv

er
ie
s,

di
sh
on
es
ty
,p

at
en
ti
nf
ri
ng
em

en
t,
pr
ic
e

fix
in
g
ac
cu
sa
tio

ns

B
ad
ur
de
en

et
al
.(
20
14
),
G
ia
nn
ak
is

an
d
Pa
pa
do
po
ul
os

(2
01
6)
,H

al
lik

as
an
d
L
in
tu
ka
ng
as

(2
01
6)

C
ap
ac
ity

It
ca
n
ar
is
e
ei
th
er

fr
om

th
e

in
fle
xi
bi
lit
y
of

a
fo
ca
lfi

rm
to

in
cr
ea
se

th
e
le
ve
lo

f
ca
pa
ci
ty

w
he
n
re
qu
ir
ed
,

or
fr
om

ca
pa
ci
ty
’s

ov
er
ut
ili
za
tio

n/
un

de
ru
til
iz
at
io
n
an
d

ca
n
re
su
lt
in

de
la
ys

in
th
e
pr
od

uc
tio

n
pr
oc
es
s

C
os
to

f
ca
pa
ci
ty
,c
ap
ac
ity

fle
xi
bi
lit
y,

ov
er
ut
ili
za
tio

n
of

ca
pa
ci
ty
,

un
de
ru
til
iz
at
io
n
of

ca
pa
ci
ty

C
ho
pr
a
an
d
So

dh
i(
20
04
),
B
la
ck
hu
rs
t

et
al
.(
20
08
),
T
um

m
al
a
an
d

Sc
ho
en
he
rr
(2
01
1)
,R

aj
es
h
et
al
.

(2
01
5)

Fi
na
nc
ia
lc
ap
ac
ity

(r
ec
ei
va
bl
es
)

A
ri
se
s
fr
om

cu
st
om

er
s’
fin

an
ci
al

di
ffi
cu
lti
es

th
at
ca
n
re
su
lt
to

de
la
ys

or
in
te
rr
up
tio

ns
in

th
e
m
on
ey

flo
w
s

to
w
ar
ds

a
fo
ca
lfi

rm

D
el
ay
ed

pa
ym

en
ts
fr
om

de
bt
or
s,

ch
an
ge
s
in

th
e
fin

an
ci
al
st
re
ng
th

of
cu
st
om

er
s,
ba
nk
ru
pt
cy

of
cu
st
om

er
s,

nu
m
be
r
of

cu
st
om

er
s

H
ar
la
nd

et
al
.(
20
03
),
C
ho
pr
a
an
d

So
dh
i(
20
04
),
B
la
ck
hu

rs
te
ta
l.

(2
00
8)
,C

er
yn
o
et
al
.(
20
15
),
R
aj
es
h

et
al
.(
20
15
)



356 M. Louis and M. Pagell

• Risks internal to the supply chain (Table 8),
• Risks external to the supply chain (Table 9).

5 Conclusions

This chapter revisited the topic of supply chain risk categorization by exploring its
historical development and offering a new inclusive typology by forming a level of
among different clusters of researchers.

We found that about 26 studies were the most impactful on the topic of supply
chain classification demonstrating the highest bibliometric measures (GCS, close-
ness centrality). Nevertheless, despite the growth of the studies on the topic in recent
years, none of the existing typologies is complete, though most overlap. The forma-
tion of consensus among researchers on supply chain risk classifications has been
fragmented, when considering over time the suggestion of classification schemes
without risk factors and the use of different criteria to classify supply chain risks.
By conducting a main path analysis, we identified the strengths of milestone studies
that rely on the use of theory, the suggestion of clear-cut definitions and the use of
quantitative approaches to categorize supply chain risk according to probability and
impact. After identifying the different clusters of researcher communities and stating
their contributions, we were motivated by the weaknesses of current classification
schemes to develop an inclusive typology that is the result of a level of consensus
among different researcher clusters. Accordingly, we used Rangel and colleagues’
(2015) approach as a starting point to classify risk types into clusters by the similarity
of their definitions. Next, for each risk cluster formed, we reviewed definitions of the
risk-type demonstrating the highest frequency of appearance to achieve a consensus
among multiple definitions.

To the best of the authors’ knowledge, this is the first study that performs a
systematic literature network analysis (SLNA) to review the topic of supply chain risk
classification and achieves a level of consensus among researchers from about 100
studies. In this way, it leverages a substantially higher number of studies comparing
to Rangel et al. (2015) to form a level of consensus. As a result, it contributes
to the development of supply chain risk identification. This may accommodate the
operationalization of supply chain risks in away thatmakes sense tomost researchers.
Fromamanagerial point of view, it offers an inclusive typology that is a result of state-
of-the-art literature that may help decision-makers to better identify and understand
supply chain risks.

Our findings are different from seminal studies on the same topic (e.g. Rao and
Goldsby 2009) for the following reasons. First, we shed light on the historical devel-
opment of the supply chain risk classification topic using an SLNA. This should help
clarify the literature for future research efforts in supply chain risk identification
while offering practitioners a further understanding of the development of supply
chain risk typologies. Second, we developed an inclusive but parsimonious supply
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chain risk typologywhich resolves at some extent overlaps and omissions in previous
typologies.

6 Limitations of the Study

This research has two main limitations. First, HistCite from Clarivate Analytics did
not report GCSmeasures or interrelationships with other nodes for specific studies of
interest. This means results of Table 2 are hindered by the unavailability of data for
some studies. A second limitation of this study is inter-rater reliability. Specifically,
one rater was usedwhichmay have negatively affected the articulation of risk clusters
or the achievement of consensus among risk types definitions for each cluster.

7 Recommendations for Future Research

Future research should move from typologies to taxonomies. The review indicates
that while the literature offers numerous typologies, there is limited research devoted
to developing taxonomies of supply chain risk. Therefore, we encourage researchers
to develop taxonomies of supply chain risks by using empirical methods in multiple
industries. This will move the field forward and may help firms to accommodate the
identification of risks in their supply chain. Testing the supply chain risk typology
offered in this chapter would be a solid step in developing taxonomies. Our last
recommendation regards the more extensive use of managerial theories to inform
the development of supply chain risk typologies/taxonomies. Only very few of the
reviewed studies make use of theoretical lenses (e.g. Peck 2005). This lack of theory
means that while the literature can offer many categorizations, it cannot explain why
managers should categorize as such or how they should respond to risks if they
materialize.

This chapter traces the historical development of the categorization component of
supply chain risk identification. Categorization is a sub-component of supply chain
risk identification, and when it is not done correctly, managers cannot manage the
risks. Yet the literature has focused much more on managing the risks. Hopefully, the
parsimonious but inclusive typology offered in this chapter will form the foundation
of future research that rectifies that misalignment.
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Chapter 21
The Impact of Supply Chain Disruptions
on Organizational Performance:
A Literature Review

Mahour M. Parast and Mansoor Shekarian

1 Introduction

The management of disruption risks in a supply chain has received increasing atten-
tion in the last decade due towidespread recognition that all supply chains are suscep-
tible to a variety of disruptions that can have both immediate and long-term effects on
the supply chain (Nooraie and Parast 2015; Aqlan and Lam 2015; Chen et al. 2013;
Ho et al. 2015; Gligor et al. 2015; Purvis et al. 2014). Supply chain risk management
remains a key managerial challenge that affects the performance of organizations. It
is defined as “the identification of potential sources of risk and implementation of
appropriate strategies through a coordinated approach among supply chain riskmem-
bers, to reduce supply chain vulnerability” (Jüttner et al. 2003, p. 201). According to
Kamalahmadi and Parast (2016), SCRM is concerned with the assessment of sources
of risk across the supply chain and the development of strategies or capabilities to
make organizations more responsive to supply chain disruptions.

Supply chain disruptions have been described as the occurrence of unpredictable
and undesirable events such as natural disasters, loss of partnership relationships,
and changes in customer preferences which undermine supply chain performance
(Mandal 2014; Wagner and Bode 2008; Zsidisin et al. 2005; Zsidisin and Ellram
2003). These are some events that illustrate the negative consequences of disruptions
on organizational performance: hurricane Harvey in Houston in 2017, hurricane
Sandy in New York in 2012, the Indian Ocean tsunami in 2004, the Fukushima
Daiichi nuclear disaster in Japan in 2011, the fire at a Philips plant in New Mexico
in 2000 (which disrupted the supply chains of Nokia and Ericsson, leading to a
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financial loss in Ericsson of 400 million Euros), and an earthquake in Taiwan in
1999 that caused a supply shortage of DRAM chips, costing Apple many customer
orders. Therefore, managing disruption risks in a supply chain has become a topic
of paramount interest for both scholars and practitioners (Nooraie and Parast 2016;
Kamalahmadi and Parast 2015; Gligor et al. 2015; Zsidisin and Wagner 2010; Tang
and Tomlin 2008; Kleindorfer and Saad 2005; Zsidisin and Ellram 2003).

The impact of supply chain disruptions on firm performance has been recognized
(Hendricks and Singhal 2005). However, some firms still do not invest in disrup-
tion mitigation strategies and do not develop capabilities to be more resilient to
disruptions; their managers are not fully convinced that the benefits from improved
responses to supply chain disruptions outweigh the costs of investing in supply chain
disruption mitigation capabilities (Tang 2006; Chopra and Sodhi 2004). We aim
to provide more clarity on the effect of supply chain disruptions on organizational
performance.

In this chapter, we review the existing literature in SCRM and examine the effect
of supply chain disruptions on organizational performance. We start by reviewing
different theorizations and conceptualizations of SCRM. We later review the mit-
igation strategies (organizational capabilities) that firms can develop to reduce the
negative effect of supply chain disruptions on organizational performance.

2 Conceptualization of Supply Chain Risk Management

Supply chain disruptions can be categorized inmany differentways by using different
perspectives, such as a corporate governance viewpoint, a financial risk viewpoint, or
even in terms of a multi-level complex system (Peck 2004). Ho et al. (2015) divided
supply chain risks into two categories: macro-risks and micro-risks. This same con-
ceptualization is also referred to as catastrophic and operational (Sodhi et al. 2012)
or disruption and operational (Tang 2006). Macro-risks refer to adverse, relatively
rare external events or situations that might have a negative impact on organizational
performance. This type of risk consists of natural risks (such as earthquakes and
weather-related disasters) and man-made risks (such as war, terrorism, and political
instability). In contrast, micro-risks refer to recurrent events originating directly from
a company’s internal activities and/or from relationships with partners in the sup-
ply chain. In addition, micro-risks can be divided into four subcategories: demand
risk, manufacturing risk, supply risk, and infrastructural risk. Generally, macro-risks
have much greater negative impact on companies compared to micro-risks (Ho et al.
2015).

Christopher and Peck (2004) provide another conceptualization of SCRM.
Figure 1 shows the classification of supply chain risk byChristopher and Peck (2004).
They suggested that there are three categories of disruption risk: (1) internal to the
firm (process risk and control risk), (2) external to the firm and internal to the sup-
ply chain network (demand risk and supply risk), and (3) external to the network
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Supply Risk Process Risk Demand Risk

Control Risk

Environmental Risk

Fig. 1 Sources of risk in a supply chain (Christopher and Peck 2004)

(environmental risk). Thus, as depicted in Fig. 1, their framework proposes five
different dimensions for disruption risk.

In their classification, process risks are the sequences of value-adding and man-
agerial activities undertaken by the firm; control risks are the assumptions, rules,
systems, and procedures that govern how an organization exerts control over the
processes; demand risks relate to potential disturbances to the flow of products and
information between the focal firm and the market; supply risks relate to poten-
tial disturbances to the flow of products or information emanating from within the
network, upstream of the focal firm; and environmental risks can affect upstream,
downstream or the focal firm, and any nodes or links in a supply chain.

Another categorization of supply chain risks is to separate them into operational
risks and disruption risks (Chen et al. 2013). Disruption risks typically are about
unplanned events with negative effects on a supply chain system; the events may be
a result of man-made or natural disasters such as economic downturns, technology
changes, terrorist attacks, hurricanes, or strikes. Operational risks are more about
supply–demand coordination risks, which may result from inadequate or failed pro-
cesses, control, people, or systems.

The Supply Chain Risk Leadership Council (SCRLC 2011) divides risks into two
major categories: internal and external disruption risks. According to the SCRLC,
external risks would further be grouped into end-to-end risks, supplier risks, and
distribution risks. End-to-end risks include natural disasters, accidents, sabotage, ter-
rorism, political uncertainty, labor unavailability, market challenges, lawsuits, and
technological trends. Supplier risks include physical and regulatory systems, produc-
tion problems, financial losses and premiums, and upstream supply risks. Distribu-
tion risks include infrastructure unavailability, lack of capacity, labor unavailability,
cargo damage or theft, warehouse inadequacies, IT system inadequacies or failure,
andmulti-party supply pipelines. Some of the internal risks are operational problems,
political uncertainty, demand variability, personnel availability, design uncertainty,
planning failures, financial uncertainty, facility unavailability, testing unavailability,
enterprise underperformance, and supplier relationship management (Aluda 2015).
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3 Research Methodology

We use a systematic literature review approach to review the articles in SCRM
between 2000 and 2017. This research approach has been used in previous studies
in supply chain risk and resilience management (Kamalahmadi and Parast 2016;
Ghadge et al. 2012; Tang and Musa 2010). We adapt their procedure using the
two steps given below in order to examine our research questions pertaining to the
relationship between supply chain disruption risks and organizational performance.

Step 1. Search databases and journals.
Step 2. Track references of publications obtained in Step 1.

In line with Kamalahmadi and Parast (2016), in the first step, we use the widely
accepted quality rating published by the Association of Business Schools (ABS),
UK, as Academic Journal Guide (AJG) 2017 for journals in three different domains
of management: Operations Management/Supply Chain Management (OM/SCM),
Operation Research and Management Science (OR/MS), and General Management
(GM). A number of major databases, such as Science Direct, Taylor and Francis,
Google Scholar, and Emerald, along with top journals in OM/SCM, OR/MS, and
GMare used to identify published articles in supply chain disruption risks. The search
keywords are based on terminologies that are popular in SCRM literature, such as
“supply chain resilience,” “organizational performance,” “resiliency in supply chain,”
along with “disruption,” “risk,” or “uncertainty.”

To assess the effect of supply chain disruptions on organizational performance,
we used the risk classification mentioned in Sect. 2 (Fig. 1), proposed by Christopher
and Peck (2004), to identify articles that clearly refer to specific source of supply
chain disruption risks. We used this classification because (1) it is the most widely
cited article in SCRM, and (2) it makes a clear distinction between different supply
chain disruption risks.

In order to ensure that all the related articles are included in the research, in each
research paper we studied, we tracked the references in order to further identify rele-
vant studies being cited by the authors (Step 2). This procedure resulted in identifying
50 quality research publications that are the basis of the literature review presented
in this study.

4 The Effect of Supply Chain Disruptions on Supply Chain
Performance

In this section, we review the existing literature in SCRM, and then discuss research
findings that relate supply chain disruption management to organizational perfor-
mance.

A supply chain is described as a chain linking each element from customer and
supplier through manufacturing and services so that the flow of material, money, and
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information can be effectively managed to meet the business requirements (Stevens
1989). The impact of supply chain disruptions on organizational performance can be
attributed to increased complexity of the supply chain and instability in global supply
chains. Some severe negative economic consequences of supply chain disruptions
on firm’s performance have been extensively documented in both academic and
practitioner literature (Nyamah et al. 2017; Hendricks and Singhal 2005). Therefore,
the ability of an organization to respond to external threats and to mitigate disruption
across the supply chain is directly related to the firm’s short-term and long-term
performance (Nyamah et al. 2017; Kilubi 2016; Hendricks and Singhal 2003; Sheffi
2005; Chopra and Sodhi 2004).

The performance of supply chain needs to be assessed across the organizations in
order to ensure global optimization along the supply chain channels (Sundram et al.
2016). Currently, most companies realize that in order to create an efficient supply
chain, supply chain management needs to be assessed for its performance (Thun and
Hoenig 2011; Hendricks and Singhal 2005; Gunasekaran et al. 2001). According to
an empirical study by Johnson and Templar (2011) in the manufacturing firms in
the UK, improved supply chain performance leads to improved firm performance.
Revilla and Saenz (2017) suggested that best-performance firms should pursue the
adoption of an integral SCRM strategy that goes beyond operational processes and
spans the firm’s relationships with buyers and suppliers. In addition, Ritchie and
Brindley (2007) suggested that performance and risk are interconnected and require
deliberate and robust implementation of supplier management tools and controls to
maximize performance while controlling the consequential risks. Christopher and
Towill (2001) explained the issues related to market qualifier and market winner
in a supply chain; they identified cost, quality, lead time, and service level as four
performance measures for supply chains. In addition, Agarwal et al. (2006) con-
sidered market sensitiveness, information drivers, process integration, and flexibil-
ity as supply chain performance dimensions. Furthermore, Hendricks and Singhal
(2003) presented a set of operational measures that relate supply chain performance
to areas such as forecasting and planning accuracy, supplier performance, delivery
performance, lead time, inventory, capacity, and quality. Although the choice and
importance of operational measures will vary across firms, the performance of a
firm on its chosen operational metrics will determine the efficiency, reliability, and
responsiveness of its supply chains.

4.1 The Effect of Demand Disruption Risk on Supply Chain
Performance

Chopra and Sodhi (2014) asserted that supply chain disruptions negatively affect
financial performance of the firms. They suggested two strategies for reducing sup-
ply chain fragility through containment while simultaneously improving financial
performance: (1) segmenting the supply chain and (2) regionalizing the supply chain.
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In addition, high demand uncertainty also requires centralizing to achieve reasonable
levels of performance.

4.2 The Effect of Supply Disruption Risk on Supply Chain
Performance

Schoenherr (2010) examines the relationship between purchase risk and purchase
performance within an outsourcing context. The results indicated that the link
between purchase risk and performance was not statistically significant. Therefore,
the level of risk in an outsourcing relationship apparently does not influence perfor-
mance. Based on the results of an empirical study by Zsidisin and Ellram (2003),
reducing the likelihood of supply risk occurrence can result in improved supplier per-
formance. For example, when suppliers incorporate the latest technological advances
in their operations, and adhere to specified quality standards, the cost of doing busi-
ness with that supplier is significantly reduced. The total costs of suppliers due
to delivery failures, inspection costs, product returns, and warranties are signifi-
cantly reduced. Transaction costs are lowered in the exchange, resulting in overall
improved supply chain performance in the dyad between purchasing firms and sup-
pliers. Another empirical study by Zsidisin et al. (2004) suggests that supply risk
assessments involve a proactive approach by purchasing organizations for under-
standing the impact and likelihood that detrimental events can have on inbound
supply. This provides firms with insight for best managing the risk. In addition, they
found that supply risk assessment may also occur as a secondary benefit of the imple-
mentation of the proactive supply management tools, particularly those that focus on
addressing supplier quality issues, improving supplier performance, and preventing
supply interruptions.

4.3 The Effect of Environmental Disruption Risk on Supply
Chain Performance

In a systematic literature review by Zhu et al. (2017), they suggested that customer
service, operational, and financial performance are dominant performance dimen-
sions in an integrated SCRM context. They identified three sources of environmental
risks: legal risks, infrastructural risks, and catastrophic risks. As disruptions orig-
inating from infrastructural and catastrophic risks always happen suddenly, joint
decision-making (i.e., operational integration) helps the supply chain quickly react
to such disruptions. In this sense, short-term performance metrics (i.e., customer
service, operational, and financial performance) are more suitable for assessment. In
contrast, legal changes have a long-term impact on the focal firm and its supply chain.
Hence, long-term relational integration and strategic information integration aremore
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helpful for legal risk mitigation. To evaluate their outcomes, long-term-oriented per-
formance metrics (i.e., innovation and market performance) are recommended.

4.4 The Effect of Control Disruption Risk on Supply Chain
Performance

In turbulent environments, it is important for supply chain partners to collaborate
to enhance supply chain performance. Using the data collected from 350 manufac-
turing firms in China, Li et al. (2015) indicated that the effectiveness of risk infor-
mation sharing and risk-sharing mechanisms in improving financial performance
can be strengthened by collaborative relationship characteristics such as relationship
length, supplier trust, and shared supply chain riskmanagement understanding. Their
results showed that both information-sharing and risk-sharing mechanisms improve
financial performance. In addition, managers should employ a supply chain man-
agement perspective for managing supply chain risks, and they should pay attention
to collaborate with supply chain partners to work jointly to mitigate supply chain
risks. They specifically advocated two joint supply chain risk management practices,
risk information sharing and risk-sharingmechanisms, to enhance collaboration with
suppliers. Risk information sharing is an essential element supporting supply chain
risk management information systems that manage the critical, proprietary risk-
related information in the supply chain. Without such systems, the implementation
of many modern supply chain risk management practices would not be possible.
Risk-sharing mechanisms are concerned with formal arrangements (e.g., contracts)
for supply chain partners’ shared obligations and responsibilities toward SCRM.This
practice reduces supply chain risk-related disputes between supply chain members
and provides them with specific guidelines on how they should work together to
mitigate supply chain risks.

In addition, they offered guidelines indicating that these two joint SCRMpractices
are particularly effective when certain relationship characteristics exist. Specifically,
risk information sharing is particularly effective when there is a high level of long-
term orientation or supplier trust, whereas risk-sharing mechanisms are particularly
effective when a high level of shared supply chain risk management understanding
exists between the firms. Such practice guidelines help firms decide if their supply
chain relationships are favorable for them to implement these joint supply chain risk
management practices.

4.5 General Studies in Supply Chain Risk Management

Supply chain disruptions can have long-term negative effects on a firm’s financial
performance. For instance, Hendricks and Singhal (2005) investigated the long-term
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stock price effects and equity risk effects of disruptions based on a sample of 827
disruption announcements made over a 10-year period. They found that companies
suffering from supply chain disruptions experience 33–40% lower stock returns
relative to their industry benchmarks over a 3-year time period that starts 1 year
before and ends 2 years after the disruption announcement date. In another study,
Bode et al. (2011) asserted that supply chain disruption may have direct and indirect
negative effects on a firm’s performance objectives. However, the mentioned studies
were focused on supply chain disruption risks in a very general way, and they did
not identify specific types of disruption (e.g., demand, process, or supply); thus, it
would be difficult to examine the impact of a specific type of supply chain disruption
on organizational performance.

4.6 Comparing the Effect of Different Sources of Risks
on Supply Chain Performance

Chopra and Sodhi (2004) asserted that receivable risks, inventory risks, and capacity
risks would have a negative impact on financial performance. Using data from top-
level executives in logistics and supply chain management in Germany, Wagner and
Bode (2008) found that there are negative associations between supply- and demand-
side risks and supply chain performance. However, in terms of some sources of
environmental risks such as regulatory, legal, and bureaucratic risks, infrastructure
risks, and catastrophic risks, their study did not provide any empirical evidence for a
negative relationshipwith supply chain performance. They showed that the frequency
of occurrence of severe disruptions has substantial negative consequences on the
health of the affected firms. Given that severe sources of environmental risks that
lead to the release of ad hoc announcements occur less frequently than “everyday”
demand-side and supply-side disruptions, these latter risk sources are in fact very
important for achieving high performance in a supply chain. Thus, decision-makers
should focus on demand-side and supply-side disruptions as sources of risk.

In an empirical study of the agri-food industry, Nyamah et al. (2017) showed
that demand, supply, weather, logistics/infrastructure, and financial risk sources
significantly undermined the firm’s performance, while risks emerging from bio-
logical/environmental, management/operational, policy/regulations, and political-
related issues do not have a significant impact on the performance of the agri-food
supply chain in Ghana. Their results showed that risks account for about half of the
overall agri-food chain performance in Ghana. In addition, to achieve a better per-
formance, managers need to employ adequate and efficient forecasting systems to
mitigate the demand- and supply-related risks to avoid disruptions of the three main
flows (i.e., material, financial, and information) of the chain.

Chen et al. (2013) investigated the impact of supply chain risks on supply chain
performance by administering a survey questionnaire. Their study showed that while
demand risk and process risk have a significant impact on supply chain performance,
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supply riskwas not found to have a direct relationshipwith supply chain performance.
On the other hand, there is a very strong relationship between supply risk and process
risk; therefore, one explanation of this unsupported relationship is that the negative
effect of supply risk on supply chain performance is fully mediated by process risk.
By considering the material requirement planning (MRP) system as an example to
demonstrate this effect; if there is a possible delay in the material supply, the buying
firmmaymitigate this risk by planning a delivery window intoMRP ormake changes
in production plans between periods. This eliminates the direct impact of delayed
incoming material but induces possible variations into the production process.

In contrast to supply risk, which has no direct effect on supply chain performance,
their findings illustrated that demand risk has a direct negative effect on operational
performance. This may suggest that firms find it more difficult to cope with demand
variations than supply variations, which makes a negative effect from the demand
side more visible. There are two plausible explanations here. First, operational per-
formance is concerned with finished products, while supply risks are concerned with
raw materials or components. The problem with supplied materials does not directly
affect the end product since it can be rectified within the production system. Sec-
ond, in conjunction with the inventory issue, the direct effect of demand risk on
performance could suggest that firms feel more reluctant to keep the inventory of
finished products to counter demand fluctuations compared with keeping a stock of
raw materials to counter supply risks.

More interestingly, their results revealed that process risk has the strongest direct
effect on supply chain performance, but supply risk and demand risk equally affect
the performance significantly (while there is no direct effect of supply risk on supply
chain performance, their results showed that its total effect through process risk on
supply chain performance is the same as the direct effect of demand risk on supply
chain performance).

All in all, their study provided important results for supply chain managers. They
concluded that while managing supply chain partners (i.e., suppliers and customers)
is increasingly important, managers must not lose track of the internal processes of
the firm. Their research showed that process risk has the strongest direct effect on
supply chain performance, and more importantly, the majority of external risks on
either the supply side or demand side are mediated through process risk. So, it should
be imperative for companies to build responsive and robust production processes to
respond to any external changes and minimize the effect of those changes on supply
chain performance.

Using a two-stage mixed-integer model, Kamalahmadi and Parast (2017) showed
the significant impact of two phenomena on supply chain performance: (1) environ-
mental disruption and (2) supplier dependence. They examined how the selection and
allocation ofwarehouses, backup suppliers, and protected suppliers are affectedwhen
very reliable/unreliable suppliers, very reliable/unreliable regions, and very depen-
dent/independent suppliers exist. In addition, their results showed that operations and
supply chain managers may need to work with a different set of suppliers when dis-
ruptions happen; the selection and resource allocation of suppliers are quite different
when disruption dependence and environmental risk are incorporated into the model.
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Thus, failing to address all types of disruptions and suppliers’ interdependence in
the design of a supply chain and the development of disruption mitigation strategies
could have significant negative consequences on firm performance. They suggested
that the importance of environmental risk should be stressedmore bymanagers, since
the firm has less control over environmental risk compared to other sources of risk
in the supply chain. Their findings also show the importance of regionalization in
mitigating supply chain disruptions.

Using resource dependency theory, Paulraj and Chen (2007) examined the direct
effect of supply chain environmental uncertainties on strategic supply management.
Their study showed that strategic supply chain management can lead to collabora-
tive advantage and ultimately create a “win-win” situation for the supplier and buyer
firms. Their findings indicated that under conditions of technology uncertainty, firms
can choose to strengthen coordination between supply partners by recognizing and
embracing the idea of resource dependence. Such a collective action can help firms
acquire and apply additional knowledge toward overcoming the adverse effect of
technology and product obsolescence. In addition, under conditions of significant
supply uncertainties, the negative behavioral patterns of the suppliers can be avoided
by the introduction of comprehensive interfirmcoordination and relationship-specific
assets. Furthermore, the significant impact of supplier performance on buyer perfor-
mance and the significant indirect effect of strategic supply management on buyer
performance through supplier performance also suggest that when supplier perfor-
mance is improved, the buying firm also stands to benefit. Therefore, collaborative
partners need to share a common vision of the future and have an understanding that
they can both achieve sustainable advantage by pursuing strategic initiatives that are
mutually beneficial.

Thun andHoenig (2011) argued that supply chain performance canbe improvedby
mitigating supply chain disruption risks through implementing reactive and preven-
tive instruments. Preventive instruments are cause-related measurements that strive
to lower the probability of risk occurrence, while reactive instruments are effect-
oriented measurements that strive for mitigating the negative impact of an incident.
In their study, the group using preventive instruments for SCRM had higher average
values in terms of increased flexibility and decreased stocks. Furthermore, this group
had higher values concerning reactivity and cost reduction. In contrast, the group rep-
resenting companies with reactive SCRM had higher average values in terms of a
reduction of the bullwhip effect and greater resilience to external disruptions.

Additionally, their study revealed that SCRM has the potential to improve supply
chain performance in the automotive industry. They showed that those companies
having a low implementation degree of SCRM instruments had lower average val-
ues in all of the investigated performance criteria such as resilience against external
disruptions, improvement in reactivity, and flexibility. Furthermore, reactive instru-
ments of SCRM are less implemented than preventive instruments. A reason for this
might be the fact that reactive instruments are cost-intensive, since they are primarily
based on resource-binding redundancies such as safety stock.

In a further step, the study grouped companies by a cluster analysis, separating
the companies into groups pursuing reactive or preventive SCRM; their results are
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Fig. 2 Supply chain performance measures (Thun and Hoenig 2011)

presented in Fig. 2. The group using preventive instruments shows higher values in
terms of increased flexibility, decreased stocks, increased reactivity, and cost reduc-
tion. The group using reactive instruments shows higher average values concerning
a reduction of the bullwhip effect and increased resilience to external disruptions.
These results showed that reactive supply chain management is effective in terms
of external impacts but leads to inefficiencies due to the redundancies. In contrast,
preventive SCRM supports the creation of a resilient supply chain.

Quang and Hara (2017) proposed a conceptual model, which represents relation-
ships among risks and supply chain performance (Fig. 3). In the center of the model
there are three core risks pertaining to the product flow: (1) operational risk, (2) sup-
ply risk, and (3) demand risk. These three risks have a direct effect on supply chain
performance, which is measured by five crucial dimensions including supplier per-
formance, internal business, innovation and learning, customer service, and finance.
According to the results of the structural equation model, the risk of operations, sup-
ply, and demand, respectively, have a detrimental effect on supply chain performance
than in the competitivemodel because the push effect of other risksmakes themmore
dangerous, resulting in increased impact on supply chain performance. In addition,
through the push effect, the proposed risk can explain 73% variance of supply chain
performance compared with 55% of the competitive model as supply chain perfor-
mance is not only influenced by supply chain risks, but also by other factors, e.g.,
innovation and supply chain management practices. Therefore, if a firm can manage
the mechanism of the push effect, they can mitigate the effect of disruption risks on
supply chain performance.
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Fig. 3 Relationship among disruption risks and supply chain performance (Quang and Hara 2017)

5 Supply Chain Disruption Risk Management: Major
Themes

5.1 Conceptualizations of Supply Chain Risk Management

Our review of the literature in SCRM suggests that SCRM has been conceptual-
ized differently by different scholars. For instance, Jüttner et al. (2003) suggest four
elements of managing supply chain risk: (1) assessing the risk sources, (2) identifica-
tion of risk concepts, (3) tracking the risk drivers, (4) mitigation of risks. In addition,
Kleindorfer and Saad (2005) identify three process elements: (1) specifying sources
of risks and vulnerabilities, (2) assessments, and (3) mitigation. Furthermore, Sodhi
et al. (2012) suggest four key elements for managing supply chain risks: (1) risk iden-
tification, to identify sources of risk and uncertainty, an initial step recommended
by many researchers; (2) risk assessment, a process involving the evaluation of the
likelihood and the impact of each source of risk; (3) risk mitigation, to reduce the
likelihood of a particular risk’s occurrence, reduce its potential impact, or both; and
(4) responsiveness to risk incidents, to develop a response to each actual risk event so
as to reduce its potential impact and hasten recovery. Event responses can be divided
into responses to (1) operational risk events and (2) catastrophic risk events.

Using different conceptualizations and theorizations for SCRM has advanced our
understanding of SCRM principles and premises, but it has also created confusion
in terms of assessment of the validity of the results. Since researchers have used
different frameworks and conceptualizations for SCRM, the results of their findings
have not been easily comparable across different studies. We attempted to resolve
this issue by reviewing the articles that have clearly defined the types of disruption
they examined in their study.
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5.2 Impact of Supply Chain Disruptions on Organizational
Performance

According to our review of the literature, we found that environmental risks have
been mentioned frequently in the literature as the important factor that has a negative
impact on supply chain performance. Our review showed that studies emphasized
different types of risk for their negative impact on supply chain performance: 42%
of the studies emphasized supply risk, 25% emphasized environmental risk, 17%
emphasized demand risk, 8% emphasized control risk, and 8% emphasized process
risk. For instance,Wagner andBode (2008) showed that supply-side and demand-side
disruptions are more important than environmental disruptions for achieving high
supply chain performance of German firms. Chen et al. (2013) indicated that process
risk has the strongest direct effect on performance, and the majority of demand or
supply risk ismediated throughprocess risk. Li et al. (2015), using data collected from
350 manufacturing firms in China, found that the effectiveness of risk information
sharing and risk-sharing mechanisms in improving financial performance can be
strengthened by collaborative relationship characteristics such as relationship length,
supplier trust, and shared supply chain risk management understanding.

Blackman et al. (2013) indicated that there is a diversity of approaches and dif-
ferent frameworks to measure the performance of supply chains, taking into account
financial and non-financial measurements, operational performance, strategic per-
formance, and high-level measures of overall firm performance such as profitability.
Our review found that these measures are very important to evaluate supply chain
performance during disruptions: delivery time, failure rate, process improvement
rate, stocks level, internal interruption rate, cost, flexibility level, bullwhip effect
rate, and external disruption rate (Thun and Hoenig 2011). However, there are some
other important measures of performance such as service levels, lead time, quality
measures, return on investments, and sales growth that have not been investigated in
the literature (Viswanadham 2018; Quang et al. 2016; Viswanadham and Samvedi
2013; Merschmann and Thonemann 2011; Christopher and Towill 2001).

Future studies should examine the relationship between supply chain disruption
risk management and organizational performance across different regions and mul-
tiple countries, taking into account the contextual and organizational variables that
may positively or negatively moderate the relationship between disruption and per-
formance. In addition, by conducting studies in different contexts, we would be able
to advance theory development in the field through enhancing the external validity
of the findings, and to ensure that our understanding of supply risk management
practices and premises are valid in different contexts and regions, thereby improving
the generalizability of the theory.

This completes our review of the impact of supply chain disruption risks on
organizational performance. The next section provides an overview of the resiliency
enhancers (i.e., organizational capabilities) that firms can develop for use in respond-
ing to disruptions.
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6 Supply Chain Resiliency Enhancers

Supply chain resilience is concerned with reducing the impact of disruptions by iden-
tifying organizational capabilities (supply chain resiliency enhancers) that allow a
supply chain to respond and recover at least to its original functional state (Zsidisin
et al. 2016; Zsidisin and Wagner 2010; Sheffi 2005; Christopher and Peck 2004).
There are several studies in the literature that emphasize the essential role of flexibil-
ity, agility, collaboration, and redundancy in creating supply chain resilience (Jain
et al. 2017; Christopher and Peck 2004; Tukamuhabwa et al. 2015; Yang et al. 2017;
Swafford et al. 2008; Tomlin 2006; Jüttner and Maklan 2011; Zsidisin and Wagner
2010). Flexibility refers to the ability of a firm to respond to long-term or fundamental
changes in the supply chain and market environment by adjusting the configuration
of the supply chain (Li et al. 2009; Blome et al. 2014). Agility can be described as the
ability of a firm to efficiently change operating states in response to environmental
uncertainty or volatile market conditions (Lim et al. 2017; Narasimhan et al. 2006).
Supply chain collaboration refers to the ability of the firm to work efficiently with
other entities for mutual benefits in areas such as forecasting, postponement, and
risk sharing (Pettit et al. 2013). Redundancy involves the strategic and selective use
of spare capacity and inventory that can be invoked to respond to a crisis, such as
demand surges or supply shortages (Christopher and Peck 2004).

Shekarian and Parast (2018) investigated the impact of four dominant strategies
of supply chain resiliency (flexibility, agility, collaboration, and redundancy) on
mitigating supply chain disruptions. They found that the most important strategies
in mitigating supply chain disruptions were, in order of importance: supply chain
flexibility, collaboration, agility, and redundancy. They showed that more than 40%
of the literature emphasized the crucial role of flexibility in enhancing supply chain
resilience.

Merschmann and Thonemann (2011) found that firmsmatching their supply chain
flexibility with the level of environmental uncertainty achieved higher firm perfor-
mance than firms that failed to achieve this match. In addition, their results showed
that the uncertainty of the environment should play an important role when deciding
about the optimal degree of supply chain flexibility. The companies in their sur-
veys that matched supply chain flexibility and environmental uncertainty achieved
a performance of 4.1 (on a 5-point scale), while companies with a mismatch only
achieved a performance of 3.1. Thus, the effort in matching supply chain flexibility
to environmental uncertainty seems worthwhile.

Sanchez and Perez (2005) indicated that flexibility capabilities are enhanced in
supply chains with higher environmental uncertainty, technological complexity, and
mutual understanding, but with lower interdependence among the agents involved
in the supply chain. Their research found that there is a positive relation between
superior performance in flexibility capabilities and firm performance. However, the
type of flexibility is important. Their results showed that firms enhance the basic
flexibility capabilities (at the shop floor level) more than aggregate flexibility capa-
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Fig. 4 Matching supply
chain risk mitigation
strategies with risk
dimensions (Chang et al.
2015) Combination
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bilities (at the customer–supplier level). Aggregate flexibility capabilities are more
positively related to firm performance than basic flexibility capabilities.

According to Chang et al. (2015), their conceptual framework presented in Fig. 4
proposes that no single strategic approach is optimal for all contexts of risks. Rather,
focusing on redundancy (in high-severity/low-probability risk contexts) or flexi-
bility (in low-severity/high-probability risk contexts), a combination of both (in
high-severity/high-probability risk contexts), or doing nothing (in low-severity/low-
probability risk contexts) may be the most effective approach to achieve better firm
performance.

Li and Chan (2012) found that the performance of a collaborative transporta-
tion management supply chain is better than a supply chain without collaborative
transportation management. Their results indicated that collaborative transportation
management can significantly reduce costs and improve flexibility of companies in
handling demand disruption problems. They concluded that collaborative transporta-
tion management is an efficient mechanism to handle demand disruption.

Patel et al. (2012) found that firms increase manufacturing flexibility in the
presence of environmental uncertainty, and the firms with greater capabilities for
manufacturing flexibility achieve higher performance. In addition, both operational
absorptive capacity and operational ambidexteritymoderate the relationship between
environmental uncertainty and manufacturing flexibility and also moderate the rela-
tionship between manufacturing flexibility and firm performance. Also, absorptive
capacity affects a firm’s ability to implement time-based manufacturing practices.
They indicated firms that are better able to acquire, assimilate, and transform infor-
mation are more likely to respond to environmental uncertainty with manufacturing
flexibility. Finally, they emphasized that ambidexterity enhances the likelihood that
firms operating in uncertain environments will respond with flexible strategies.

Kilubi (2016) presented a SCRM framework to make a distinction between the
ante-disruption and the post-disruption state, and between the proactive and reactive
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Fig. 5 Supply chain risk management framework (Kilubi 2016)

strategy approach considering two supply chain attributes, namely supply-side risks
and demand-side risks (Fig. 5). They asserted that reactive SCRM implies taking
actions after an incident has occurred, while proactive SCRMmeans arranging ahead
to alleviate hazards before they arise.

He indicated that organizations that setup supply chain type I with a reactive strat-
egy approach follow the goal of reacting flexibly to demand fluctuations, mirroring
an adequate level of price and service awareness. A supply chain type I beholds the
demand-side attribute as possessing high levels of risk exposure during low levels
of risk exposure for the supply-side attribute. In supply chain type II, both supply-
side and demand-side risks are highly unstable, since supply chain type II regularly
undergoes a change inwhich the customer requests are constantly unsteady, andmany
suppliers are undependable and restricted. Therefore, such companies put emphasis
on their assets and capacities, quality, delivery reliability, and after-sales service.
Consequently, organizations with an associated agile supply chain strategy consider
both supply chain attributes (demand-side and supply-side risks) as possessing high
levels of risk exposure. Contrariwise, a company that goes for the supply chain type
III is highly exposed to supply-side risks, but little to demand-side risks. Thus, com-
panies that apply a proactive strategy approach within supply chain type III usually
hedge themselves against supplier uncertainty. Supply chains type IV are typically
characterized by constant and foreseeable demand, lengthy product life cycle, and
lesser net revenues. In this manner, organizations with a related efficient supply
chain require a lower degree of responsiveness to prompt design feature changes and
demand fluctuations.
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7 Supply Chain Resiliency Enhancers: Major Findings

7.1 Flexibility

Flexibility improves supply chain resilience by enhancing adaptability during turbu-
lent times (Fang et al. 2012; Christopher and Holweg 2011; Das 2011). This strategy
demonstrates theflexibility of afirm in responding to environmental changes, demand
changes, supply changes, and technology changes (Overby et al. 2006; Li et al. 2009;
Dominik et al. 2015; Blome et al. 2014).

Supply chain flexibility is the most frequently mentioned strategy in the literature
for mitigating supply chain disruptions (Shekarian and Parast 2018). The authors
indicated that 40% of the reviewed studies showed that supply chain flexibility is
the most important strategy in mitigating supply chain disruptions. In addition, the
literature shows the impact of different types of supply chain flexibility on improving
supply chain resilience (Das and Lashkari 2015; Tukamuhabwa et al. 2015; Tang
and Tomlin 2008; Sheffi 2005; Christopher and Peck 2004). According to Shekarian
and Parast (2018), manufacturing flexibility, supplier flexibility, process flexibility,
and operational flexibility are the most important types of flexibility in coping with
demand, supply, process, control, and environmental disruptions, respectively.

Future studies can examine the relative importance of different types of sup-
ply chain flexibility on improving a firm’s resilience to supply chain disruptions. For
example, Stevenson and Spring (2007) identified 21 dimensions of supply chain flex-
ibility. Using the proposed framework by Christopher and Peck (2004), one avenue
for future research is to examine the effect of different types of flexibility on mitigat-
ing different types of supply chain disruptions (i.e., demand, supply, environmental,
control, and process risks) as depicted by Christopher and Peck (2004). By under-
standing these relationships, managers would be able to invest in the appropriate
flexibility dimension to improve supply chain resilience.

7.2 Agility

Agility is described as the ability to efficiently change operating states as a response to
environmental uncertainty or volatilemarket conditions (Limet al. 2017;Narasimhan
et al. 2006; Faisal et al. 2006). By reviewing the literature, we noticed that agility is
one of the most powerful strategies for achieving a resilient supply chain, because
it measures the capability to make rapid responses to changing conditions (Tuka-
muhabwa et al. 2015; Christopher and Peck 2004). Also, designing for agility is a
risk management strategy that enables a firm to respond rapidly to market changes
and potential or actual disruptions in the supply chain (Braunscheidel and Suresh
2009; Chopra and Sodhi 2004).

There are several types of supply chain agility: logistics agility, technology agility,
relationship agility, and process agility (Ismail and Sharifi 2006). Future studies can
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examine the relative importance of these types of supply chain agility for improving
a firm’s resilience to supply chain disruptions. In addition, the impact of each type
of supply chain agility on improving a supply chain‘s resilience to each of the five
sources of risk proposed by Christopher and Peck (2004) has not yet been examined.
By understanding these relationships, managers can better decide to invest in each
type of supply chain agility to improve supply chain resilience.

7.3 Collaboration

Collaboration plays an important role in enhancing the competitive advantage of a
supply chain and can significantly reduce overall cost and uncertainty (Gold et al.
2010; Carter and Rogers 2008). Besides, a high level of collaboration across a supply
chain can help mitigate disruptions (Jain et al. 2017; Li et al. 2015; Chen et al. 2013).
A higher degree of dependence on supply chain partners calls for a greater need for
collaboration to supply chain disruptions (Revilla and Saenz 2017; Bode et al. 2011).
Beske and Seuring (2014) asserted that collaboration can significantly reduce overall
cost and uncertainty. Two major dimensions of collaboration in a supply chain are
decision synchronization and incentive alignment; both are essential for successfully
responding to disruptions in the supply chain (Jain et al. 2017).

Future studies can examine the relative importance of different dimensions of
supply chain collaboration on improving a firm’s resilience to supply chain disrup-
tions. For example, Simatupang and Sridharan (2005) identified three dimensions
for supply chain collaboration: information sharing, decision synchronization, and
incentive alignment. However, the impact of each type of supply chain collaboration
on enhancing the supply chain‘s resilience to each of the five sources of risk pro-
posed by Christopher and Peck (2004) has not yet been examined. By understanding
these relationships, managers can better invest in each dimension of supply chain
collaboration to improve supply chain resilience.

7.4 Redundancy

According to Christopher and Peck (2004), redundancy involves the strategic and
selective use of spare capacity and inventory that can be invoked during a crisis such
as a demand surge or a supply shortage in either demand or supply. Sheffi and Rice
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(2005) recommended that in order to create resiliency and enhance recovery from
disruptions, building redundancy is an effective option. Kamalahmadi and Parast
(2017) showed how implementation of three types of redundancy strategies (inven-
tory, backup suppliers, and protected suppliers) can improve a firm’s performance
in a turbulent business environment where the firm needs to mitigate supply chain
disruptions.

Future studies can examine the relative importance of different types of supply
chain redundancy on improving a firm’s resilience to supply chain disruptions. For
example,Kamalahmadi and Parast (2017) andChopra and Sodhi (2004) identified six
types of supply chain redundancy strategies.However, the impact of each typeof these
strategies on improving a firm’s response to different supply chain disruptions has
not been examined in the literature. By understanding these relationships, managers
can make an informed decision regarding investment in the appropriate redundancy
strategy to improve supply chain resilience.

8 Conclusion

In this chapter, we addressed two research questions in SCRM. First, we examined
the effect of supply chain disruptions on organizational performance.We then identi-
fied organizational capabilities (resilience enhancers) that improve an organization’s
response to supply chain disruptions. In reviewing the literature on SCRM, our focus
was to relate the effect of different types of supply chain disruptions on organizational
performance.

Our review of the literature suggests that while process disruption has the most
negative effect on supply chain performance, supply disruption risk and demand
disruption risk also affect organizational performance. Future studies should examine
the relationship between supply chain disruptions and organizational performance
with respect to many organizational and contextual factors in order to develop amore
nuanced understanding of the relationship between disruptions and performance.

To cope with supply chain disruptions, firms need to invest in the supply chain
capabilities identified as resilience enhancers. In that regard, improving supply chain
flexibility is critical to achieve a higher level of organizational resilience, which
enhances a firm’s response to process disruptions. For supply chains that are exposed
to demand risk, supply risk, and environmental risk, the best strategy is investing in
supply chain flexibility. Organizations would be able to reduce the negative effect
of control disruptions through investment in collaboration with their supply chain
partners.
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Chapter 22
The Management of Disruption Supply
Risks at Vestas Wind Systems

Chris Ellegaard and Anne Høj Schibsbye

1 Introduction

Vestas is the largest specialized wind turbine producer in the world. In a global
industry characterized by continuous pressure to reduce costs of energy, project
production and deliveries, advanced integratedwind turbine designs, long lead times,
and delivery penalties fromfinal customers, aswell as complex logistics flows, supply
risk management has become one of the most critical strategic tasks for Vestas. In
this chapter, we zoom in on one critical supply risk category: supply disruptions.
The literature has reported extensively on supply disruptions, but so far mostly in a
generic manner, frequently proposing the same standard strategies for disruption risk
regardless of the type of disruption. Only relatively few studies have started to open
the black box of supply disruption risk (e.g., Chopra and Sodhi 2014; Ellis et al.
2011; Kleindorfer and Saad 2005). We extend on these studies by demonstrating
how Vestas faces a wide variety of different supply disruptions, caused by sets of
risk drivers that vary between the different supply categories. Through an analysis
of three key supplies at Vestas: gearboxes, towers, and electronics, we show how
these differences make Vestas managers choose very different mitigation strategies
to successfullymanage the various disruption risks.Basedon thefindings,wepropose
a simple supply disruptionmanagement framework, which can be used to identify the
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drivers of disruption events and match them with the appropriate sets of disruption
management strategies. As noted by Ritchie and Brindley (2007), supply chains are
in many ways unique, and therefore, unique strategies are required to manage them.

2 Vestas and the Wind Turbine Industry

Wind turbines are huge, complex structures, consisting of blades, nacelle (housing),
tower, and a foundation. The blades are installed on a shaft, which is located in the
nacelle high above the ground, on top of the tower. The wind rotates the shaft with
the blades, which drive a generator that produces green energy. Wind turbines may
be installed at sea or on land, often in remote, but windy areas. Producers typically
deliver entire wind turbine parks on a project basis, based on orders won through
large-scale energy tenders. Servicing of the parks may be included in the sales. With
more than 87 GWs out of the industry’s 487 GWs of installed turbines globally,
Vestas is a key player in the industry. Following some financial difficulties starting
more than a decade back, Vestas turned around and has been growing since 2012,
with 2017 reaching a record 10.5 GWs of orders (installed wind turbine capacity).
Vestas employs more than 21,000 people, and revenues are expected to be around
EUR 10bn for 2017, with an EBIT of approximately 12%. Vestas spend with external
suppliers amounted to more than EUR 7bn in 2017, which emphasizes the impor-
tance of effective purchasing and supply chain management, including supply risk
management.

Wind turbine production is highly specialized for a large part, and suppliers,
producers, and customers can be found in any corner of the world. Besides Vestas,
the industry is populated by several large players such as GE, Siemens Gamesa,
and Goldwind, as well as many smaller companies. Vestas also competes for orders
with companies in the broader green energy sector, comprising solar and hydropower
solutions. In general, the industry faces a continuous hunt for reduced costs of energy
in order to compete with not only traditional energy sources such as oil and gas, but
also to remain the most cost-effective green energy provider. As a result, Vestas
must continuously make their supply chain faster and more efficient and optimize
processes and product designs, which increase the exposure to risks, including supply
disruptions. Vestas has therefore made risk management a top strategic priority, and
the company continues to improve risk management capabilities.

3 The Management of Disruption Supply Risk

Craighead et al. (2007, p. 132) define supply disruptions as “unforeseen events that
interfere with the normal flow of materials and/or goods within the supply chain.”
As one of the major types of supply risk, disruptions result in losses for the focal
company by fully or partly interrupting incoming supplies, hindering internal pro-
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duction, and possibly causing delays in delivering to customer markets. Disruptions
may be caused by a wide variety of core causes including bankruptcy, terrorism,
natural disasters, labor disputes, machine breakdowns, failing supplier capabilities,
or deliberate supplier acts (Chopra and Sodhi 2004; Manuj and Mentzer 2008).

3.1 Disruption Risk Management Strategies

The most prevalent strategies to mitigate disruption risk are inventories and dual
sourcing or redundant suppliers (Chopra and Sodhi 2004). These strategies are reac-
tive, allowing the company to rely either on alternative suppliers or a component
buffer in case a source fails. Companies may also operate a high level of flexibility or
responsiveness in various parts of its supply chain operations, for instance keeping
its own flexible production capacity or relying on possibly faster alternative trans-
portation modes, such as air freight in case the supply chain is interrupted (Chopra
and Sodhi 2004; Tang 2006). In- and outsourcing may be a more lasting solution to
disruption risk. Vulnerable processes subject to capacity shortagesmay be insourced,
for example (Manuj and Mentzer 2008). Reversely, outsourcing may have the same
effect, transferring the risk of disruption to suppliers with a particularly robust sup-
ply chain setup. Hedging is another frequent disruption management strategy, which
involves scattering the sources of supply, either suppliers or their individual facili-
ties, across global geographical locations, avoiding the vulnerability of centralized
production nodes (Manuj and Mentzer 2008). Chopra and Sodhi (2014) recently
argued for another supply chain design strategy, namely regionalizing supply chains.
By setting up several regional supply chains with sources closer to customers for
each region, companies hedge supplies, while shortening the supply chain, leading
to a lower response time in case of disruptions and at lower logistics costs. The
more regional or local the source, the faster the reaction time in case of disruptions
(Ellegaard 2008).

Disruptions may also be mitigated through postponement strategies, producing
a generic product based on overall demand and then postponing the customization,
which enables a faster disruption recovery (Tang 2006). Standardization of compo-
nents also allows a broader supply base andmore options for relying on alternatives in
case of disruption. The final category of supply disruptionmanagement strategies can
be grouped under the heading behavior-based strategies (Zsidisin and Ellram 2003).
Behavior-based strategies such as supplier development alter suppliers’ capabilities,
causing improved delivery performance, while strengthening the relationship to the
supplier (Zsidisin and Ellram 2003). As such, they also improve the buying com-
pany’s influence over key supplier decisions and access to risk information (Bode
et al. 2011). Such influence is critical in disruptions where a key supplier’s prioriti-
zation among customers in their portfolio is required, for example, when facilities
or machinery is damaged due to natural disasters. Working to increase attractiveness
and achieve preferred customer status with key suppliers also has disruption reducing
effects (Reichenbachs et al. 2017).
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3.2 The Variety of Disruption Risks and the Strategies
for Managing Them

Extant research on supply disruptionmanagement has produced valuable insights but
has not yet dealtmuchwith themany considerable differences betweendifferent types
of disruptions. For instance, a disruption caused by a fire in the supplier’s factory,
due to a port strike or due to a supplier’s bankruptcy, is a markedly a different event
and may require different risk management strategies. Chopra and Sodhi (2014)
recently argued that segmentation of supplies in terms of, e.g., volumes, product
variety, and demand uncertainty is required because variety of these dimensions
point to different optimum risk management strategies. Both Craighead et al. (2007)
and Kleindorfer and Saad (2005) went one step further and investigated the nature of
different disruption hazards and connected these to particular mitigation strategies.
In this chapter, we wish to extend further on these works by uncovering a wider
range of disruption characteristics and connect them to particular viable strategies.
Similar to Blackhurst et al. (2005), we wish to dive below the “big picture” and get
into the specificities of disruptions. In order to gauge the characteristics of different
types of disruptions, forming the basis for selecting the most viable risk management
strategy, we adopt the following simple model (see Fig. 1).

The model, which is used for our subsequent discussion of different Vestas dis-
ruption strategies, is adapted from Ritchie and Brindley (2007), Ellis et al. (2011),

Fig. 1 Drivers of supply disruption risk based on Ritchie and Brindley (2007), Ellis et al. (2011),
and Zsidisin and Wagner (2010)
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and Zsidisin and Wagner (2010). Ritchie and Brindley (2007) point out that the
uniqueness of each supply chain in terms of the drivers points to equally unique
management strategies. We extend on the frameworks by opening up one type of
risk and demonstrate the need for differentiated management strategies within this
risk type.

4 Disruption Risk Management at Vestas

The Vestas supply risk management process, including supply disruption manage-
ment, has two elements: (1) an overall risk intelligence and reporting system, which
is developed and coordinated by supply risk specialists at the corporate level, and
(2) specific risk management strategies and actions, which are managed at the cate-
gory manager level and team level. The intelligence and reporting system is a highly
formalized set of IT-based procedures that enable Vestas to identify key strategic
risks, many of them originating in the upstream supply chain. Managers in differ-
ent functions across Vestas, including procurement, are responsible for continuously
identifying and reporting on observed risks through this system. Risks are analyzed
on the likelihood and impact on finances and customers and are assigned a red, yel-
low, or green color code signaling their criticality. Red risks are escalated to a risk
committee consisting of top executives, who evaluate and make decisions regard-
ing mitigation. In addition, relevant supply chain VPs and the CPO can observe the
critical risks. 50–100 risks may be in report at any given point in time, but only the
most critical ones are escalated. Otherwise, the supply-related risks are mitigated by
the procurement responsible (mostly category managers) assisted by their category
teams. Making supply risk management part of the category team tasks ensures a
coordinated effort that takes product development, production, as well as procure-
ment, into account. There is also a tool and a template for initiating the mitigation
of individually identified supply risks. The drivers and circumstances surrounding a
given disruption risk vary from supply type to supply type, and the chosen mitigation
strategies are therefore employed by the responsible category managers in combi-
nation with the category team, containing members from different Vestas functions,
such as quality and product development. Table 1 shows the differences in driver pro-
files between three key supplies at Vestas indicating the level of criticality (drivers
in left column refer to Fig. 1).

Below,we describe the disruption drivers for each of the three supplies and provide
an overview of the applied disruption management strategies. For the electronics
category, we have added a brief disruption case and describe how Vestas used the
learnings from this case to alter their disruption management approach.
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Table 1 Different disruption driver profiles of key Vestas supplies

Gearboxes Towers Electronics

Product High High Low

Geopolitical Low Medium Medium

Supply market High Low High

Supplier Low High Low

Vestas Medium High Low

4.1 Gearboxes

The gearbox, which is located in the nacelle on top of the tower, is one of the largest
components in thewind turbine and has a long product development and qualification
time. The gearbox is also a production bottleneck with very long lead times. Any
disruption of this complex supplied system can therefore have heavy consequences,
so a foolproof design process and a well-functioning quality management system are
therefore required. Vestas’ narrow nacelle design places strict demands on suppli-
ers’ technological capabilities, and only a limited number of suppliers globally are
regarded capable of supplying this key product. It is a hi-tech product, with a huge
effect on the wind turbine’s ability to compete in a market becoming more and more
focused on the costs of energy. To deliver more energy cheaper, wind turbines are
growing in size, which requires increasingly larger blades and more effective gear-
boxes. First-tier suppliers are quite stable geopolitically. Some second-tier suppliers
may be exposed, although not critically. For example, large-scale steel production
tends to pollute, which at present has caused the Chinese government to close down
steel producing factories, and this has affected second-tier Vestas suppliers. Histori-
cally, suppliers have also occasionally been faced with new import taxes. However,
overall this risk driver category has a relatively low criticality for gearboxes. The sup-
ply market was earlier populated by a broader range of gearbox suppliers, but several
acquisitions have reduced the number of companies on the market. Mergers, acqui-
sitions, and alliances have been frequent in this part of the industry, increasing the
vulnerability of wind turbine producers. Today the majority of wind turbine produc-
ers use the same limited number of suppliers, and there are often no real alternatives.
Vestas presently uses only a few large gearbox suppliers in a setup with high mutual
interdependence. Given the high level of specialization, the risk of major customers
from other industries stealing the suppliers’ attention is quite small. However, Vestas
shares these suppliers with other wind turbine producers, who also have very close
connections to them.

The present suppliers are large well-run companies with considerable operational
and technical capabilities. The most prominent threat in this driver category is a
potential takeover of a key gearbox supplier by a wind turbine competitor, and such
industry moves have been relatively frequent in the industry historically. Such a
change could threatenVestas’ ability to deliver in situations of capacity constraints, or



22 The Management of Disruption Supply Risks … 399

Vestas could be forced to look for other supplier solutions to protect their intellectual
property. Given the customized designs and lengthy design processes, the switching
time and costs would be high. Finally, Vestas has historically made a few risk-
enhancing gearbox decisions, such as estimating supplymarket capacity inaccurately
or linking too closely with an incapable single source. Their strategic choice of
relying on suppliers for this key component rather than own production could also
be perceived as such a driver.However,Vestas-caused disruption drivers are generally
perceived as quite low.

Supply Risk Management of Gearboxes
When looking at categories characterized by a relatively narrow supply basewith only
a few suppliers, Vestas is always evaluating the supplymarket. Knowledge about new
potential suppliers must be obtained in case it becomes relevant to introduce a new
alternative supplier, as development and qualification time is very long. In addition,
developing a new supplier requires a considerable amount of invested resources, but
high supply risk management benefits can be expected, including the full attention
from new suppliers. In addition, Vestas is heavily focused on monitoring the supply
market for acquisition activity. They are motivating employees to pick up signals
from the market and their network, and they monitor financial market movements.
Acquisition risk is assigned a red lamp in the Vestas supply risk management warn-
ing system and is watched continuously. Vestas’ top management also builds close
relations and has frequent talks with their suppliers’ top management regarding the
future market movements, among other things. Vestas also has contracts covering
critical areas such as IPR, capacity and delivery commitments, inventory regulation,
and forecast management.

4.2 Towers

The wind turbine nacelle with the rotating blades is positioned on top of the tower,
which is manufactured in modules and then assembled on the final wind turbine site.
The tower is a product design with many parts, the most important being milled steel
plates (comprising the tube shell), as well as various internal components such as
platforms, flanges, stairwells, doors, service lifts, and cables. It is not a complicated
or highly technological product, but with the massive size and weight of both the
final tower (sometimes higher than 150 m) and the modules, transport is a critical
supply risk management factor. Sea or railway transport is the standard, truck is
possible but problematic, and air transport is not feasible. Unlike most competitors,
Vestas customizes its tower design to specific customer orders (parks with a high
number of turbines). This customization creates options for optimizing performance
and taking out material costs, but it also affects disruption risk management options.
Geopolitically, towers have a relatively low level of exposure to supply risk. Unlike
gearboxes and electronics, towers are frequently subject to national law demands for
local content, which requires the use of suppliers originating in the same country as
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the customer (approximately half of the customer locations are subject to this demand
at present). Vestas therefore operates a broad range of suppliers fromdifferent parts of
the world, which makes their exposure to natural or political disruption events at one
particular location low. However, sometimes the steel prices, currencies, and labor
costs, etc., in one supplier locationmay be so beneficial that Vestaswants to relymore
on these local suppliers for a larger part of their business, despite longer transport. In
a few instances, such locations have been threatened geopolitically, and Vestas must
then carefully evaluate and balance geopolitical risks with the rewards from ramping
up with specific suppliers. The global towers supply market is even more expanded
than the electronics supply market. The world market is populated by a host of
companies that can manufacture the towers, and global capacity is rarely a problem.
Vestas has its own huge production facility in Colorado, USA, but this is mainly to
cover the regional market. Mainly because of the local content demand, they source
from 52 different suppliers that cover all global locations, including some that are not
in use but are approved to do the job. The drivers connected to the specific suppliers
are more critical for Vestas. With a large range of different suppliers, Vestas is highly
exposed to risk originating within each of these suppliers. Hence, disruptions caused
by quality or financial issues are more likely. A specific supplier may fail to maintain
its quality management, or it may come to lack finances to invest in machinery to
cater for increasing size demands facing the wind turbine industry. Bankruptcy may
even be a threat to some suppliers, and due to the high number of suppliers, it is
difficult for Vestas to be informed about the state of each individual supplier. Finally,
Vestas’ own deliberate strategies, although highly beneficial from a broader business
perspective, are actually critical supply risk drivers. The strategy of customizing the
towers for each individual order means that reserves such as inventories (and to some
extent reserve suppliers) are largely excluded as risk management options. In fact,
past financial difficulties, partly caused by excessive inventories, made Vestas’ top
management decide that inventories are generally unwanted. Exposure to disruption
risk is therefore magnified for towers.

Supply Risk Management of Towers
Given the high exposure of Vestas, monitoring has become an integrated part of
their supply risk management effort. Vestas audits each tower supplier annually on
quality and twice annually on finances. Since this is a resource demanding task, they
are presently working on establishing partnerships with 4–6 key suppliers. These
suppliers are strong players in the industry and capable of following Vestas into new
markets, where they can either establish their own facilities or establish joint ventures
with local suppliers. This way, Vestas can maintain global coverage with multiple
sources, but with less exposure to individual supplier risk. They are simultaneously
strengthening relationships with these suppliers, on the one hand, to motivate the
flexibility of these suppliers and on the other hand, having a positive effect on all
aspects of disruption risk.Vestas is also using contracting tomitigate tower disruption
risk because demand on new wind energy customer markets may sometimes take off
quite fast, with competitors seeking capacity from the same suppliers. Furthermore,
Vestas discusses business development with tower suppliers and subsequently asks
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them to commit contractually, for example, on investment requirements and market
coverage. Finally, Vestas is discussing various types of postponement strategies with
key suppliers, allowing faster reaction in case of disruptions.

5 Electronics

Vestas uses electronics for various types of controls, ranging from the central nacelle-
placed control of the rotating blades to decentral controls, such as deicing controls
placed within the blades. When it comes to electronics, understood here as compo-
nents to be mounted on printed circuit boards, Vestas’ supply risk management task
has some similarities with that of the many other companies, across various indus-
tries, that incorporate electronics as key components in their product. Starting with
the product itself, these are mostly relatively low cost, standard components with
low complexity, and their small size makes many aspects of transportation easy. One
influential product factor is the high pace of technological development, which has
an effect on the viability of some types of disruption management strategies.Geopo-
litical factors are of medium criticality. Electronics are produced in a worldwide
supply market, which is not plagued by political factors overall, but a significant
part of the production capacity is placed in regions vulnerable to natural disasters,
for example, various Asian locations. Although the supply market is massive with
considerable capacity dispersed between a large range of producers and distribu-
tors, it is also characterized by a recurrent periodical mismatch between supply and
demand, known as “allocation.” During allocation, global demand exceeds supply,
and the likelihood of disruption increasesmanifold. Essentially,Vestas regularly finds
themselves in competition with other electronics buyers across industries to secure
supplies of these vital components. For example, sometimes suppliers are suddenly
not able to deliver the promised volumes because demand from other customers and
industries increases to such an extent that it drives the supply market into a situation
of shortage. This results in serious competition for supplies, where volumes are one
of the most significant parameters. With the relative low volumes of Vestas, relative
to automotive OEMs, for example, it leaves the company in a critical situation. In
addition, the delivery time of many electronic components is often extremely long,
approaching one year for particular types. Moreover, supply and demand are exceed-
ingly difficult to monitor and assess, especially further upstream, because it relies on
a broad range of complicated macro-factors, and the vast number of companies in
this industry are tied together in a complex net of agreements and commitments with
very limited transparency. Concerning the fourth group of drivers, supplier charac-
teristics, Vestas buys from a mixture of generally competent electronics producers
and distributors, and disruptions originating within the suppliers’ organizations are
therefore rare. Finally, Vestas’ own internal capabilities may affect possible supply
disruptions on electronic components, although to a limited extent. The ability to
forecast, perform production planning, and be in control of stock levels are critical
drivers of electronics disruptions.
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5.1 Electronics Case—Earthquake Damages to a Key
Supplier’s Production Facility

Vestas has faced a range of different disruption risks during the past years. One par-
ticularly challenging disruption occurred, when an earthquake damaged a production
facility of a key electronics supplier. Vestas’ corporate risk intelligence and reporting
system picked up notices from the media within a day of the earthquake, leading to
the quick initiation of an assessment procedure among members of the purchasing
organization. The assessment identified five suppliers in the area, out of which four
could not have been impacted by the earthquake. Unfortunately, the final supplier
in the area was struck by the earthquake. Moreover, this supplier delivered an older
generation of key components to Vestas, maintained through multiple lines of wind
turbine designs due to its solid performance.Most competing wind turbine producers
had substituted this component in their new designs, leaving Vestas as one of the only
customers in the industry for this particular component.

Picking up the bad news, purchasing managers attempted to contact their coun-
terparts in the supplier organization to get further information for a more accurate
assessment. These efforts were only somewhat successful, with supplier employ-
ees confirming that production lines were only partly damaged with considerable
capacity still up and running, but otherwise claiming that they had not yet formed
an overview of the damages, and asking for no further visits and wanting to keep
communication limited. Vestas quickly realized that alternative capacity was difficult
to find due to the outdated design and upon asking the supplier to free capacity on
one of its other global facilities they learned that this specialized component was not
produced elsewhere—essentially only at the damaged facility.

In this early stage, speed was vital, and Vestas immediately started to redesign the
component out of the relevant wind turbine models. They also knew from experience
that other buyers would act in similar ways and figure out new design solutions,
which would move allocation pressure onto these other components, making it a
race to come up fast with viable redesigns. However, the redesign also took time and
would therefore only solve needs from a given future start date. In the meantime,
Vestas had started applying serious pressure on the supplier, sending employees to
the production site and forcing the supplier to hold daily meetings with updates. On
the one hand, they wanted to respect the supplier’s request for time to solve the issue,
but on the other hand, they wanted to be first in the queue for capacity. Vestas was not
a key customer with this supplier, but theymanaged to get attention by cultivating the
links of a close alliance partner into the supplier organization. They also attempted
to use other suppliers to gain access to the supplier. Although small improvements
were achieved on a daily basis with the supplier, the comparison of Vestas needs
with conservative supplier estimates of supplier capacity still revealed large gaps in
the upcoming period, starting when the supply pipeline would be emptied. Before
redesigns were ready to be implemented, other tactics had to be attempted to avoid
production stop and eventually failed deliveries, which would have critical financial
consequences.
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Addressing this issue, Vestas employed various strategies. First, they encouraged
the supplier to come up with alternative production and logistics solutions, basically
to get as many components through the supply chain as fast as possible. These joint
solutions also solved a minor part of the problem. Eventually, Vestas had to go out
on what is known as the “gray market” in electronics. This market is populated
by companies that have earlier bought up specialized and/or obsolete components
and placed them in inventory, in order to profit from it in these exact disruption
situations. Some of these companies even contacted Vestas right after the disruption
to offer the components. Others were located through Vestas key employees, with
past careers in such companies. By gathering intelligence, Vestas also started to
know other key customers for these specialized components from other industries.
Despite large efforts, it became apparent that much of the lacking demand had to
be covered through several of these “gray suppliers,” at a high additional product
price. Interestingly, quality, which is frequently an Achilles heel of electronics, also
became an issue. Vestas feared that some of the gray market components would
not be genuine or of suboptimal quality and therefore had to spend many additional
resources for testing and quality checks. Finally, in order to avoid production stop,
Vestas employed an assembly postponement tactic, whereby the production setup
was changed to optimize the output, given the reduced inflow of components. All in
all, a bothersome and costly process. However, through close supplier collaboration
and considerable efforts across the supply chain, Vestas managed to avoid delivery
failures for their customers and without needing to implement the new redesigns.

5.2 How These Experiences Led to Changes in Electronics
Disruption Management

The above case is successful in terms of dealing with a very difficult disruption and
actually avoiding failed deliveries to customers. However, Vestas’ efforts were quite
resource consuming, andpurchasing executives andmanagers therefore subsequently
started applying the learning from this and other disruption situations to improve
future supply risk management procedures for electronics. Generally, catastrophe
disruptions should not bemanaged 100%proactively because the costs of doing so are
too high. However, Vestaswanted at least tomake the processmore proactive in terms
of preparing even better for future similar disruptions. The first initiative was to make
monitoring of critical components each category managers’ task rather than relying
merely on the general warning system combined withmostly reactive measures. This
involved the assessment of each component in a category at regular intervals on a
scale of low, medium, or high criticality and then making a risk management plan
and strategy for each highly critical component.

Something that Vestas had already started changing well before this disruption
was systems redesign to increase the level of standardization. Increased standardiza-
tion would open up the range of possible sources, and it would increase the number
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of global production sites, both within and across individual suppliers, increasing
the responsiveness of the supply base in case of disruptions. Vestas’ new line of
wind turbines held fewer and more standardized electronic components, and the aim
was to incorporate these into the older lines also. This was a big ongoing effort, but
through discussions between purchasing, R&D, and operations, they were making
steady progress. Basically, “Vestas-specific” components were to be avoided if pos-
sible. However, for some key components, having a specific single source component
can be a strategic choice and procurement would in such cases mitigate by applying
logistics agreements with suppliers that guarantee supplies. Reducing the number
of components and standardizing them also reduced obsolescence, a notorious elec-
tronics risk. For older specific electronic components and for components in already
installed wind turbines with a service contract, Vestas ran an obsolescence team, who
communicated closely with suppliers to know when components would go out of
production and then prepared mitigation plans, for example, buying up components
or discussing substitution possibilities with the supplier.

Other key focus areas for Vestas were improved customer attractiveness and rela-
tionship management. As a starting point, this would only be possible with a supply
base consisting of a few key suppliers, rather than a large complex supply base,
thereby enabling Vestas to increase their attractiveness with the remaining suppliers.
For electronics, it had also become clear that they needed to increasingly cultivate
solid supplier relationships with frequent visits and communication. Despite being a
smaller player on the electronics market, compared to the major automotive and con-
sumer electronics OEMs, Vestas believed that strengthened social relations would
be vital for the future electronics supply disruption management. It would improve
information exchange from specific suppliers in a global market, where supply and
demand were very difficult to predict, increase the supplier’s prioritization of Vestas,
and ensure a smoother mitigation process in case of disruption events. Vestas also
looked for other ways to increase attractiveness, for instance, bringing their insights
from the green energy market, which was broadly considered a market with huge
future potential for electronics producers, into play for key suppliers. However, Ves-
tas had also realized that despite any efforts, they would, in all likelihood, continue
to be down prioritized by some suppliers relative to larger customers from other
markets. As a result, they considered outsourcing assemblies to specialized elec-
tronics assembly partners, who run this as their core business. As a more attractive
account, Vestas could use the electronicsmarket presence and expertise of the partner
to absorb supply risks.

6 A Framework for Disruption Risk Management

Based on the analysis of the three different types of supplies, we suggest that com-
panies adopt an analytical framework which recognizes the diversity within the dis-
ruption risk category. Different risk driver profiles cause different disruption events
which require differentiated sets of mitigation strategies. Figure 2 shows the very



22 The Management of Disruption Supply Risks … 405

Fig. 2 A disruption management framework with examples from Vestas

different portfolios of disruption management strategies chosen for the three Vestas
supplies. A solid line indicates a primary strategy, whereas a dotted line marks a
secondary strategy.

We caution that other factors affect the optimum choice of disruptionmanagement
strategies, including the costs of adopting the different strategies, interdependencies
between strategies, and company-specific factors, such as corporate strategy and
finances. However, given our focus on disruption drivers and management strategies,
we have decided to leave these other factors out of the framework.

7 Conclusion

Most extant disruptionmanagement frameworks list genericmitigation strategies that
seem to produce the same effect against any type of disruption. However, disruption
events come in lots of different varieties, which have their roots in different sets
of drivers. Not all disruption mitigation strategies are therefore equally effective,
and companies must put together a portfolio of mitigation strategies that matches
the exact form of disruption they are facing. In this chapter, we have laid out the
different disruption management strategies of a MNC, which has adopted supply
risk management as a core strategic priority.We have shown howVestas successfully
operates very different disruption mitigation strategies depending on the risk driver
profile of a given supply, exemplified by the three key supplies gearboxes, towers,
and electronics. These management efforts are supported by an advanced corporate
risk intelligence and reporting system.

Despite the relatively high level of sophistication and a track record of success-
fully managing disruption supply risks, Vestas is working on raising the bar further.
For example, they are implementing root cause analysis in the procurement orga-
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nization, motivating employees to target the origins of disruptions. Further overall
improvements in working relations with key suppliers are also on the agenda in order
to improve upstream transparency and work with suppliers to mitigate risks. Vestas
also wants to improve their supply risk management competencies for new prod-
uct introductions. Assessment and management of possible supply risks should be
incorporated already when new products are developed. Also, risk intelligence gath-
ering and reporting should be better balanced with the actual mitigation. Vestas has
succeeded in building a strong intelligence and reporting system, but the reporting
should not take away resources from the actual mitigating actions. Finally, managers
emphasize the need for an improved learning process that can systematically pre-
serve knowledge of past supply risk management experiences and results, feeding
into the continuous development of the supply risk management efforts at Vestas.
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Chapter 23
Foreign Exchange Risk Mitigation
Strategies in Global Sourcing: The Case
of Vortice SPA

Barbara Gaudenzi, Roberta Pellegrino, George A. Zsidisin
and Claudio Bruggi

1 Introduction

Global supply chains are exposed to numerous risk sources stemming from their
supply base, such as unexpected lead time variability, warehouse costs, capacity con-
straints, or fluctuations in purchase prices due to currency rate exchange volatility
(Blackhurst et al. 2005; Yang and Yang 2010). Although research on global supply
chain risk sources in the supply base has increased in recent years (Zsidisin and
Wagner 2010; Jia and Zsidisin 2014), our understanding of currency rate exchange
volatility, and the resulting foreign exchange (FX) risk firms are exposed to, is cur-
rently limited from a supply chain perspective. The purpose of this chapter is to
present an illustrative case of how Vortice SpA, a medium-sized Italian producer of
ventilation systems for residential and industrial applications, perceives andmitigates
FX risk in their firm and extended supply chains.

B. Gaudenzi (B)
Department of Business Administration, University of Verona, Verona, Italy
e-mail: barbara.gaudenzi@univr.it

R. Pellegrino
Department of Mechanical, Manangement and Mathematics, Polytechnic of Bari, Bari, Italy

G. A. Zsidisin
Department of Supply Chain Management and Analytics, Virginia Commonwealth University,
Richmond, VA, USA

C. Bruggi
Vortice Elettrosociali SPA, Zoate, Milano, Italy

© Springer Nature Switzerland AG 2019
G. A. Zsidisin and M. Henke (eds.), Revisiting Supply Chain Risk, Springer Series
in Supply Chain Management 7, https://doi.org/10.1007/978-3-030-03813-7_23

407

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-03813-7_23&domain=pdf
mailto:barbara.gaudenzi@univr.it
https://doi.org/10.1007/978-3-030-03813-7_23


408 B. Gaudenzi et al.

2 Foreign Exchange Risk Mitigation Strategies

Foreign exchange risk is defined as the risk of an investment’s value fluctua-
tion due to the changes in currency exchange rate, which can significantly affect
profitability, organizational cash flow, and the ability to competitively price prod-
ucts (Burnside 2012). Numerous studies from the finance literature (Dufey and
Srinivasulu 1983; Brown 2001; Chong et al. 2014) have provided insight into
hedging strategies firms can adopt for mitigating the financial effects of currency
rate volatility. However, there are few published research studies examining other
approaches firms can consider in mitigating FX risk exposure in their supply chains
(Bandaly et al. 2014; Caniato et al. 2016). An initial typology of FX risk mitiga-
tion strategies has been proposed by Zsidisin and Gaudenzi (2018), consisting of
operating, financing, and contracting strategies.

Operating FX risk mitigation strategies are associated with investments in pro-
duction and sourcing flexibility. Through production, flexibility organizations can
switch production between plants with the scope to prevent or mitigate risks stem-
ming from specific countries or production sites. Sourcing flexibility is related to
the opportunity to have multiple sourcing in order to increase the reliability of the
suppliers, including in response to changing currency valuations. Financing FX risk
mitigation strategies are largely used in the forms of option contracts and forward
contracts to reduce the negative impact of currency rate volatility on supply chain
operations (Bandaly et al. 2014). As briefly discussed earlier, these have been more
extensively studied within the finance literature. The third classification,Contracting
FX risk mitigation strategies, considers approaches such as escalation/de-escalation
clauses and payment terms in purchasing contracts to share the risk of currency rate
volatility with suppliers.

An implied facet of these approaches is that they extend beyond the purview of
one business function. The expertise fromvarious business functionsmay be required
in creating and pursuing operating, financing, and contracting FX risk management
strategies. Finance is one function traditionally tasked to create financial hedging
strategies (Brown 2001). However, marketing and purchasing serve as boundary
spanning functions, respectively, for integrating with customers and suppliers, espe-
cially in developing and managing global supply chains. Due to their boundary span-
ning coordination with customers and suppliers from other countries, these business
functions should serve a critical role in incorporating various risk elements in busi-
ness transactions, including FX risk. In addition, legal serves a significant role in
mitigating this form of risk, particularly regarding the laws and treaties within and
among countries in conducting business transactions (Aggarwal and Goodell 2009).
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3 Mitigating Foreign Exchange Risk at Vortice
Elettrosociali SpA

The following case provides an example of strategies an Italian manufacturer con-
siders in mitigating FX risk in its supply base. The case study consists of interviews
conducted, in particular, with the Purchasing Director and the Vice CEO. The case
starts with a background of Vortice and the ventilation industry. Global supply risk is
then discussed, with a focus on the company’s exposure to FX risk. Risk mitigation
strategies utilized by Vortice are then presented with an example of how FX risk
financially affects product cost structures.

3.1 Background

Vortice Elettrosociali SpA, a medium-sized Italian company, designs and produces
ventilation systems for residential and industrial applications in global markets, with
revenues of 60 million euro and 300 employees. Vortice purchases globally from
more than 500 suppliers located in 30 countries including China, Turkey, South
Korea, UK, and Far East regions. They have three production plants (two in Italy and
one in China) and three commercial subsidiaries in France, UK, and Costa Rica.

Ventilation is a segment of the heating, ventilation, and air conditioning (HVAC)
market, which is valued at about $95 billion USD. The primary drivers of the HVAC
market include the number of new households, construction spending, and rapid
urbanization in emerging economies. Opportunities in this industry include having
great demand for energy-efficient systems, the increasing trend of smart homes, and
implementing green technologies. The market is characterized by high volumes and
average margins, with demand trends being influenced by weather conditions and
seasonality. Key strategic challenges are therefore demand planning and cost analysis
across the global supply chain.

Management at Vortice recognizes and systematically manages several supply
risks, with the scope to protect the organization in terms of reliability in lead times,
quality issues, quality of the supplied goods, and information sharing with suppliers.
Two key tasks in Vortice’s purchasing department are the management of relation-
ships with suppliers, investing in information sharing and stable relationships, and
careful negotiation with suppliers about service and cost issues.

3.2 FX Risk at Vortice

One risk that is considered increasingly relevant in global purchases is FX risk. Vor-
tice purchases in US Dollars (USD) from several medium and large-sized suppliers,
which operate in the ventilation and air conditioning supply chain as channel leaders,
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Table 1 Interview highlights on FX risk in global purchasing

Theme Highlights

FX risk in
global
purchasing

“FX risk is a “small piece” of the global purchasing strategy, but it is relevant in
terms of costs and is difficult to manage”

Key issues
related to
FX risk

“Even though Vortice is a small company, we have a couple of issues related to
FX risk: first, we buy some components or some products that we directly
commercialized in USD and for which we don’t have alternative manufacturers in
EU. Second, our product is a seasonal product: if you have the product at the right
time, we can sell it, otherwise you don’t have demand… If Vortice misses the FX
rate at a certain point of time (one month), we lose a big part of profitability even
for the reason that of course if you buy and sell you don’t have a lot of margin and
the purchasing power with suppliers is generally low”

FX risk and
total cost of
products

“FX risk matters especially with low margin products, with very long lead time
from order to final delivery, particularly when large investments in inventories are
not possible”
“Transfer price is a very big problem. First, we manage the sales using the price
list that is stable for at least 6 months: if you make the wrong choice we need to
redefine the proper transfer price. Second, the Tax Authority checks the
profitability of your intragroup clients afterwards, if you set the price at the
beginning of the year with a correct margin, but at the end of the year the margin
collapses due to FX fluctuations, the Tax Authority does not care”

and also trade components and ventilation accessories from the UK in British Pounds
(GBP). Most FX risk exposure exists with China in USD (about 4.5 million USD)
and with the UK market in GBP (less than 1 million GBP per year).

FX risk is difficult to manage at Vortice for several reasons. First, Vortice mainly
sells seasonal products that need to be available to meet customer demand. Second,
the high level of customization of Vortice products creates extended sourcing lead
times. The process starts with the purchase of the components/products in Octo-
ber/November, followed by their shipment in December/January and their receipt in
February/March. The end product is then sold to electrical wholesalers that in turn
serve installers which install the product at the final user’s house. Finally, due to
the high size and level of customization of its products, Vortice cannot manage sea-
sonality effects through inventory management. The complexity of the production
process increases Vortice’s exposure to FX fluctuations. For this reason, managers
are paying increasing attention to FX risk analysis and mitigation, as highlighted in
the key themes summarized in Table 1.

3.3 FX Risk Exposure Analysis

FX risk exposure can significantly affect cost structures, which are measured by
using simulations of the price and volume variance and their effects. During the
budgetingprocess, the companyfixes theStandardFX rate for the next year, andbased
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on this, all other standard costs are estimated (labor and raw materials, excluding
overhead). Then, Vortice periodically monitors all the cost components as well as
volume and calculates the influence of each factor on the total variance of the margin
compared to the budget. When the FX rate fluctuations penalize the business, either
for Vortice or for suppliers, the prices are renegotiated, without a predefined fixed
frequency. Using the breakdown cost approach, the reliability of these evaluations
covers approximately 75–80% of the total spent in terms of value. More than 2500
items are investigated in terms of cost structure, involving about 25–30% of total
products and components managed in the purchasing portfolio.

The procurement department of Vortice developed a mathematical model, named
“Super Index,” in order to predict the impact of cost driver fluctuations. The model
consists of a cost structure breakdown analysis for the most valuable items included
in the bill of materials (BOM) of their products. For each item analyzed (especially
components or finished products), Vortice derives primary factors (drivers), which
contribute to the expected total cost. These drivers are, for example, rawmaterials and
other components used for the production process, labor, machineries, and industrial
overheads. In this analysis, Vortice involves a cross-functional team, with experts
from procurement and engineering departments.

Each driver is linked to a commodity index ormixedwith other significant indexes
(i.e., currencies, labor cost, energy cost, logistics cost). A variation of each index has
an impact on expected product cost. Considering the total volume of each product
(and some assumptions about product mix not included in the analysis), it is possible
to aggregate indexes with a bottom-up construction to estimate the cost of products
sold by Vortice. This “Super Index” model makes it easier to simulate variations of
cost drivers in order to predict their impact on total spent. A description of the “Super
Index” model is described here in Table 2.

As highlighted in the example, the array of values D[x] (the sum is equal to 100)
represents the “Super Index.” It is possible to apply a variation of each Driver [x] (for
simulation, budgeting process) and appreciate the expected change in the percentage
of total spending.

The “Super Index” does not consider stocks along supply chains, which are not
relevant in terms of volumes. Some suppliers or items’ categories can be grouped,
with the scope to calculate their weights on the total spent.

3.4 FX Risk Mitigation Strategies

Vortice primarily utilizes contracting and operating strategies for mitigating FX risk
in their supply chains (see Table 3), and occasionally employs financial hedging,
sometimes in combination with other approaches. Financial hedging is considered
a viable mitigation approach when cash positions allow, if corporate leadership sees
value, and if it complies with the company’s general strategy. Financial hedging is
adopted by using simple option contracts. The chief financial officer (CFO) runs
monthly simulations of the risk exposure related to purchases in foreign currencies.
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A significant percentage (60–80%) of the USD risk exposure is covered by using
hedging strategies. There is rarely an opportunity to naturally hedge purchases and
sales in USD.

Regarding operating strategies, the company does not invest in production flex-
ibility, because production plants are specialized in the production of customized
products, typically adopting a make-to-stock strategy. Given the need to make long-
term forecasts and to control stock levels, forward buying is likewise not used to
hedge against FX risk. For the same reasons (i.e., the seasonality of the customer
demand, the high level of customization, and the long lead time), Vortice cannot
exploit postponement as an FX risk mitigation strategy (Carbonara and Pellegrino
2017).

However, Vortice invests in sourcing flexibility to some extent. There are 50–55
items that canbepurchasedusing alternative suppliers in different currencies,with the
main scope of assuring delivery reliability and not only attaining a price advantage.
Vortice takes into account the suppliers’ risk evaluation and develops a business
modelwith the aim to track risks coming fromsuppliers’ portfolios.Multiple sourcing
is an expensive process due to the need for certifying any new supplier. To expedite
the certification process of new suppliers, and thus reduce time-to-market for new
products, Vortice has invested in their own equipped laboratory. However, it is still a
complex and long process and only undertaken when there is evidence the expected
savings associated with using the new supplier or the risk reduction offsets the testing
and certification costs.

Table 2 A description of the super index model

Supplier Item Drv.1 Drv.2 Drv.3 … Drv.X Others Weight

Supp. 1 Item 1 30 20 15 … 5 15 W[1, 1]

Supp. 1 Item 2 40 20 … … 20 W[1, 2]

… … … … … … … … …
∑

Supp. 1
D[x, s] W[s]

Supp. 2 Item 3 10 15 20 5

… …

Supp. N Item M 20 10 V[i, x] 30

…

Drv.1 … Drv.X are cost drivers (factors) which affect the costs and consequently prices of items
bought from suppliers’ network
W[s,i] = weight (percentage of total value) of Item [i] purchased from Supplier [s]
V[i,x] = weight (percentage on unit price) of Driver [x] referred to Item [i]
D[x,s] = average incidence of Driver [x] inside portfolio of items bought from Supplier [s]. It is
calculated as the sum of products between each couple W[s,i] and V[i,x] extended to each item
supplied by Supplier [s]
W[s] = weight (percentage of value) of Supplier [s] compared to total spending value
D[x] = average incidence of Driver [x] on total spending value. It is calculated as the sum of products
between each couple W[s] and D[s]
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Table 3 Interview highlights on FX Risk mitigation strategies

Themes Highlights

Financing
approaches

“Financial hedging is one of our approaches for FX risk mitigation, which is
adopted not each year, but depending on the conditions and the cash available…
We use financial hedging for USD, since for the other currencies it is not
significant”

Operating
approaches

“Vortice doesn’t use production flexibility since the production is based on two
main aspects. First, a large part of our catalogue is based on products sold from
stock. We have a production plant, we need to purchase components 4/5 months
before we consume these products in the production (from China), from other
countries at least a couple of months before. 95% of items are customised, we
don’t buy anything from commercial catalogues… The lead time of components
is quite long, that means that the flexibility of production is not very high. We
cannot decide with a high flexibility margin to switch from one source to another
one and change the production plans. The decision to switch the sources is a
decision of medium term since we receive components about 4/5 months after the
decision is made. For the next 5 months you cannot change anything
Second, another problem preventing Vortice from using production flexibility is
that in Italy we don’t manufacture the same products we produce in China and
vice versa”
“We have some components (at least 50/55 items) where we have more than one
potential supplier. It is not easy to have many alternative suppliers because it is an
expensive process. A large part of our process is certified by third parties. To
expedite the validation process, we invested in an equipped laboratory, and now
we have an internal certified laboratory in order to reduce the lead time (if you go
to external laboratory, it takes a longer time). However, we cannot simply switch
to another supplier if there are good opportunities in terms of price. We need to
repeat a large part of the certification process, which is expensive. Tests may cost
from 2000 up to 5000 e, or more. This increases the savings we need to get in
order to compensate for this large expense we have at an organizational level. The
typical question is: does the saving or the reduction of risk we expect from not
having just a sole source compensate for the original costs of multiple sourcing?
If yes, we go on with the process, this occurs at the moment for a few
components. Our choice to introduce a new supplier is not referred to price
opportunities but the most important decision is linked to the reduction of the risk
We have few suppliers where we can apply the flexibility referred to only the
price, we have to include the risk in the final decision”
“As it happens for production flexibility, I cannot decide to wait for a better time
to decide if buy or not, we don’t have a better time. We need to stick to the
production plan, due to the seasonality of products, we need to fulfil the customer
in a specific period. Also, customization is for 90% of components which are
purchased”

(continued)
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Table 3 (continued)

Themes Highlights

Contracting
approaches

“Escalation clauses is another opportunity that we use. Suppliers offering the
price in local or other currencies also indicate in the offer the level of FX rate. In
some cases, the suppliers indicate a range of variation for FX within which you
don’t need to adjust price. If they are in the condition to renegotiate price since the
fluctuating FX rate penalizes their business, they ask this, and also the opposite.
We don’t have a fixed frequency to update price. In case the price review is
referred to other factors included in the “Super Indice” (labor, commodity, etc.)
which drive the business, in that case we fix a frequency to revise the price
(typically 6 months). In case of Escalation clause, the main problem is not to sign
the contract, but to manage it, since after signing the contract we completely
forgot about that. In our ERP we have a managing contract system: each contract
has an owner (that typically is the buyer that follows that supplier); there is an alert
to revise the price for the buyer and he manages the contract in a proactive way”
“Payment term is part of negotiations. Starting from the point that we need to
renegotiate the price since the FX rate is out of control, we put a second option on
the negotiation table. When I should agree with my supplier on an increment of
the price of about 10%, for example, I could make a different proposal, that is a
lower increment of price (e.g. 5%) and a reduction of the payment terms in order
to compensate for the profit/loss the supplier has due to FX rate fluctuation… we
can check profit and loss, balance sheet etc. for Italian suppliers; hence, Vortice
knows their cash situation and how much they can be sensible to this kind of
proposal, that is, if the payment terms can be leveraged or not. With foreign
suppliers it is difficult to collect information about their financial situation. Also,
in Europe the info you can gather is few; sometimes you have liabilities, total
assets, but you don’t have the situation of cash. In such cases, the only way to
know it is to visit the supplier and its production plant, check the stock, have a
look at the level of saturation of production. In that case, you can discover if
reducing the payment terms may be useful for the supplier”
“During the last years in EU and in Italy the payment duration is not a significant
part of the negotiation, due to the standardization of the payment duration. There
is a regulation that rules the maximum payment terms, hence you cannot negotiate
different payment terms. You need to sign a contract when both parties agree to
change the payment terms provided by law, otherwise the risk is that suppliers can
ask you to pay the financial interest if you don’t have a document where they
agree in writing to a different duration of payment. For this reason, the
opportunity to use this option is smaller than in the past. Also, since we don’t
have long payment duration as in the past, we cannot also exploit the flexibility to
anticipate the payment terms within the allowed time windows in order to exploit
favourable FX conditions. In such short period, we don’t have such significant
fluctuations of price that make this option feasible”
“We use budget for contingency to hedge against FX risk in case of new product
development… we don’t only need to buy production components but also
moulds… we bought 60–70% of moulds from China. In such cases, at the
beginning of the project, also because we have a budget for moulds and
equipment, because a large part of the budget is in USD dollars, we can consider
taking part of the cash to cover this risk, also because the level of investment is
not stable, it depends on the year”
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Table 4 Effects of FX variations on final product price

Supplier purchases (in USD) Vortice expectation

gross margin=30%
raw material costs=40%

Time 1 labor costs=20% Motor unit price= 133,33 GBP
overhead=10%

Motor unit price= 133,33 GBP
FX (GBP-USD)=0,75 gross margin=30% (equal)

Raw materials price increase=5% raw material costs=46,32% Vortice's expectation is to get a
Time 2 Overhead cost decreases = 3% labor costs=20% (equal) motor unit price reduction of

(2 years later) (lower energy costs) overhead=9,7% 17% =

Price proposed by the supplier=
106,02 GBP (117,8 Euro)

Price expected by Vortice=
111,11 Euro

Supplier production costs and price (in GBP)

FX (GBP-Euro)=0,75FX (GBP-USD)=0,68

FX (GBP-Euro)=0,90
(17% of increase)

Vortice’s approach to contracting approaches aims to create flexibility for creating
financial value in various external environmental contexts and situations, as well as
for its bargaining power with suppliers. In the case of some customized products,
for example, where Vortice is recognized as a market leader, there is consequently
power in the contract negotiation.

As a result, the mathematical indexes utilized, which correlate transaction prices
with FX rates and/or other drivers costs, are typically used where the advantage
coming from a direct negotiation is considered marginal by Vortice’s procurement
team.

A price revision mechanism linked to the FX rate expresses the risk of the sup-
plier’s organization to obtain lower revenues because of FX fluctuation, or the risk
of the buyer from price increases due to unfavorable currency rates. Frequently such
price revision mechanisms originate from suppliers because the suppliers usually
initiate contractual terms, including all commercial ones. Vortice then negotiates
starting from the proposal received from the supplier. A more complete approach
to negotiation requires a contextual verification of all the other cost factors which
contribute to forming the final price, including those connected with other curren-
cies. An example is provided below of the approach Vortice utilizes when there is an
adequate set of information available (see also Table 4).

Vortice buys from UK supplier a motor fan at the unit price of 133,33 EURO. The price
was formulated when the FX rate between the GBP and EURO was 0,75. The unit revenue
for the supplier is 100 GBP. The supplier has a gross margin of 30%, raw materials costs
of 40%, 20% labor costs, and 10% attributed to machining. The supplier purchases raw
materials in USD. The FX exchange rate is 0,68 GBP to one USD. After almost two years
the FX GBP/EURO has moved from 0,75 to 0,90. This FX rate shift would warrant Vortice
requesting a price revision. Vortice’s expectation is to attain a price reduction from 133,33
to 111,11 EURO, almost 17% less.

Other factors can likewise trigger a price change request. For example, raw materials cost
increases 5% (USD), while the machining cost decreases 3% due to lower energy costs. At
the same time labor costs are stable. Furthermore, the FX rate GBP to USD shifts from 0,68
to 0,75. Because of an increment in raw materials and variation in the FX rate GBP/USD
the cost has moved from 40 to 46,32 (+15%), labor costs are still 20% and machining costs
have moved from 10% to 9,7%. Keeping the same gross margin, the final price is 106,02
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GBP. The price proposed in EURO should be 117,8, which is 12% lower than the previous
price (133,33) but 6% higher than previous expectations.

Although the use of escalation clauses tied to indices provides Vortice with an
opportunity to mitigate FX risks, payment terms and payment duration are not per-
ceived by Vortice as viable FXmitigation approaches. Recently, the EU (hence Italy)
created regulations governing payment terms (Italian Decree Law No. 192/2012 and
EU 2011/7) by establishing, for instance, the maximum payment duration, which
can be negotiated but only according to strict rules (it requires an explicit agreement,
genuinely signed voluntarily by both parties, in order to exceed payment terms indi-
cated by law, excluding public companies which cannot exceed such terms). Also,
having payment durations shorter than in the past and the ability to anticipate the
payment terms within the allowed timeframes mean it has become unfeasible to gain
from favorable FX conditions in this context. Further, during such short periods there
are usually no significant fluctuations.

Overall, sourcing flexibility and escalation clauses are the two approaches most
frequently utilized at Vortice. Sourcing flexibility can be adopted when there are
enough suppliers to apply this flexibility approach and as well can be combined with
escalation clauses. Vortice’s purchasing department prefers, when possible, adopt-
ing sourcing flexibility due to the potential value the information obtained through
multiple suppliers may have either for improving current relationships or for negoti-
atingwith new suppliers. Contrarily, once an escalation contract is signed, the clauses
included only require checking the FX price movements and updating the price when
needed. The information gathered through multiple sourcing may strengthen the
purchasing power of Vortice in negotiating with other suppliers. Escalation clauses
are, however, an efficient way to manage contract in different currencies, because
establishing rules at the very beginning creates efficiency and limits opportunistic
behaviors. In this sense, Vortice perceives sourcing flexibility as a “strategic tool” to
adopt from a longer-term perspective (approximately 24 months), based on the FX
rate forecasts, while escalation clauses are a “tactical tool” to manage with specific
suppliers for shorter-term periodic FX rate fluctuations.

3.5 The Role of Functional Involvement

The collaboration among different functions has been highlighted by Vortice as a
key driver in creating and pursuing FX risk mitigation strategies, as summarized
in Table 3. Finance takes decisions regarding financial hedging strategies and is
strongly integrated with the purchasing and accounting offices, which develop FX
risk forecasts and cost analysis. The legal office also serves a significant role in
mitigating FX risk, particularly regarding the definition of contracting strategies
among different countries. Finance and Legal functions are therefore involved in an
integrated decision-making process with the scope to select the proper mix of FX
risk mitigation strategies in an efficient and effective manner.
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Table 5 Interview highlights on functional involvement

Themes Highlights

Functional
involvement and
financial
hedging

“For the financial hedging it is the FINANCE function that takes the
leadership; PURCHASING and ACCOUNTING are involved to some extent,
and FREIGHT FORWARDERS. When we receive invoices from the
forwarder, the FX rate is not the real FX rate of the period, since it is fixed by
the shipowner for the next incoming weeks, not referred to official sources
(such as BCE or others). Vortice spends a lot of money on transportation”

Functional
involvement and
sourcing
flexibility

“LOGISTICS because there is a trade-off where we try to push an extra stock
compared to natural requirement of the production plan. As inventory is one
of the KPIs of logistic function, we need to negotiate this internally.
FINANCE: we have a very good level of cash, but this creates some wrong
behaviour, because if you are confident that you have no problem with cash,
we can take the wrong decision. We decided to size an ideal working capital
for our company business and a physiological cash level. Whatever exceeds a
certain size is moved to another account, not an operative one. That means
that we cannot buy 1 million motors in USD because there is a big opportunity
in terms of FX rate since this decision may create problems for finance”

Functional
involvement and
escalation
clauses

“PURCHASING and only sometimes LEGAL office. Vortice does not have
an internal legal office. We have several types of contracts that we use as a
template for preparing agreements (we have to adjust parts of them). We
submit contracts to the external legal office only when we have important
clauses or the first time we sign a new contract different from the past ones”

Those functions that are directly responsible formanaging FX risks are purchasing
and engineering departmentswhich cooperate in understanding the effects of contract
negotiations on the Vortice supply chain and together develop the mathematical
models for addressing how FX risk can influence the total cost of products. Vortice
highlights the fact that the competitive intensity of the sector requires cross-functional
collaboration for mitigating risks related to the supply chain. Information sharing
among different departments is also perceived to be essential in order to take better
risk management decisions. Vortice recognizes that functional involvement and a
high level of expertise in managing and mitigating the various components of global
supply chain risk, such as FX risk, may have a direct effect on the organization’s
financial performance (Table 5).

4 Conclusions

This chapter presents a case study of a multinational SME operating globally in the
ventilation systems industry. FX risk is one form of risk many firms are exposed to in
their supply chains. Although FX risk exposure has been a challenge for many firms,
especially with the increasing pace of global sourcing, our understanding of supply
chain strategies for mitigating this form of risk is limited. Supply chain professionals
need to consider the financial effects of FX risk from multiple facets, including its
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impact on production cost variability, as well as understanding the implications in
terms of transfer pricing and taxation.

Specifically, the case study of Vortice highlights how FX risk is perceived and
managed in a global supply chain where large-sized suppliers sell their products in
USD, commercial trade is typically performed in GBP and EURO, and competition
is driven by efficiency, low inventory, and servitization. In this industry, like in many
others, FX risk has a relevant impact on the total cost of low-margin products. This
case provides insights into financing, operating, and contracting strategies firms may
want to consider in mitigating FX risk, and how these approaches are selected and
adopted in response to volatile currency fluctuations in global sourcing.

Further, FX risk is a cross-functional and cross-organizational challenge. Busi-
ness professionals in the areas of finance, operations, marketing, and legal, among
others, have insights and perspectives of global sourcing practices which can provide
a more holistic understanding to alternative approaches firms can adopt in mitigating
the effects of FX. Several of these approaches, such as those described in contracting
and operating strategies, also require input and coordination with key stakeholders
in the supply chain—specifically suppliers and customers. Managers need to under-
stand different financial, operational, and supply chain dynamics from these varying
perspectives to select the best choice of risk mitigation strategies.

Vortice considers FX risk as a potential source of higher costs and lower busi-
ness margins, which can make it more difficult to invest in new products. Given this
financial challenge, key mitigation strategies adopted by Vortice are sourcing flexi-
bility and escalation clauses, with financial hedging approaches selectively utilized,
as described in the case. Findings from this case can provide firms with an example
of approaches beyond financial hedging instruments for addressing FX risk in their
global sourcing practices.

Global sourcing has inherent risks from numerous sources. As long as countries
and regions retain their respective currencies, the challenge of FX risk exposure will
remain. Although many firms have sought to mitigate FX risk utilizing financial
hedging, other approaches from a supply chain management perspective can also be
considered for adoption.Although this case provides insight as towhat one SMEdoes
to mitigate this form of risk, much more research is needed to gain an understanding
of the contextual factors influencing which approaches are appropriate to adopt and
how those approaches can reduce the detrimental financial impact FX risk has on
firms.
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Chapter 24
The Paradox of Risk Management:
A Supply Management Practice
Perspective

Sudipa Sarker

1 Introduction

Theoretically, the risk management process, regardless of its domain of application,
consists of at least three linear steps: risk identification, risk assessment and risk
mitigation (Purdy 2010; Sodhi et al. 2012). A key assumption here is that a team of
people will first identify all the plausible risks by generating a process map of the
supply chain or consulting a risk register. Next, these identified risks will undergo a
suitable assessment method. Lastly, based on the prioritized values of these risks or
assessment scores, suitablemeasureswill be taken. This implicit assumption provides
a holistic, single-level and time-independent view of the risk management process,
which unfortunately is hardly ever challenged. This is probably because, with a
few exceptions (Norrman and Jansson 2004; Ellegaard 2008; Kayis and Karningsih
2012), not many studies in the area of supply chain risk management focus on how
the identification, assessment andmanagement of risks are actually carried out inside
an organization.

This paper is based on the serendipitous findings from a leading global organi-
zation, in which the risk management practice did not match the above portrayal of
risk management in the theory (Ho et al. 2015) and widely referred to standards (ISO
2009). To reveal this anomaly between theory and practice, the principal research
questions explored in this study are: (1) how are risks managed (i.e., identified,
assessed and mitigated) inside a large global organization and (2) why may risk
management in practice differ from the theory and widely accepted standards?

To delimit the scope of this paper, the focus is on supply risk management. The
rationale behind this delimitation is the seminal paper by Tang (2006), in which
the author conceptualizes four basic approaches to supply chain risk management:
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supply management, product management, information management and demand
management. This paper stresses the supply management approach to managing
supply chain risks. Furthermore, to reveal the paradox and to form an alternative
conceptualization of risk management, Whetten’s (1989) framework for theoretical
contributions is applied. This forms the basis for the key contribution of this paper,
which is the assertion that risk management in practice is not as holistic, single-level
and time-independent activity as it is presumed to be in theory (Ho et al. 2015)
and is widely referred to standards (ISO 2009). Thus, the hope is that this paper
will assist researchers in supply chain risk management to develop models that are
much closer to reality. Moreover, this paper is expected to enable practitioners to
recognize the risk management activities that are carried out within a particular
process (e.g., supplymanagement) in a large global organization. This understanding
will guide managers towards a more comprehensive picture of supply risk as well
as its identification, assessment and mitigation methods. The rest of the chapter
is organized in the following sections: literature review, research design, results,
discussion, conclusions and future directions.

2 Supply Management Process

The terms “purchasing”, “sourcing” and “supplymanagement” are used interchange-
ably in the literature. However, supply management, in addition to conventional pro-
curement activities, such as searching for and selecting suppliers, order allocation
and payment, involves activities such as strategic sourcing and the receiving and
inspection of delivered goods (Fraser et al. 2011). According to Tang (2006), supply
management deals with five interrelated issues: (1) supply network design; (2) sup-
plier relationship; (3) supplier selection; (4) supplier order allocation and (5) supply
contract. For all these issues, certain activities are performed to manage and ensure
the supply of incoming materials. For instance, supplier networks can be redesigned
by performing activities such as altering the available suppliers and manufacturing
facilities. Similarly, supplier relationships can be nurtured by segmenting suppliers
into different segments and then deploying strategies for each segment. In supplier
selection, the typical activities performed are identifying supplier selection crite-
ria, finding suppliers and selecting suppliers. In this paper, the supply management
process of the case organization is examined by scrutinizing four critical activities
that are carried out to manage the supply: new supplier selection, strategic sourcing,
delivery and inspection and managing the portfolio of existing suppliers.

3 Supply Risk Management

The two predominant sources of supply risks are inbound supplier failures and fail-
ures occurring in the supply market (Zsidisin 2003). Inbound supplier refers to a
supplier that belongs to the upstream part of the supply chain. Similar to supply
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chain risk management, the management of supply risk passes through the stages
of risk identification, assessment and mitigation (Ho et al. 2015). The difference is
that supply chain risk, contrary to and in addition to supply risk, encompasses opera-
tional risk and demand risk (Manuj andMentzer 2008). In this paper, only supply risk
management activities that are performed during the supply management process are
recognized. Four critical risks from upstream suppliers are identified: financial risk,
sourcing risk, performance risk and sustainability risk. The following subsections
extract from the literature the key methods for risk identification, assessment and
mitigation for managing supply chain risk.

3.1 Risk Identification

The methods for identifying risks are classified into four different categories: com-
mon listing, taxonomy-based, scenario-based and objective-based process mapping
(Singhal et al. 2011). The common listing approach (Christopher et al. 2003) lists the
historical events of risks. In comparison, the taxonomy-based approach (Lockamy
and McCormack 2012) provides a framework to extract and organize risk identifi-
cation activities from business functions. Scenario analysis (Dani and Ranganathan
2008), on the contrary, analyses the key risk factors and their effects on supply
chain performance. In addition to identifying risk and creating a risk profile for an
organization, the scenario analysis approach assists in building contingency plans for
treating various risks. Process mapping, such as process failure mode and effect anal-
ysis (PFMEA) (Canbolat et al. 2007) and hazard and operability analysis (HAZOP)
(Tummala and Schoenherr 2011), as opposed to the previous approaches, displays
the root causes of failures due to risk exposure. Most of these risk identification
methods share the holistic assumption of risk management and attempt to recognize
all possible risks an organization may have.

3.2 Risk Assessment

The assessment of supply risk has received much more attention than that of risk
identification (Ho et al. 2015). The prevalent risk assessmentmethods in the literature
are the riskmatrix (Griffis andWhipple 2012), the analytical hierarchy process (AHP)
(Radivojević and Gajović 2014), scenario analysis (Asbjørnslett 2008), different
types of FMEA (failure mode effect analysis) (Kumar et al. 2013), frequency space
(Ganguly and Guin 2011), multi-criteria scoring (Lockamy and McCormack 2012),
the risk pyramid (Tummala and Schoenherr 2011) and so on. Few authors have
combined both identification and assessment methods of risk. For instance, Cagliano
et al. (2012) have developed a methodology for supply chain risk identification and
analysis. Though the above-mentioned techniques are different, they as well share
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the holistic assumption of risk management and try to assess all possible risks an
organization may have using one particular method.

3.3 Risk Mitigation or Treatment

Like risk assessment, risk mitigation has also received significant attention from
scholars (Ho et al. 2015). Supply risk can be treated by adopting behaviour-based
management techniques (Zsidisin and Ellram 2003), by creating strategic supplier
relationships (Hallikas et al. 2005), by reducing the supply base complexity (Choi
and Krause 2006), by determining the optimum number of suppliers (Ruiz-Torres
and Mahmoodi 2007) and by choosing dual sources instead of single sources (Li
et al. 2010). Furthermore, a few authors, in addition to Tang (2006), argue for the
criticality of the supply management process for the management of supply risk. For
instance, Gualandris and Kalchschmidt (2014) introduce the concept of risk manage-
ment preparedness and claim that the preparedness of supply chain risk management
depends on factors such as supplier integration and development, strategic sourcing,
supplier selection, supplier portfolio management andmanufacturing postponement.
Similarly, Reuter et al. (2010) argue that supplier risk management must be tightly
interlocked with the supplier management process.

4 Case Study Methodology and the Single-Case Design

To understand risk management from the supply management practice perspective
and answer the research questions, this paper uses a single, in-depth, embedded case
study design with the supply management process as the unit of analysis (Yin 2009).
A single-case study design is chosen because of its ability to provide a rich as well
as a deep understanding of the complexity of the reality (Benbasat 1987). Although
single-case studies are rare, they are not entirely absent from the extant literature on
supply chain riskmanagement. A few notable ones are those byNorrman and Jansson
(2004), Ritchie and Brindley (2007) and Ghadge et al. (2012). Among these studies,
only that by Norrman and Jansson (2004) looks closely into the empirical case of
Ericsson and presents in detail Ericsson’s method of managing supply chain risk.
This paper, in comparison with Norrman and Jansson’s (2004) study, dives deeply
into the risk management activities within the supply management process of a large
global organization.
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Fig. 1 Case organization’s global presence and sales mix

4.1 Empirical Setting

The case organization is a conglomerate of 200 independent subsidiary companies
(i.e., business units) spread across 70 countries around the world. Since its inception
in 1994, by growing inorganically through acquisitions, the case organization has
developed from a regional company into an international group with a current sales
value of 7 billion euros and 43,000 employees. The principal product historically
has been automatic and manual door locks (product 1). Over the years, the group has
diverged into products such as electronic ID and access cards (product 2) and entrance
solutions (product 3) to facilities such as hospitals, stadiums and hotels. To manage
the diverse as well as dispersed business units, a decentralized management structure
is adopted by the top management of the group. As a result, three regional divisions
and two global product divisions work independently to manage the business units
under each division. A comparative picture of these five divisions is presented in
Fig. 1. Divisions A, B and C manufacture and sell product 1 and are located in
America, Europe–Africa–Middle East and Asia Pacific, respectively. Divisions D
and E operate globally and sell product 2 and product 3, respectively.

4.2 Data Sources

To ensure triangulation of information (Eisenhardt and Graebner 2007), data were
gathered from three distinct sources: (1) semi-structured interviews, meetings and
discussions with multiple respondents; (2) internal documents that are not avail-
able publicly and (3) observational data obtained during interviews, meetings and
discussions.
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4.2.1 Semi-structured Interviews, Meetings and Discussions

Eighteen respondents were interviewed from the case organization, positioned at
different levels (e.g., three vertical levels, i.e., the group level, divisional level and
business unit level andfive horizontal levels, i.e., five divisions). The chief technology
officer, the group supply chain director, the group quality and sustainability manager
and the group risk insurance manager were from the group level. Sourcing directors
and category managers were from the five divisions of the case organization and
represented the divisional level. Purchasing managers represented the business unit
level. Most of the respondents from the case organization were met multiple times
during interviews, meetings and discussions held over a period of eight months.
Additionally, one respondent from a key supplier and two respondents from the
insurance provider of the case organization were interviewed to gather information
about supply risk management from all the relevant sources.

4.2.2 Documents

The respondents were asked to provide presentations, Excel sheets, risk reports and
audit reports. A total of 48 risk-related documents were collected from the orga-
nization. The documents included information on supplier criticality assessments,
supplier risk assessments, manufacturing site risk assessments, sustainability audit
reports, presentations on the case organization’s risk management strategies, supply
chain failures and sourcing strategies.

4.2.3 Observational Data

The observational data consisted of actual notes from interviews, meetings, discus-
sions and a factory visit. During the factory visit, the author spent an entire day with
a purchasing manager of the case organization to scrutinize in detail the risk man-
agement activities performed during the supply management process at the business
unit level.

4.3 Data Analysis

The data analysis is performed based on the framework questions proposed by
David Whetten (1989) for evaluating theoretical contributions. According to Whet-
ten (1989), a complete theory has to have certain key elements, which can be assessed
by asking basic questions such as what, who, where and when, how and why.
From his perspective, the “what” element is a variable, construct or concept. In
this paper, “what” refers to the supply risk of concern. The “who”, “where” and
“when” elements, in the author’s opinion, set the boundary conditions for the theory.
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In this paper, “who” refers to the person who manages (i.e., identifies, assesses and
mitigates) the risk. The “where” and “when” elements, respectively, refer to the
location of the risk and the process in which a particular risk is managed. Although,
according to Whetten (1989), the “how” element refers to the mechanisms of rela-
tions among the constructs/variables/concepts, in this paper the how element answers
the question of how a particular risk is identified, assessed and mitigated. Lastly, the
“why” element, according to the author, refers to the underlying factors that explain
the relationships between the concepts. Likewise, thewhy element in this paper refers
to the rationale behind a particular method formanaging risk in the case organization.

5 Supply Management Process in the Case Organization

Supply management in the case organization is a group-level function. As a result,
although the organization is divided into five decentralized divisions, the activities
carried out to manage the supply within these five divisions are more or less similar.
This subsection is organized according to the critical activities of the supply man-
agement process that were discussed in the literature review section as well as being
found to be performed in the case organization. These activities are: (1) selection
of new suppliers; (2) strategic sourcing; (3) receiving and inspecting goods and (4)
managing the portfolio of existing suppliers.

5.1 New Supplier Selection

Supplier selection is considered as one of the key processes for managing the supply
of material. The rationales are that the case organization wants to be innovative and
cost-efficient and to increase its market presence. Therefore, having new suppliers in
the portfolio of existing suppliers is quite important for the organization. According
to the procurement director of division B:

… quite frankly, in direct procurement, we have 3400 suppliers at this moment in
time; I have put in plan that we will drive down to 1000 by 2020 and of that thousand
in 2020, my feeling is 500 will be brand new suppliers.

The above quote projects how critical it is for the case organization to search for
new suppliers. The category managers of the case organization were mandated by
their respective sourcing directors to select new suppliers. Thus, the new supplier
selection is carried out at the divisional level.
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5.2 Strategic Sourcing

The term strategic sourcing translates into strategies that are decided at the group level
by the group supply chain director. These strategies are to have a limited number
of suppliers, strategic partners, supplier agreements, category management, value
engineering, a sustainable supply base and zero-defective suppliers (source: company
internal presentation). Strategic sourcing, like new supplier selection, is performed at
the divisional level. The sourcing directors have the mandate to develop and decide
on appropriate sourcing strategies for sourcing key categories of each division. In
comparison, the category managers operationalize those strategies and source from
the suppliers accordingly. According to the quality and sustainability manager of the
group, professional sourcing is about keeping the supplier base limited, choosing
strategic partners, managing categories, building supplier relationships, developing
suppliers and reducing costs. In his words:

We need a limited number of suppliers and strategic partners… The other thing is
the category of management, which is how we organize our categories and sourcing;
that is, the glue that contains the supplier relationship, which supplier to develop,
how to reduce cost, etc.

5.3 Receiving and Inspecting the Delivered Goods

In the words of a purchasing manager in the case organization, the responsibility of
a purchasing manager is as follows:

We are responsible for the supplier base. We do commercial agreements, prices,
on-time delivery, frameworks and rules for working with suppliers.

The above quote portrays the types of activities that are performed at the business
unit level of the case organization by the purchasing managers. These activities are
making agreements with suppliers, setting the prices and ensuring on-time delivery
of the purchased items.

5.4 Managing the Portfolio of Existing Suppliers

To manage the portfolio of existing suppliers, one of the key activities performed
at the case organization is to carry out sustainability audits. Having a sustainable
supply base is a group-level strategy. The group has a corporate KPI for how many
suppliers are auditedwithin a year.According to the group’s quality and sustainability
manager.

Given that it is a sizeable and decentralized organization, shaped by acquisitions,
and a growing number of suppliers in low-cost countries, of which some perform
manual labour, it is fair to say that the company’s supply chain has inherent risks.
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The above quote demonstrates the case organization’s need to perform sustainabil-
ity audits on a regular basis because of the growing number of suppliers in low-cost
countries with manual labour.

6 Supply Risk Management in the Case Organization

Supply risk management in the case organization is deeply coupled with the supply
management processes. At the corporate level, the group has a riskmanagement func-
tion. However, this function manages business risks for the case organization. The
management procedure for this risk is to transfer the risk to the insurance provider.
The properties (e.g., business units) are insured by the insurance provider for risks
such as physical damage to the manufacturing units due to fires and natural disasters.
However, as an extension of this insurance, and for some rare cases, business units
can also be insured for suppliers’ failures. All these are evident in the following quote
by the group risk insurance manager.

So, there is a risk management process within the group for each division … Our
main partner is X, which is also our insurance company, for property and business
interaction…Obviously, they target the most profitable and the biggest values (busi-
ness units), wherever they are. Within the insurance coverage, there is also cover for
suppliers and the supply chain, and that goes for as many tiers as you like.

Apart from the business risk, which is managed by the insurance provider of
the case organization, four types of risks are observed to be identified, assessed
and mitigated across the five supply management processes of the organization. All
these risks are mapped according to the Whetten (1989) framework in Table 1 and
discussed in the subsequent sections.

6.1 Financial Risk

Financial risk from suppliers is identified, assessed andmitigated during new supplier
selection at the divisional level by the category managers. Financial risk refers to
the risk of suppliers becoming bankrupt. The identification process of such risk in
the case organization is to check suppliers’ financial health in a public database
named Dun & Bradstreet (D&B). Dun & Bradstreet (D&B) is an organization that
holds credit reports on 235 million companies across 200 countries worldwide. By
looking at suppliers’ financial performance (e.g., payments to suppliers’ supplier)
over several years, category managers can predict the future bankruptcy risk from
suppliers. The mitigation process of such risk is as simple as not selecting or not
including a financially unstable supplier as a new supplier to the group. The reason
for this risk being identified, assessed and mitigated at the divisional level and by the
category managers is that category managers are the ones who are responsible for
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Table 1 Risk management within the supply management process

Risks (what?) Whetten’s (1989)
Framework

Identification Assessment Mitigation

Financial risk Who? Category managers

When, where? During new supplier selection, at the divisional level

How? D&B database Not selecting a
financially risky
supplier

Why? Category managers are in charge of selecting a new
supplier in the case organization

Sourcing risk Who? Sourcing directors and category managers

When, where? During sourcing from suppliers, at the divisional level

How? Kraljic matrix, spend analysis Reducing
dependence on
suppliers by
keeping dual
sources and
finding
alternative
materials, etc.

Why? Sourcing directors and category managers are
responsible for sourcing at the divisional level

Performance risk Who? Purchasing managers

When, where? During delivery and inspection at the business unit
level

How? KPIs Raising quality
claims,
blacklisting
suppliers

Why? Purchasing managers deal with contractual issues
with the suppliers and receive purchased goods from
suppliers

Sustainability
Risk

Who? Group quality and sustainability manager

When, where? While carrying out sustainability audits at the group
level

How? Sustainability audits Removing
suppliers that
have high
sustainability
risks

Why? Having a sustainable supply base is a group-level
function
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selecting suppliers as well as being entitled to include new suppliers in the existing
supply base.

6.2 Sourcing Risk

Sourcing risk from suppliers is identified, assessed and mitigated during the sourc-
ing of materials from the existing portfolio of suppliers at the divisional level by
the sourcing directors and the category managers. It includes risks such as volume
dependence on suppliers, dependence due to a sole sourcing situation or dependence
because suppliers are contract manufacturers and produce customized products only
for the case organization. Such risk is identified and assessed in two ways: first, by
performing a spend analysis of the purchased goods and material, which gives an
indication of how large a volume in monetary values is purchased from a particular
supplier and, second, by using matrices such as that of Kraljic (1983), which gives an
indication of the supply market of the purchased goods and services. The sourcing
risks that are identified and assessed by Kraljic’s (1983) matrix are related to the
nature of sources (e.g., single source, dual source), the nature of the buyer–supplier
power relationship, criticality and the scarcity of the raw material. The mitigation
procedures that are followed in the case organization for such risks are to keep dual
sources instead of single sources, keep inventories for critical items and redesign
the product with an alternative material when its current raw material is scarce. The
reason for this risk is identified, assessed and mitigated at the divisional level and by
the sourcing directors and category managers, as they are the ones who are respon-
sible for deciding and implementing sourcing strategies for a particular category of
materials.

6.3 Performance Risk

Performance risk from suppliers is identified, assessed and mitigated during delivery
and inspection of the purchased material, at the business unit level, by the purchasing
managers. Risks such as quality risk and delivery risk are considered as performance
risk from suppliers. The identification and assessment technique of such a risk is to
check it against the key performance indicators (KPIs) for the suppliers. To judge
the quality risk from a supplier, the measurement procedure is to count the number
of quality complaints raised against it. Similarly, to assess the delivery risk, the
number of times that suppliers met the on-time delivery requirement is checked. The
mitigation technique for such a risk is to raise quality claims with the supplier and
blacklist non-performing suppliers so that no further orders are given to them. The
reason for this risk being identified, assessed and mitigated at the business unit level
and by the purchasing managers is that the purchasing managers are responsible for
receiving and inspecting the materials delivered by the suppliers.
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6.4 Sustainability Risk

Sustainability risk from suppliers is identified, assessed andmitigated while carrying
out sustainability audits. These audits are driven by the group quality and sustain-
ability manager, who is positioned at the group level. The risks that are considered
under the umbrella of sustainability risk from suppliers are ethical concerns, workers’
rights, health and safety issues, issues with the working environment and manage-
ment system and so on. The identification and assessment procedure of such risk is
to perform sustainability audits on suppliers from low-cost countries. The mitigation
procedure that follows such sustainability audits is to warn non-sustainable suppliers
as well as removing suppliers that are high in sustainability risk. The reason for this
risk being identified, assessed and mitigated at the group level and by the quality
and sustainability manager of the group is that he is responsible for carrying out
sustainability audits of low-cost country sources.

7 Discussion

This section of the paper is guided by the research questions for this study. The
research questions are: (1) how are risks managed (i.e., identified, assessed and
mitigated) inside a large global organization and (2) why may risk management in
practice differ from the theory and widely accepted standards?

7.1 How Are Risks Managed (i.e., Identified, Assessed
and Mitigated) Inside a Large Global Organization?

The results reveal that various types of risks are identified and assessed using differ-
ent methods. For instance, financial risk from suppliers is identified and assessed by
checking a public credit report database, whereas sustainability risk is identified and
assessed by carrying out sustainability audits. For research, this finding implies that
methods for risk identification and assessment are required to be customized for the
risk in concern. In other words, a method for identifying and assessing financial risk
cannot be used for identifying and assessing sustainability risk. Most models in liter-
ature for risk identification (e.g., Christopher et al. 2003; Lockamy and McCormack
2012) and assessment (e.g., Ganguly and Guin 2011; Griffis and Whipple 2012)
typically attempt to identify and assess all possible risks an organization may have.
Possibly because, these models rely on the holistic perception of risk management.

Findings also suggest that for mitigation techniques, the case organization closely
follow the prescriptions of literature and vary techniques depending on the type of
risk being managed. For example, the mitigation technique for a risk of high-volume
dependence on a supplier is to distribute the volume between at least two sources
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(Li et al. 2010). In comparison, themitigation technique for non-performing suppliers
is to blacklist them and not to source from them, which is a kind of behaviour-based
management (Zsidisin and Ellram 2003) of risk. For research, this implies that when
it comes to mitigation techniques, unlike for risk identification and assessment, the
practice closely matches the theory.

The findings also reveal that different types of risks are managed at different
levels of the organization (e.g., the corporate level, divisional level and business unit
level). For instance, financial and sourcing risks are managed at the divisional level,
whereas sustainability risk is managed at the corporate level. Moreover, performance
risk is managed at the business unit level. Furthermore, the results from the analysis
also show that different types of risks are managed by different personnel of the
organization. For instance, the sourcing director and category managers manage
sourcing-related risk. In comparison, purchasing managers manage quality risk and
delivery risk. Similarly, sustainability risk is managed by the group’s quality and
sustainability manager and financial risk is managed by the category manager. These
findings go against the holistic, single-level perception of riskmanagementwhich is a
team of people from several functionalities (e.g., production, marketing and quality)
identifies and assesses all plausible risks of an organization and mitigates risks based
on the prioritized scores of different risks. For research, these findings imply that in
reality different risks can be identified, assessed and mitigated in parallel by several
people positioned at various hierarchical levels of an organization. In other words,
risk management in practice may not be as integrated as it is presumed in theories.

The outcome of this study also demonstrates that various types of risks are iden-
tified, assessed and mitigated during various processes. For instance, financial risk
from suppliers is managed during the new supplier selection process, whereas sourc-
ing risk is managed during the sourcing process. Similarly, performance risk is
checked only when a supplier is delivering goods to the organization. For research,
this implies that various risks may become relevant at different times during the
supply management process. In other words, this finding suggests that it may not be
possible to identify all possible risks from suppliers during a new supplier selection
process because only when the chosen supplier has started delivering goods, can the
performance risk from that supplier be recognized.

In sum, the above findings reveal that different types of risks are managed in
parallel, at different hierarchical levels of the organization (e.g., divisions, group
level and business unit level). The findings consequently question the conventional
notion of risk management, which is holistic, single-level, time-independent and
thought to be performed by a group of people who identify all the risks so that these
risks can be assessed and mitigated. Accordingly, the findings present a fragmented,
multilevel and time-dependent view of risk management from the case of a large
global organization.
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7.2 Why May Risk Management in Practice Differ
from the Theory and Widely Accepted Standards?

Based on the results of this paper, this question can have at least three plausible
answers. The first is that different risks are owned by different people working at
various hierarchical levels of the organization set by the division of labour for man-
aging the supply. Therefore, they manage the risk that they own and use different
methods to identify and assess it based on the risk of concern. For instance, because
category managers are responsible for new supplier selection, they check the risk
(e.g., financial risk) that is relevant for selecting a new supplier. Similarly, a sus-
tainability manager who is responsible for maintaining a sustainable supply base
manages the sustainability risk from the supplier. The identification and assessment
of this risk are performed while he carries out sustainability audits on suppliers.

The second is that the supply risk is managed during the supply management pro-
cess and is not managed by a separate risk management function in the organization.
This is because, even though the case organization has a risk management function
at the corporate level, the risk handled by this function is business-related risk and
in this particular case, it is the risk of property damage of the case organization’s
manufacturing facilities. The management procedure for that risk is to buy insurance
from the insurance provider. However, the key question here is whether or not it is
possible to manage supply risk within the corporate risk management function. For
this particular case, it was not feasible to manage the supply risk within the corporate
risk management function because of the nature of the organization.

Consequently, the third plausible answer relates to the structure of the case organi-
zation. The case organization is large and operates in 70 countries around the world.
It has 200 independent companies under its umbrella, managed by 5 independent
and decentralized divisions. Though in every respect, the case organization is one
focal firm (e.g., amanufacturing firm) in its supply chain, which consists of numerous
suppliers, distributors, wholesalers and customers, it is still not a single organization.
To match the diverse supply and customer bases that this particular organization has,
the organization needs to be decentralized and dispersed around the globe. This kind
of structural diversification of an organization is not new in the organizational theory
and design literature and has long been discussed by scholars such as Thompson,
March, Simon, Lawrence and Lorsch and termed requisite variety (Dooley 2002).
Hence, it is nearly impossible for large and complex organizations to manage supply
risk by a group of people at the top level of the organization or by a corporate risk
management function. Therefore, risk management activities have to be designated
to different people at different hierarchical levels of the organization based on the
roles, responsibilities and functions performed.

To summarize, risk management practice may differ from the theoretical assump-
tion of holistic, single-level and time-independent activity because different people
may own diverse risks, they may be managing these risks within a particular pro-
cess (e.g., supply management), and the structure of the organization may create an
obstacle for managing risk holistically.
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8 Conclusions and Future Research Directions

How are risks managed in organizations? The findings from this paper reveal that
risks that arise at different times of a supply management process are managed by
different people, working at different levels, using different methods for the iden-
tification, assessment and mitigation of risks. The key contribution of this study is
this paradoxical view of risk management, which is much more fragmented than
is presumed in theories. Conventional risk management theories are anchored in a
monolithic view of organizations that is holistic in nature. By usingWhetten’s (1989)
framework for theoretical contributions, this paper discovers that risk in large, global
and complex organizations may not be managed by a group of people identifying,
assessing and mitigating all types of risks altogether. Moreover, the findings also
reveal that not all organizations may manage supply risk as a corporate function. The
reality is that risks such as supply risk may be managed within the supply manage-
ment process of large global organizations. This requires the involvement of different
people, because no single individual can manage the whole supply management pro-
cess. Therefore, the management of such risks has to account for the division of
labour, associated diversification of functions, roles and responsibilities as well as
the decentralized structure that may exist in large organizations.

Consequently, futuremodels need to be adjusted to this fragmented and silo-based
view of risk management. In other words, as necessary as it is to develop models
that can identify and assess all risks together, the silo nature of risk management
suggests that models to identify and assess a particular type of risk are also required.
For instance, models that can predict the financial health of a number of suppliers
from a public database or can assess sustainability risk from suppliers. Furthermore,
future research should be directed towards understanding why risk management
practices in large organizations may occur in silos. Moreover, this paper reveals one
(e.g., supply management) of the four approaches to managing supply chain risk by
Tang (2006). Future research can also check how supply chain risks are managed by
handling the demand, product or information or all of these together.
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Radivojević, G.,&Gajović, V. (2014). Supply chain riskmodeling byAHP and fuzzyAHPmethods.
Journal of Risk Research, 17(3), 337–352.

Reuter, C., Foerstl, K., Hartmann, E., &Blome, C. (2010). Sustainable global supplier management:
the role of dynamic capabilities in achieving competitive advantage. Journal of Supply Chain
Management, 46(2), 45–63.

Ritchie, B., & Brindley, C. (2007). an emergent framework for supply chain risk management and
performance measurement. The Journal of Operational Reseach Society, 58(11), 1398–1411.

Ruiz-Torres, A. J., & Mahmoodi, F. (2007). The optimal number of suppliers considering the costs
of individual supplier failures. Omega, 35(1), 104–115.



24 The Paradox of Risk Management: A Supply Management … 437

Singhal, P., Agarwal, G., & Lal Mittal, M. (2011). Supply chain risk management: review, clas-
sification and future research directions. International Journal of Business Science and Applied
Management, 6(3), 15–42.

Sodhi, M. S., Son, B.-G., & Tang, C. S. (2012). Researchers’ perspectives on supply chain risk
management. Production and Operations Management, 21(1), 1–13.

Tang, C. S. (2006). Perspectives in supply chain risk management. International Journal of Pro-
duction Economics, 103(2), 451–488.

Tummala, R., & Schoenherr, T. (2011). Assessing and managing risks using the supply chain risk
management process (SCRMP). Supply Chain Management: An International Journal, 16(6),
474–483.

Whetten, D. A. (1989). What constitutes a theoretical contribution? The Academy of Management
Review, 14(4), 490.

Yin, R. K. (2009). Case study research: Design and methods (4th ed.). California: Sage Inc.
Zsidisin, G. A. (2003). A grounded definition of supply Risk. Journal of Purchasing and Supply
Management, 9(5–6), 217–224.

Zsidisin, G. A., & Ellram, L.M. (2003). An agency theory investigation of supply risk management.
The Journal of Supply Chain Management, 39(2), 15–27.



Chapter 25
Risk in Complex Supply Chains,
Networks and Systems

Christine Mary Harland

1 Introduction

InHarland et al (2003), the supply chain concerns of the timewere increasing product
and service complexity, e-business, outsourcing and globalisation, all leading to
increasingly complex, dynamically changing supply networks, shifting the location
of risk within those networks (Harland et al. 2003).

At that time, there had been relatively little research examining networks outside
manufacturing. Most supply network research had been from the perspective of a
focal organisation trying to influence its upstream supply market and its downstream
customer market (Nishiguchi 1994; Womack et al. 1990). In focal firm networks,
strong, powerful, focal organisations were attempting to manage risk in the network
to reduce their own exposure. However, there are many different types of supply
networks; few supply networks are dominated by one, powerful, focal organisation.
Some have a number of powerful and influential actors; consider how Nestle, the
world’s biggest food manufacturer, and Walmart, one of the world’s biggest compa-
nies and grocers, might exert their own strategies on networks they both operate in.
The tensions arising in supply networks from different actors attempting to impose
their strategies on the rest of the network is one source of complexity.

In private-sector networks, i.e. those containing mainly for profit organisations,
whilst there may be tensions from different actors trying to exert power and control,
at least there is goal congruence to some extent; in that, all the actors are seeking to
make profits. At a detailed level, it can be argued that there is goal incongruence;
in that, each organisation wants to make profit for its own shareholders, so profit
distribution across the network is always contested. However, the views and aspira-
tions of all the network players are focused on profit making, providing a degree of
commonality of language and culture. Supply networks that contain organisations
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with more extreme goal diversity are more complex for a number of reasons. Con-
sider supply networks in the health sector that contains organisations in public-sector
health services, with chains of supply following primary care diagnosis at a general
practitioner, to secondary care through referral of a patient to an acute general hos-
pital and possibly to tertiary care to a specialist hospital then to care in the commu-
nity through social services. These supply networks also contain private-sector care
providers, upstream private-sector suppliers of all the equipment and supplies used
in healthcare, third-sector organisations providing charitable support, government
departments providing funding and political influence and interference, universities
integrated with teaching hospitals and so on. In these networks goal diversity of
profit making or not for profit, patient care, budget adherence, research excellence,
regulatory and legal compliance, political reputation and patient and public voice
all form a maelstrom of conflicting objectives, languages, ethics, focus on different
time horizons and different styles of governance within the network.

Supply networks that straddle the public–private interface are fascinating, com-
plex networks to research, and to date, there have been very few empirical studies at
the level of the network (Provan et al. 2007). Currently we have little understanding
of the particular challenges faced by these networks, the risks they face and how they
attempt to mitigate those risks. The United Nations and smart cities are examples
of supply systems comprising many networks and vast numbers of network actors,
with no single organisation able to exercise control over the system. Rather, these are
confederal systems with multiple actors with varying degrees of power and influence
over their networks.

Conceptualisations of supply risk were focused originally on risk for a single
private-sector organisation relating to its immediate suppliers or a supply market
failing (Zsidisin 2003). In a study of risks in private-sector supply networks, four
types were identified—too low or inappropriate demand, problems in fulfilling cus-
tomer deliveries, cost management and pricing and weaknesses in resource manage-
ment and flexibility (Hallikas et al. 2004). However, little attention has been paid, to
date, on conceptualisation of supply risk in more complex public- and private-sector
networks.

Using examples, this chapter examines issues and challenges facing complex
inter-organisational networks and systems that straddle public and private sectors
and explore risks and mitigation that are specific to these types of network. These
examples are used to form an initial conceptual framework that might be tested in
future empirical research.

2 Examples of Complex Supply Networks and Systems

Here three examples are provided to examine risks in complex supply chains, net-
works and systems where complexity arises from not for profit and private-sector
actors interfacing, tensions arising fromanumber of powerful players beingpresent in
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the same network and diversity existing in goals, languages, cultures and approaches
to governance.

2.1 Example A: Humanitarian Aid Supply

Humanitarian aid supply networks typically involve two main categories of net-
works—those that respond to crises such as natural disasters, extreme poverty and
impact of war or terrorism and those that work in the medium to long term to
develop economies, societies and businesses to achieve sustainable improvement.
Crisis response networks are driven by the nature of the crisis, the scale and speed of
response required and the risk to those affected. Longer term development networks
can operate with greater planning and control and more balanced workloads and
schedules of resources in the network. This explains why some aid organisations
have two main divisions to deal with crisis response and longer term development.

Organisations involved in supplying humanitarian aid come in all shapes and sizes
and play a range of roles. Large, United Nations organisations such as UNICEF
and the World Health Organization have a particular focus, e.g. improving lives of
children or improving health, and they tend to play policy and advisory roles inter-
nationally as well as providing aid in response to crises. They require ambidexterity
in terms of crisis response and longer term development objectives. Much of their
funding comes from the United Nations, but they also run substantial international
donation promotions.Other smaller aid organisations relymore heavily on donations,
bequests and volunteering to fund and operate their aid networks.

When a disaster or crisis occurs, typically a number of aid organisations will
respond, but in addition logistics organisations, private-sector suppliers, individ-
uals, communities local to the crisis, governments and the media will all appear
fairly rapidly on the ground at the scene where aid is required. Complex systems of
resources have to be mobilised in a crisis. These include:

• cash and tangible donations, such as food, shelter and clothing,
• medical supplies with varying requirements for safety and control,
• organised supply networks of supplies of equipment, staff and consumables inter-
nal to the aid organisations,

• munificent private-sector company resources donated,
• individual volunteers,
• military and police force protection,
• local emergency services,
• local governments and communities.

The mobilisation of these resources varies depending on the nature and location
of the crisis, the scale and diversity of aid providers and the degree of stakeholder
objective diversity.
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2.1.1 Nature of the Task

The nature of the crisis brings with it a set of challenges to be faced by the providers
of aid. There may be danger for aid providers in territories at war, risk of infection
and contagion with epidemics or dangers associated with natural disasters such as
flooding after a tsunami.

The geographic location of the crisis impacts on challenges to supply network
actors to access those requiring aid, assess the situation, communicate with other
actors and local communities, mobilise resources and deliver aid. The demograph-
ics of the crisis site impact on challenges to supply network actors—for example,
providing aid to a densely populated urban area affected by an earthquake is very
different to exploring inaccessible, remote regions to locate communities’ cut-off
from supplies by civil war.

The scale of the crisis and the speed of impact influence how many aid organ-
isations might respond to provide support. Large-scale devastation that is globally
reported by international media triggers response from international aid organisa-
tions, individual volunteers, private-sector donors of supplies, public advertising
appeals for donations of cash, food and shelter. The larger the scale of the crisis and
the greater the speed and severity of impact both influence complexity of supply
networks and systems.

2.1.2 Diversity of Actors in the Supply Networks

Large, well established and organised aid providers with a wealth of experience bring
with them not only substantial resources but the skills and expertise on mobilisation
and coordination of people, materials, information, technology and equipment. They
have existing network contacts in local governments and local aid providers that
can be activated. This is in stark contrast to the actors who, through goodwill and
charity, descend upon a crisis scene volunteering and providing aid where they can.
Charitable organisations and benefactors worldwide gather and attempt to distribute
donated supplies to the crisis scene. However, keeping the much needed donor and
volunteer community on side when they may not have the same level of expertise,
skills and understanding of the issues, requires skills on behalf of those actors who
step up to act as network leaders.

In a study of emergency aid networks across the EU, it was found that command,
control and communication systems of the different actors involved in responding to
crises were designed separately and were incompatible. The 24 different official lan-
guages and cultures impeded these international aid networks’ effectiveness (Casado
et al. 2014). The embeddedness of humanitarian aid supply network actors in their
own cultural and organisational norms and routines may be more of a constraint to
effective coordination than issues of technological integration (Allen et al. 2014).
However, technology integration issues can arise where information technologies
used by network actors from more developed nations may not gain consensus for
use with local actors in less developed nations with poorer infrastructure and less
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technological awareness (Webersik et al. 2015). Diversity of actors in humanitarian
aid supply chains, networks and systems is therefore a significant cause of complexity
and resulting challenges.

2.1.3 Diversity of Stakeholder Objectives

Risks arise around conflicting stakeholder and policy objectives; in international aid
networks, coordination can be impeded by political interference (Tomasini et al.
2009). International humanitarian aid networks are exposed to greater risk of strug-
gling to gain trust of local populations (Javed et al. 2016) which can lead to misper-
ception and prejudice; local objectivesmay clashwith objectives of the aid providers.
The presence of not for profit and for profit organisations in the same aid networks
may give rise to conflicting objectives; individual organisations in the network may
be unwilling to support improvement of information flows around the network if it
involves additional cost to their own organisation (Tomasini et al. 2009).

2.1.4 Risk Mitigation

The level of human resource in humanitarian aid networks is not, in itself, directly
related to success or failure of any aid initiative. Rather, it is more about how this is
mediated by effective performance of teams in communication, command skills and
cross-cultural management (Idris et al. 2014). Recent developments in information
technologies, such as social media tools including Facebook and Twitter, and their
application in humanitarian aid networks have impacted the coordination mecha-
nisms within these networks. The increased availability and use of mobile phones
have enabled reduction of response times to crises (Kabra and Ramesh 2016).

Rather than focusing on an integrated IT solution within the humanitarian aid
network, there is recognition that it should be a sociotechnical intervention that
integrates with the social, cultural and organisational contexts of the local actors
(Haselkorn and Walton 2009). In less developed countries, disasters may be viewed
as an ‘Act of God’, and this may impact the local network actors and communities’
preparation for, and response to, crises (Misanya andØyhus 2015); aid providers have
to be prepared to negotiate and motivate potential recipients of aid to be receptive to
support.

The emergence of digital volunteering—the use of socialmedia andweb technolo-
gies to recruit local volunteers—is increasing local empowerment in decision-making
in disaster relief (Haworth et al. 2016). In the aftermath of Hurricane Katrina, vol-
unteers used a mobile phone app to register lost and found people (Shankar 2008).
Informal networks enabled by volunteers sending texts, images, videos to each other
have increased the speed of communication in these complex networks (Keim and
Noji 2011; Yates and Paquette 2011). These informal networks complement the
more formal mechanisms of international cooperation, such as international collabo-
rative agreements and specifications of satellite tracking systems specific to disaster



444 C. M. Harland

management (Voigt et al. 2007); this integration has been termed ‘collective knowl-
edge’ (Vivacqua and Borges 2012). Integration of the informal and formal can be
seen when informal contributions are coordinated to form a crisis map (Leong et al.
2015). Recent research has specifically addressed the importance of an integrated
framework of multiple data sources, formal and informal, for any disaster man-
agement situation (Huang et al. 2017). Interaction management is now viewed as
being more important than information management to manage risk in humanitarian
aid systems (Giordano et al. 2017). Risk mitigation in these networks and systems
should be focused on resource orchestration to manage across the diverse actors with
conflicting objectives.

In conclusion, humanitarian aid supply chains, networks and systems are complex,
and this complexity gives rise to risks that require mitigation that is more reliant
on resource orchestration involving social interaction, negotiation and coordination
across diverse actors with sometimes conflicting objectives.

2.2 Example 2: Government Procurement

Government spending represents a significant proportion of GDPs internationally,
depending largely on the role of the state in the provision of health care, social services
and pensions; example percentages of GDP are France (23%), Ukraine (41%), UK
(40%) and USA (23%)—see World Bank statistics for the complete world table
(World Bank 2016). However, government spending stimulates upstream private and
third-sector supply chains that provide materials, products and services to the public
sector; the total value of supply to public sectors is estimated to represent between 32
and 57% of gross domestic product of nations when this upstream supply stimulation
is taken into account (OECD2017a).Aproportion of government spending is through
formal public procurement of goods, services and works by governments and state-
owned enterprises; in 2013, governments spent on average of 29% of their total
spending through public procurement, ranging from less than 20% in Greece and
Portugal to more than 35% in countries such as Estonia, Korea and Japan (OECD
2017a).

Complexity in supply networks and systems associated with government procure-
ment varies depending on the nature of what is being procured, the scale and diversity
of procurers and the degree of stakeholder objective diversity.

2.2.1 Nature of the Task

Procuring services from outsourced providers of local government services such as
waste management, maintaining street lighting and repairing road damage is funda-
mentally different to procuring complex defence weapons systems, procuring ser-
vice and capability to treat a region’s patients at a facility managed acute hospital
or procuring police vehicles. Public sectors represent highly complex portfolios of
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publicly provided services and goods and services that are procured to supply them.
In many situations, the task can be distributed and decentralised across a system
of government procurement. For example, Government X implemented policies to
increase private-sector provision of public services and encouraged all government
departments to market test their information systemsmanagement. Each government
department did this independently, some using a formal government procurement
process, others using less formal arrangements directly between IT departments and
potential outsourced suppliers. Alarm bells started to ringwhen it was realised within
the central government treasury that 42% of government information systems man-
agement contracts had been outsourced, throughmany independently let contracts, to
one supplier from a different country. There was concern that somuch control of gov-
ernment information was in the hands of one non-national private-sector company,
so brakes were applied by informing all government departments to stop initiating
outsourcing with this company. But by this time, there were so many outsourcing
contracts going through the system that as the brakes slowed the system down and
the outsourcing train came to a halt, more than 70% of the entire national information
systems were being managed by one provider that was not based in the same nation
as Government X.

2.2.2 Diversity of Actors in the Supply Networks

Some of the government departments who had outsourced their IT to this provider
had used a professional procurement process involving specifying clear service-
level agreements; others did not have the expertise and capability so had used SLAs
provided by the supplier. This gave rise to a wide variety of contract terms, prices
and potential for control. The main risks centred around devolved spending and
autonomously run government departments with varying motivations and abilities
to learn from other departments and share information and political risks associated
with growth of private-sector power over government information management.

2.2.3 Diversity of Goals of Supply Network Actors

Public procurement can support and drive the delivery of broader government objec-
tives (Knight et al. 2007); it can play a central role in innovation (Edler andGeorghiou
2007; Lember et al. 2011; Uyarra and Flanagan 2010), entrepreneurship (Dennis Jr
2011) and industrial development (Dalpé 1994). Public procurement has been high-
lighted as a mechanism for delivering social outcomes (McCrudden 2004) and envi-
ronmental management (Brammer and Walker 2011; Fernández-Viñé et al. 2013;
Lee and Klassen 2008). Targeted use of public procurement of public services and
construction projects has been successful at improving employment (Erridge 2007).
The use of public procurement to favour national suppliers can make a significant
economic impact at a national level (Trionfetti 2000). Used strategically, public pro-
curement can promote more competitive supply markets (Caldwell et al. 2005) and
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can be a significant lever for governments wishing to impact on business, economy
and society (Harland et al. 2013). These broader objectives of the strategic use of
public procurement vary across government organisations; some have expertise and
capability in their public procurement teams to bemore strategic, and others are quite
operational in how contracts are let. The biggest source of goal diversity occurs at
the public–private interface where private, for profit suppliers, engage in public pro-
curement for profitmaximisation. Those government departmentswith capabilities to
specify clear service-level agreements may be able to drive their broader government
objectives through their outsourced contracts, but using suppliers’ SLA templates
allows private providers to drive their profit maximisation objectives throughout the
life of the outsourced service agreement. In many cases, these less able government
departments were locked into 25-year contracts on terms that favoured the supplier.

2.2.4 Risk Mitigation

The devolved nature of government procurement gives rise to challenges of learning
across different government departments. Greater collaborative public procurement
can improve this learning; collaborative public procurement has been defined as
‘the cooperation between two or more public entities in more steps of the procure-
ment process, by bundling their purchasing volumes, exchanging information or
sharing resources for obtaining mutual gains’ (Nollet and Beaulieu 2005). Shar-
ing of information and resources across government departments can improve the
performance of their procurement (Schotanus et al. 2011). Different organisational
forms are required to enable this collaboration; for example, each government depart-
ment could lead a particular procurement enabling the lead department to develop
expertise and resource. Smaller departments or those with less experience of pub-
lic procurement could ‘piggyback’ on other departments’ contracts (Schotanus and
Telgen 2007). Collaborative public procurement can mitigate the power of large,
private-sector suppliers (Nollet and Beaulieu 2005).

In conclusion, government procurement can be used strategically to achieve
broader government objectives, but the complexity and diversity of how government
contracts are let across government departments with devolved spending giving rise
to risks of lack of cross-department collaboration and learning.

2.3 Example 3: Healthcare Supply Networks

Health services are challenged with the insatiable appetite of clinicians, patients and
the public for the latest technologies and innovations in healthcare treatments in the
context of rationed spending in public and insurance led healthcare systems. Spend
on health services provision as a proportion of GDP varies internationally, but it is
very significant in developed economies (OECD 2017b).
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2.3.1 Nature of the Task

Improved quality in healthcare provision depends largely on the uptake and diffusion
of innovations (Cutler andMcClellan 2001).Within the healthcare sector, innovation
can be in many forms such as the provision of new pharmaceuticals, improvement in
surgical procedures, development of devices and equipment, patient education and
service delivery models (Dixon-Woods et al. 2011). An important source of innova-
tion is from private-sector suppliers to the health service (Brown and Osborne 2012;
Hartley 2008). Increasingly ‘open innovation’ is being recognised as an important
way of sourcing innovation more widely from broader networks of organisations
(Chesbrough 2006; Sawhney and Nambisan 2007). ‘Orchestration’ is a term used
increasingly for the coordination of innovation networks (Nambisan and Sawhney
2011). The perception of potential adopters of the innovation and how much they
commit to it impacts significantly on whether an innovation will be successfully dif-
fused; adoption has been described as ‘making full use of an innovation as the best
course of action available’ (Rogers 2004). Innovations can be adopted as they are
adapted to the specific context or rejected. So adoption of an innovation relates to the
willingness of organisations or individuals to consider its potential, irrespective of
their involvement in its development. The more an innovation is adopted by individ-
uals within an organisation, the greater its value grows as it becomes institutionalised
(Nelson et al. 2004). However, the complexity and diversity of the healthcare system
impede diffusion of innovation in the practice of healthcare delivery (Fitzgerald et al.
2003); this is where innovation and supply networks and systems overlap.

2.3.2 Diversity of Supply Network Actors

Healthcare supply networks are challenged by the need for ambidexterity as they seek
openly for innovations but also have to exploit and diffuse those innovations in highly
regulated and controlled environments (Salge et al. 2013). This ambidexterity ismore
pronounced in health care as it spans the public–private interface through sourcing
innovation from private-sector suppliers, but it also spans the public-sector public
interface in its engagement of patients and public in diffusion of innovation through
supply networks providing innovative healthcare treatments. Rather than the two
hands of innovation exploration and exploitation being able to operate simultaneously
and equally well, the multiple stakeholders involved in healthcare networks require
more octopus-like ambidexterity.

2.3.3 Diversity of Goals of Supply Network Actors

The complexity of networks involving private-sector suppliers, health service
providers andpatients and the public is contributed to by the extremediversity of goals
of all the stakeholders involved. Actors engaged in innovation and diffusion in health
care include clinicians, patients, universities, private-sector suppliers, regulators,
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commissioners, politicians and professional associations. Mapping these innova-
tion and supply networks requires tracing the various flows around the network of
finance, policies, knowledge and care provision in addition to traditional supply net-
work flows of materials, products and services. The diversity of goals can cause
conflict and blocking of innovations, so they do not become diffused across sup-
ply networks. For example, clinicians have their own research interests that may
cause clinical preference to reject innovations. Suppliers may attempt to push profit-
maximising innovations over best value solutions. Patients may not have sufficient
understanding and capability to accept appropriate innovations; for example, moth-
ers may be reluctant to take medication that could prevent cerebral palsy in pre-term
births, and midwives may be reluctant to cause them anxiety by trying to persuade
them. General practitioners operating as small businesses may exhibit reluctance
to provide anticoagulation medication to prevent stroke in an increasingly costly,
ageing population under their care.

Healthcare networks and systems are extremely complex in terms of their tasks,
the diversity of actors in the networks and their goal diversity; these complexities
give rise to particular risks that require mitigation.

2.3.4 Risks and Their Mitigation

Healthcare systems are complex confederations of organisations and therefore do not
operate in the same way as single private-sector organisations with executive boards
with clear decision-making structures and power. Rather, policy is often provided as
guidance and individual healthcare providing organisations and individuals within
them have varying visibility, understanding and motivation to implement guidance.
Risks arise around difficulties in permeating established social networkswithinmany
different supply networks across the supply system to promote and nurture adoption
of proven innovations. Competence trust is an important aspect of innovation diffu-
sion in addition to formal arrangements such as contracts (Li et al. 2010). There is
therefore greater need for motivation, promotion, encouragement and persuasion for
supply networks to enable scaling up and rolling out of innovations.

Dealingwith the extreme ambidexterity requirement,multi-lateral boundary span-
ning is required to facilitate coordination of diffusion across healthcare supply net-
works (Patru et al. 2015). This boundary spanning requires leveraging social con-
nections and social capital that resides in networks of individuals and organisations
(Leenders and Gabbay 2013).
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3 A Synthesis of Risks and Their Mitigation in Complex
Supply Networks and Systems

In the three examples provided, there are some commonalities relating to complexity
arising from the complex nature of the tasks being performed, the diversity of the
actors and goals in these complex networks and systems. This complexity gives rise
to particular types of risk that can be categorised as:

• Supply network orchestration risk,
• Supply network learning risk,
• Supply network innovation risk.

Discussion and research around supply, innovation and learning networks have
largely been separated traditionally. This may be due in part to greater clarity of
the distinctly separate systems in private-sector manufacturing environments where
most network research has been performed.

3.1 Supply Network Orchestration Risk

When Airbus orchestrates the network to deliver production scale of a new aircraft,
as the focal actor it can ‘conduct’ an established ‘orchestra’ or network comprising
known suppliers who are experts with known organisational resource to leverage.
Information systems can be integrated across the network. Planning and control can
be formalised into work packages that can be coordinated by the orchestrator.

In complex confederal networks, such as the humanitarian aid example, clear,
highly planned orchestration is more difficult. Larger actors may attempt to take on
this role, but they have to deal with the convergence of many, varied actors, with
incompatible information systems, coordination mechanisms, languages, cultures
and competences.

Supply network orchestration risk is a particular feature in complex networks and
systems that, if realised into loss, can cause delays or failure in product and service
provision, confusion in prioritisation of scheduling of supply, waste of resources,
imbalances in capacity, conflict amongst network actors and a range of other ineffi-
ciencies and reduced effectiveness. In humanitarian aid or healthcare provision, the
loss may be mortality or morbidity.

3.2 Supply Network Learning Risk

When the board of Proctor and Gamble decides to benefit from learning across
diverse divisions supplying cleaning products and healthcare products to stimulate
new ideas combining knowledge from both areas, through executive action it can
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create a learning environment that facilitates knowledge sharing and learning. Crest
Whitestrips and Olay Daily Facials were innovated through learning shared through
P&G’s Connect and Develop programme. In complex confederal systems, hetero-
geneity of network actors and range of tasks give rise to particular challenges to learn
across organisational boundaries.

Supply network learning risk arises when there is lack of recognition and visibility
of other network actors with whom inter-organisational learning might be beneficial.
Lack of an executive board in confederal systems hinders executive power to launch
and develop learning initiatives. Learning often arises when things go wrong, inves-
tigations are made and similarities and potential for learning emerge after the fact;
this is often the case in government procurement. Public sectors are exposed to rep-
utational and political risk as private-sector commentators and independent auditors
reveal the apparent ridiculousness of 18 brands of surgeons’ gloves being purchased
within a hospital, all ambulance authorities or state police forces across a nation
procuring different designs of ambulance and police vehicles. ‘Joined-up govern-
ment’ has been an international mantra, but still there is little evidence of successful
collaborative public procurements.

3.3 Supply Network Innovation Risk

Organisational ambidexterity research and practice positions innovation exploration
and exploitation as two different activities requiring different skills and resources.
The transition from exploration to scaling up to commercial volumes is problematic
in single private-sector organisations with executive boards overseeing the two hands
of the ambidextrous organisation.

Supply network innovation risk is particularly acute in complex confederal sys-
tems. Smart cities have difficulties in scaling up good ideas across municipalities
with devolved funding and decision-making. National healthcare systems face frus-
trating challenges of why tested, approved, value formoney innovations in healthcare
practice are diffused patchily across the confederal system.

3.4 An Initial Conceptual Framework for Risk in Complex
Supply Networks and Systems

The main features that distinguish risk and risk management in complex confed-
eral supply networks and systems from organisational or simpler network risk man-
agement are around diversity of tasks, actors and goals. These give rise to partic-
ular aspects of complexity in supply, innovation and learning. Risks intrinsic to
supply orchestration, innovation diffusion and learning leveraging require mitiga-
tion mechanisms and approaches that are distinct from those in simpler settings.
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Fig. 1 Risk in complex supply chains, networks and systems: an initial conceptualisation

Softer, people-focused approaches are necessary to exploit the social capital that is
the glue in these complex networks and systems (Fig. 1).

4 Reflecting on Theories

Supply chain management research has been overly focused on borrowing two theo-
ries from other disciplines, namely transaction cost economics (TCE) and resource-
based view of the firm (RBV). To examine issues of risk management in more com-
plex, confederal networks and systems where rational planning and control require
complementingwith social networking and negotiation, theories based onmore ratio-
nal economic and strategic management thinking are, on their own, insufficient.

To analyse the issues of diversity discussed in the examples provided, princi-
ple–agent theory may illuminate the severity of goal incongruence, approaches to
risk and information asymmetry. Whilst resource orchestration theory, derived from
RBV, and planning and control theories from operations management may be useful
lenses to usewhen these confederal networks and systems are operating in a relatively
planned way, when they start to spiral out of control or are never in any sort of control
from the outset, other theories are required. Theories such as the Industrial Market-
ing and Purchasing (IMP—now International Marketing and Purchasing) network
theory may inform understanding of how actors cope in networks through managing
relationships with immediate network contacts but accepting they cannot manage the
network as a whole. Complex adaptive systems theory from biological sciences has
been proposed recently as an important theory for supply chain management (Carter
et al. 2015) and may help researchers to understand the risks faced by network actors
who are constantly adapting to a shifting, changing network. The examples show
that risk mitigation is more socially influenced in complex settings, so social capital
theory from sociology has been shown to be the glue that holds networks together
(Harland et al. 2017). Theories from psychology may help inform how to operate
and manage in networks where relational interaction is more important than more
systematised operations and information planning and control. Relational theory
may aid understanding of how to form and develop successful relationships within
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complex networks. Expectancy disconfirmation theory, originating from psychol-
ogy but now used widely in fields relating to provision of information, consumer and
government services, may help reveal how risks in complex networks and systems
may bemitigated through exposingmisperceptions of requirements and performance
arising in part from diversity.

5 Summary

Supply chain management research is growing and developing from its origins of
understanding relating to private-sector manufacturing supply chains and networks.
Consideration of manufacturing and service, private, public and third-sector settings
require our understanding of risk and risk management also to grow and develop.
Through three examples based on a range of empirical research projects in complex
confederal networks and systems, this chapter has tried to reflect on how our exami-
nation of supply chain risk has to embrace a wider range of issues and requires new
conceptual frameworks and use of a broader set of theories from other disciplines.
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Chapter 26
Surfing the Tides of Political Tumult:
Supply Chain Risk Management
in an Age of Governmental Turbulence

Michael E. Smith

1 Introduction

While the dominant focus in discussions of supply chain risk management has been
on dyadic relationships, even a very cursory familiarity with global events should
serve to make it clear that business interests are profoundly impacted by politics, and
the speed and frequency of the shifting political tides are expanding at a pace that is
almost unimaginable. In fact, a little reflection should make it clear that businesses
face a very different political environment today than they did even a few years ago,
and the forms of risk arising in this environment have also becomemore complicated
(Rice and Zegart 2018). Those seeking to manage risk in these tumultuous times
need to be aware of geopolitical risk, understand its origins, and be prepared to take
effective steps to mitigate risk exposure.

Risk associated with the political policy process has been a standard concern in
corporate strategy since the middle 1980s (Keim 2001). Much of the focus in this
arena has been from a financial perspective that deals with flows of capital across
borders, where levels of risk are monetized, and risk management is substantially
addressed in terms of insurance and other instruments of finance (Toksoz 2014). On
the other hand, geopolitical risk has not beenwell represented in the supply chain risk
management (SCRM) literature. This is an unfortunate state of affairs, given that in
SCRM, the concerns are much more substantial than can be addressed from a purely
financial perspective. Success in SCRM incorporates many dimensions, including
flows of materials, services, information, and capital, as well as characteristics of the
constituents of those flows (e.g., quality, quantity) that often determine both the level
of operational and strategic success for the firms in the supply chain. In other words,
SCRM, as is well portrayed throughout this book, must deliver responsiveness well
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beyond a purely financial strategy to be successful. At a time when political changes
are reshaping the environment in which global supply chains function, when even
countries long perceived as stable markets have recently been subjected to political
shifts that create uncertainty in themarketplace (e.g., Ghemawat 2017), it is troubling
that there is a lack of sound guidance for scholars and practitioners seeking tomanage
such supply chain risk.

This chapter provides anoverviewof political strategy forSCRMandhowpolitical
competencies can be developed to help organizations deal with the uncertainties
inherent in the political turbulence through which SCRM must help organizations
navigate. Such turbulence can be conceptualized in three general categories. There
is risk that arises through government actions that impact the trade environment (risk
engendered by commission of governments and their officials). It is worth noting that
typical portrayals of geopolitical risk have generally focused on the role of bad actors
in the political arena, often in the form of despots manipulating the trade environment
to their advantage. However, in today’s trade climate, reality has grown a great deal
more complicated than is suggested by this stereotype (Rice and Zegart 2018).

The second source of risk, also rooted in the actions of governments, is the cir-
cumstance where the lack or inadequacy of actions results in impact in the trade
environment (risk engendered through omission by governments and their officials).
An example of such risk arises when a weak government engenders supply chain
risk by undermining the rule of law.

The third source of risk arises from actors outside of central governments. Tech-
nology has led to an environment that allows individuals and groups to effectively
influence organized responses to perceived failings of businesses. For SCRM, this
increasingly ubiquitous form of influence can impact a firm even when direct control
is not present, because key stakeholders have become increasingly sophisticated in
linking firms to the actions of suppliers, even in tiers far removed from immediate
control (Wright et al. 2007).

These three sources of risk, acts of government commission, acts of government
omission, and political acts of players outside of government, create a challenging
environment in which organizations must attempt to identify, understand, and seek
to develop responses adequate to managing supply chain risk. The next sections will
characterize each of these categories of risk and provide meaningful alternatives for
risk management.

2 Supply Chain Risk from Government Actions
that Damage the Trade Environment

Geopolitical risk can readily be typified as resulting from the actions of a government
in many cases. From this perspective, the potential for damage occurs when the
government commits actions that increase the risk in global supply chains, such as
when they institute measures protective of domestic business interests as compared
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with global interests (protectionism), or utilize trade weapons to influence others,
such as leveraging scarcity of an important commodity as a tool for influencing the
national policy of a trading partner. Recent political events highlight the importance
of attention to this type of risk.

Electoral support for the UK to leave the European Union (so-called Brexit)
and recent shifts toward nationalistic politics in a number of countries, including the
USA, serve to highlight the need for serious examination of supply chain risk with its
roots in geopolitical events (Smith 2016). It can readily be argued that the momen-
tum behind Brexit is symptomatic of a broader shift in the political environment
reflecting distrust of globalization and a drive toward nationalistic politics seeking
sovereignty and independence. The immediate impact of Brexit is to significantly
increase the level of uncertainty associated with trade involving the European Union,
and specifically, the UK.

It is instructive to note that Brexit represents a negative reaction among the citi-
zens of one nation to a trade agreement. Such agreements are a major tool in global
trade that are aimed in part at curbingmore immediate and direct disruption of supply
chains attributable to political events, such as protectionist measures and measures
enacted by one nation to influence another (e.g., China’s export ban of rare earth
minerals to Japan in 2011–2012; Khanna andMitachi 2016). The potential for harm-
ing global supply chains as a result of such activity was highlighted by the release in
2016 of a report under the auspices of theWorld Economic Forum entitled “The Age
of Economic Coercion: How Geo-politics is Disrupting Supply Chains, Financial
Systems, Energy Markets, Trade and the Internet” (Global Agenda Council on Geo-
economics 2016). In this report, the authors point out that there is a growing move
toward coercive measures instituted by one government against external businesses
to influence the actions of other governments. In such cases, business interests are
intentionally and directly harmed as an instrument of influence wielded by politi-
cal interests. Table 1 provides a sampling of measures that governments frequently
employ in a coercive manner. The frequency and range of implementation of such
measures are increasing rapidly.

Table 1 A partial listing of coercive government measures that can result in supply chain risk

• Full economic blockade/embargo • Travel/visa bans

• Freezing of financial assets • Financial sanctions

• Import bans/reductions • Export bans/reductions

• Tariff increase/tariff discrimination • Unfavorable taxation

• Increase import/export inspections • Closing of businesses/expropriation

• Encouraging public boycotts • Denying regulatory approval/licenses

• Cutting transportation links • Aid suspension

• Cancelling/interruption of international
negotiations/meetings

• Withholding of previously agreed loans,
orders, projects
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Instead of working to implement open trade, governments are increasingly uti-
lizing global supply chains as weapons against other governments. This is the kind
of activity against which trade agreements have been developed in recent history.
Movement away from regard for such agreements represents a solid indication that
we should anticipate further acceleration of the coercive use of measures that impede
effective global supply chains. A particularly alarming reality is that there is likely
to be positive feedback as governments react to coercive measures of others, effec-
tively accelerating the trend until such time as the level of harm is so substantial
that it brings business interests together to leverage the development of new trade
agreements (i.e., when businesses band together to support free trade).

The importance of activities like those listed in Table 1 for SCRM was directly
addressed by the authors of the World Economic Forum White Paper, noting that,
“For companies, the most alarming question is how geo-economics will affect global
supply chains” (Global Agenda Council on Geo-economics 2016, p. 5). In addition
to the direct impact of coercive measures imposed by governments, firms need to be
aware that the measures they take to adapt to such coercion may also engender nega-
tive reactions from stakeholders, damaging firm reputation and potentially spawning
stakeholder activities disruptive to the conduct of business (Wright et al. 2007).

3 Omission or Inadequacy of Government Action
as a Source of Supply Chain Risk

In the case of risk from inaction or lack of effective action, governments sow risk
to global supply chains when they fail to address factors important to trade. Inac-
tion or ineffectiveness that can disrupt trade includes failure to adequately prepare
for or address natural disasters or failures to effectively address unrest at the social
or political level. Supply chain risk can also result from inadequacy in addressing
implications of emerging trends, including a lack of support for addressing new
technologies (e.g., failure to support the necessary infrastructure for new technolo-
gies), and the failure to adequately address security concerns inherent in emerging
technologies.

Finally, where governmental institutions are relatively weak, opportunity arises
for individuals, groups, and agencies within government to gain from corruption. In
essence, relatively weak governance can result in the inability of the government to
control the actions of its agents, resulting in the creation of a risky business environ-
ment, which increases transaction costs for tradewith the country.While briberymay
immediately come tomindwhenwe consider doing business in transition economies,
from our perspective with regard to SCRM, those levels of corruption (Vargas-
Hernandez 2011) that may favor certain parties to the exclusion of others should also
be considered. One such area of concern is the relative prominence of corrupt activi-
ties in transition economies that subvert themechanisms of the state to benefit those in
power,which is frequently referred to as state capture (Hellman andKaufmann2001).
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The challenge of state capture is that it disrupts the interactions between firms and
the state and allows favored enterprises to gain unfair, anticompetitive advantages.
As Hellman and Kaufmann (2001) note, a particularly devastating aspect is that the
firms gaining such favor also manipulate governmental systems to prevent actions
to reform the competitive environment. This leads to a circumstance in which state
capture is both symptomatic of government failure and the cause of such failure.
While the direct costs of corrupt practices can be substantial, indirect costs should
also be considered.

In addition to the direct commission or omission of actions that impact global
trade, we are also seeing a time when reactions to government policies and actions
can disrupt supply chains. We have seen a large number of situations in which stake-
holder’s reactions to what is perceived as a lack of business responsiveness to a
government’s failure to act as a responsible party have resulted in risk to an orga-
nization’s operations. One particularly remarkable recent example of public outcry
driving reactions by business leaders is when the US President was viewed as not
having reacted appropriately to a racially charged event in which a young woman
was killed when a car operated by a member of a white supremacy group was driven
into a group of protesters seeking the removal of monuments to controversial indi-
viduals supportive of the Confederate role in the US Civil War. Public outcry was
directed at the perceived failure of the President to denounce the racial overtones of
the confrontation, and business leaders were influenced toward stepping down from
appointed roles in advisory councils established by the administration. In the end,
a number of corporate chief executive officers from large businesses in the USA
did resign from these appointments and the councils were disbanded (Gelles et al.
2017). While this occurred within a domestic environment, threats to organizational
reputation and effectiveness can be substantially broadened when you are dependent
on global supply chains (e.g., see Wright et al. 2007).

4 Supply Chain Risk fromOutside the Central Government

When we consider reputational risk, new technologies can serve to create new
avenues for risk. Effective SCRM in the modern era must recognize that it is easy
for individuals to create a record of events, to broadcast those records, along with
commentary, to vast numbers of people, and for groups to quickly mobilize to disrupt
the business operations. This state of affairs requires constant vigilance regarding
how events might be portrayed to the public in ways that damage a business or its
supply partners in respect to stakeholder perceptions (Rice and Zegart 2018; Wright
et al. 2007). Mobile phone recording and social media make every misstep a possi-
ble business disaster (just ask United Airlines about reactions to a recording of the
removal of a passenger from a flight that went viral). The complexities of modern
supply networks provide a great deal of potential for such damaging exposure. As
Rice and Zegart (2018) point out, political risk extends well beyond the purview of
traditional governmental actors in today’s technology-enabled political environment.
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SCRM practitioners must recognize that events beyond direct supplier performance
involving members of our supply chains can impact our operations. Stakeholders
have grown more sophisticated in finding the leverage points to influence bad actors
in industry, and the methods involved often seek to disrupt purchasing firms so that
they exert influence over their suppliers. In this chain of events, stakeholders have
worked to make sure that our suppliers impact our reputations, and reactions of key
stakeholders impact our business fortunes in today’s connected environment (Wright
et al. 2007).

Further, the role of individuals and groups outside of the central government can
directly influence the business environment. Terrorism is an obvious example of
such potential when threats or actual violence impact the environment in which we
do business. While these threats have a long history, the growing impact can be seen
in the numerous events with mass casualties that almost seem at times to dominate
the news. Additionally, the breadth of the locations involved makes it quite clear that
terrorism must be considered as a risk factor in our supply chains wherever we are
doing business.

Finally, the extent to whichmodern supply chains are dependent upon the applica-
tion of technology in a networked environment creates a new source of risk that can
be delivered from anywhere at any time. While some governments, notably North
Korea and Russia, have been implicated in cyber attacks that have impacted busi-
nesses, such attacks are readily perpetrated by groups and individuals without such
connections. Security in this regard is incredibly important, and firms need to make
sure that they are following the best possible current practice to ensure cyber security.

5 Managing the Risk

The first step for a firm is to consider how theywant to deal with the new supply chain
risk environment. While SCRM presents a broad array of challenges, it must also
operate within the context of firm-wide policies. If your firm does not already have
a clearly defined policy and set of procedures regarding international operations,
now may be the time to encourage such a consideration. Broad understanding of the
increasingly daunting environment within which our global supply chains operate
may represent a point of leverage for supply management professionals in promot-
ing serious consideration by organizational leadership of how they wish to address
diplomacy in the face of the challenges presented above. In today’s environment, one
in which it appears that a quick and decisive response by an organization’s domestic
government is not guaranteed in response to damage to business interests, it is critical
that organizations are clear about how they plan to engage with foreign governments
(see, Chipman 2016). In many cases, this plan should be directed toward addressing
what the firm intends to pursue in terms of displaying corporate social responsibility
(CSR) in the global context.

Within SCRM, the range of alternatives to mitigate supply chain risk ranges
from influence on political actors, to continued advocacy for trade agreements, and
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to strategies for leveraging alliances with domestic firms. The clear implication is
that the only path forward is through business influence, and as previously noted, in
many cases, this influence will need to overcome a race to the bottom as governments
compete to settle the score by implementing a vicious cycle of coercive measures
against one another. In a very broad sense, while some individual attention may
resolve some areas of supply chain risk in the geopolitical realm, the far more typical
case is that this truly is a spherewithinwhich themitigation of the risk is too big for the
individual firm, and as such, effective strategies will generally require cooperative
networks to approach solving these difficult supply chain risk challenges (Smith
2012).

In addition to work including groups of businesses in risk mitigation strategies,
effective measures will also involve long-term engagement. Further, there will not
be an effective substitute for a proactive stance. Firms need to work together to shape
the environment that they experience. In this realm, a history of engagement with
appreciative understanding of local conditions and sensitivities is critical. Developing
a legacy of attention to the interests of all the key stakeholders, both in government
and in the society, is central to managing geopolitical risk exposure. Public policies
are generally collective in nature, so it makes sense that effective responses will
generally require long-term collective action.

Engagement is a way to gain the opportunity to influence outcomeswithin society.
From a bottom-up perspective, businesses can influence the social climate through
advocacy and education that addresses the needs and concerns of key stakehold-
ers, including the public at large. From the top-down perspective, such influence is
aimed at political leaders themselves. Common approaches in this regard include the
utilization of political action committees and lobbying. In the long term, the com-
bination of these perspectives in an evolutionary approach, with changing methods
as engagement progresses, is the form that best speaks to a truly proactive risk man-
agement stance. Such a stance also gains impact when a firm pursues collaboration
with other businesses, industrial associations, and various stakeholder groups over
a sustained presence in each region within which they operate or have supply chain
impact. Even if a firm is not directly operating within a given jurisdiction, if members
of their supply network are, the firm needs to consider the right level of engagement.
In the modern environment, the fact that a firm is not directly operating within a
particular region does not spare that firm from being held responsible for the actions
of their suppliers. In the modern global supply chain, SCRMmust be extended to all
levels of the complex supply networks that support the success, or potentially spell
the demise, of our organizations. The challenge is daunting, but fully embracing the
task of SCRM in the tumultuous geopolitical climate is the only path toward success
in the global economy.
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