
Chapter 4

Properties of the SSS-Functional
Calculus for Bounded Operators

In this chapter we will show that most of the properties that hold for the Riesz-
Dunford functional calculus can be extended to the S-functional calculus. The
proofs of the quaternionic results require several additional efforts with respect to
the classical case.

4.1 Algebraic Properties and Riesz Projectors

An immediate consequence of Definition 3.2.5 is that the S-functional calculus for
left slice hyperholomorphic functions is quaternionic right linear and that the S-
functional calculus for right slice hyperholomorphic functions is quaternionic left
linear.

Lemma 4.1.1. Let T ∈ B(X).

(i) If f, g ∈ SHL(σS(T )) and a ∈ H, then

(f + g)(T ) = f(T ) + g(T ) and (fa)(T ) = f(T )a.

(ii) If f, g ∈ SHR(σS(T )) and a ∈ H, then

(f + g)(T ) = f(T ) + g(T ) and (af)(T ) = af(T ).
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Proof. If f, g ∈ SHL(U) and a ∈ H, then we have

(f + g)(T ) =
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj (f(s) + g(s))

=
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj f(s)

+
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj g(s) = f(T ) + g(T )

and

(fa)(T ) =
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj f(s)a

=

(
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj f(s)

)
a = f(T )a.

The right slice hyperholomorphic case follows by similar computations. �

Since the product of two slice hyperholomorphic functions is not necessarily
slice hyperholomorphic, we cannot expect to obtain a product rule for arbitrary
slice hyperholomorphic functions. However, if f ∈ N (σS(T )) and g ∈ SHL(σS(T )),
then fg ∈ SHL(σS(T )), and if f ∈ SHR(σS(T )) and g ∈ N (σS(T ), then fg ∈
SHR(σS(T )). In order to show that the S-functional calculus is at least in these
cases compatible with the multiplication of functions, we need the following lemma.

Lemma 4.1.2. Let B ∈ B(X). For all q, s ∈ H with q /∈ [s], we have

(sB −Bq)(q2 − 2Re(s)q + |s|2)−1 = (s2 − 2Re(q)s+ |q|2)−1(sB −Bq). (4.1)

If, moreover, f is an intrinsic slice hyperholomorphic function and U is a bounded
slice Cauchy domain with U ⊂ D(f), then

1

2π

∫
∂(U∩Cj)

f(s) dsj (sB −Bq)(q2 − 2Re(s)q + |s|2)−1 = Bf(q)

for every q ∈ U and j ∈ S.

Proof. Since ss = |s|2 and s+s = 2Re(s) are real, they commute with the operator
B. Hence, for all q, s ∈ H with q /∈ [s], we have that

(s2 − 2Re(q)s+ |q|2)(sB −Bq)
= s|s|2B − 2Re(q)|s|2B + |q|2sB − s2Bq + 2Re(q)sBq − |q|2Bq
= sB|s|2 −B|s|2(q + q) + sB|q|2 − s2Bq + sB(q + q)q −B|q|2q
= (sB −Bq)|s|2 − s(s+ s)Bq + (s+ s)Bqq + (sB −Bq)q2

= (sB −Bq)|s|2 − (sB −Bq)2Re(s)q + (sB −Bq)q2

= (sB −Bq)(q2 − 2Re(s)q + |s|2).
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Multiplication by (q2 − 2Re(s)q + |s|2)−1 from the right and multiplication by
(s2 − 2Re(q)s+ |q|2)−1 from the left yields (4.1).

Let now f be an intrinsic slice hyperholomorphic function, let U ⊂ D(f) be
a bounded slice Cauchy domain, let q = u+ iv ∈ U , and let j ∈ S. An application
of (4.1) gives

1

2π

∫
∂(U∩Cj)

f(s) dsj (sB −Bq)(q2 − 2Re(s)q + |s|2)−1

=
1

2π

∫
∂(U∩Cj)

dsj f(s)(s2 − 2Re(q)s+ |q|2)−1(sB −Bq),

where dsj and f(s) commute because f(s) ∈ Cj for s ∈ Cj , since f is intrinsic.
Now observe that f(s) is intrinsic slice hyperholomorphic on D(f), that (s2 −
2Re(q)s + |q|2)−1 is intrinsic slice hyperholomorphic in s on H \ [q], and that
sB − Bq is left slice hyperholomorphic in s on all of H. Hence their product
F (s) := f(s)(s2 − 2Re(q)s + |q|2)−1(sB − Bq) is left slice hyperholomorphic on
D(f)\ [q]. By Proposition 2.3.12, the restriction Fj of this function to the complex
plane Cj is therefore a left holomorphic function with values in the complex left
Banach space X over Cj .

Assume now that q /∈ R. Then Fj has two poles in U ∩Cj , namely qj = u+jv
and qj . From the residue theorem we therefore deduce that

1

2π

∫
∂(U∩Cj)

f(s) dsj (sB −Bq)(q2 − 2Re(s)q + |s|2)−1

= Res(Fj , qj) + Res(Fj , qj).

Since s and qj belong to the same complex plane, they commute, so that we have

(s2 − 2Re(q)s+ |q|2)−1 = (s− qj)−1(s− qj)−1,

and in turn

Res(Fj , qj) = lim
s→qj ,s∈Cj

(s− qj)Fj(s)

= f(qj)(qj − qj)−1(qjB −Bq) = f(qj)(2vj)
−1(vjB +Bvi)

and

Res(Fj , qj) = lim
s→qj ,s∈Cj

(s− qj)Fj(s)

= f(qj)(qj − qj)−1(qjB −Bq) = f(qj)(−2jv)−1(−vjB +Bvi).

Thus we have

Res(Fj , qj) + Res(Fj , qj) = f(qj)
1

2
B − f(qj)

1

2
jBi+ f(qj)

1

2
B + f(qj)

1

2
jBi

=
1

2
(f(qj) + f(qj))B +

1

2
(−f(qj) + f(qj))jBi.
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Since f(qj) = f0(u, v) + f1(u, v)j with f0(u, v), f1(u, v) ∈ R, we finally obtain

Res(Fj , qj) + Res(Fj , qj) = f0(u, v)B + (−f1(u, v)j)jBi

= B(f0(u, v) + f1(u, v)i) = Bf(q)

and hence

1

2π

∫
∂(U∩Cj)

f(s) dsj (sB −Bq)(q2 − 2Re(s)q + |s|2)−1 = Bf(q).

If, on the other hand, q ∈ R, then also f(q) ∈ R. Since q = q commutes in this
case with B, we moreover have

F (s) = (s− q)−1f(s)B,

and so

1

2π

∫
∂(U∩Cj)

f(s) dsj (sB −Bq)(q2 − 2Re(s)q + |s|2)−1

= Res(Fj , q) = lim
s→q,s∈Cj

(s− q)F (s)B = f(q)B = Bf(q). �

Theorem 4.1.3 (Product rule). Let T ∈ B(X) and let f ∈ N (σS(T )) and g ∈
SHL(σS(T )) or let f ∈ SHR(σS(T )) and g ∈ N (σS(T )). Then

(fg)(T ) = f(T )g(T ).

Proof. Let f ∈ N (σS(T )), let g ∈ SHL(σS(T )), and let Uq and Us be bounded slice
Cauchy domains that contain σS(T ) such that Uq ⊂ Us and Us ⊂ D(f)∩D(g). The
subscripts q and s refer to the respective variables of integration in the following
computation. We choose j ∈ S and we set Γs := ∂(Us ∩Cj) and Γq := ∂(Uq ∩Cj)
for neatness. By Theorem 3.2.11, we can write f(T ) using both the left and right
S-resolvent operators, and so

f(T )g(T ) =
1

2π

∫
Γs

f(s) dsj S
−1
R (s, T )

1

2π

∫
Γq

S−1
L (q, T ) dqj g(q)

=
1

2π

∫
Γs

f(s) dsj

[
1

2π

∫
Γq

S−1
R (s, T )S−1

L (q, T ) dqj g(q)

]
.

For simplicity we set Qs(q)−1 := (q2 − 2Re(s)q + |s|2)−1. If we apply (3.7) in the
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above integral, we obtain

f(T )g(T ) =
1

(2π)2

∫
Γs

f(s) dsj

∫
Γq

S−1
R (s, T )qQs(q)−1 dqj g(q)

− 1

(2π)2

∫
Γs

f(s) dsj

∫
Γq

S−1
L (q, T )qQs(q)−1 dqj g(q)

− 1

(2π)2

∫
Γs

f(s) dsj

∫
Γq

sS−1
R (s, T )Qs(q)−1 dqj g(q)

+
1

(2π)2

∫
Γs

f(s) dsj

∫
Γq

sS−1
L (q, T )Qs(q)−1 dqj g(q).

We observe that

1

(2π)2

∫
Γs

f(s) dsj

∫
Γq

S−1
R (s, T )qQs(q)−1dqj g(q)

=
1

(2π)2

∫
Γs

f(s) dsj S
−1
R (s, T )

[∫
Γq

qQs(q)−1 dqj g(q)

]
= 0

and

− 1

(2π)2

∫
Γs

f(s) dsj

[∫
Γq

s S−1
R (s, T )Qs(q)−1dqj g(q)

]

= − 1

(2π)2

∫
Γs

f(s) dsj s S
−1
R (s, T )

[∫
Γq

Qs(q)−1 dqj g(q)

]
= 0

by Cauchy’s integral theorem, because the functions Qs(q)−1 and qQs(q)−1 are
for every s ∈ Γs right slice hyperholomorphic on an open set that contains Uq,
since we chose Uq ⊂ Us. Therefore, we have

f(T )g(T ) = − 1

(2π)2

∫
Γs

f(s) dsj

∫
Γq

S−1
L (q, T )qQs(q)−1 dqj g(q)

+
1

(2π)2

∫
Γs

f(s) dsj

∫
Γq

sS−1
L (q, T )Qs(q)−1 dqj g(q)

=
1

(2π)2

∫
Γs

∫
Γq

f(s) dsj
[
sS−1

L (q, T )− S−1
L (q, T )q

]
Qs(q)−1dqj g(q).

The integrand in the last integral is continuous and hence bounded on Γs × Γq.
We can thus apply Fubini’s theorem and change the order of integration, so that

f(T )g(T ) =
1

(2π)2

∫
Γq

[∫
Γs

f(s) dsj [sS−1
L (q, T )− S−1

L (q, T )q]Qs(q)−1

]
dqj g(q).
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Applying Lemma 4.1.2 with B = S−1
L (q, T ), we obtain

f(T )g(T ) =
1

2π

∫
Γq

S−1
L (q, T ) dqj f(q)g(q) = (fg)(T ).

The product rule for the S-functional calculus for right slice hyperholomor-
phic functions can be shown with analogous computations using the second version
(3.8) of the S-resolvent equation. �

Corollary 4.1.4. Let T ∈ B(X) and let f ∈ N (σS(T )). If f−1 ∈ N (σS(T )), then
f(T ) is invertible and f(T )−1 = f−1(T ).

Proof. From Theorem 4.1.3, we deduce that

I = 1(T ) =
(
ff−1

)
(T ) = f(T )f−1(T )

if we consider f and f−1 left slice hyperholomorphic functions and that

I = 1(T ) =
(
f−1f

)
(T ) = f−1(T )f(T )

if we consider them right slice hyperholomorphic functions. Hence f(T ) is invertible
with f(T )−1 = f(T )−1. �

Finally, the S-functional calculus has the capability to define the quaternionic
Riesz projectors and allows one in turn to identify invariant subspaces of T that
are associated with sets of spectral values.

Theorem 4.1.5 (Riesz’s projectors). Let T ∈ B(X) and assume that σS(T ) =
σ1 ∪ σ2 with

dist(σ1, σ2) > 0.

We choose an open axially symmetric set O with σ1 ⊂ O and O ∩ σ2 = ∅ and
define χσ1(s) = 1 for s ∈ O and χσ2(s) = 0 for s /∈ O. Then χσ1 ∈ N (σS(T )),
and

Pσ1 := χσ1(T ) =
1

2π

∫
∂(O∩Cj)

S−1
L (s, T ) dsj

is a continuous projection that commutes with T . Hence Pσ1
X is a right linear

subspace of X that is invariant under T .

Proof. The function χσ1 obviously belongs to N (σS(T )), and by Theorem 4.1.3,
we have

P 2
σ1

= χσ1
(T )χσ1

(T ) = (χσ1
χσ1

)(T ) = χσ1
(T ) = Pσ1

.

Hence Pσ1 is a projection in B(X). Since it is right linear, its range Pσ1X is a
closed right linear subspace of X. Moreover, we have

TPσ1
= s(T )χσ1

(T ) = (sχσ1
)(T ) = (χσ1

s)(T ) = χσ1
(T )s(T ) = Pσ1

T.
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For every x ∈ Pσ1X, we thus obtain

Tx = TPσ1
x = Pσ1

Tx for all x ∈ Pσ1
X,

and hence Pσ1
X is invariant under T .

We can show these properties explicitly, which we shall do now so that the
reader can see the analogy with the Riesz projectors of the F -functional calculus in
Theorem 7.4.2. Let us choose two bounded Cauchy slice domains Uq and Us such
that σ ⊂ Uq and Uq ⊂ Us and Us ⊂ O. We choose j ∈ S and we set Γs := ∂(Us∩Cj)
and Γq := ∂(Uq ∩ Cj) for neatness. By Theorem 3.2.11, we then have

Pσ1
=

1

2π

∫
Γs

dsj S
−1
R (s, T ) =

1

2π

∫
Γq

S−1
L (q, T ) dqj ,

and so

P 2
σ1

=
1

2π

∫
Γs

dsj S
−1
R (s, T )

1

2π

∫
Γq

S−1
L (q, T ) dqj

=
1

(2π)2

∫
Γs

dsj

[∫
Γq

S−1
R (s, T )S−1

L (q, T ) dqj

]
.

For simplicity we set Qs(q)−1 := (q2 − 2Re(s)q + |s|2)−1. If we apply (3.7) in the
above integral, we obtain

f(T )g(T ) =
1

(2π)2

∫
Γs

dsj

∫
Γq

S−1
R (s, T )qQs(q)−1 dqj

− 1

(2π)2

∫
Γs

dsj

∫
Γq

S−1
L (q, T )qQs(q)−1 dqj

− 1

(2π)2

∫
Γs

dsj

∫
Γq

sS−1
R (s, T )Qs(q)−1 dqj

+
1

(2π)2

∫
Γs

dsj

∫
Γq

sS−1
L (q, T )Qs(q)−1 dqj .

We observe that

1

(2π)2

∫
Γs

dsj

∫
Γq

S−1
R (s, T )qQs(q)−1dqj

=
1

(2π)2

∫
Γs

dsj S
−1
R (s, T )

[∫
Γq

qQs(q)−1 dqj

]
= 0

and

− 1

(2π)2

∫
Γs

dsj

[∫
Γq

s S−1
R (s, T )Qs(q)−1dqj

]

= − 1

(2π)2

∫
Γs

dsj s S
−1
R (s, T )

[∫
Γq

Qs(q)−1 dqj

]
= 0
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by Cauchy’s integral theorem, because the functions Qs(q)−1 and qQs(q)−1 are
for every s ∈ Γs right slice hyperholomorphic on an open set that contains Uq;
since we chose Uq ⊂ Us. Therefore, we have

P 2
σ1

= − 1

(2π)2

∫
Γs

dsj

∫
Γq

S−1
L (q, T )qQs(q)−1 dqj

+
1

(2π)2

∫
Γs

dsj

∫
Γq

sS−1
L (q, T )Qs(q)−1 dqj

=
1

(2π)2

∫
Γs

∫
Γq

dsj
[
sS−1

L (q, T )− S−1
L (q, T )q

]
Qs(q)−1dqj .

The integrand in the last integral is continuous and hence bounded on Γs × Γq.
We can thus apply Fubini’s theorem and change the order of integration so that

P 2
σ1

=
1

(2π)2

∫
Γq

[∫
Γs

dsj [sS−1
L (q, T )− S−1

L (q, T )q]Qs(q)−1

]
dqj .

Applying Lemma 4.1.2 with B = S−1
L (q, T ) and f(q) = 1, we obtain

P 2
σ1

=
1

2π

∫
Γq

S−1
L (q, T ) dqj = Pσ1 .

We furthermore have, because of (3.4), that

TPσ1
=

1

2π

∫
Γq

TS−1
L (q, T ) dqj

=
1

2π

∫
Γq

S−1
L (q, T ) dqjq −

1

2π

∫
Γq

I dqj =
1

2π

∫
Γq

S−1
L (q, T ) dqjq

by Cauchy’s integral theorem and similarly

Pσ1
T =

1

2π

∫
Γs

dsj S
−1
R (s, T )T

=
1

2π

∫
Γs

sdsj S
−1
R (s, T )− 1

2π

∫
Γs

dsjI =
1

2π

∫
Γs

sdsj S
−1
R (s, T ).

By Theorem 3.2.11, we thus have

TPσ1
=

1

2π

∫
Γq

S−1
L (q, T ) dqj q =

1

2π

∫
Γs

s dsj S
−1
R (s, T ) = Pσ1

T. �

4.2 The Spectral Mapping Theorem and the

Composition Rule

Similar to the product rule, the spectral mapping theorem does not hold for ar-
bitrary slice hyperholomorphic functions. This is not surprising: it is clear that it



4.2. The Spectral Mapping Theorem and the Composition Rule 83

can hold only for slice hyperholomorphic functions that preserve the fundamen-
tal geometry of the S-spectrum, namely its axial symmetry. Again, the class of
intrinsic slice hyperholomorphic functions stands out here, since it is this class of
functions that maps axially symmetric sets to axially symmetric sets.

Theorem 4.2.1 (The spectral mapping theorem). Let T ∈ B(X) and let f ∈
N (σS(T )). Then

σS(f(T )) = f(σS(T )) = {f(s) : s ∈ σS(T )}.

Proof. Let U be a bounded slice Cauchy domain such that σS(T ) ⊂ U and U ⊂
D(f) and let s = u+ jv ∈ σS(T ). For q ∈ U \ [s], we define

g̃(q) = (q2 − 2Re(s)q + |s|2)−1(f(q)2 − 2Re(f(s))f(q) + |f(s)|2).

Since f is intrinsic slice hyperholomorphic, the function

q 7→ f(q)2 − 2Re(f(s))f(q) + |f(s)|2

is intrinsic slice hyperholomorphic too. If we multiply it by the intrinsic rational
function (q2−2Re(s)q+|s|2)−1, we obtain again an intrinsic slice hyperholomorphic
function, and hence g̃ belongs to N (U) \ [s].

We can extend g̃ to a function g ∈ N (U). Indeed, if s /∈ R and i ∈ S, then
the function g̃i = g̃|Ci has the singularities si = u+ iv and si = u− iv in U ∩ Ci.
However, we have

lim
z→si,z∈Ci

g̃i(z)

= lim
z→si,z∈Ci

(z2 − 2Re(si)z + |si|2)−1(f(z)2 − 2Re(f(si))f(z) + |f(si)|2)

= lim
z→si,z∈Ci

(z − si)−1(f(z)− f(si))(z − si)−1
(
f(z)− f(si)

)
= f ′i(si)(si − si)−1

(
f(si)− f(si)

)
= f ′i(si)

f1(u, v)

v

because si, z, f(si), and f(z) belong to the same complex plane, since f is intrinsic,
and hence they mutually commute. Since f(si) = f(si) because f is intrinsic, we
also have

lim
z→si,z∈Ci

g̃i(z)

= lim
z→si,z∈Ci

(z2 − 2Re(si)z + |si|2)−1(f(z)2 − 2Re(f(si))f(z) + |f(si)|2)

= lim
z→si,z∈Ci

(z − si)−1
(
f(z)− f(si)

)
(z − si)−1(f(z)− f(si))

= f ′i(si)(si − si)−1
(
f(si)− f(si)

)
= f ′i(si)

f1(u, v)

v
.
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Thus si and si are removable singularities of g̃i, and since si = s−i, the function

g(q) =

{
g̃(q) if q ∈ U \ [s],

∂Sf(q) f1(u,v)
v if q = u+ iv ∈ [s],

is well defined. Obviously, it is an intrinsic slice function, and its restriction gi to
any complex plane Ci is holomorphic. By Lemma 2.1.6, the function g is intrinsic
slice hyperholomorphic.

If, on the other hand, s ∈ R, then the point s is for every i ∈ S the only
singularity of the function g̃i. Since f(s) = f(s) = f(s), we have f(s) ∈ R and
hence Re(s) = s and Re(f(s)) = f(s) such that

lim
z→s,z∈Ci

g̃i(z) = lim
z→s,z∈Ci

(z2 − 2sz + s2)−1(f(z)2 − 2f(s)f(z) + f(s)2)

= lim
z→∞,z∈Ci

(z − s)−2 (f(z)− f(s))
2

= (f ′i(s))
2.

Therefore, the singularity s of g̃i is removable for every i ∈ S, and since (f ′i(s))
2

=

(∂Sf(s))
2

does not depend on the imaginary unit i, the function

g(q) =

{
g̃(q) if q ∈ U \ [s],

(∂Sf(s))
2

if q = s,

is well defined. Obviously, g is an intrinsic slice function and gi = g|U∩Ci is holo-
morphic on U ∩Ci for every i ∈ S. By Lemma 2.1.6, the function g is also in this
case intrinsic slice hyperholomorphic.

The product rule implies

f(T )2 − 2Re(f(s))f(T ) + |f(s)|2I = (T 2 − 2Re(s)T + |s|2I)g(T ).

If the operator f(T )2 − 2Re(f(s))f(T ) + |f(s)|2I were invertible, then

g(T )(f(T )2 − 2Re(f(s))f(T ) + |f(s)|2I)−1

would therefore be the inverse of T 2−2Re(s)T+|s|2I. Since we assumed s ∈ σS(T ),
this is impossible, and hence f(s) ∈ σS(f(T )). Thus

f(σS(T )) ⊂ σS(f(T )).

If, on the other hand, s /∈ f(σS(T )), then we can consider the function

h(q) := (f2(q)− 2Re(s)f(q) + |s|2)−1,

which is an intrinsic slice hyperholomorphic function. Its poles are the spheres
[q] ⊂ U such that f([q]) = [f(q)] = [s]. Since we assumed s /∈ f(σS(T )), it does
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not have any poles on σS(T ). Thus it belongs to N (σS(T )), and Corollary 4.1.4
implies

h(T ) =
(
f(T )2 − 2Re(s)f(T ) + |s|2

)−1 ∈ B(X).

We find that s ∈ ρS(T ) and in turn also

σS(f(T )) ⊂ f(σS(T )). �

The spectral mapping theorem allows us to generalize the Gelfand formula
for the spectral radius to quaternionic linear operators.

Definition 4.2.2. Let T ∈ B(X). Then the S-spectral radius of T is defined to be
the nonnegative real number

rS(T ) := sup{|s| : s ∈ σS(T )}.

Theorem 4.2.3. For T ∈ B(X), we have

rS(T ) = lim
n→+∞

‖Tn‖ 1
n .

Proof. The mapping q 7→ q−1 is intrinsic slice hyperholomorphic, and hence q 7→
S−1
L (q−1, T ) is slice hyperholomorphic on the set

U := {q ∈ H : q−1 ∈ ρS(T )}.

Since H \ BrS(T )(0) ⊂ ρS(T ), the set U contains the ball B1/rS(T )(0). By Theo-

rem 2.1.15, the function S−1
L (q−1, T ) admits a power series expansion at 0 that

converges on B1/rS(T )(0). Because of Theorem 3.1.6, it is given by

S−1
L

(
q−1, T

)
=

+∞∑
n=0

Tnqn+1, |q| < 1

rS(T )
.

For s ∈ H with |s| > rS(T ), we thus have
∥∥Tns−n−1

∥∥ → 0 as n → +∞ because
the above series converges. In particular, we have

C(s) = sup
n∈N
‖Tns−n−1‖ < +∞.

Therefore,

lim sup
n→+∞

‖Tn‖ 1
n

1

|s|
= lim sup

n→+∞
‖Tn‖ 1

n |s|−
n+1
n

= lim sup
n→+∞

‖Tns−n−1‖ 1
n ≤ lim sup

n→+∞
C(s)

1
n = 1,

and hence
lim sup
n→+∞

‖Tn‖ 1
n ≤ |s|.
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Since s was arbitrary with |s| > rS(T ), we obtain

lim sup
n→+∞

‖Tn‖ 1
n ≤ rS(T ).

Moreover, Theorem 4.2.1 implies

σS(Tn) = σS(T )n

and we conclude from Theorem 3.1.13 that

rS(T )n = sup{|s|n : s ∈ σS(T )}
= sup{|s| : s ∈ σS(Tn)} = rS(Tn) ≤ ‖Tn‖

for every n ∈ N. Therefore, we get

rS(T ) ≤ lim inf
n→∞

‖Tn‖ 1
n ≤ lim sup

n→∞
‖Tn‖ 1

n ≤ rS(T ) (4.2)

and in turn rS(T ) = limn→∞ ‖Tn‖
1
n , where (4.2) also implies the existence of the

limit. �

Finally, the spectral mapping theorem also allows us to generalize the com-
position rule.

Theorem 4.2.4 (Composition rule). Let T ∈ B(X) and let f ∈ N (σS(T )). If
g ∈ SHL(σS(f(T )), then g ◦ f ∈ SHL(σS(T )), and if g ∈ SHR(f(σS(T ))), then
g ◦ f ∈ SHR(σS(T )). In both cases,

g(f(T )) = (g ◦ f)(T ).

Proof. If g ∈ SHL(f(σS(T ))), then D(g) is open and axially symmetric. Since f
is continuous and intrinsic, the inverse image of every open axially symmetric set
under f is again open and axially symmetric. The set f−1(D(g)) is therefore an
axially symmetric open set, and it contains σS(T ), since f(σS(T )) = σS(f(T )) ⊂
D(g) because of Theorem 4.2.1. By Theorem 2.1.4, the composition g ◦ f is a
left slice hyperholomorphic function with domain f−1(D(g)), and so it belongs to
SHL(σS(T )).

Let U be a bounded slice Cauchy domain such that σS(T ) ⊂ U and U ⊂ D(f)
and let W be another bounded slice Cauchy domain such that σS(T ) ⊂ f(U) ⊂W
and W ⊂ D(g). (Such slice Cauchy domains exist because of Remark 3.2.4.) The
mapping s 7→ S−1

L (q, f(s)) is left slice hyperholomorphic on

{s ∈ D(f) : f(s) /∈ [q]} = {s ∈ D(f) : q /∈ [f(s)]}

by Theorem 2.1.4. If q /∈ σS(f(T )) = f(σS(T )), then s 7→ S−1
L (q, f(s)) there-

fore belongs to SHL(σS(T )). Since the S-functional calculus is compatible with
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algebraic operations, we have

S−1
L (q, f(T )) = −Qq(f(T ))−1(f(T )− qI)

=
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj

[
−Qq(f(s))−1(f(s)− q)

]
=

1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj S

−1
L (q, f(s))

with Qs(f(s))−1 = (f(s)2− 2Re(q)f(s) + |q|2)−1 and an arbitrary imaginary unit
j ∈ S. Therefore,

g(f(T )) =
1

2π

∫
∂(W∩Cj)

S−1
L (q, f(T )) dqj g(q)

=
1

2π

∫
∂(W∩Cj)

[
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj S

−1
L (q, f(s))

]
dqj g(q).

Since the integrand in the last integral is continuous and hence bounded on the
compact set ∂(W ∩Cj)× ∂(U ∩Cj), we can apply Fubini’s theorem to change the
order of integration and obtain

g(f(T )) =
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj

[
1

2π

∫
∂(W∩Cj)

S−1
L (p, f(s)) dpj g(p)

]

=
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj g(f(s))

=
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj (g ◦ f)(s) = (g ◦ f)(T ). �

4.3 Convergence in the SSS-Resolvent Sense

The following definition and the next result show that the notion of convergence
in the resolvent sense is meaningful also in the quaternionic setting. This notion
is important for unbounded operators.

Definition 4.3.1 (Converges in the norm S-resolvent sense). Let Tm, m ∈ N, and
T belong to B(X) and suppose that ρS(T ) = ρS(Tm) for all m ∈ N. We say that
Tm converges to T in the norm left S-resolvent sense if S−1

L (s, Tm) → S−1
L (s, T )

in B(X) as m → +∞ for all s ∈ ρS(T ) and that Tm converges to T in the norm
right S-resolvent sense if S−1

R (s, Tm) → S−1
R (s, T ) in B(X) as m → +∞ for all

s ∈ ρS(T ).

Theorem 4.3.2. Let Tm ∈ B(X), m ∈ N be uniformly bounded, T ∈ B(X), and
suppose that ρS(T ) = ρS(Tm) for all m ∈ N. The following statements are then
equivalent:
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(i) Tm converges to T in B(X).

(ii) Tm converges to T in the norm left S-resolvent sense.

(iii) Tm converges to T in the norm right S-resolvent sense.

In each of these cases, the convergence S−1
L (s, Tm)→ S−1

L (s, T ) or S−1
R (s, Tm)→

S−1
R (s, T ) is uniform for s on compact subsets of ρS(T ).

Proof. Assume first that (i) holds. Then

S−1
L (s, T )− S−1

L (s, Tm) = −Qs(T )−1 (T − sI − Tm + sI)

−
(
Qs(T )−1 −Qs(Tm)−1

)
(Tm − sI)

and hence

‖S−1
L (s, T )− S−1

L (s, Tm)‖
≤
∥∥Qs(T )−1

∥∥ ‖T − Tm‖+
∥∥Qs(T )−1 −Qs(Tm)−1

∥∥ ‖Tm − sI‖. (4.3)

We observe that

Qs(T )−1 −Qs(Tm)−1

=Qs(Tm)−1
(
T 2
m − T 2 − 2s0(T − Tm)

)
Qs(T )−1

=Qs(Tm)−1 (Tm(Tm − T ) + (Tm − T )T + 2s0(T − Tm))Qs(T )−1.

(4.4)

Hence if we can show that there exists a positive constant Cs such that ‖Qs(Tm)‖ ≤
Cs for all m ∈ N, then we will obtain ‖Qs(T )−1 − Qs(Tm)−1‖ → 0 and in turn,
due to (4.3), that S−1

L (s, T )→ S−1
L (s, T ) in B(X). We point out that

Qs(Tm) = Qs(T )
(
Qs(T )−1Qs(Tm)

)
= Qs(T )

(
I − Qs(T )−1(T 2 − T 2

m − 2s0(Tm − T ))
)
.

(4.5)

For A ∈ B(X) with ‖A‖ < 1, the operator (I − A)−1 =
∑+∞
n=0A

n ∈ B(X) exists
and satisfies

∥∥(I −A)−1
∥∥ ≤ (1− ‖A‖)−1. Since Tm → T , we find that

Am := Qs(T )−1(T 2 − T 2
m − 2s0(Tm − T ))→ 0

in B(X) as m→ +∞ and hence ‖Am‖ ≤ 1/2 for sufficiently large m. For such m,
the operator I − Am is invertible with

∥∥(I −Am)−1
∥∥ ≤ 2, and because of (4.5),

we obtain
Qs(Tm)−1 = (I −Am)−1Qs(T )−1 (4.6)

and in turn∥∥Qs(Tm)−1
∥∥ ≤ ∥∥(I −Am)−1

∥∥∥∥Qs(T )−1
∥∥ ≤ 2

∥∥Qs(T )−1
∥∥ . (4.7)

Therefore,
Cs := sup

m∈N

∥∥Qs(Tm)−1
∥∥ < +∞,
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and we conclude that (ii) holds.
The convergence S−1

L (s, Tm)→ S−1
L (s, T ) is even uniform in s on every com-

pact set K, since because of (4.3), we have

sup
s∈K
‖S−1

L (s, T )− S−1
L (s, Tm)‖

≤ sup
s∈K

∥∥Qs(T )−1
∥∥ ‖T − Tm‖+ sup

s∈K

∥∥Qs(T )−1 −Qs(Tm)−1
∥∥ ‖Tm − sI‖.

Since Qs(T )−1 is continuous on ρS(T ), we have sups∈K
∥∥Qs(T )−1

∥∥ < +∞, and
so the first summand converges to 0 uniformly in s as m → +∞. For the second
summand, we have because of (4.4) that

sup
s∈K

∥∥Qs(T )−1 −Qs(Tm)−1
∥∥ ‖Tm − sI‖

≤ sup
s∈K

∥∥Qs(Tm)−1
∥∥ ‖Tm‖‖Tm − T‖∥∥Qs(T )−1

∥∥ ‖Tm − sI‖
+ sup
s∈K

∥∥Qs(Tm)−1
∥∥ ‖Tm − T‖‖T‖∥∥Qs(T )−1

∥∥ ‖Tm − sI‖
+ sup
s∈K
|2s0|

∥∥Qs(Tm)−1
∥∥ ‖T − Tm‖∥∥Qs(T )−1

∥∥ ‖Tm − sI‖.
Because of (4.7), we have

∥∥Qs(Tm)−1
∥∥ ≤ 2

∥∥Qs(T )−1
∥∥ for m sufficiently large,

and so

sup
s∈K

∥∥Qs(T )−1 −Qs(Tm)−1
∥∥ ‖Tm − sI‖

≤ sup
s∈K

2
∥∥Qs(T )−1

∥∥2
(‖T‖+ ‖Tm‖+ 2|s0|‖) (‖Tm‖+ |s|)‖T − Tm‖‖

≤ C‖T − Tm‖

because Qs(T )−1 and s0 and s depend continuously on s and are hence bounded
on the compact set K.

Conversely, we suppose now that (ii) holds and we show that ‖T −Tm‖ → 0.
Since T and Tm are uniformly bounded, there exists α ∈ ρS(T ) ∩

⋃
m∈N ρS(Tm).

We then have S−1
L (α, T ) = (αI − T )−1 and S−1

L (α, Tm) = (αI − Tm)−1, and so

‖T − Tm‖ = ‖α− Tm − (α− T )‖
≤ ‖α− Tm‖

∥∥(αI − T )−1 − (αI − Tm)−1
∥∥ ‖α− T‖

= ‖αI − Tm‖‖αI − T‖
∥∥S−1

L (α, T )− S−1
L (α, Tm)

∥∥→ 0

because ‖Tm‖ is uniformly bounded.
The equivalence of (i) and (iii) is shown with similar arguments. �

Remark 4.3.3. Since by the above theorem convergence in the norm left S-resolvent
sense and convergence in the norm right S-resolvent sense are equivalent, we will
not distinguish between them in the following and just say that Tm converges to
T in the norm S-resolvent sense.
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Theorem 4.3.4. Let Tm, m ∈ N, and T belong to B(X) with ρS(T ) = ρS(Tm) for
all m ∈ N and suppose that Tm converges to T in the norm S-resolvent sense. If
f ∈ SHL(σS(T )) or f ∈ SHR(σS(T )), then

‖f(T )− f(Tm)‖ → 0 as m→ +∞.

Proof. If f ∈ SHL(σS(T )), then

f(Tm)− f(T ) =
1

2π

∫
∂(U∩Cj)

(
S−1
L (s, Tm)− S−1

L (s, T )
)
dsj f(s)

with j ∈ S and a suitable bounded slice Cauchy domain U . Since f(s) is continuous,
it is bounded on the compact set ∂(U ∩ Cj), and hence there exists a positive
constant C > 0 such that

‖f(Tm)− f(T )‖ ≤ C max
s∈∂(U∩Cj)

∥∥S−1
L (s, Tm)− S−1

L (s, T )
∥∥→ 0,

since
∥∥S−1

L (s, Tm)− S−1
L (s, T )

∥∥ → 0 converges uniformly to 0 on the compact
set ∂(U ∩ Cj) by Theorem 4.3.2. Similarly, we prove the statement for f ∈
SHR(σS(T )). �

4.4 The Taylor Formula for the SSS-Functional Calculus

Consider a bounded operator T and let N be a small perturbation operator that
furthermore commutes with T . Then f(T + N) can be represented as a power
series in N that formally corresponds to a Taylor series expansion in the operator.
In this section we show that the Taylor formula can be extended to quaternionic
operators, but before we can state the main theorem, several preliminary results
are needed. This result is the quaternionic analogue of Theorem VII.10 in [104],
and it was proved in [55] in the more general setting of paravector operators on a
two-sided Clifford module.

Before we are able to show the Taylor expansion in the operator, we need
to determine the slice derivatives of the S-resolvents. We start by finding explicit
formulas for the functions

SnL(s, q) := (s− q)∗Ln and SnR(s, q) := (s− q)∗Rn.

Lemma 4.4.1. Let s ∈ H. For n ≥ 0, we have

SnL(s, q) =
n∑
k=0

(
n

k

)
(−q)ksn−k and SnR(s, q) =

n∑
k=0

(
n

k

)
sn−k(−q)k. (4.8)

With Qs(q) = q2 − 2s0q + |s|2, we moreover have

S−nL (s, q) = Qs(q)−n(s− q)∗Ln and S−nR (s, q) = (s− q)∗RnQs(q)−n. (4.9)
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Furthermore, for m,n ≥ 0, we have

S−nL (s, q) ∗L S−mL (s, q) = Qs(q)−(n+m) [(s− q)∗Ln ∗L (s− q)∗Lm]

and

S−nR (s, q) ∗R S−mR (s, q) = [(s− q)∗Rn ∗R (s− q)∗Rm]Qs(q)−(n+m).

Proof. For n = 0, we have (s − q)∗L0 ≡ 1, and hence (4.8) is obviously true.
Assume that it holds for n− 1. Then (2.18) implies

SnL(s, q) = (s− q)∗Ln = (s− q)∗L(n−1) ∗L (s− q)
= (s− q)∗L(n−1) ∗L s+ (s− q)∗L(n−1) ∗L (−q)

=
n−1∑
k=0

(
n− 1

k

)
(−q)ksn−k +

n−1∑
k=0

(
n− 1

k

)
(−q)k+1sn−1−k

=
n−1∑
k=0

(
n− 1

k

)
(−q)ksn−k +

n∑
k=1

(
n− 1

k − 1

)
(−q)ksn−k =

n∑
k=0

(
n

k

)
(−q)ksn−k,

and (4.8) follows by induction.
We also prove the identity (4.9) by induction. It is obviously true for n = 0.

Assume that it holds for n − 1 and observe that Qs(q)−1 ∈ N (H \ [s]). Then by
(2.16) and Corollary 2.1.20 we have S−1

L (s, q) = (s− q)−∗L , so this implies

S−nL (s, q) = (s− q)−∗L(n−1) ∗L (s− q)−∗L

=
[
Qs(q)−(n−1)(s− q)∗L(n−1)

]
∗L
[
Qs(q)−1(s− q)

]
= Qs(q)−(n−1) ∗L (s− q)∗L(n−1) ∗L Qs(q)−1 ∗L (s− q)
= Qs(q)−(n−1) ∗L Qs(q)−1 ∗L (s− q)∗L(n−1) ∗L (s− q)
= Qs(q)−n(s− q)∗Ln.

Finally (2.16) also implies for m,n ≥ 0 that

S−nL (s, q) ∗L S−mL (s, q) =
[
Qs(q)−n(s− q)∗Ln

]
∗L
[
Qs(q)−m(s− q)∗Lm

]
= Qs(q)−n ∗L (s− q)∗Ln ∗L Qs(q)−m ∗L (s− q)∗Lm

= Qs(q)−n ∗L Qs(q)−m ∗L (s− q)∗Ln ∗L (s− q)∗Lm

= Qs(q)−(n+m) [(s− q)∗Ln ∗L (s− q)∗Lm] .

The right slice hyperholomorphic case can be shown by similar computations. �

Corollary 4.4.2. Let s = s0 + jss1 ∈ H and n,m ∈ N0. If q ∈ Cjs , then

(s− q)∗Lm ∗L (s− q)∗Ln = (s− q)m(s− q)n (4.10)
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and
S−mL (s, q) ∗L S−nL (s, q) = (s− q)−m(s− q)−n. (4.11)

Moreover, for every n ∈ N0, the function

P (q) :=
n∑
k=0

(s− q)∗L(k+1) ∗L (s− q)∗L(n−k+1) (4.12)

is a polynomial with real coefficients. Analogous statements hold for right slice
hyperholomorphic powers SmR (s, q) of s− q.

Proof. If q ∈ Cjs , then s, s, and q commute. Hence it follows from (4.8) and the
binomial theorem that (s − q)∗Lm = (s − q)m and (s − q)∗Ln = (s − q)n. From
(2.16), we deduce (4.10). Since q and s commute, we also find that

Qs(q)−1 = (q − s)−1(q − q)−1,

and so (4.9) implies

S−mL (s, q) = (s− q)−m(s− q)−m(s− q)m = (s− q)−m.

An analogous computation shows that S−nL (s, q) = (s− q)−n.
For arbitrary left slice hyperholomorphic functions f and g, it is because of

(2.21) immediate that (f ∗L g)(q) = f(q)g(q) at a point q if f(q) ∈ Cjq . Since
(s− q)−m belongs to Cjq if q ∈ Cjs , we furthermore find that

S−mL (s, q) ∗L S−nL (s, q) = (s− q)−m ∗L (s− q)−n = (s− q)−m(s− q)−n.

Finally, we consider P (q). The restriction Pjs of this function to the plane Cjs is
the complex polynomial Pjs(z) =

∑n
k=0(s− z)k+1(s− z)n−k+1. From the relation

Pjs(q) =
n∑
k=0

(s− q)k+1(s− q)n−k+1 =
n∑
k=0

(s− q)k+1(s− q)n−k+1 = Pjs(q),

we deduce that its coefficients are real. Consequently, P = extL(Pj) is a polynomial
with real coefficients on H, where extL means the extension with the representation
formula. We can show the analogous statement for right slice hyperholomorphic
powers SmR (s, q) of s− q with similar arguments. �

We need now to formally replace the scalar variable q in the functions intro-
duced above by the operator T in a way that is consistent with the S-functional
calculus. Recall, however, that the product rule (fg)(T ) = f(T )g(T ) holds only if
f ∈ N (σS(T )) and g ∈ SHL(σS(T )) or if f ∈ SHR(σS(T )) and g ∈ N (σS(T )).
This is due to the fact that for f, g ∈ SHL(σS(T )) or for f, g ∈ SHR(σS(T )), the
product fg does not in general belong to SHL(σS(T )) resp. SHR(σS(T )).

If, on the other hand, one considers the left slice hyperholomorphic product
f ∗L g of two left slice hyperholomorphic functions (or equivalently, the right
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slice hyperholomorphic product of two right slice hyperholomorphic functions),
then it is not clear to which operation between operators it corresponds. Some
considerations actually suggest that such an operation does not exist.

However, for power series of an operator variable, we can use the formulas
(2.18) and (2.19) to define their ∗L-product resp. ∗R-product.

Definition 4.4.3. Let T ∈ B(X). For F =
∑+∞
n=0 T

nan and G =
∑+∞
n=0 T

nbn with
a`, b` ∈ H for ` ∈ N, we define

F ∗L G :=
+∞∑
n=0

Tn

(
n∑
k=0

akbn−k

)
.

For F̃ =
∑+∞
n=0 anT

n and G̃ =
∑+∞
n=0 bnT

n, we define

F̃ ∗R G̃ :=
+∞∑
n=0

(
n∑
k=0

akbn−k

)
Tn.

Remark 4.4.4. For F =
∑+∞
n=0 T

nan and G =
∑+∞
n=0 T

nbn note that F ∗LG = FG
if an ∈ R for every n ∈ N. In this case, the coefficients an commute with the
operator T , and hence

F ∗L G =
+∞∑
n=0

Tn

(
n∑
k=0

akbn−k

)
=

+∞∑
n=0

n∑
k=0

T kakT
n−kbn−k = FG.

Similarly, F̃ ∗R G̃ = F̃ G̃ if bn ∈ R for every n ∈ N.

Corollary 4.4.5. Let T ∈ B(X) and let f(q) =
∑+∞
n=0 q

nan and g(q) =
∑+∞
n=0 q

nbn
be two left slice hyperholomorphic power series that converge on a ball Br(0) with
σS(T ) ⊂ Br(0). Then

f(T ) ∗L g(T ) = (f ∗L g)(T ).

Similarly, for two right slice hyperholomorphic power series f̃(q) =
∑+∞
n=0 anq

n

and g̃(q) =
∑+∞
n=0 bnq

n that converge on a ball Br(0) with σS(T ) ⊂ Br(0), we have

f̃(T ) ∗R g̃(T ) = (f̃ ∗R g̃)(T ).

Proof. By the properties of the S-functional calculus, we have f(T ) =
∑+∞
n=0 T

nan
and g(T ) =

∑+∞
n=0 T

nbn. Hence

f(T ) ∗L g(T ) =
+∞∑
n=0

Tn

(
n∑
k=0

akbn−k

)

=
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj

+∞∑
n=0

sn

(
n∑
k=0

akbn−k

)

=
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj f ∗L g(s) = (f ∗L g)(T ).

An analogous computation shows the right slice hyperholomorphic case. �
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Observe that SnL(s, T ) and SnR(s, T ) and slice hyperholomorphic products
of such expressions are well defined because of Definition 4.4.3. In analogy with
(4.4.1), we furthermore give the following definition.

Definition 4.4.6. Let T ∈ B(X) and let s ∈ ρS(T ). For n,m ≥ 0, we define

S−nL (s, T ) := Qs(T )−n(sI − T )∗Ln

and

S−nL (s, T ) ∗L S−mL (s, T ) := Qs(T )−(n+m) [(sI − T )∗Ln ∗L (sI − T )∗Lm] .

Similarly, we define

S−nR (s, T ) := (sI − T )∗RnQs(T )−n

and

S−nR (s, T ) ∗R S−mR (s, T ) := [(sI − T )∗Rn ∗R (sI − T )∗Rm]Qs(T )−(n+m).

Remark 4.4.7. Since the function Qs(q)
−n is intrinsic, the above definitions, due

to the product rule, are compatible with the S-functional calculus, that is,[
S−nL (s, ·)

]
(T ) = S−nL (s, T ) and

[
S−nR (s, ·)

]
(T ) = S−nR (s, T )

as well as [
S−nL (s, ·) ∗L S−mL (s, ·)

]
(T ) = S−nL (s, T ) ∗L S−mL (s, T )

and [
S−nR (s, ·) ∗L S−mR (s, ·)

]
(T ) = S−nR (s, T ) ∗L S−mR (s, T ).

Proposition 4.4.8. Let T ∈ B(X) and let s ∈ ρS(T ). Then

∂mS S
−1
L (s, T ) = (−1)mm!S

−(m+1)
L (s, T ) (4.13)

and

∂mS S
−1
R (s, T ) = (−1)mm!S

−(m+1)
R (s, T ), (4.14)

for every m ≥ 0.

Proof. Recall that the slice derivative, see Definition 2.1.12, coincides with the
partial derivative with respect to the real part s0 of s. We show only (4.43), since
(4.44) follows by analogous computations.

We prove the statement by induction. For m = 0, the identity (4.43) is
obvious. We assume that ∂m−1

S S−1
L (s, T ) = (−1)m−1(m − 1)!S−mL (s, T ) and we

compute ∂mS S
−1
L (s, T ). We represent S−mL (s, T ) using the S-functional calculus. If
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we choose the path of integration in the complex plane Cjs , then we find because
of (4.11) that

∂SS
−m
L (s, T ) = ∂S

1

2π

∫
∂(U∩Cjs )

S−1
L (p, T ) dpj S

−m
L (s, p)

=
1

2π

∫
∂(U∩Cjs )

S−1
L (p, T ) dpj

∂

∂s0
(s− p)−m

= −m 1

2π

∫
∂(U∩Cjs )

S−1
L (p, T ) dpj (s− p)−(m+1) = −mS

−(m+1)
L (s, T ),

and in turn,

∂mS S
−1
L (s, T ) = ∂S

(
∂m−1
S S−1

L (s, T )
)

= (−1)m−1(m− 1)!∂SS
−m
L (s, T ) = (−1)mm!S

−(m+1)
L (s, T ). �

Remark 4.4.9. We point out that Proposition 4.4.8 also holds for unbounded closed
operators. In this case, we have to modify the definition of S−mL (s, T ) by commut-
ing every occurrence of T with Qs(T )−m just as we did in the definition of the left
S-resolvent operator. Otherwise S−mL (s, T ) is defined only on D(Tm) and not on
the entire space V .

Let us now turn our attention to the Taylor series expansion of f(T +N) in
the operator variable. In order for such an expansion to hold, it is essential that
adding a somewhat small operator N not to perturb the S-spectrum of T a lot.
The following result clarifies how one has to measure the distance between a point
s ∈ ρS(T ) and the S-spectrum of T .

Lemma 4.4.10. Let A ⊂ H be axially symmetric and let s = s0 + js1 ∈ H. Then

dist(s,A) = dist(s,A ∩ Cj) = dist
(
s,A ∩ C≥j

)
,

where dist(s,A) := inf{|s− q| : q ∈ A} and C≥j = {q0 + jq1 : q0 ∈ R, q1 ≥ 0}.
Proof. For q = q0 + jqq1 ∈ A, define qj = q0 + jq1. We choose i ∈ S with j ⊥ i and
set k = ji. Then q = q0 + q̃1j+ q̃2i+ q̃3k with q̃2

1 + q̃2
2 + q̃2

3 = |q|2 = q2
1 , and in turn

|s− qj |2 = (s0 − q0)2 + (s1 − q1)2

= (s0 − q0)2 + s2
1 − 2s1q1 + q2

1

= (s0 − q0)2 + s2
1 − 2s1

√
q̃2
1 + q̃2

2 + q̃2
3 + q̃2

1 + q̃2
2 + q̃3

2

≤ (s0 − q0)2 + s2
1 − 2s1q̃1 + q̃2

1 + q̃2
2 + q̃3

2

= (s0 − q0)2 + (s1 − q̃1)2 + q̃2
2 = |s− q|2.

Since A is axially symmetric, we have {qj : q ∈ A} = A ∩ C≥j . Consequently,

inf
q∈A
|s− q| ≤ inf

q∈A∩C≥j
|s− q| ≤ inf

q∈A
|s− qj | ≤ inf

q∈A
|s− q|,
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and in turn,

dist(s,A) = inf
q∈A
|s− q| = inf

q∈A∩C≥j
|s− q| = dist(s,A ∩ C≥j ). �

Proposition 4.4.11. Let T ∈ B(X) and let C ⊂ H with dist(C, σS(T )) > ε for some
ε > 0. Then there exists a positive constant KT such that

∥∥S−mL (s, T ) ∗L S−nL (s, T )
∥∥ ≤ KT

εm+n
(4.15)

and ∥∥S−mR (s, T ) ∗L S−nR (s, T )
∥∥ ≤ KT

εm+n
, (4.16)

for every s ∈ C and m,n ≥ 0.

Proof. Let U be a bounded slice Cauchy domain with σS(T ) ⊂ U with dist(C,U) >
ε. We choose s = s0 + js1 ∈ C. By Corollary 4.4.2, we have

S−mL (s, q) ∗L S−nL (s, q) = (s− q)−m(s− q)−n

for every x ∈ Cj . Lemma 4.4.10 implies dist(s, U ∩ Cj) = dist(s, U) > ε. Since
U ∩Cj is symmetric with respect to the real axis, we also have dist(s, U ∩Cj) > ε,
and we deduce

∥∥S−mL (s, T ) ∗L S−nL (s, T )
∥∥

=

∥∥∥∥∥ 1

2π

∫
∂(U∩Cj)

S−1
L (p, T ) dpj S

−m
L (s, p) ∗L S−nL (s, p)

∥∥∥∥∥
=

∥∥∥∥∥ 1

2π

∫
∂(U∩Cj)

S−1
L (p, T ) dpj (s− p)−m(s− p)−n

∥∥∥∥∥
≤ 1

2π

∫
∂(U∩Cj)

∥∥S−1
L (p, T )

∥∥ d|p| ∣∣(s− p)−m(s− p)−n
∣∣

≤ 1

2π

∫
∂(U∩Cj)

∥∥S−1
L (p, T )

∥∥ d|p| 1

εm+n
.

Hence if we set

KT := sup
i∈S

1

2π

∫
∂(U∩Ci)

∥∥S−1
L (p, T )

∥∥ d|p|,
which depends neither on the point s ∈ C nor on the numbers n,m ≥ 0, then

∥∥S−mL (s, T ) ∗L S−nL (s, T )
∥∥ ≤ KT

εm+n
. �
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Theorem 4.4.12. Let T ∈ B(X) and let N ∈ B(X) be such that T and N commute
and such that σS(N) is contained in the open ball Bε(0). If dist(s, σS(T )) > ε,
then s ∈ ρS(T +N) and

Qs(T )−1 =
+∞∑
n=0

(
n∑
k=0

S
−(k+1)
L (s, T ) ∗L S−(n−k+1)

L (s, T )

)
Nn,

where the series converges in the operator norm.

Proof. We first show the convergence of the series

Σ(s, T,N) :=
+∞∑
n=0

(
n∑
k=0

S
−(k+1)
L (s, T ) ∗L S−(n−k+1)

L (s, T )

)
Nn.

Since σS(N) is compact, there exists θ ∈ (0, 1) such that σS(N) ⊂ Bθε(0) ⊂ Bε(0).
Applying the S-functional calculus, we obtain

‖Nm‖ =

∥∥∥∥∥ 1

2π

∫
∂(Bθε(0)∩Cj)

S−1
L (s,N) dsj s

m

∥∥∥∥∥
≤ 1

2π

∫
∂(Bθε(0)∩Cj)

∥∥S−1
L (s,N)

∥∥ d|s| |s|m
=

1

2π

∫
∂(Bθε(0)∩Cj)

∥∥S−1
L (s,N)

∥∥ d|s| (θε)m
for every m ≥ 0. Hence

‖Nm‖ ≤ KN (θε)m (4.17)

with

KN :=
1

2π

∫
∂(Bθε(0)∩Cj)

∥∥S−1
L (s,N)

∥∥ d|s|.
From Proposition 4.4.11, we deduce

+∞∑
n=0

∥∥∥∥∥
(

n∑
k=0

S
−(k+1)
L (s, T ) ∗L S−(n−k+1)

L (s, T )

)
Nn

∥∥∥∥∥
≤

+∞∑
n=0

n∑
k=0

∥∥∥S−(k+1)
L (s, T ) ∗L S−(n−k+1)

L (s, T )
∥∥∥ ‖Nn‖

≤
+∞∑
n=0

(n+ 1)
KT

εn+2
KN (θε)n ≤ KTKN

ε2

+∞∑
n=0

(n+ 1)θn.

By the root test, this last series converges because 0 < θ < 1. The comparison
test yields the convergence of the original series Σ(s, T,N) in the operator norm.
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From Definition 4.4.6 and the fact that T and N commute, we deduce

Qs(T +N) = T 2 + 2TN +N2 − 2s0T − 2s0N + |s|2I
= Qs(T ) + (2T − 2s0)N + |s|2I.

If we define

ΛT (k, n, s) := (sI − T )∗L(k+1) ∗L (sI − T )∗L(n−k+1)

for neatness, we therefore have

Σ(s, T,N)Qs(T +N)

=

(
+∞∑
n=0

(
n∑
k=0

S
−(k+1)
L (s, T ) ∗L S−(n−k+1)

L (s, T )

)
Nn

)
Qs(T +N)

=
+∞∑
n=0

Qs(T )−(n+2)

(
n∑
k=0

ΛT (k, n, s)

)
NnQs(T )

+

+∞∑
n=0

Qs(T )−(n+2)

(
n∑
k=0

ΛT (k, n, s)

)
Nn+1(2T − 2s0I)

+

+∞∑
n=0

Qs(T )−(n+2)

(
n∑
k=0

ΛT (k, n, s)

)
Nn+2.

Applying Corollary 4.4.2 and the S-functional calculus, we see that each of the
coefficients

∑n
k=0 ΛT (k, n, s) =

∑n
k=0(sI − T )∗L(k+1) ∗L (sI − T )∗L(n−k+1) is a

polynomial in T with real coefficients and hence commutes with the operator
Qs(T ). Remark 4.4.4 implies

Σ(s, T,N)Qs(T +N)

=
+∞∑
n=0

Qs(T )−(n+1)

(
n∑
k=0

ΛT (k, n, s)

)
Nn

+
+∞∑
n=0

Qs(T )−(n+2)

(
n∑
k=0

ΛT (k, n, s) ∗L (2T − 2s0I)

)
Nn+1

+
+∞∑
n=0

Qs(T )−(n+2)

(
n∑
k=0

ΛT (k, n, s)

)
Nn+2
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=

+∞∑
n=0

Qs(T )−(n+1)

(
n∑
k=0

ΛT (k, n, s)

)
Nn

+

+∞∑
n=1

Qs(T )−(n+1)

(
n−1∑
k=0

ΛT (k, n− 1, s) ∗L (2T − 2s0I)

)
Nn

+

+∞∑
n=2

Qs(T )−n
n−2∑
k=0

ΛT (k, n− 2, s)Nn.

The identity

Qs(T )−n

(
n−2∑
k=0

ΛT (k, n− 2, s)

)

= Qs(T )−n

(
n−2∑
k=0

(sI − T )∗L(k+1) ∗L (sI − T )∗L(n−k−1)

)

= Qs(T )−n

(
n−1∑
k=1

(sI − T )∗Lk ∗L (sI − T )∗L(n−k)

)

= Qs(T )−(n+1)

(
n−1∑
k=1

(sI − T )∗L(k+1) ∗L (sI − T )∗L(n−k+1)

)

= Qs(T )−(n+1)

(
n−1∑
k=1

ΛT (k, n, s)

)
,

finally yields

Σ(s, T,N)Qs(T +N)

= Qs(T )−1ΛT (0, 0, s)N0

+Qs(T )−2

(
1∑
k=0

ΛT (k, 1, s) + Λ(0, 0, s) ∗L (2T − 2s0I)

)
N

+

+∞∑
n=2

Qs(T )−(n+1)

(
n∑
k=0

ΛT (k, n, s)

+
n−1∑
k=0

ΛT (k, n− 1, s) ∗L (2T − 2s0I) +
n−1∑
k=1

ΛT (k, n, s)

)
Nn.

Now observe that

Qs(T )−1ΛT (0, 0, s)N0 = Qs(T )−1 ((sI − T ) ∗L (sI − T ))

= Qs(T )−1Qs(T ) = I.
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Because of 2T − 2s0I = −(sI − T )− (sI − T ), we have

1∑
k=0

ΛT (k, 1, s) + Λ(0, 0, s) ∗L (2T − 2s0I)

= (sI − T ) ∗L (sI − T )∗L2 + (sI − T )∗L2 ∗L (sI − T )

− (sI − T )∗L2 ∗L (sI − T )− (sI − T ) ∗L (sI − T )∗L2 = 0.

Finally, we also find again because of 2T − 2s0I = −(sI − T )− (sI − T ) that

n∑
k=0

ΛT (k, n, s) +
n−1∑
k=0

ΛT (k, n− 1, s) ∗L (2T − 2s0I) +
n−1∑
k=1

ΛT (k, n, s)

=
n∑
k=0

(sI − T )∗L(k+1) ∗L (sI − T )∗L(n−k+1)

−
n−1∑
k=0

(sI − T )∗L(k+2) ∗L (sI − T )∗L(n−k)

−
n−1∑
k=0

(sI − T )∗L(k+1) ∗L (sI − T )∗L(n−k+1)

+
n−1∑
k=1

(sI − T )∗L(k+1) ∗L (sI − T )∗L(n−k+1) = 0,

where the last identity follows after an index shift k to k + 1 in the second sum.
Altogether, we obtain

Σ(s, T,N)Qs(T +N) = I.
From Corollary 4.4.2 and the S-functional calculus, we already concluded that
each of the coefficients

∑n
k=0 ΛT (k, n, s) in Σ(s, T,N) is a polynomial in T with

real coefficients and thus commutes with both T and N . Hence it also commutes
with Qs(T +N), and so also

Qs(T +N)Σ(s, T,N) = Σ(s, T,N)Qs(T +N) = I.

Hence Qs(T +N) is invertible, which implies s ∈ ρS(T +N). �

Theorem 4.4.13. Let T,N ∈ B(X) be such that σS(N) ⊂ Bε(0) and such that T
and N commute. For every s ∈ ρS(T ) with dist(s, σS(T )) > ε, the identities

S−1
L (s, T +N) =

+∞∑
n=0

Nn S
−(n+1)
L (s, T )

and

S−1
R (s, T +N) =

+∞∑
n=0

S
−(n+1)
R (s, T )Nn

hold, where the series converge uniformly on every set C with dist(C, σS(T )) > ε.
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Proof. In (4.17), we showed the existence of two constants KN ≥ 0 and θ ∈ (0, 1)
such that ‖N‖m ≤ KN (θε)m for every m ∈ N0. Moreover, for every C ⊂ H with
dist(C, σS(T )) > ε, Proposition 4.4.11 implies the existence of a constant KT such
that ‖S−mL (s, T )‖ ≤ KT /ε

m for every s ∈ C and m ∈ N0. Therefore, the estimate

∞∑
n=n0

∥∥∥Nn S
−(n+1)
L (s, T )

∥∥∥ ≤ +∞∑
n=n0

‖Nn‖
∥∥∥S−(n+1)

L (s, T )
∥∥∥

≤
+∞∑
n=n0

KN (θε)n
KT

εn+1
=
KTKN

ε

+∞∑
n=n0

θn
n0→∞−→ 0

holds for every s ∈ C and implies the uniform convergence of the series on C.
Let s ∈ ρS(T ) with dist(s, σS(T )) > ε. We have

(
(T +N)2 − 2s0(T +N) + |s|2I

) +∞∑
n=0

Nn S
−(n+1)
L (s, T )

=
(
T 2 − 2s0T + |s|2I

) +∞∑
n=0

Nn(T 2 − 2s0T + |s|2I)−(n+1)(sI − T )∗L(n+1)

+ (2T − 2s0I)N
+∞∑
n=0

Nn(T 2 − 2s0T + |s|2I)−(n+1)(sI − T )∗L(n+1)

+N2
+∞∑
n=0

Nn(T 2 − 2s0T + |s|2I)−(n+1)(sI − T )∗L(n+1)

=
+∞∑
n=0

Nn(T 2 − 2s0T + |s|2I)−n(sI − T )∗L(n+1)

+
+∞∑
n=0

Nn+1 (2T − 2s0I) (T 2 − 2s0T + |s|2I)−(n+1)(sI − T )∗L(n+1)

+
+∞∑
n=0

Nn+2(T 2 − 2s0T + |s|2I)−(n+1)(sI − T )∗L(n+1).
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Shifting the indices yields

(
(T +N)2 − 2s0(T +N) + |s|2I

) +∞∑
n=0

Nn S
−(n+1)
L (s, T )

=
+∞∑
n=0

Nn(T 2 − 2s0T + |s|2I)−n(sI − T )∗L(n+1)

+
+∞∑
n=1

Nn (2T − 2s0I) (T 2 − 2s0T + |s|2I)−n(sI − T )∗Ln

+
+∞∑
n=2

Nn(T 2 − 2s0T + |s|2I)−(n−1)(sI − T )∗L(n−1)

= sI − T +N(T 2 − s0T + |s|2I)−1(sI − T )∗L2

+N(T 2 − 2s0T + |s|2I)−1(2T − 2s0I)(sI − T )+

+
+∞∑
n=2

Nn(T 2 − 2s0T + |s|2I)−n
[
(sI − T )∗L(n+1)

+ (2T − 2s0I) (sI − T )∗Ln

+ (T 2 − 2s0T + |s|2I)(sI − T )∗L(n−1)
]
.

The last series equals 0 because Remark 4.4.4 and the identity

(T 2 − 2s0T + |s|2I) = (sI − T ) ∗L (sI − T )

imply

(sI − T )∗L(n+1) + (2T − 2s0I) (sI − T )∗Ln

+ (T 2 − 2s0T + |s|2I)(sI − T )∗L(n−1)

= (sI − T )∗L(n+1) + (2T − 2s0I) ∗L (sI − T )∗Ln + (sI − T ) ∗L (sI − T )∗Ln

= (sI − T + 2T − 2s0I + sI − T ) ∗L (sI − T )∗L(n−1) = 0.

Hence, we finally obtain

(
(T +N)2 − 2s0(T +N) + |s|2I

) +∞∑
n=0

NnS
−(n+1)
L (s, T )

= sI − T +N(T 2 − 2s0T + |s|2I)−1(s2I − 2Ts+ T 2)

+N(T 2 − 2s0T + |s|2I)−1(2Ts− 2s0sI − 2T 2 + 2s0T )

= sI − T +N(T 2 − 2s0T + |s|2I)−1(−T 2 + 2s0T − |s|2I) = sI − T −N.
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Since Qs(T +N) = (T +N)2−2s0(T +N)+ |s|2I is invertible by Theorem 4.4.12,
this is equivalent to

+∞∑
n=0

Nn S
−(n+1)
L (s, T ) = Qs(T +N)−1(sI − T −N) = S−1

L (s, T +N).

The identity for the right S-resolvent can be shown with analogous compu-
tations. �

Theorem 4.4.14 (The Taylor formulas). Let T,N ∈ B(X) with σS(N) ⊂ Bε(0)
such that T and N commute and set

Cε(σS(T )) := {s ∈ H : dist(s, σS(T )) ≤ ε}.

If f ∈ SHL(Cε(σS(T ))), then f ∈ SHL(σS(T +N)) and

f(T +N) =
+∞∑
n=0

Nn 1

n!
(∂nSf) (T ).

Similarly, if f ∈ SHR(Cε(σS(T ))), then f ∈ SHR(σS(T +N)) and

f(T +N) =
+∞∑
n=0

1

n!
(∂nSf) (T )Nn.

Proof. We prove just the first Taylor formula; the second one is obtained with
similar computations. By Theorem 4.4.12, we have σS(T +N) ⊂ Cε(σS(T )), and
so the function f belongs to SHL(σS(T + N)). If U is a bounded slice Cauchy
domain with Cε(σS(T )) ⊂ U and U ⊂ D(f), then we find due to Theorem 4.4.13
that

f(T +N) =
1

2π

∫
∂(U∩Cj)

S−1
L (s, T +N) dsj f(s)

=
1

2π

∫
∂(U∩Cj)

+∞∑
n=0

NnS
−(n+1)
L (s, T ) dsj f(s)

=
+∞∑
n=0

Nn 1

2π

∫
∂(U∩Cj)

S
−(n+1)
L (s, T ) dsj f(s).

By Proposition 4.4.8, we have

S
−(n+1)
L (s, T ) = (−1)n

1

n!
∂nSS

−1
L (s, T ),

and so

f(T +N) =
+∞∑
n=0

Nn (−1)n

n!

1

2π

∫
∂(U∩Cj)

∂nSS
−1
L (s, T ) dsj f(s).
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After integrating the nth term in the sum n times by parts, we finally obtain

f(T +N) =
+∞∑
n=0

Nn 1

n!

1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj (∂nSf)(s)

=
+∞∑
n=0

Nn 1

n!
(∂nSf)(T ). �

4.5 Bounded Operators with Commuting Components

If the components of T commute, then the S-spectrum can be characterized by
a different operator, which is often easier to handle in the applications. The S-
resolvent operators can in this case be expressed in a form that corresponds to
replacing the scalar variable q in the slice hyperholomorphic Cauchy kernels by
the operator T when they are written in form II; see Chapter 2.

We saw in Remark 2.3.2 that every two-sided quaternionic vector space X is
essentially of the form X = XR ⊗H, where XR is the real vector space consisting
of the vectors that commute with all quaternions. If x =

∑3
`=0 x`e` with x` ∈ XR,

where we set e0 = 1 for neatness, then we can write any operator T ∈ B(X) as

T =
∑3
`=0 T`e` with components T` ∈ B(XR), where this operator acts as

Tx =

(
3∑
`=0

T`e`

)(
3∑

κ=0

xκeκ

)
=

3∑
`,κ=0

T`(xκ)e`eκ.

We obtain B(X) = B(XR)⊗H, and hence we call any operator in B(XR) a scalar
operator on X.

Definition 4.5.1. We define BC(X) to be the space of all operators T = T0 +∑3
`=1 T`e` ∈ B(X) with components T` ∈ B(XR), ` = 0, . . . , 3, that mutually

commute.

Definition 4.5.2. For T = T0 +
∑3
`=1 T`e` ∈ BC(X), we set

T := T0 −
3∑
`=1

T`e`.

The following statement shows that for an operator T ∈ BC(X) the analogues
of the scalar identities s + s = 2Re(s) and ss = ss = |s|2 hold. This motivates
the idea that we can write the S-resolvent for such operators also by formally
replacing q by T in the slice hyperholomorphic Cauchy kernels when they are
written in form II.

Lemma 4.5.3. Let T = T0 +
∑3
`=1 T`e` ∈ BC(X). Then 2T0 = T + T and TT =

TT =
∑3
`=0 T

2
` .
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Proof. We obviously have

T + T = T0 +
3∑
`=1

T`e` + T0 −
3∑
`=1

T`e` = 2T0.

Since the components T` mutually commute and e`eκ = −eκe` for 1 ≤ `, κ ≤ 3
with ` 6= κ, we also have

TT =

(
T0 +

3∑
`=1

T`e`

)(
T0 −

3∑
`=1

T`e`

)

= T 2
0 −

3∑
`=1

T0T`e` +

3∑
`=1

T`T0e` −
3∑

`,κ=1

T`Te`eκ

= T 2
0 −

3∑
`=1

T 2
` e

2
` +

∑
`=1,2,3
`<κ

(T`Tκ − TκT`)e`eκ =
3∑
`=0

T 2
` . �

Lemma 4.5.4. If T = T0 +
∑3
`=1 T`e` ∈ BC(X), then the following statements are

equivalent:

(i) The operator T is invertible.

(ii) The operator T is invertible.

(iii) The operator TT is invertible.

In this case we have

T
−1

= T−1 and T−1 = (TT )−1T . (4.18)

Proof. If TT is invertible, then (TT )−1 =
(∑3

`=0 T
2
`

)−1
commutes with T and T ,

and hence (
TT
)−1

TT =
(
TT
)−1

TT = I
and

T
(
TT
)−1

T =
(
TT
)−1

TT = I.
Thus (iii) implies (i), and the second identity in (4.18) holds.

If, on the other hand, T is invertible and T−1 = B0 +
∑3
κ=1Bκeκ ∈ B(X),

then

I = T−1T =

(
B0 +

3∑
κ=1

Bκeκ

)(
T0 +

3∑
`=1

T`e`

)

= B0T0 −
3∑
`=1

B`T` + (B2T3 −B3T2)e1

+ (B3T1 −B1T3)e2 + (B1T2 −B2T1)e3.
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We conclude that

I = B0T0 −
3∑
`=1

B`T`

and
B`Tκ −BκT` = 0

for 1 ≤ ` < κ ≤ 3. Therefore,

B T =

(
B0 −

3∑
`=1

B`e`

)(
T0 −

3∑
`=1

T`e`

)

= B0T0 −
3∑
`=1

B`T` + (B2T3 −B3T2)e1

+ (B3T1 −B1T3)e2 + (B1T2 −B2T1)e3 = I,

and similarly we see that also T B = I. Hence (i) implies (ii) and T
−1

= T−1.

Since T = T , we can exchange the roles of T and T and find that (ii) implies (i).

Finally, we see that in this case, (TT )−1 = T
−1
T−1 ∈ B(X), and we find that (i)

and (ii) also imply (iii). �

Definition 4.5.5. Let T = T0 +
∑3
`=1 T`e` ∈ BC(X). For s ∈ H, we define the

operator
Qc,s(T ) := s2I − 2sT0 + TT .

Theorem 4.5.6. Let T = T0 +
∑3
`=1 T`e` ∈ BC(X). Then Qc,s(T ) is invertible if

and only if Qs(T )−1 is invertible, and so

ρS(T ) =
{
s ∈ H : Qc,s(T )−1 ∈ B(X)

}
. (4.19)

Moreover, for s ∈ ρS(T ), we have

S−1
L (s, T ) =(sI − T )Qc,s(T )−1 (4.20)

and

S−1
R (s, T ) =Qc,s(T )−1(sI − T ). (4.21)

Proof. We observe that for s ∈ H, we haveQs(T ) = Qs(T ) andQc,s(T ) = Qc,s(T ),
and so

Qc,s(T )Qc,s(T ) = (s2I − 2sT0 + TT )(s2I − 2sT0 + TT )

= |s|4I − 2s|s|2T0 + s2TT − 2|s|2T0s+ 4|s|2T 2
0 − 2sT0TT

+ s2TT − 2sT0TT + (TT )2

= |s|4I − 2s0|s|2T − 2s0|s|2T + 2Re(s2)TT

+ 4|s|2T 2
0 − 2s0T

2T − 2s0TT
2

+ T 2T
2
,
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where we used in the last identity that 2s0 = s + s, that |s|2 = ss, and that
2T0 = T + T . Since, for s = s0 + jss1, we have

2Re(s2)TT = 2s2
0TT − 2s2

1TT

and
4|s|2T 2

0 = |s|2(T + T )2 = |s|2T 2 + 2s2
0TT + s2

1TT + |s|2T 2
,

we further find that

Qc,s(T )Qc,s(T ) = |s|2(|s|2I − 2s0T + T 2)

− 2s0T (|s|2I − 2s0T + T 2)

+ T
2
(|s|2I − 2s0T + T 2) = Qs(T )Qs(T ).

From Lemma 4.5.4, we conclude that the invertibility of Qc,s(T ) is equivalent to

the invertibility of Qc,s(T )Qc,s(T ) = Qs(T )Qs(T ), which is in turn equivalent to
the invertibility of Qs(T ), and hence (4.19) holds.

Because of Lemma 4.5.3, we furthermore have

(sI − T )Qc,s(T ) = (sI − T )
(
s2I − 2sT0 + TT

)
= |s|2sI − Ts2 − 2|s|2T0 + 2TT0s+ sTT − T 2T

= |s|2sI − Ts2 − |s|2T − |s|2T + T 2s+ TTs+ sTT − T 2T

= |s|2
(
sI − T

)
− 2s0T

(
sI − T

)
+ T 2

(
sI − T

)
=
(
T 2 − 2s0T + |s|2I

) (
sI − T

)
= Qs(T )(sI − T ),

(4.22)

and so
S−1
L (s, T ) = Qs(T )−1(sI − T ) = (sI − T )Qc,s(T )−1.

Similar computations show that also the identity (4.21) holds. �

Definition 4.5.7 (SC-resolvent operators). Let T ∈ BC(X). For s ∈ ρS(T ), we
define the left and right SC-resolvent operator of T as

S−1
c,L(s, T ) = (sI − T )Qc,s(T )−1

and

S−1
c,R(s, T ) = Qc,s(T )−1(sI − T ).

Corollary 4.5.8. Let T ∈ BC(X). For f ∈ SHL(σS(T )), we have

f(T ) =
1

2π

∫
∂(U∩Cj)

S−1
c,L(s, T ) dsj f(s),
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and for f ∈ SHR(σS(T )) we have

f(T ) =
1

2π

∫
∂(U∩Cj)

f(s) dsj S
−1
c,R(s, T )

for any imaginary unit j ∈ S and any bounded slice Cauchy domain U with
σS(T ) ⊂ U and U ⊂ D(f).

Remark 4.5.9. The S-functional calculus for operators with commuting compo-
nents defined by the above integrals that involve the SC-resolvents is often also
referred to as the SC-functional calculus. Similarly, the S-spectrum is sometimes
called the F -spectrum when it is characterized by the operator Qc,s(T )−1, in or-
der to stress that one is using the simpler characterization that holds only for
operators with commuting components.

4.6 Perturbations of the SCSCSC-Resolvent Operators

In order to study bounded perturbations of the F -resolvent operators (see Chapter
7), we study in this section a preliminary result about the perturbations of the
S-resolvent operators S−1

c,L(s, T ) and S−1
c,R(s, T ). This will be used in the sequel. We

recall that the left spectrum σL(T ) and the left resolvent sets ρL(T ) were defined
in Definition 3.3.1. The following corollary of Lemma 3.1.12 will be used in the
sequel.

Corollary 4.6.1. Let T ∈ BC(X). If s ∈ ρS(T ) ∩ ρL(T ), then(
S−1
c,L(s, T )

)−1

= sI −
(
sI − T

)
T
(
sI − T

)−1
,(

S−1
c,R(s, T )

)−1

= sI −
(
sI − T

)−1
T
(
sI − T

)
.

Proof. By Theorem 4.5.6, we have

S−1
c,L(s, T ) =

(
sI − T

)
Qc,s(T )−1 =

(
sI − T

) (
s2I − 2sT0 + TT

)−1
.

Since Qc,s(T ) = s
(
sI − T

)
− (sI − T )T , we thus obtain(

S−1
c,L(s, T )

)−1

=
(
s2I − 2sT0 + TT

) (
sI − T

)−1

= sI −
(
sI − T

)
T
(
sI − T

)−1
.

Similar computations show the identity for the right S-resolvent. �

Definition 4.6.2. Let T ∈ BC(X). For s ∈ ρL(T ), we define

Sc,L(s, T ) = sI −
(
sI − T

)
T
(
sI − T

)−1
,

Sc,R(s, T ) = sI −
(
sI − T

)−1
T
(
sI − T

)−1
.
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Lemma 4.6.3. Let T , Z ∈ BC(X). If s 6∈ σL
(
T
)
∪ σL

(
Z
)
, then

‖Sc,L(s, T )− Sc,L(s, Z)‖ ≤ KT,Z(s)‖T − Z‖, (4.23)

‖Sc,R(s, T )− Sc,R(s, Z)‖ ≤ KT,Z(s)‖T − Z‖, (4.24)

with

KT,Z(s) :=
∥∥(sI − Z)−1

∥∥ (‖Z‖+
∥∥sI − T∥∥ [1 + ‖T‖

∥∥(sI − T )−1
∥∥]) . (4.25)

Proof. We consider the chain of equalities

Sc,L(s, T )− Sc,L(s, Z)

= (sI − Z)Z(sI − Z)−1 − (sI − T )T (sI − T )−1

= (sI − Z)Z(sI − Z)−1 − (sI − T )Z(sI − Z)−1

+ (sI − T )Z(sI − Z)−1 − (sI − T )T (sI − T )−1

= (T − Z)Z(sI − Z)−1 + (sI − T )
[
Z(sI − Z)−1 − T (sI − T )−1

]
= (T − Z)Z(sI − Z)−1 + (sI − T )

[
(Z − T )(sI − Z)−1

+ T
(
(sI − Z)−1 − (sI − T )−1

) ]
= (T − Z)Z(sI − Z)−1 + (sI − T )

[
(Z − T )(sI − Z)−1

+ T
(
sI − Z

)−1 (
Z − T

) (
sI − T

)−1
]
.

Taking the norm and observing that ‖T − Z‖ =
∥∥T − Z∥∥, we have

‖Sc,L(s, T )− Sc,L(s, Z)‖ ≤ ‖T − Z‖
(
‖Z‖ ‖(sI − Z)−1‖

+ ‖sI − T‖
[
‖(sI − Z)−1‖+ ‖T‖ ‖(sI − Z)−1‖‖(sI − T )−1‖

])
,

and so (4.23) holds. The second estimate is shown with similar arguments. �

Lemma 4.6.4. Let T , Z ∈ BC(X), let s ∈ ρS(T ) with s 6∈ σL
(
T
)
∪ σL

(
Z
)
, and

suppose that

‖T − Z‖ < 1

KZ,T (s)
‖S−1

c,L(s, T )‖−1,

with KZ,T (s) as in Lemma 4.6.3. Then s ∈ ρS(Z) and

S−1
c,L(s, Z)− S−1

c,L(s, T )

= S−1
c,L(s, T )

+∞∑
m=1

[
(Sc,L(s, T )− SL(s, Z))S−1

c,L(s, T )
]m

.
(4.26)
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Similarly, if

‖T − Z‖ < 1

KZ,T (s)

∥∥S−1
R (s, T )

∥∥−1
,

then s ∈ ρS(Z) and

S−1
c,R(s, Z)− S−1

c,R(s, T )

= S−1
c,R(s, T )

+∞∑
m=1

[
(Sc,R(s, T )− Sc,R(s, Z))S−1

c,R(s, T )
]m

.
(4.27)

Proof. If we apply Lemma 3.1.12 with A = Sc,L(s, T ) and B = Sc,L(s, Z), then
we obtain

S−1
c,L(s, Z) = S−1

c,L(s, T )
+∞∑
m=0

[
(Sc,L(s, T )− Sc,L(s, Z))S−1

c,L(s, T )
]m

. (4.28)

This series converges, since∥∥∥(Sc,L(s, T )− Sc,L(s, Z))S−1
c,L(s, T )

∥∥∥ ≤ KZ,T (s)
∥∥∥T − Z‖‖S−1

c,L(s, T )
∥∥∥ < 1,

and we obtain s ∈ ρS(Z) as

Qc,s(T )−1 = (sI − T )−1S1
L(s, T ).

We can show the statement for the right S-resolvent with similar arguments.
�

Definition 4.6.5. Let O ⊂ H. We denote by Bε(O) for ε > 0 the ε-neighborhood
of O defined as

Bε(O) := {q ∈ H : inf
s∈O
|s− q| < ε}.

Theorem 4.6.6. Let T,Z ∈ BC(X), let s ∈ ρS(T ), and assume also that s 6∈
σL
(
T
)
∪ σL

(
Z
)
. For every ε > 0, there exists δ > 0 such that if ‖T −Z‖ < δ, we

have

σS(Z) ⊆ Bε (σS(T )) ,

and for s 6∈ Bε
(
σS(T ) ∪ σL

(
T
))

,

‖S−1
c,L(s, Z)− S−1

c,L(s, T )‖ < ε,

‖S−1
c,R(s, Z)− S−1

c,R(s, T )‖ < ε.

Proof. Let T,Z ∈ BC(X) and let ε > 0. Thanks to Lemma 3.1.12 there exists
η > 0 such that if

‖T − Z‖ < η,
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then σL(Z) ⊂ Bε
(
σL
(
T
))

, where Bε
(
σL
(
T
))

is the ε-neighborhood of σL(T ).
We can hence always choose η such that

σL(Z) ⊂ Bε(σS(T ) ∪ σL(T )).

Consider the function KT,Z(s) defined in Lemma 4.6.3 and observe that the con-
stant Kε defined by

Kε = sup
s6∈B(σF (T )∪σL(T ),ε)

KT,Z(s)

is finite, since s 6∈ Bε(σS(T )∪σL(T )), since due to the above observation σL(Z) ⊂
Bε(σS(T ) ∪ σL(T )) and since

lim
s→∞

‖(sI − Z)−1‖ = lim
s→∞

‖(sI − T )−1‖ = 0.

Observe that since s ∈ ρS(T ), the map s 7→ ‖S−1
c,L(s, T )‖ is continuous and that

lim
s→∞

‖S−1
c,L(s, T )‖ = 0.

For s in the complement of Bε(σS(T ) ∪ σL(T )) we have thus that there exists a
positive constant Nε such that

‖S−1
c,L(s, T )‖ ≤ Nε.

If δ1 > 0 is such that ‖Z − T‖ < 1
KεNε

:= δ1, then we can conclude from
Lemma 4.6.4 that s ∈ ρS(Z) and that

‖S−1
c,L(s, Z)− S−1

c,L(s, T )‖

≤
‖S−1

c,L(s, T )‖2 ‖Sc,L(s, T )− Sc,L(s, Z)‖
1− ‖S−1

c,L(s, T )‖ ‖Sc,L(s, T )− Sc,L(s, Z)‖

≤ N2
εKε‖Z − T‖

1−NεKε‖Z − T‖
< ε

if

‖Z − T‖ < δ2 :=
ε

Kε(N2
ε + εNε)

.

To get the statement, it suffices to set δ = min{η, δ1, δ2}.
For the right S-resolvent, we can argue similarly. �

Theorem 4.6.7. Let T,Z ∈ BC(X), let f ∈ SHL(σS(T )), and let ε > 0. Then there
exists δ > 0 such that for ‖Z − T‖ < δ, we have f ∈ SHL(σS(Z)) and

‖f(Z)− f(T )‖ < ε.
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Proof. We recall that the operator f(T ) is defined by

f(T ) =
1

2π

∫
∂(U∩Cj)

S−1
c,L(s, T ) dsj f(s),

where U ⊂ H is any bounded slice Cauchy domain with σS(T ) ⊂ U and U ⊂ D(f)
and where j ∈ S. Suppose furthermore that U contains an ε-neighborhood of
σS(T ) ∪ σL(T ).

By Lemma 4.6.6 there exists δ1 > 0 such that σS(Z) ⊂ U if we have ‖Z−T‖ <
δ1. Consequently, f ∈ SHL(σS(Z)) for ‖Z − T‖ < δ1. Due to Lemma 4.6.6,
S−1
c,L(s, T ) is uniformly close to S−1

c,L(s, Z) with respect to s ∈ ∂(U ∩ Cj) for j ∈ S
if ‖Z − T‖ is small enough, so for some positive δ ≤ δ1 we get

‖f(T )− f(Z)‖ =
1

2π
‖
∫
∂(U∩Cj)

[
S−1
c,L(s, T )− S−1

c,L(s, Z)
]
dsj f(s)‖ < ε. �

4.7 Some Examples

We end this chapter with some examples in which we compute the S-spectrum
of different operators. In particular, we illustrate how the characterization of the
S-spectrum of operators with commuting components in Theorem 4.5.6 simplifies
its computation.

Example 4.7.1. Let us consider a, b, α, β ∈ R and the two matrices

T1 =

[
a b
0 a

]
, T2 =

[
α β
0 α

]
.

It is easy to verify that T1T2 = T2T1. We can thus consider the operator

T = T1e1 + T2e2 =

[
ae1 + αe2 be1 + βe2

0 ae1 + αe2

]
,

with commuting components on H2. We have

T = −
[
ae1 + αe2 be1 + βe2

0 ae1 + αe2

]
,

so that T + T = 0 and

TT =

[
a2 + α2 2ab+ 2αβ

0 a2 + α2

]
. (4.29)

The S-spectrum is associated with the equation Qc,s(T )x = 0, that is,(
s2

[
1 0
0 1

]
+

[
a2 + α2 2ab+ 2αβ

0 a2 + α2

])
x = 0 for x 6= 0. (4.30)
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Observe that the matrix TT in (4.29) has only real entries. If s = u+ jv, we can
consider the matrix TT therefore a Cj-complex matrix, and we find that s satisfies
(4.30) if and only if −s2 is an eigenvalue of TT . Standard computations show that
the only eigenvalue of TT is a2 + α2 and we conclude that

σS(T ) =
{
j
√
a2 + α2 : j ∈ S

}
.

Example 4.7.2. We illustrate in this example how the computation of the S-
spectrum of an operator with commuting components is simplified by the charac-
terization given in Theorem 4.5.6. We consider the two commuting matrices

T1 =

[
0 1
0 1

]
, T2 =

[
1 1
0 2

]
,

and the associated quaternionic operator

T = e1T1 + e2T2 =

[
e2 e1 + e2

0 e1 + 2e2

]
.

Since we have

T =

[
−e2 −e1 − e2

0 −e1 − 2e2

]
,

it is immediate that T + T = 0 and that

TT =

[
1 4
0 5

]
.

In order to compute the S-spectrum using Theorem 4.5.6, we have to solve the
equation Qc,s(T )−1x = 0. For x = (y, z)T , this turns into[

s2 + 1 4
0 s2 + 5

] [
y
z

]
= 0, for

[
y
z

]
6= 0.

This gives the two equations

(s2 + 1)y + 4z = 0,

(s2 + 5)z = 0.
(4.31)

If s = u + jv, then we can choose i ∈ S with i ⊥ j and write y = y1 + y2i and
z1 + z2i with y`, z` ∈ Cj . Since 1 and i are linearly independent over Cj and the
system (4.31) contains only coefficients in Cj , it is equivalent to

(s2 + 1)y` + 4z` = 0,
(s2 + 5)z` = 0,

` = 1, 2.

We are hence left with a Cj-complex linear system of equations that can be solved
easily. Its solutions are j and

√
5j, and thus

σS(T ) =
{
j,
√

5j : j ∈ S
}
.
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The same result can be obtained by solving the equation

(T 2 − 2s0T + |s|2I)x = 0,

that is, [
−1− 2s0e2 + |s|2 −4− 2s0(e1 + e2)

0 −5− 2s0(e1 + 2e2) + |s|2
] [

y
z

]
= 0.

This corresponds to the two equations

(−1− 2s0e2 + |s|2)y − (4 + 2s0(e1 + e2))z = 0,

(−5− 2s0(e1 + 2e2) + |s|2)z = 0.

Observe, however, that the coefficients of this system do not belong to one single
complex plane, so that it cannot be reduced to a complex linear system of two
equations. If we suppose that Re(s) = 0, we find that either s = j, or s =

√
5j

with j ∈ S. If s0 6= 0, then very long calculations show that there are no solutions;
thus the S-spectrum coincides in both cases.

Example 4.7.3. We compute the equations for determining the S-spectrum of a
bounded operator T with commuting components on a Banach space X. We use
both the commutative and the noncommutative approaches and we see that the
computations are again simpler in the first case.

Let T = e1T1+e2T2 ∈ B(X), where T1, T2 are commuting bounded operators
on XR. We determine the S-eigenvalue equation. We have

T = −e1T1 − e2T2,

so
T + T = 0,

and since T1T2 = T2T1, we also have

TT = T 2
1 + T 2

2 .

The point S-spectrum σS(T ) consists of quaternions s such that Qc,s(T ) has a
bounded inverse. Hence we need to solve the equation

(s2I − s(T + T ) + TT )x = y

for every y ∈ X, which simplifies in our case to

(s2I + T 2
1 + T 2

2 )x = y. (4.32)

If s = u + jv, the operator TT = T 2
1 + T 2

2 can be considered an operator on the
Cj-complex Banach space XR ⊗ Cj := XR + jXR, and (4.32) is then exactly an
eigenvalue equation of this operator. We can choose i ∈ S with i ⊥ j and write
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x = x1 + x2i and y = y1 + y2i with x`, y` ∈ XR ⊗ Cj . Since 1 and i are linearly
independent over Cj , we find that (4.32) is equivalent to

(s2I + T 2
1 + T 2

2 )x` = y`, ` = 1, 2. (4.33)

Hence s belongs to σS(T ) if and only if −s2 belongs to the classical spectrum
σ(TT ) of TT . Because of the axial symmetry of the S-spectrum, σS(T ) is then
given by

σS(T ) =
{
u+ iv : u+ jv ∈ σ

(
TT
)
, i ∈ S

}
.

In case one considers the noncommutative definition of the S-spectrum, we
have T 2 = −T 2

1 − T 2
2 , so that the equation

(T 2 − 2s0T + |s|2I)x = y

becomes (
−T 2

1 − T 2
2 − 2s0(e1T1 + e2T2) + |s|2I

)
x = y.

Observe that this is again a system that is more complicated than the eigenvalue
equation of a complex linear operator. If we write x = x0 +

∑3
`=1 x`e` and y =

x0 +
∑3
`=1 y`e` and set

A := |s|2I − T 2
1 − T 2

2 ,

we can rewrite the above equation in terms of its real components and obtain

Ax0 + 2Re(s)T1x1 + Re(s)T2x2

+ e1(−2Re(s)T1x0 +Ax1 − 2Re(s)T2x3)

+ e2(−2Re(s)T2x0 +Ax2 + 2Re(s)T1x3)

+ e1e2(Ax3 − 2Re(s)T1x2 + 2Re(s)T2x1) = y0 +
3∑
`=1

y`e`.

Thus the S-spectrum of T is given by the system of equations
(|s|2I − T 2

1 − T 2
2 )x0 + 2Re(s)T1x1 + Re(s)T2x2 = y0,

−2Re(s)T1x0 + (|s|2I − T 2
1 − T 2

2 )x1 − 2Re(s)T2x3 = y1,

−2Re(s)T2x0 + (|s|2I − T 2
1 − T 2

2 )x2 + 2Re(s)T1x3 = y2,

(|s|2I − T 2
1 − T 2

2 )x3 − 2Re(s)T1x2 + 2Re(s)T2x1 = y3.

(4.34)

This system is much more complicated than the eigenvalue equation in (4.32), but
it gives the same solution.

Example 4.7.4 (Fractional powers). The slice hyperholomorphic logarithm on H
is defined as

log s := ln |s|+ j arg(s) for s = u+ jv ∈ H \ (−∞, 0],
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where arg(s) = arccos(Re(s)/|s|) is the unique angle ϕ ∈ [0, π] such that s = |s|ejϕ.
Observe that for s = Re(s) ∈ [0,+∞), we have

arccos(Re(s)/|s|) = arccos(1) = 0,

and so log s = ln s. Therefore, log s is well defined on the positive real axis and
does not depend on the choice of the imaginary unit j. One has

elog s = s for s ∈ H

and

log es = s for s ∈ H with |s| < π.

The quaternionic logarithm is both left and right slice hyperholomorphic (and
actually even intrinsic) on H \ (−∞, 0], and for every j ∈ S, its restriction to the
complex plane Cj coincides with the principal branch of the complex logarithm
on Cj . We define the fractional powers of exponent α ∈ R of a quaternion s as

sα := eα log s = eα(ln |s|+j arccos(u/|s|)), s = u+ jv ∈ H \ (−∞, 0].

This function is obviously also left and right slice hyperholomorphic on the set
H \ (−∞, 0]. So we can define the fractional powers of bounded operators and
in particular of matrices by the S-functional calculus. We can define fractional
powers of a bounded vector operator T = e1T1+e2T2+e3T3 using the S-functional
calculus,

Tα =
1

2π

∫
∂(U∩Cj)

sα dsj S
−1
R (s, T ) (4.35)

if σS(T ) ⊂ U is contained in the domain of sα. Since s 7→ sα is an intrinsic slice
hyperholomorphic function, we also have

Tα =
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj s

α.

These formulas were introduced in [50], and the theory of fractional powers of
quaternionic operators was further developed in the papers [51, 52]. These opera-
tors are a natural tool to define fractional Fourier laws, and they have applications
in fractional diffusion and fractional evolution problems.

4.8 Comments and Remarks

Comments on the references. The complete list of the papers in which the S-
functional calculus for bounded operators has been developed is [10, 55, 66, 68,
79, 80, 127]. In the case we consider intrinsic functions, the S-functional calculus
can be defined for a one-sided Banach space, as has been shown in [125]. In the
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paper [125], the author has also developed the theory of spectral operators in
Banach spaces; see also [128].

The S-functional calculus can be defined also for n-tuples of noncommuting
operators using slice hyperholomorphic functions with values in a Clifford algebra
(also called slice monogenic functions); see [75, 97]. The commutative version of
the S-functional calculus, that is, the S-functional calculus for operators with
commuting components, is studied in [77].

The S-functional calculus was the starting point for the development of var-
ious quaternionic functional calculi. We mention the Philips functional calculus
for generators of strongly continuous groups, which is based on the quaternionic
version of the Laplace–Stieltjes transform; see [11]. Groups and semigroups of
quaternionic linear operators have been considered in [19,76,153].

In the paper [30], the authors introduce the H∞-functional calculus based on
the S-spectrum. This is the quaternionic analogue of the calculus introduced by
McIntosh [165]. In [30] is also considered the H∞-functional calculus for n-tuples
of noncommuting operators.

A more general version of the H∞-functional calculus, the study of the frac-
tional powers of quaternionic linear operators, is treated in [51, 52]. Here the au-
thors also show how the fractional powers of quaternionic linear operators define
new fractional diffusion and evolution processes. For a more direct approach to
fractional powers of quaternionic operators that include the Kato formula, see the
paper [50].

4.8.1 The SSS-Functional Calculus for n-Tuples of Operators

The notion of S-spectrum and also the definition of the S-functional calculus can
be extended to n-tuples of not necessarily commuting operators. For this setting
we need slice hyperholomorphic functions with values in a Clifford algebra (slice
monogenic functions). Slice monogenicity is similar to the quaternionic setting;
see the book [89]. We explain here the basic concepts. Let Rn be the real Clifford
algebra over n imaginary units e1, . . . , en satisfying the relations e`em+ eme` = 0,
` 6= m, e2

` = −1. An element in the Clifford algebra will be denoted by
∑
A eAxA,

where A = {`1 · · · `r} ∈ P{1, 2, . . . , n}, `1 < · · · < `r is a multi-index, and eA =
e`1e`2 · · · e`r , e∅ = 1. An element (x0, x1, . . . , xn) ∈ Rn+1 will be identified with the
element x = x0 + x = x0 +

∑n
`=1 x`e` ∈ Rn, called a paravector, and the real part

x0 of x will also be denoted by Re(x). The norm of x ∈ Rn+1 is defined as |x|2 =
x2

0 + x2
1 + · · ·+ x2

n. The conjugate of x is defined by x̄ = x0 − x = x0 −
∑n
`=1 x`e`.

We denote by S the sphere

S = {x = e1x1 + · · ·+ enxn : x2
1 + · · ·+ x2

n = 1};

for j ∈ S we obviously have j2 = −1. Given an element x = x0 + x ∈ Rn+1, let us
set jx = x/|x| if x 6= 0, and given an element x ∈ Rn+1, the set

[x] := {y ∈ Rn+1 : y = x0 + j|x|, j ∈ S}
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is an (n−1)-dimensional sphere in Rn+1. The vector space R+jR passing through
1 and j ∈ S will be denoted by Cj , and an element belonging to Cj will be indicated
by u+ jv, for u, v ∈ R. With an abuse of notation we will write x ∈ Rn+1. Thus,
if U ⊆ Rn+1 is an open set, a function f : U ⊆ Rn+1 → Rn can be interpreted
as a function of the paravector x. With the above notations, the definition of the
slice hyperholomorphic functions f : U ⊆ Rn+1 → Rn is analogous to the notion
of slice hyperholomorphic functions for quaternionic-valued functions. We adapt
the definition of slice hyperholomorphicity to the Clifford-algebra-valued case; in
this case functions are often called slice monogenic. The definition of an axially
symmetric set is as in the quaternionic setting, i.e., we say that U ⊆ Rn+1 is
axially symmetric if [x] ⊂ U for all x ∈ U .

Definition 4.8.1 (Slice hyperholomorphic functions with values in Rn (or slice
monogenic functions)). Let U ⊆ Rn+1 be an axially symmetric open set and
let U = {(u, v) ∈ R2 : u + Sv ⊂ U}. A function f : U → Rn is called a left slice
function if it is of the form

f(q) = f0(u, v) + jf1(u, v) for q = u+ jv ∈ U

with two functions f0, f1 : U → Rn that satisfy the compatibility conditions

f0(u,−v) = f0(u, v), f1(u,−v) = −f1(u, v). (4.36)

If in addition f0 and f1 satisfy the Cauchy–Riemann equations

∂

∂u
f0(u, v)− ∂

∂v
f1(u, v) = 0, (4.37)

∂

∂v
f0(u, v) +

∂

∂u
f1(u, v) = 0, (4.38)

then f is called left slice hyperholomorphic (or left slice monogenic). A function
f : U → Rn is called a right slice function if it is of the form

f(q) = f0(u, v) + f1(u, v)j for q = u+ jv ∈ U

with two functions f0, f1 : U → Rn that satisfy (4.36). If in addition f0 and f1

satisfy the Cauchy–Riemann equation, then f is called right slice hyperholomorphic
(or right slice monogenic). If f is a left (or right) slice function such that f0 and
f1 are real-valued, then f is called intrinsic. We denote the sets of left and right
slice hyperholomorphic functions on U by SML(U) and SMR(U), respectively.

Also for slice monogenic functions we have a Cauchy formula that is analogous
to the quaternionic case. Let x, s ∈ Rn+1 with x 6∈ [s] be paravectors. The Cauchy
kernels in form I and in form II are the same as in the quaternionic case when the
quaternions are replaced by the paravectors. For example, for the form I we have

S−1
L (s, x) := −(x2 − 2Re(s)x+ |s|2)−1(x− s)

and
S−1
R (s, x) := −(x− s̄)(x2 − 2Re(s)x+ |s|2)−1.
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Theorem 4.8.2 (The Cauchy formulas for slice monogenic functions). Let U ⊂
Rn+1 be a bounded slice Cauchy domain, let j ∈ S, and set dsj = ds(−j). If f is
a (left) slice monogenic function on a set that contains U , then

f(x) =
1

2π

∫
∂(U∩Cj)

S−1
L (s, x) dsj f(s), for every x ∈ U. (4.39)

If f is a right slice hyperholomorphic function on a set that contains U , then

f(x) =
1

2π

∫
∂(U∩Cj)

f(s) dsj S
−1
R (s, x), for every x ∈ U. (4.40)

These integrals depend neither on U nor on the imaginary unit j ∈ S.

To define the S-functional calculus for n-tuples of operators, we consider
a Banach space X over R with norm ‖ · ‖. It is possible to endow X with an
operation of multiplication by elements of Rn that gives a two-sided module over
Rn. A two-sided module V over Rn is called a Banach module over Rn if there
exists a constant C ≥ 1 such that ‖va‖ ≤ C‖v‖|a| and ‖av‖ ≤ C|a|‖v‖ for all
v ∈ V and a ∈ Rn. By Xn we denote X ⊗ Rn over Rn; Xn turns out to be a
two-sided Banach module.

An element inXn is of type
∑
A vA⊗eA (where A = `1 · · · `r, i`∈{1, 2, . . . , n},

`1 < · · · < `r is a multi-index). Multiplication of an element v ∈ Xn by a scalar a ∈
Rn is defined by va =

∑
A vA⊗ (eAa) and av =

∑
A vA⊗ (aeA). For simplicity, we

will write
∑
A vAeA instead of

∑
A vA⊗eA. Finally, we define ‖v‖2Xn =

∑
A ‖vA‖2X .

We denote by B(X) the space of bounded R-homomorphisms of the Banach
space X to itself endowed with the natural norm denoted by ‖ · ‖B(X). Given
TA ∈ B(X), we can introduce the operator T =

∑
A TAeA and its action on

v =
∑
vBeB ∈ Xn as T (v) =

∑
A,B TA(vB)eAeB . The operator T is a right-

module homomorphism that is a bounded linear map on Xn.
In the sequel, we will consider operators of the form (called paravector oper-

ators)

T = T0 +

n∑
`=1

e`T`,

where T` ∈ B(X) for ` = 0, 1, . . . , n. The subset of such operators in B(Xn) will
be denoted by B0,1(Xn). We define ‖T‖B0,1(Xn) =

∑
` ‖T`‖B(X). Note that, in the

sequel, we will omit the subscript B0,1(Xn) in the norm of an operator. Note also
that ‖TS‖ ≤ ‖T‖‖S‖. The Cauchy kernel operator series are the power series
expansions of the S-resolvent operators.

Theorem 4.8.3. Let T ∈ B0,1(Xn) and let s ∈ H. Then for ‖T‖ < |s|, we have∑
m≥0

Tms−1−m = −(T 2 − 2Re(s)T + |s|2I)−1(T − sI), (4.41)

∑
m≥0

s−1−mTm = −(T − sI)(T 2 − 2Re(s)T + |s|2I)−1. (4.42)
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We observe that the sums of the above series are independent of the fact that
the components of the paravector operator T commute. Moreover, the operators
on the right-hand sides of (4.41) and (4.42) are defined on a subset of Rn+1 that is
larger than {s ∈ Rn+1 : ‖T‖ < |s|}. So we define the S-spectrum, the S-resolvent
set, and the S-resolvent operators for the paravector operator T ∈ B0,1(Vn).

Definition 4.8.4 (The S-spectrum and the S-resolvent set). Let T ∈ B0,1(Xn). We
define the S-spectrum σS(T ) of T as

σS(T ) = {s ∈ Rn+1 : T 2 − 2Re(s)T + |s|2I is not invertible}.

The S-resolvent set ρS(T ) is defined by

ρS(T ) = Rn+1 \ σS(T ).

Definition 4.8.5 (The S-resolvent operators). Let T ∈ B0,1(Xn) and s ∈ ρS(T ).
We define the left S-resolvent operator as

S−1
L (s, T ) := −(T 2 − 2Re(s)T + |s|2I)−1(T − sI), (4.43)

and the right S-resolvent operator as

S−1
R (s, T ) := −(T − sI)(T 2 − 2Re(s)T + |s|2I)−1. (4.44)

Definition 4.8.6 (The S-functional calculus for n-tuples of operators). Let Xn be
a two-sided Banach module and T ∈ B0,1(Xn). Let U ⊂ Rn+1 be a bounded slice
Cauchy domain that contains σS(T ) and set dsj = −dsj. We define

f(T ) =
1

2π

∫
∂(U∩Cj)

S−1
L (s, T ) dsj f(s), for f ∈ SML(σS(T )), (4.45)

and

f(T ) =
1

2π

∫
∂(U∩Cj)

f(s) dsj S
−1
R (s, T ), for f ∈ SMR(σS(T )), (4.46)

where SML(σS(T )) (resp. SMR(σS(T ))) are left (resp. right) slice hyperholomor-
phic Clifford-algebra-valued functions defined on a suitable open set that contains
the S-spectrum of the paravector operator T .

Most of the results that hold for the quaternionic S-functional calculus extend
to the S-functional calculus for n-tuples of operators.

4.8.2 The WWW -Functional Calculus for Quaternionic Operators

Using the notion of slice hyperholomorphic functions it is possible to define a
transform that maps slice hyperholomorphic functions into Fueter regular func-
tions of plane wave type. This transform is different from the Fueter mapping
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theorem in integral form. With such an integral transform we can define the W -
functional calculus. This calculus was introduced in [70] for monogenic functions.
Here we reformulate it for the quaternionic setting. Using the Cauchy formula for
slice hyperholomorphic functions it is possible to define an integral transform that
associates to a slice hyperholomorphic function a Fueter regular function. Inspired
by [192], we introduce an integral transform that associates to a slice hyperholo-
morphic function a Fueter regular function of plane wave type. The following result
is immediate; see [192], Section 1.1.

Proposition 4.8.7. Suppose that the differentiable functions (g1,−g2) satisfy the
Cauchy–Riemann system in an open set of the complex plane identified with the
set D of the pairs (u, p) ∈ R2:

∂ug1(u, p) = −∂pg2(u, p), ∂pg1(u, p) = ∂ug2(u, p). (4.47)

Let
UD = {x ∈ H : x = u+ ωp, (u, p) ∈ D, ω ∈ S}

and define the function G̃ : UD ⊆ H→ H by

G̃(x) := g1(u, p)− ω g2(u, p). (4.48)

Then G̃(x) is slice hyperholomorphic in UD.

When necessary, we will identify H with R2 × S by setting x 7→ (x0, p, ω),
and instead of G̃(x) we will write G̃(x0, p, ω) (keeping the symbol G̃ for the func-
tion). Starting from the slice hyperholomorphic function G̃(u, p, ω) in (4.48) we
can construct a Fueter regular function of plane wave type by the substitution

u = 〈x, ω〉, p = x0.

Suppose that the functions (g1,−g2) satisfy the Cauchy–Riemann system and let
us define the function

G(x0, 〈x, ω〉, ω) := g1(〈x, ω〉, x0) + ω g2(〈x, ω〉, x0), for ω ∈ S. (4.49)

We recall a simple result stated in [192]:

Proposition 4.8.8. The function G defined in (4.49) is left Fueter regular in the
variable x = x0 + x.

Definition 4.8.9. A function of the form (4.49) is called a Fueter plane wave func-
tion.

Definition 4.8.10 (The W -kernels). Let S−1
L (s, x), S−1

R (s, x) be the Cauchy kernels
of left and right slice hyperholomorphic functions, respectively, and let ω ∈ S. For
〈x, ω〉 − x0ω 6∈ [s] we define

WL
ω (s, x) := S−1

L (s, 〈x, ω〉 − x0ω)

= −[(〈x, ω〉 − x0ω)2 − 2s0(〈x, ω〉 − x0ω) + |s|2]−1(〈x, ω〉 − x0ω − s)
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and

WR
ω (s, x) := S−1

R (s, 〈x, ω〉 − x0ω)

= −(〈x, ω〉 − x0ω − s̄)[(〈x, ω〉 − x0ω)2− 2Re(s)(〈x, ω〉 − x0ω)+|s|2]−1,

where ω ∈ S is considered a parameter.

Observe thatWL
ω andWR

ω are obtained by the change of variable x→ 〈x, ω〉−
x0ω in the Cauchy kernels of slice hyperholomorphic functions and 〈x, ω〉−x0ω is
still a paravector.

The following theorem is a direct consequence of the Cauchy formula of slice
hyperholomorphic functions.

Theorem 4.8.11. Let ω ∈ S be a parameter and let U ⊂ H be a bounded slice
Cauchy domain, let j ∈ S and set dsj = ds(−j). We furthermore assume that
〈x, ω〉 − x0ω ∈ U . If f is a left slice hyperholomorphic function on a set that
contains U , the integral

1

2π

∫
∂(U∩Cj)

WL
ω (s, x)dsjf(s), for every q ∈ U, (4.50)

depends neither on U nor on the imaginary unit j ∈ S. If f is a right slice hyper-
holomorphic function on a set that contains U , the integral

1

2π

∫
∂(U∩Cj)

f(s)dsjW
R
ω (s, x), for every q ∈ U, (4.51)

depends neither on U nor on the imaginary unit j ∈ S.

Thanks to Theorem 4.8.11 we can define the W -transform, which maps slice
hyperholomorphic functions into Fueter regular functions.

Definition 4.8.12 (The W -transforms). Let ω ∈ S be a parameter and let U ⊂ H
be a bounded slice Cauchy domain, let j ∈ S and set dsj = ds(−j). Assume that
〈x, ω〉 − x0ω ∈ U . If f is a left slice hyperholomorphic function on a set that
contains U , then we define the left WL-transform as

f̆ω(x) =
1

2π

∫
∂(U∩Cj)

WL
ω (s, x)dsjf(s), for every q ∈ U. (4.52)

If f is a right slice hyperholomorphic function then we define the right WR-
transform as

f̆ω(x) =
1

2π

∫
∂(U∩Cj)

f(s)dsjW
R
ω (s, x), for every q ∈ U. (4.53)

We observe that the W -transform defines a transformation between slice
hyperholomorphic functions and Fueter regular functions that depends on a pa-
rameter on the unit sphere S. This transform can be extended to the more general
case of Clifford-algebra-valued functions.
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• For every ω ∈ S the function WL
ω (s, x) is right slice hyperholomorphic in

s and left Fueter regular in x for every x, s such that (〈x, ω〉 − x0ω) 6∈ [s].
Moreover, the WL-transform maps left slice hyperholomorphic functions f
into left Fueter regular plane wave functions f̆ω.

• For every ω ∈ S the function WR
ω (s, x) is left slice hyperholomorphic in s

and right Fueter regular in x for every x, s such that (〈x, ω〉 − x0ω) 6∈ [s].
Moreover, the WR-transform maps right slice hyperholomorphic functions f
into right Fueter regular plane wave functions f̆ω.

Theorem 4.8.13. Let T = T0 + e1T1 + e2T2 + e3T3 ∈ B(X). Assume that ω ∈ S
and define the operator

Aω :=

3∑
j=1

Tjωj − T0ω.

Then Aω belongs to B(X), and the operator A2
ω − 2Re(s)Aω + |s|2I is invertible

for s ∈ H with ‖T‖ < |s| for all ω ∈ S. Moreover, for s ∈ H with ‖T‖ < |s| and
for all ω ∈ S, we have∑

m≥0

Amω s
−1−m = −(A2

ω − 2Re(s)Aω + |s|2I)−1(Aω − sI), (4.54)

∑
m≥0

s−1−mAmω = −(Aω − sI)(A2
ω − 2Re(s)Aω + |s|2I)−1. (4.55)

The above theorem motivates the notion of W -spectrum.

Definition 4.8.14 (The W -spectrum and the W -resolvent set). Let T ∈ B(X) and
let ω ∈ S. We define the operators

Aω =

3∑
j=1

Tjωj − T0ω and Qω(T, s) := A2
ω − 2s0Aω + |s|2I.

We define the W -spectrum σW (T ) of T as:

σW (T, ω) =
{
s ∈ Rn+1 : Qω(T, s) is not invertible in B(X)

}
.

The W -resolvent set ρW (T ) is defined by

ρW (T, ω) = H \ σW (T, ω).

The theorem on the structure of the W -spectrum holds also in this case.
Let T ∈ B(X), ω ∈ S, and let p = p0 + p1j ∈ [p0 + p1j] ⊂ H \ R, such that
p ∈ σW (T, ω). Then all the elements of the 2-sphere [p0 +p1j] belong to σW (T, ω).
Thus the W -spectrum consists of real points and/or 2-spheres. In the case of
bounded operators, the W -spectrum, for all ω ∈ S, is a compact nonempty set.
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Definition 4.8.15 (The W -resolvent operators). Let T ∈ B(X), let ω ∈ S, and let

Aω :=
∑3
j=1 Tjωj − T0ω. For s ∈ ρW (T ) we define the left W -resolvent operator

by
WL
ω (s, T ) = −(A2

ω − 2Re(s)Aω + |s|2I)−1(Aω − sI), (4.56)

and the right W -resolvent operator by

WR
ω (s, T ) = −(Aω − sI)(A2

ω − 2Re(s)Aω + |s|2I)−1. (4.57)

Definition 4.8.16 (The W -functional calculus for bounded operators). Let T ∈
B(V ) and let ω ∈ S. Let j be an arbitrary imaginary unit and U an arbitrary slice
Cauchy domain U as in Remark 3.2.4. For every function f ∈ SHL(σW (T, ω)), we
define

f̆ω(T ) =
1

2π

∫
∂(U∩Cj)

WL
ω (s, T ) dsj f(s). (4.58)

For every f ∈ SHR(σW (T, ω)), we define

f̆ω(T ) =
1

2π

∫
∂(U∩Cj)

f(s) dsjW
R
ω (s, T ), (4.59)

with the obvious meaning of the symbols SHL(σW (T, ω)) and SHR(σW (T, ω)).

The definition of the W-functional calculus is well posed, since the integrals
in (4.58) and (4.59) depend neither on the open set U nor on the imaginary unit
j ∈ S.

The W -functional calculus is a functional calculus that is based on slice hy-
perholomorphic functions, but it produces operators f̆ω(T ) for Fueter regular func-

tions f̆ω(s). The W -functional calculus and the F -functional calculus are Fueter
functional calculi. In the case of Clifford-algebra-valued functions these two cal-
culi become monogenic functional calculi in the spirit of the monogenic functional
calculus introduced and studied by A. McIntosh and his collaborators in a series
of papers [160,161,166], and in the book [159].
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