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Preface

It is our great pleasure to present the proceedings of the 15th Web Information Systems
and Applications Conference (WISA 2018). WISA 2018 was organized by the China
Computer Federation Technical Committee on Information Systems (CCF TCIS) and
Taiyuan University of Technology, jointly sponsored by China Association for
Information Systems (CNAIS) and Luoyang Normal University. WISA provides a
premium forum for researchers, professionals, practitioners, and officers closely related
to information systems and applications, which encourages discussions on the theme
about the future intelligent information systems with big data, with a focus on difficult
and critical issues, and promotes innovative technology for new application areas of
information systems.

WISA 2018 was held in Taiyuan, Shanxi, China, during September 14-15, 2018.
The theme of WISA 2018 was big data and intelligent information systems, focusing
on intelligent cities, government information systems, intelligent medical care, fin-
teches, and network security, with an emphasis on the technology to solve the difficult
and critical problems in data sharing, data governance, knowledge graph, and block
chains.

This year we received 103 submissions, each of which was assigned to at least three
Program Committee (PC) members to review. The peer process was double-blind. The
thoughtful discussion on each paper by the PC resulted in the selection of 29 full
research papers (acceptance rate of 28.16%) and 16 short papers. The conference
program included keynote presentations by Prof. Guoqing Chen (Tsinghua University,
China), Dr. Tao Yue (Simula Research Laboratory, Oslo, Norway) Dr. Jian Wang
(Alibaba). The program of WISA 2018 also included more than 20 topic-specific talks
by famous experts in six areas, i.e., digital economy and information systems,
knowledge graphs and information systems, smart medical and information systems,
blockchain and information systems, security and privacy of information systems, and
architecture and practice of information systems, to share their cutting-edge technology
and views about the academic and industrial hotspots. The other events included
industrial forums, a CCF TCIS salon, and a PhD forum.

We are grateful to the general chairs, Prof. Xiaofeng Meng (Renmin University of
China) and Prof. Ming Li, (Taiyuan University of Technology), all the PC members,
and the external reviewers who contributed their time and expertise to the
paper-reviewing process. We would like to thank all the members of the Organizing
Committee, and many volunteers, for their great support in the conference organization.
In particular, we would also like to thank the publication chairs, Prof. Xin Wang
(Tianjin University) and Prof. Gansen Zhao (South China Normal University), for their
efforts with the publication of the conference proceedings. Many thanks to the authors
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who submitted their papers to the conference. Last but not least, special thanks go to
Shanshan Yao (Taiyuan University of Technology), the PC secretary, for her contri-
butions to the paper reviewing and proceedings publishing processes.

August 2018 Ruixuan Li
Kanliang Wang
Baoning Niu
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Pareto-Based Many-Objective
Convolutional Neural Networks

Hongjian Zhao, Shixiong Xia®, Jiagi Zhao, Dongjun Zhu, Rui Yao,
and Qiang Niu

School of Computer Science and Technology,
Mine Digitization Engineering Research Center of the Ministry of Education,
China University of Mining and Technology, Xuzhou 221116, Jiangsu, China
shixiongxia.cumt@outlook.com

Abstract. Deep convolutional neural networks have been widely used in
many areas. Generally, a vast amount of data are required for deep neural
networks training, since they have a large number of parameters. This
paper devotes to develop a many-objective convolutional neural network
(MaO-CNN) model, which can obtain better classification performance
than a single-objective one without sufficient training data. The main
contributions of this paper are listed as follows: firstly, we propose many-
class detection error trade-off (MaDET) and develop a MaO-CNN model
in MaDET space; secondly, a hybrid framework of many-objective evo-
lutionary algorithm is proposed for MaO-CNN model training; thirdly,
a encoding method is designed for parameters encoding and MaO-CNN
evolving. Experimental results based on well-known MNIST and SVHN
datasets show that the new proposed model can obtain better results
than a conventional one with the same amount of training data.

Keywords: Convolutional neural networks
Many-objective optimization - Evolutionary algorithms

1 Introduction

Deep learning has attracted more and more attention in recent years [4,6], and
it has been successfully used in many areas, such as image processing [1], object
detection [13] and so on. Many deep learning models have been developed, includ-
ing convolutional neural networks (CNNs) [7], deep belief networks (DBNs) [2],
stacked autoencoders (SAEs) [12]. CNNs are simply neural networks that use
convolution in place of general matrix multiplication [4]. The deep CNN (LeNet-
5) was firstly proposed in [7] for document recognition. Three important ideas are
adopted in CNNs to improve a machine learning system, i.e., sparse interactions,
parameter sharing, and equivariant representation [4].

Deep neural networks have achieved remarkable performance at the cost of
a large number of parameters and high computational complexity. Generally,
a vast amount of data are required for deep neural networks model training.
© Springer Nature Switzerland AG 2018

X. Meng et al. (Eds.): WISA 2018, LNCS 11242, pp. 3-14, 2018.
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However, it is hard to obtain enough labeled data for deep convolutional neural
network training in many real-word applications. For example, it is easy to obtain
a large amount of images in the area of remote sensing, but it is difficult to obtain
the ground truth of them [18]. Without enough labeled data, the model will be
easily overfitting, which makes the model has bad ability of generalization. How
to obtain a group of feasible parameters of CNN without sufficient training data
is the first difficult problem to be solved in this paper.

Recently, multi-objective deep learning model has been proposed and evolu-
tionary algorithm has been applied for model optimization [16]. In [3], a multi-
objective sparse feature learning model based on the autoencoder was proposed,
in which the sparsity of hidden units was considered beside the error of recon-
struction. In addition, a multi-objective evolutionary algorithm was applied for
model learning. The strategies of population based search and the exchange of
information between the individuals are the superiority of evolutionary algo-
rithms. The Pareto-based multi-objective evolutionary algorithms were widely
used to deal with multi-objective optimization problems [17]. Generally, a group
of solutions can be obtained by using evolutionary multi-objective algorithms,
rather than a single solution by adopting traditional algorithms. Evolutionary
algorithm is a robust method that can be adapted to different environmental
problems [15], and in most cases it can find satisfied solutions. However, both
evolutionary algorithms are time consuming, how to apply evolutionary algo-
rithms for deep neural networks learning with a single GPU (Graphics Processing
Unit) is the second hard problem to be studied.

In this paper, we focus on improving the performance of CNN with not
sufficient training data by adopting evolutionary multi-objective optimization
technologies with a single GPU. Firstly, the detection error trade-off (DET) [15]
curve is extended to high dimensional to evaluate the performance of many-class
classification problems. We denoted it as many-class DET (MaDET) surface. Sec-
ondly, the model of many-objective convolutional neural networks (MaO-CNN)
is defined in MaDET space. Thirdly, a hybrid framework of many-objective evo-
lutionary algorithms (MaOEAs) is proposed for MaO-CNN model training and
the two_arch2 [11] is applied for MaO-CNN parameters optimization under the
hybrid framework. In the framework, evolutionary algorithm is used for global
search and gradient descent algorithm is used for local search. The proposed algo-
rithm can find the feasible solutions by combining global search strategy with
local search strategy. The experimental results based on well-known MNIST [7]
and SVHN [8] datasets will be discussed in this paper.

The remainder of the paper is organized as follows. The details of many-
objective CNNs are described in Sect.2. The hybrid framework for MaO-CNN
learning is introduced in Sect.3. Section4 presents discussion of performance
evaluation results of the new model. Section 5 provides conclusions and sugges-
tions for future work.
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2 Many-objective Convolutional Neural Networks

In this section, a new deep neural network model many-objective CNN (MaO-
CNN) is proposed. Firstly, the DET curve is extended to many-class DET
(MaDET) surface and the property of MaDET surface is discussed then. Sec-
ondly, MaO-CNN is described in MaDET space and the difference of solution
space between CNN and MaO-CNN will be analyzed.

2.1 The Many-Class DET Surface

The confusion matrix of many-class classifiers is shown in Table 1. In this table,
we denote it as a True c(4,4) (i=1, 2 ..., n), when an instance of class i is
predicted as class i. When an instance of class j (j=1, 2 ..., n) is classified as
class i (i # j), we denote it as a False c(4, 7).

Table 1. A confusion matrix of many-class classifiers.

True labels
Class 1 Class 2 ... |Class n
Predicted labels | Class 1 | True ¢(1,1) | False ¢(1,2) | ... | False ¢(1,n)
Class 2 | False ¢(2,1) | True ¢(2,2) | ... | False ¢(2,n)
Class n | False ¢(n,1) | False ¢(n,2) | ... | True c(c,n)

The rate of misclassification of class 4 is defined as Eq. (1), and the clas-
sification accuracy of class i is defined as Eq. (2). Obviously, we can find that

fe;r+ teir=1.
i1 e 1) #19)
Z?:l C(j, Z)
(i, 1)
Z?:l C(ja 7’)
Generally, the classifiers with low value of fc;r are preferable. However, mini-
mizing fe,r for different classes are conflicting with each other, an improvement in
the performance of an indicator may result in a reduction in the performance of

another one. We define many-class DET surface to describe the trade-off among
fe;r, as it is denoted by Eq. (3).

feir =

(1)

(2)

te;r =

MaDET & {far, fear, -+, fear}, (3)

Several points in MaDET surface are important to note. The point (0, 0, ...,
0) represents a perfect classifier, as it means never issuing a wrong classification.
Usually, such a point does not exist in reality but can be approximated as closely
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as possible. The point (1, 0, ..., 0) represents an extreme case, in which there
is no instance has true label as class 1, some instances are misclassified as class 1
and the rest instances are correctly classified. The point (1, 0, ..., 0) dose not
appear in the real-world classification problem, which is different with general
many-objective optimization problem [11]. The surface feir+ fear—+-- -+ fepr =
n—1 on the MaDET surface represents the strategy of randomly guessing a class
label for an instance. Here is an example of four-class classification problem, if
a classifier randomly guesses the class I 0.20 times on average, the class 2 0.25
times, the class & 0.15 times and class 4 0.40 times. Then 20% of class I can
be correctly classified and 80% of class I can be misclassified, i.e., feir = 0.80.
Similarly, it is easy for us to know that fco = 0.75, fcz = 0.85 and fcy = 0.60.
In the case of randomly guessing strategy for four-class classification we can get
that feir + feor + fesr + feqar = 3.

Any classifiers on the surface feir+ feor+-- -+ fe,r = n—1in MaDET space
may be said to have no information about the classification. A classifier which
produces the MaDET surface above the surface performs worse than randomly
guessing. We prefer to find classifiers that appear below randomly guessing sur-
face, i.e., feir + fear + -+ + fenr < n— 1. We try to find classifiers that have
low value of fc;r simultaneously.

Every classifier can be mapped to the MaDET space. The goal of classifiers
training is to find a set of parameters of a classifier that approximate the perfect

point (0, 0, ..., 0). The classification problem in MaDET space turns out to be
a many-objective optimization problem as it is described in Eq. (4).
mig F(x) = (fclr(x), fear(x), ..., fcnr(x)), (4)
e

where x is the parameters of a classifier, n is the number of classes of all instances,
{2 is the solution space, and F(x) is a vector function to describe the performance
of classifiers in MaDET space.

Pareto dominance [15] is an important concept to compare two solutions of
MaOPs. While given two solutions x! and x2, x! is said to dominate x? if and
only if feir(xt) < fer(x?) for alli = 1,2,...,m, and fer(xt) # feir(x?). It
can be denoted as x! = x2. A solution x* is Pareto optimal if there does not
exist another solution x that dominates it. The Pareto set (PS) is the set of all
the Pareto optimal points, as it is denoted by Eq. (5).

PS 2 {x|x* € 2,x* = x} (5)

The Pareto front (PF) is the set of corresponding objective vectors of the PS,
as it is denoted by Eq. (6).

PF £ {F(x)[x € PS} (6)

2.2 The Many-Objective CNN Model

In this part, we propose a new model called many-objective CNN (MaO-CNN),
which describes the performance of classifiers in many-objective space rather
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than a single objective space. The structure of the CNN model does not change,
only the objective function of the model is modified. Different from traditional
CNN model, we try to obtain a classifier with low value of all fc¢;r, as it is
described in Eq. (7).

min MaO-CNN(0) = (ferr(6). fear(®), ... feur(®)). (7)
where 0 represents the parameter of the given classifier, {2y is the solution space.
We prefer to obtain classifiers with low value of all f¢;r(0) simultaneously. How-
ever, these objectives are conflicting with each other, we can try to find optimal
trade-off among them. By adopting the many-objective evaluation metric the
solution space of CNN is reduced, as we should find solutions in the area of the
intersection of several objectives. The illustration of the solution space of CNN
and MaO-CNN is shown in Fig.1. While the dataset is not enough for CNN
model training, the MaO-CNN can easily find a feasible set of solutions.

Solution Space of Solution Space

CNN of MaO-CNN

QMaOrCN'N

Qo

Fig. 1. Illustration of the solution space of CNN and MaO-CNN.

Generally, there is no closed form solution for the MaO-CNN. MaOEAs
have been proven to be effective for many-objective optimization test prob-
lems [11]. However, the test functions of many-objective are always with less
number of parameters than that of deep learning models. While dealing with
many-objective problems with too many parameters, MaOEAs need much more
time to find the suboptimum solution set. Usually, many researchers try to speed
up the convergence of evolutionary algorithms (EAs) by combining them with
local search algorithms, such as gradient based optimization methods [5]. In this
paper, we proposed a hybrid framework for MaO-CNN optimization, in which
MaOEA is used for global search and gradient based method is used for local
search. The hybrid framework can find the optimal solutions effectively by com-
bining the two strategies together.

3 MaO-CNN Learning

In this section, the idea of optimizing MaO-CNN by a framework of hybrid
MaOZEAs will be introduced. In the framework, we design a new hybrid encoding,
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a hybrid crossover operation and a hybrid mutation operation for MaO-CNN
evolving. The hybrid encoding acts as a bridge between MaO-CNN model and
evolutionary algorithms. The hybrid crossover operation improves the ability of
global search and the hybrid mutation operation fasts the speed of convergence
of the learning method. The details of them are discussed as follows.

3.1 The Framework of Hybrid MaOEAs

It is of great difficulty to optimize MaO-CNN model directly by using MaOEAs
because of the large number of parameters [3]. In this paper, we propose a
hybrid framework of MaOEAs for MaO-CNN optimization, in which MaOEAs
focus on global search and gradient descent is used for local search. Inspired
by the strategy of MOEA /D (multi-objective evolutionary algorithm based on
decomposition) in [14], in the framework the Mao-CNN optimization problem
is decomposed into a number of single objective optimization subproblems, and
the single objective subproblems can be optimized by using gradient descent
algorithm. Besides, a hybrid encoding is designed to describe the parameters
of MaO-CNN and a novel hybrid crossover operation is adopted for population
solutions evolving. The details of this framework will be described as follows.

As described above the values of all f¢;r are positive, Eq. (7) is equivalent
with Eq. (8).

Jénig MaO-CNN(f) = (fclr(9)2, fear(0)?,. .., fcnr(6‘)2) (8)
€
Inspired by the decomposition based algorithms [9], the many-objective prob-

lem can be turned as a single objective problem by adding them together with
weight, as it is denoted by Eq. (9).

: RS 2
min Ju(0) = By ;wz < feir(8)7, (9)
where w = {wy,ws, ..., wec} is the weight of each misclassification rate, it reflects

the importance of each class for the finally classification. The value of w can be
determined based on the distribution of the dataset.

With a given value of w, the cost function of Jy/(f) can be minimized by
gradient descent algorithm under the framework of back propagation. The partial
derivative with respect to € is denoted by Eq. (10).

c

ApTar(0) = wi - feir(0) (10)

i=1

Generally, gradient descent is susceptible to local optima, however, in practice
it usually works fairly well when given a suitable weight w. It helps to speed up
the convergence of the algorithm. The value of w can be optimized by MaOEAs,
as denoted by Eq. (11).
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min MaO-CNN(w) = min ( Ferr(0), fear(9), ... fcnr(9)>,

WE Ry

subject to Zwl =1,w >0 (11)
i=1

where (2, is the set of all possible solutions of w. When given a vector of w,
the parameter § of MaO-CNN can be approached by using hybrid evolutionary
algorithm and gradient descent algorithm. The gradient descent algorithm can
find the local optimal solution effectively and the hybrid evolutionary algorithm
can find a good initial solution for the gradient descent algorithm. The global
solutions can be found by combining these two methods together.

Algorithm 1. Learning Procedure for MaO-CNN Model

1: Initialization: Initialize the population of parameters 6 and w randomly.

2: Local search stage: With the given w update 6 by minimizing Eq. (10) using
gradient descent algorithm with back propagation.

3: Global search stage: Update w using selection, crossover and mutation oper-
ation with the theory of many-objective optimization; update 6 by adopting
hybrid crossover operation.

4: Repeat Step 2 and Step 3 until converge.

The framework of learning procedure for MaO-CNN is described by Algo-
rithm 1. Firstly, initialize the population of parameters # and w randomly. Sec-
ondly, update each 6 in the population with the given w. Thirdly, the weight
vector w can be optimized by MaOEAs. Then repeat Step 2 and Step 3 many
times until converge. Step 2 is the local search stage, in which the gradient
descent algorithm is adopted to optimize 6 in the framework of backpropagation
with a given w. The parameters of neural networks can be updated to local opti-
mal effectively. Step 3 performs global search stage, in which the adaventage of
heuristic algorithms is taken. A many-objective optimization algorithm is taken
to optimize the weight vector w. By adopting the Pareto-based MaOEA not
only a group of solutions can be found at the same time, but also the solutions
are robust, as the solutions can provide useful information for others during the
evolving stage.

3.2 MaO-CNN Encoding

In this paper, a many-objective optimization evolutionary algorithm will be
applied to optimize the proposed MaO-CNN. An encoding is designed for the
hybrid framework. The chromosome is used for weight vector w of MaO-CNN
model. The real encoding is used to represent the weight vector is constituted by
an array of real values in the interval [0, 1]. While weight vector can be updated
by adopting selection operation, crossover operation and mutation operation
with the theory of MaOEAs.
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EMOAs are Pareto-based algorithms, which can obtain a set of solutions
rather than a single solution. By adopting the hybrid MaOEAs a set of parame-
ters of MaO-CNN can be obtained in MaDET space. The solutions obtained here
are feasible solutions, rather than the optimal solution. The hybrid MaOEAs are
suitable for dealing with CNN learning with not enough training dataset.

4 Experimental Results

In this section, the well-known MNIST dataset [7] and street view house num-
bers (SVHN) dataset [8] are selected to evaluate the performance of MaO-CNN.
The many-objective optimization algorithm two_arch2 [11] is selected for model
training under the framework of hybrid MaOEAs. The details of experiments
are described as follows.

4.1 Dataset Description

MNIST Dataset. The MNIST dataset, which is a real-world handwritten
digits data, is provided for machine learning and pattern recognition methods.
It contains a training set with 60,000 examples and a testing set with 10,000
examples. The handwritten digits have been size-normalized and centered in a
fixed-size image. In this paper, we use small amount examples for training, and
the remains for testing. The description of MNIST is shown in the left part of
Table 2.

Table 2. The details of MNIST dataset used in the experiments.

class|No. of all set|No. of testing set|No. of training set||ds4|ds5|ds6|ds7|ds8|ds9|ds10
0 6903 5923 980 R R R ERE o
1 7877 6742 1135 I EEEEEIEE *
2 6990 5958 1032 LR R R] K *
3 7141 6131 1010 x| xR R *
4 6824 5842 985 TR ]
5 6313 5421 892 FIETTEE E3
6 6876 5918 958 IR * *
7 7293 6265 1028 ** *
8 6825 5851 974 o *
9 6958 5949 1009 &

In this section, we select several sub datasets from the whole dataset, includ-
ing 4, 5, 6, 7, 8, 9 and 10 classes respectively, the details are listed in the right
part of Table2. In the table, dsn denotes the sub dataset that has n classes
marked with * in it, for instance, ds4 has four classes images, including ‘0, ‘1’,
‘2’ and ‘3’.
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SVHN Dataset. The street view house numbers (SVHN) dataset [8] is
obtained from house numbers in Google street view images. It is a real-world
image dataset for evaluation of machine learning algorithms. It consists of 99259
32 x 32 color digits in 10 classes, with 73257 digits for training and 26032 digits
for testing. In this paper, we use small amount set of digits for training, and
large amount set of digits for model evaluation instead. The details of SVHN are
described in the left part of Table 3. Several sub datasets are selected from the
whole dataset, including 4, 5, 6, 7, 8, 9 and 10 classes, the details are listed in
the right part of Table 3.

Table 3. The details of SVHN dataset used in the experiments.

class|No. of all set|No. of testing set|No. of training set||ds4|ds5|ds6|ds7|ds8|ds9|ds10
0 6692 4948 1744 R R R R &3
1 18960 13861 5099 LRI *
2 14734 10585 4149 I EEEEEIEAE &3
3 11379 8497 2882 R EEEIERE *
4 9981 7458 2523 LR R x| X *
5 9266 6882 2384 TR TE *
6 7704 5727 1977 R ¥ *
7 7614 5595 2019 1 F *
8 6705 5045 1660 * *
9 6254 4559 1595 E3

4.2 Algorithms Involved

A many-objective optimization algorithm, i.e., two_arch2, and a single objec-
tive optimization algorithm stochastic gradient descent (SGD) [7] algorithm are
tested. Experiments are performed with Matlab 2014b running on a desktop
PC with an i5 3.2 GHz processor and 8 GB memory under Ubuntul4.04 LTS. A
NVIDIA Quadro K2000 graphics card with 2 GB memory and GDDRS5 is used in
the experiments. The code implemented here are based on the package of Mat-
ConvNet [10], which is a MATLAB toolbox implementing CNNs for computer
vision applications.

4.3 Evaluation Metrics

The classification accuracy (Acc) was selected to evaluate the performance of
the above methods. Acc is evaluated on the test dataset, which is defined as
the partition of the correctly classified samples to all samples in test dataset.
We prefer to obtain CNN/MaO-CNN model with high value of classification

accuracy.
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4.4 Parameter Setting

In this section, the architecture of LeNet-5 is selected for MNIST and SVHN
classification. In each experiment, 100 epoches are implemented for each training
stage for SGD for MNIST dataset and 200 epoches are implemented for SVHN
dataset. The population size is set as 10 and the maximum iteration is 20 for
two_arch2 algorithm. For each local search step 10 epoches are implemented
for MNIST dataset and 20 epoches are implemented for SVHN dataset. The
simulated binary crossover (SBX) and polynomial bit flip mutation operators are
applied for weights vector evolving in the experiments with crossover probability
of p. = 1, mutation probability of p,,, = 0.1 and the hybrid crossover probability
of ppe = 0.2. For SGD algorithm, 10 independent trials are conducted, the best
accuracy and the average accuracy are listed in the following. Because of it is
time consuming for the hybrid MaOEA, the two_arch2 is only implemented once
for each dataset, but all of the individuals of the population are compared with
SGD. For each mentioned algorithm 10 results are obtained and compared in
the following.

4.5 Experimental Results and Discussion

MNIST Dataset. To evaluate the performance of MaO-CNN and CNN fairly,
we compare the best and mean of accuracy obtained by these methods. The
best and mean of Acc (i.e., AcCpest and Accoperage) 0f MaO-CNN and tradi-
tional CNN are shown in Table4. By comparing the results in the table we can
see that not only the best accuracy but also the average accuracy obtained by
MaO-CNN are higher than the best accuracy of CNN. The best and the mean
results of CNN are almost the same, which means that the CNN is trapped into
local optimum. The accuracy results of best and mean obtain by MaO-CNN are
different, which means the MaO-CNN can obtain a set of solutions with good
diversity. The results show that the traditional CNN is easily trapped into local
optimum without enough training data.

Table 4. The experimental results on MNIST datasets.

MaO-CNN CNN

dataset | AcCpest | ACCaverage | ACChest | ACCaverage
ds4 0.9872 | 0.9844 0.9780 | 0.9780

dsb 0.9855 | 0.9836 0.9774 1 0.9774
ds6 0.9837 |0.9834 0.9811 |0.9811
ds7 0.9834 |0.9828 0.9826 | 0.9826
ds8 0.9837 | 0.9832 0.9818 | 0.9818
ds9 0.9795 | 0.9791 0.9630 | 0.9630
ds10 0.9783 |0.9778 0.9737 |0.9737
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The SGD algorithm is stable as the CNN can always converging to the same
result, however, it converges to local optimal solution. The results show that
the proposed MaO-CNN has better performance than CNN when the training
sample is not sufficient. Since the MaO-CNN learning method is a Pareto-based
searching algorithm, the proposed MaO-CNN can always obtain better solutions
than CNN. Above all we can make a conclusion that the proposed MaO-CNN
model is more robust than traditional CNN model.

SVHN Dataset. The best and mean of Acc (i.e., AcCpest and Accoperage) Of
MaO-CNN and traditional CNN are shown in Table 5. By comparing the results
in the table we can see that not only the best accuracy but also the average
accuracy obtained by MaO-CNN are better than the best accuracy of CNN. In
addition, the results of MaO-CNN are robust, as the Accyess and Accqperage Of
MaO-CNN are almost the same. The Pareto-based method has good ability of
convergence, as solution in the population can be improved by others by using
evolutionary operations.

Table 5. The experimental results on SVHN datasets.

MaO-CNN CNN

dataset | AcCpest | ACCaverage | ACChest | ACCaverage
ds4 0.9204 | 0.9105 0.8647 | 0.8486
dsb 0.9027 | 0.8996 0.8526 | 0.8398
ds6 0.8740 | 0.8663 0.8415 | 0.8271
ds7 0.8657 | 0.8508 0.8082 |0.7122

ds8 0.8614 | 0.8503 0.8234 | 0.8179
ds9 0.8380 | 0.8328 0.8036 | 0.7930
ds10 0.8351 | 0.8312 0.7992 |0.7232

5 Conclusions

In this paper we proposed many-class detection error trade-off (MaDET) graph
by extending DET curve to many-class classification case. Many-objective con-
volutional neural network (MaO-CNN) model is proposed in MaDET space.
A hybrid framework of many-objective evolutionary algorithm is proposed for
MaO-CNN model learning, in which the MaOEA is used for the global search
and gradient based method is used for local search. The proposed framework
makes it is easy to find feasible solutions by combining global search strategy
with local search strategy. The new MaO-CNN can obtain better classification
performance than traditional CNN with not enough training data on MNIST
and SVHN datasets.
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Abstract. Hand, foot, and mouth disease(HFMD) is an infectious dis-
ease of the intestines that damages people’s health, severe cases could
lead to cardiorespiratory failure or death.

Therefore, severe cases’ identification of HFMD is important. A real-
time, automatic and efficient prediction system based on multi-source
data (structured and unstructured data), and gradient boosting decision
tree(GBDT) is proposed in this paper for severe HFMD identification.
A missing data imputation method based on GBDT model is proposed.

Experimental result shows that our model can identify severe HFEMD
with a reasonable area under the ROC curve (AUC) of 0.94, and which
is better than that of PCIS by 17%.

Keywords: Severe HFMD - Disease identification - Missing data
Machine learning

1 Introduction

Smart health-care is an active research field. In the past decades, with the rapid
development of Electronic Medical Record (EMR) and other health care digi-
tal systems, more and more studies have been conducted to make health care
smarter, safer and more efficient.

With the help of data mining analysis, artificial Intelligence (AI) is widely
used in lots of fields, such as inferencing disease from health-related questions
via deep learning. A large amount of models with machine learning methodology
have shown their superiority in improving real-time identification of heart failure,
chest pathology detection and other diseases.

Hand, foot, and mouth disease (HFMD) is an infectious disease of the
intestines that seriously endangers people’s health, especially for children under
five years old. As a self-limiting disease, the most common symptoms of HFMD
are fever, general malaise, and sore throat. However, in some situation the HFMD
can worsen medical conditions or cause death [1].

As the outbreak of this childhood illness become more and more severe, many
studies focus on disease prevention. Consequently, identifying patients with high
risk of severe HFMD is crucial for disease management.
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The data were collected from the Guangzhou Women and Children Medical
Center, and cover 2532 cases for children admitted between 2012 and 2015.

The identification of severe HFMD can be modeled as a binary classification
problem, which consists of four steps: data preprocessing, feature extraction, fea-
ture selection, and classification. Electronic Medical Record (EMR) data includes
both structured data (inspection data) and unstructured data (admission notes,
physician progress notes).

In this paper we exploit XGBoost model for severe HFMD identification
and missing value processing. Since the unstructured data in EMR are natural
language texts recorded by human labor, it is possible that some features may
not sufficiently recorded.

This may result in missing value(e.g. fever duration, body temperature),
which may have a great influence on the classification decision of the model.
Therefore, imputing missing value is an important problem. For missing value
processing, we propose XGBoost-impute Algorithm to impute missing values of
both numerical and category features, which performs better than Simple-Fill
with mean of each feature values and KNN-impute method [2].

Based on such features, XGBoost is then to applied to HFMD severe case
identification.

The main contributions of this paper are summarized as follow:

— We propose real-time, automatic and efficient prediction tools based on
machine learning technique, for HFMD severe case identification.

— A missing data imputation method based on XGBoost model is proposed,
which gets better performance than simply imputation with mean value and
KNN-impute method.

— Experimental results show that our model can identify severe HFMD with a
reasonable area under the ROC curve(AUC) of 0.94, and achieves 17% gain
compared to the current standard of pediatric critical illness score (PCIS).

2 Related Work

Various studies have found that machine learning aided approaches produce
more sophisticated and efficient results than the conventional methods currently
used in clinic.

Since the emergence of deep learning and machine learning, many researchers
begin to apply machine learning tools to the medical field. For example, disease
diagnosis, disease prediction [3].

The outbreak of HFMD has increased in recent years, with an increasing
number of cases and deaths occurring in the most Asia-Pacific Region coun-
tries [4].

In 2007, Chen et al. [5] analyzed the HFMD data from 1998 to 2005 in Taiwan
manually and concluded that most cases occurred in children under age of 4 and
had a higher rate of enterovirus 71 infection.



A Research and Application Based on Gradient Boosting Decision Tree 17

Previous studies have shown that identification of severe case is necessary,
Yang et al. [6] analyzed risk factors associated with occurrence of severe HFMD
through manual analysis.

In [7], Sui M et al. used laboratory parameters and logistic regression to
establish a forecasting model of severe cases, reached 0.864 AUC score. In this
study, we used both EMR data and inspection parameters for analysis.

Zhang et al. [8] developed a model to identify severe HFMD case with MRI-
related variables. However, to collect MRI-related variables is expensive and
time-consuming, which makes the model hard to be widely applied in real-
ity. Therefore, this paper will promote a more practical, efficient and real-time
prediction method. We collect variables from EMR system, which is so conve-
nient to get that our model can be wildly used in medical field. Without the
model for identification, hospital can not adopt specific medication until the
patients progress to severe form of HFMD. Fortunately, our model can identify
the patients who are going to develop a severe form in the very early stage and
then the hospital can carries on the prevention and treatment.

3 Methodology

Disease identification problems usually use logistic regression and decision tree
models. Logistic regression model cannot naturally explain the importance of
features, which physicians are particularly concerned. Decision tree model often
lead to overfitting, and pruning operation can’t solve this problem well.

Gradient boosting decision tree(GBDT) is an additive model. It has a good
strategy to prevent overfitting, and feature important on classification can easily
calculated.

In this section, we provide a brief comparison between XGBoost model [9]
and traditional GBDT. Then we introduce our imputation algorithm, namely,
XGBoost-Impute. Next, we exploit XGBoost model to impute missing value and
classification.

3.1 Gradient Boosting Decision Tree

In [10], Jerome proposed Gradient Boosting Decision Tree(GBDT) which is a
veteran ensemble model. It has been considered as a benchmark in related works,
and has been widely used in applications and even data analysis competitions.

In general, GBDT is a process of fitting the residuals and superimposing them
on F, i.e., as shown in Eq.1. In this process, the residuals gradually diminish,
while the loss approaches to the minimum simultaneously.

F= Zfz (1)
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The cost function of GBDT model can be simplified as shown in Eq. 2.

N
L= ZL y“ mz +Z~ka; ) (2)
=1

Training loss Regulatization

where L is the training loss for the samples, including, absolute error, mean
squared error and so on. {2 is the regularization function that penalizes the
complexity of fi. Comparatively, {2 is not considered in Jerome’s model.

XGBoost is an extensible, end-to-end tree boosting system that is an effec-
tive implementation of gradient-boosted decision trees designed for speed and
performance [9]. Compared with the traditional GBDT model, XGBoost mainly
has the following advantages:

— XGBoost adds regularization term( Z,{;l 2(fr) ) to the cost function to
control the complexity of the model and helps to smooth the final learnt
weights to avoid over-fitting [9]. As shown in Eq.3, T is the number of leaf
nodes and Z;‘T:1 wjg- term is the sum of L2 modes of the score output on each
leaf node.

T
Q(f) :7T+%>\Zw?. (3)
j=1

— Based on the advantage of random forests, XGBoost can reduce over-fitting
and the amount of computation by using column sampling.

— XGBoost naturally accepts sparse feature format.

— The traditional GBDT uses only the first derivative information in the opti-
mization. XGBoost performs the second-order Taylor expansion on the cost
function, using both the first derivative(G;) and the second derivative(H;),
as shown in Formula (4).

L =3%" [ H + Nw;2| +A4T. (4)

j=1

3.2 Impute Missing Values by XGBoost

Since the unstructured data in EMR are recorded by human labor, some fea-
tures may be omitted. Therefore, imputing missing values is important. To this
end, we consider this problem to be a supervised learning problem by treating
numerical feature and category feature as regression and classification problems
respectively. The motivation behind the proposed scheme is that XGBoost nat-
urally accepts sparse features, as shown in Formula 2. Hence, we can apply it to
impute the missing values.
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Algorithm 1. XGBoost-Impute
Input: D, Extracted dataset

Input: T' = {t1,t2, -, ti}, ti C {numerical, category}, missing value feature
typeset
fori=1 tondo
if T[i] == numerical then

new_D[i] « XGBRegression(D[i]) if T[i{] == category then
new_D[i] «— XGBClassificatoin(D[i])

end

Output: Filled Dataset Dy

The detailed procedures of XGBoost-Impute are illustrated in Algorithm 1,
as shown in next page. Specifically, in each step of iteration, we first select the
features of a set T' with missing values, i.e., the body temperature. Then, we
employ XGBRegression method to predict the missing values of body temper-
ature, i.e., T;.If T; is a category feature, we use XGBClassification to complete
imputing.

3.3 How XGBoost Treats Missing Value?

Since XGBoost naturally accepts sparse feature format, we can directly feed
data in as a sparse matrix, by using the algotithm Sparsity-aware Split Finding
in [9] , where the missing value can be optimally imputed based on the reduction
of training loss (see Algorithm 2 ). Specifically, XGBoost enumerate the missing
values to the left and right of the splitting point, and then choose the optimal
one based on the gain derived as Eq. 5.

G3 Gh (GL +GR)® B
Hp,+X Hr+\X Hp+Hgp+ )\

(5)

Gain =

3.4 XGBoost Based Classification

For classification, we use the XGBoost model. Specifically, the proposed tree
ensemble model is based on the decision rules of the trees with leaves for clas-
sification. As shown in Fig.1, the final decision is obtained by summing the
predicted results of both tree 1 and tree 2.

Obviously, the proposed tree ensemble classification is relatively strong since
it is explicitly composed of many weak classifiers. Compared to the general
model, such as logistic regression, it performs poorly if the best fit function
is between quadratic function and cubic function.

4 Experiment

4.1 Experiment Setup

In experimental setup, we consider the data from inpatient EMR between March
2012 and July 2015 at Guangzhou Women’s and Children’s Medical Center.
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Algorithm 2. Sparsity-aware Split Finding [9]

Input: I, instance set of current node
Input: Iy = {i € I|z: # missing}
Input: d, feature dimension
gain «— 0
G — Ziel’givH — Ziel h;
for k=1 tom do
GL <0, HL —0,Gr <0, Hr <0
for j in sorted( Ii, , ascent order by xj, ) do
Gr —Gr+ygj,HL «— Hp + h;
GRHG—GL,HRHH—HL

GL Gh G2
score < max(score, T T Es =)
end
for j in sorted(Iy, descent order by x;;) do
Gr «— Gr+gj, Hr < Hr + h;
G —G—-Ggr, HL — H— Hg
Gh__ G2 )
Hp+x  HEA

G2
score «— max(score, T T

end

end
Output: Split and default directions with max gain

treel tree2
<>
) _y— ‘\\\ P ‘\_\
‘..\N:‘ ) ) 4,Y/ N\\
p ® O
+2 +0.1 +0.9

@]
f()=2+09=29 f(I )=-1-09=-19

Fig. 1. The final decision for a given example is the sum of predictions from each base
stump.

The data of each patient is of binary label, e.g., either mild or severe. The
total number of patients is 2532, and the number of patients of severe case is
365 (14.41%). The distributions of critical numerical features that during the
diagnosis(blood glucose, fever duration, platelet etc.) are shown in Fig. 2.
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Fig. 2. Numeric data’s distribution

We divide the collected data into two parts, i.e., 70% for training and 30%
for testing. In the experiment, we compare the performance of the proposed
XGBoost-Impute, with that of both Random Forest and Logistic Regression, by
using precision, recall, Fl-score and ROC curve as the metrics.

4.2 Workflow on Data Processing

Figure 3 describes the workflow of our data processing phase with raw data
from EMR System. Target data is extracted from the EMR system and then
filtered through data munging steps to produce useful data. After various forms
of transformation(keyword extraction, key word selection, rebuild missing data,
etc), the tabular data is generated.

Next, the missing values of the variables are interpolated by using three
algorithms, i.e., Algorithm 1 (XGBoost-impute), Simple-Fill mean value imputa-
tion method and KNN-impute. After preprocessing, the samples in the majority
groups will be processed with down-sampling to balance the data-size.

4.3 Feature Extraction

For unstructured data (mainly contains admission notes, physician progress
notes), XML parser conversion is considered to generate them into medical
records with natural language texts form. We extract 142 variables and 47 vari-
ables from both structured data and unstructured data respectively.

In the step of extracting features from unstructured clinical documenta-
tion(texted in Chinese), we refer to the information extraction scheme proposed
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Fig. 3. Workflow on data processing

by [11]. Specifically, the approach combines medical terms extracted from Chi-
nese context with core lexica of medical terms, an iterative bootstrapping algo-

rithm to extract more appropriate terms [11].

By this way, the Chinese text was converted into raw tabular data including

126 variables from
structured data

the clinical variable, the time of variable and an optional description.

4.4 Feature Selection

For the purpose of identifying patients who need more attention and resources,
we first selected variables from medical examination done to admission. Then,
we removed the variables with missing rates more than 20%, leaving 183 features

for modeling.
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In Fig. 4, we use XGBoost model to filter out 15 important features, to help
doctors pay more attention to important illnesses. Body temperature, temper-
ature peak, limb shake, diastolic pressure, systolic pressure come from unstruc-
tured data, and others come from structured data. This shows that EMR data
and inspection data are both very important on severe HFMD case identification.

Fig. 5. Feature correlations

Figure 5 shows the correlation between top 15 features with our target. Qual-
itative test of protein, limb shake, and startle correlate strongly with severe
HFMD case, but those features are not highly correlated among each others.

4.5 Experiment Result

According to the ROC curve as shown in Fig. 6, the three models are all based
on 183 variables, the first model (XGBoost model) identifies severe HFMD with
a reasonable area under the ROC curve (AUC) of 0.94, obtains a stronger per-
formance than either the random forest(RF) model (with an AUC of 0.88) or
the logistic regression(LR) model with an AUC of 0.86.

We also compare with PCIS currently used in clinic, to evaluate the perfor-
mance of proposed model.

The experimental results show that our XGBoost model outperform PCIS
with a 17% gain, and is superior to the conventional ones. We also list the per-
formance comparison among the proposed XGBoost, random forest and logis-
tic regression, in Table 1, where 'X’ stands for XGBoost-Impute method, while
M and K represent the Simple-Fill mean imputation and K-th Nearest Neigh-
bor(KNN), respectively.
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Fig. 6. Comparison of ROC with different models

For fairness of comparison, we use F1-Score as a metric by taking the preci-
sion and recall into account, to evaluate the performance of imputation method,
as shown in Formula 6.

precision - recall

Fl1=2 (6)

precision + recall

According to the results from Table 1, the XGB+M model yields the best Pre-
cision(0.9096) and F1-Score(0.8691), in comparison with both LR and RF. The

Table 1. Performance of different algorithms and imputer

Algorithm | Precision | Recall | Fl-score
XGB+X |0.9096 |0.8354 |0.8691
XGB+M |0.8931 0.8408 | 0.8652
XGB+K ]0.0101 0.8104 |0.8579
LR+X 0.8089 0.7812 |0.7925
LR+M 0.8304 0.7563 | 0.7907
LR+K 0.8161 0.7592 |0.7845
RF+X 0.8995 0.7757 |0.8314
RF+M 0.8893 0.7393 | 0.8053
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result is reasonable since XGBoost-impute take both feature type and correlation
between different features into consideration.

5 Conclusion

In this paper, we proposed a real-time, automatic and efficient prediction tool
for severe hand, foot, and mouth disease (HFMD) identification. Our model
extracted features from EMR system, which is so convenient to get that our
model can be wildly used in medical field. We further show that both EMR and
laboratory parameters are very important for identification of severe HFMD.

In order to solve the insufficient clinical records, we presented a missing value
imputation method, namely, the XGBoost-Impute method. In fact, we not only
used LR,RF and XGBoost classifier, but also tried SVM, DNN which did not
mention above, because of their poor performance. In the future, we will try
more deep learning methods such as convolutional neural network (CNN) and
SO on.

The experimental results show that the proposed XGBoost model with miss-
ing value imputation outperforms the current clinic standard of PCIS, and the
conventional schemes, validating the superiority of the proposed model design
on the identification of severe HFMD patients.
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Abstract. As multilingual text increases, the analysis of multilingual
data plays a crucial role in statistical translation models, cross-language
information retrieval, the construction of parallel corpus, bilingual infor-
mation extraction and other fields. In this paper, we introduce convo-
lutional neural network and propose auto-associative memory for the
fusion of multilingual data to classify multilingual short text. First, the
open-source tool word2vec is used to extract word vector for textual rep-
resentation. Then, the auto-associative memory relationship can extract
the multilingual document semantic, which need to calculate the sta-
tistical relevance of word vector between different languages. A critical
problem is the domain adaptation of classifiers in different languages and
we solve it by transforming multilingual text features. In order to fuse
a dense combination of high-level features in multilingual text seman-
tics, we introduce convolutional neural network into the model, and out-
put classification prediction results. This model can process multilingual
textual data well. Experiments show that convolutional neural network
combined with auto-associative memory improves classification accuracy
by 2 to 6% in multilingual text classification, compared to other classic
models. Furthermore, the proposed model reduces the dependence of
multilingual text on the parallel corpus, thus have good expansibility for
multilingual data.

Keywords: Auto-associative memory
Convolutional neural network - Word embedding - Local perception

1 Introduction

With the internationalization of information communication, more and more
business institutions are doing international activities. For example, govern-
ment departments often require to classify documents in different languages, the
international e-commerce website needs to classify and recommend the goods
described in multiple languages, and digital libraries are supposed to provide
multilingual information services based on multilingual classification processing
for various language users. Under such circumstances, automatic classification
technology of different language documents is particularly important.
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It is difficult for feature extraction of short text due to the single short text
has few words and its content is scarce in semantics. Recently, multilingual short
text classification has received increasing attention, and many algorithms have
been proposed during the last decade. Parallel corpus-based methods [12] are
usually categorized on the basis of single language documents, and then the
corresponding language documents are divided into the same category. CL-ESA
is an extension of parallel corpus-based methods [13,14], which represents doc-
uments by similarity vectors between documents and indexed document sets.
Gliozzo et al. [2] categorize text across languages of English and Italian by using
a comparative corpus based on latent semantic analysis and classify the doc-
ument in low-dimensional projection space. Hanneman et al. [4] improve the
accuracy of classification by constructing syntactic of full-text translation algo-
rithm. He [6] takes advantage of a bilingual dictionary, WordNet, to translate
text feature vectors, and then study the similarity between two Chinese and
English texts. Tang et al. [15] put forward generalized vector space model for
cross-lingual text clustering. Faruqui et al. [1,3] exploit the canonical correlation
analysis for cross-lingual text analysis to find the largest correlation coefficient
in the two language spaces, which aim at building a cross-language bridge. Luo
et al. [10] improve the method of partial least squares to establish the latent
intermediate semantics of multiple languages to classify the text across language
in the potential space. Kim [8] proposes a convolutional neural network with
multiple convolution kernels to classify texts(TextCNN).

Comparing with previous research, we introduce multilingual associative
memory to extend convolutional neural network model. The model is constructed
by the auto-associative memory relationship among multilingual languages, by
the way counting the co-occurrence degree of multilingual words in the parallel
corpus and the spatial relationships embedded in their corresponding words. We
deal with word items at the document level. In order to exploit multilingual
resources available, those matrixes which have the same semantic are amalga-
mated into single one. Local perception and weight sharing theory of convolu-
tional neural networks could be applied to classify different documents under
the combined language space.

Our work adopts TextCNN to address the issue of text characteristics, which
fix convolution and learn the characteristics of multiple-word phrases from a
combination of different convolution kernels of different lengths. According to the
different characteristics of the deep neural network layer, the Text CNN model
is extended with the superposition network layer. The experiment demonstrates
that the method can merge the language space of the document, and improves
the accuracy of the classification effectively.

2 Related Work

Word2Vec is a tool for computing word vectors based on a large-scale corpus,
which is proposed by Mikolov [11]. It includes two structures, CBOW and Skip-
Ngram, as shown in Fig. 1.
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Fig.1. CBOW and Skip-Ngram models

The model consists of three layers, including an input layer, projection layer
and an output layer. For example, the input layer of the CBOW model is com-
posed of 2k word vectors in the context of the current word wg, and the projec-
tion layer vector is accumulated by these 2k vectors. The output vector could
be corresponding with a Huffman tree, every word in the corpus is supposed to
be the leaf node, which reference occurrence frequency of each word as weight.
Providing that the path from root node to the leaf node is used to represent
the word vector of the current word, the goal of this model is to maximize the
average logarithmic likelihood function L

T—k

1
L= T ; log p(wy|wi—, -+ - Witg)- (1)

Equation (1) could be regarded as the prediction of the current word wy
under the context of wi_g, - ,wiyk. In order to improve training efficiency,
the algorithm based on Negative Sampling is proposed, which is suitable for
large-scale corpus training. Note that each word is expressed as a word vector
in the algorithm. It could be found that the difference between words ‘France’
and ‘Paris’ is almost the same as that obtained by ‘Italy’ minus ‘Rome’, which
proved that the semantic relation between words might be represented by vector
linearly.

3 Multilingual Auto-associative Memory

3.1 Co-occurrence Vocabulary Based on Word Embedding

A corpus-based approach to obtain the word co-occurrence is derived from the
distribution hypothesis in [5]. In a large corpus, the distribution of words in each
document can be indicated as vectors, and the degree of association between
words and words can be calculated with this vector. In parallel corpus, if two
words belonging to two languages appear in the same semantic document, in
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general, it can be deduced that the two words have high semantic relevance. By
this relationship, we can find that each word in the vocabulary has a word
with the greatest correlation in another language. As a result, we obtain a
co-occurrence vocabulary. Not all co-occurrence word pairs can be translated
into each other, notwithstanding, they are highly correlated in semantics [9],
which has been proved to be suitable for cross-language document retrieval and
similarity computation. The computation principle of word2vec reflects the co-
occurrence relation between words and its local context when calculating word
vectors. The semantic between words could be directly measured by the dis-
tance of vector space, which proves that the representation of words might be
directly transformed between vectors linearly. However, in different languages,
even if there is a translation relationship between source language document
ds and target language document d;. The words have a similar distribution in
the corpus of their respective languages, but they do not have contextual rela-
tions, that words in ds and d; could not be calculated in the same word con-
text window. Therefore, they could only follow the semantic relations like that
“v(France)-v( ¥ H)av(Italy)-v( & K H)” . By combining the co-occurrence cal-

culation of words and the distance of the word embedding vector, the method
generating co-occurrence word pairs is presented as follows:

Ly ={<w,y>lz e Vinye Vi ANy =T —index(z)}. (2)
where
T — index(j) = arg max(v] * v; + ae™i),j € V. (3)
i€Vy

Vs and Vp represent the source language and target language of word items
in the document set, respectively. The value of T'— index(j) is the number of the
word item in the target language co-occurring with the j-th words in the source
language. Moreover, v; and v; represent the i-th and j-th word vectors of each
two languages, a stands for empirical parameters and e is the base of natural
logarithms. Furthermore, m; ; indicates the number of occurrences of the two
words in the parallel corpus.

3.2 Auto-associative Memory

Auto-associative memory refers to the form or concept of two types of data
related to each other have the specific form of knowledge stored in memory.
According to this concept, the co-occurrence word table is used as a bridge
between the data of two languages. In this paper, the auto-associative memory
method is applied to the neural network, which can be described as:

f . R\vs|><n _ R|vt|><n. (4)

f(vj\s) = VT —index(j)|t- (5)

As shown in Eq. (4), the source language vector of the input can be associated

with the correlation vector of the target language. In multilingual tasks, it is only

necessary to establish a co-occurrence list among different languages, and the
vectors of any language can be associated with any other language.
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4 Multilingual Text Classification of Convolutional
Neural Network Based on Auto-associative Memory

In the convolutional neural network, the combination of convolution kernel of
different sizes can learn the expression way of phrases with a different number
of words. Word2vec can generate precise word vector expression, but semantic
information of a word needs to be calculated with a whole vector.

As the co-occurrence vocabulary can be regarded as the generation memory
of multilingual semantics, text semantic in the source language can be associa-
tive to other target languages by mnemonic mapping. The input of the single
language is extended to the input memory that contains multiple languages
through the auto-associative memory. All samples in different languages space
can be calculated by auto-associative memory in multidimensional space. The
data generated from the associative memory relationship have a complemen-
tary semantic relationship, and the convolutional neural network can be used
to extract the salient features and ignore the information that has less effect on
the classifier. Therefore, this paper proposes a multilingual text categorization
algorithm based on auto-associative memory and convolutional neural network.

4.1 Convolutional Multilingual Mapping Layer

According to the auto-associative memory relationship, the word has a corre-
sponding semantic word in any other language, and each sample data of the
input is supposed to be extended as shown in the following Fig. 2.

source targetl

| Concurrence I

\ [ ] Vocabulary /

Fig. 2. Language extension based on auto-associative memory
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The first frame on the right side of the graph is the output word vector
of the source language text, and the co-occurrence vocabulary could find the
semantic association words of each word corresponding to the target language.
We look for the word vector of the associated word in the same position for the
target language space. The text matrix composed of a splice source language
text matrix and auto-associative memory is expressed by Eq. (6):

di s
d= di|‘t1 7di|sadi\t17di|t2 € Rkaad € R3m><k (6)
di|,

This model adapt to any language resources. The semantic mapping vector
based on the input language is taken as a memory to help the model gener-
ate multilingual space, and convolutional neural network can extract the local
features in that space.

4.2 Convolutional Neural Network Structure

The proposed convolutional neural network model is shown in Fig. 3:

conv2 BatchNorm Tanh conv2 BatchNorm Relu O

conv3 BatchNorm Tanh conv3 BatchNorm Relu O

conv 4%’{ éatchNorm Tanh | conv4 éatchNorm Relu
W BatchNorm| Tanh convs BatchNorm Relu

Fig. 3. Extended TextCNN models

As shown, the extended model consists of 9 layers. The input layer is a
text matrix being composed of word embedding vectors. Let d;.;4; refer to the
concatenation of words d;,d;11, - ,di4;, a window that moving backward from
the first row of the input matrix. Each convolution kernel is a window with A
rows and k columns, and it is applied to produce a new feature.

si = w* dyiyn_1+b,w € RV (7)

Among them, d represents input, w represents the weight parameter of con-
volution kernel, and b is a bias item. The window width & is consistent with the
width of the word vector. Convolution kernel with row 2 represents it can extract
phrase information composed of two words. In the same way, the convolution
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kernel of other lengths can also represent the extraction of phrase characteristics
of the corresponding number of words.

The calculation process of the batch normalization layer is calculated as
follows:

1 m
= iy 8
s m;é‘ (8)

s 1 2 9
UB—EZ(Si_MB)y (9)
=1
5= St (10)
\/05+e
zi =78+ . (11)

where, 11 is the mean value of the input, and ag is the variance of input, m
is the quantity of input data. Equation (10) is used to compress the distribution
range of data [7] so that results have fixed mean and variance. Neural network
is a parameterized model essentially, different data distributions are supposed
to be better fitted with different parameter models. When the distribution gap
between training data and test data is large, the performance of the model will
be greatly reduced. In addition, as the number of network layers increases, the
impact of changes in lower-layer network parameters on higher-level networks
will increase. Normalization of data can solve this problem, but the expression
ability of network will be weakened. So Eq. (11) is used to zoom and translate
normalized data.

Activation layer functions is fiann and frepw.

ftanh(z) = Zi;_iz:ia (12)

The output range of fiann(2) is [—1, 1], and the function value is saturated
when the absolute value of the input data X is very large, which makes the func-
tion close to the biological neuron and can suppress or stimulate the information
transmission of the neuron. And since it has a mean value of 0, it converges
faster. Relu function solves the problem saturation function encountered, that
is, when the function value is saturated to 0 or 1, the network layer’s derivative
is close to 0, so it will affect the reverse transfer of the gradient. In high layer,
Relu function is suitable to ensure the transmission of gradient and alleviate the
problem of gradient disappearance.

The Chunk-Max Pooling method is adopted in pooling layer, which means
to divide the vectors into equal length segments. After that, only the most sig-
nificant eigenvalues of each subsegment is preserved.

The last layer is the output layer of the classification result, which combined
the full-connection layer with the softmax layer constitutes a softmax regression
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classifier. Assumed that the convolution layer, the activation layer and the pool
layer can map the vector from the original input to the hidden layer feature
space, then the function of the full connection layer shall map the distributed
feature vector in the hidden layer space to the sample label to complete the
classification task.

The formula for the softmax function is:

eYi

Pi= = (14)
Z eYk
k

where y; represents the output of the i-th unit on the previous layer, and the
value of p; is the output of the i-th neuron on the output layer, which represents
the probability that the classification label belongs to the i-th class.

5 Experiments

5.1 Datasets

The experimental data set of this paper is collected from a multilingual document
management system project, including 13 categories scientific abstracts which
contain more than 90,000 texts in Chinese, English, and Korean. Each language
contains more than 30,000 texts, which form a translation corpus for content
alignment. The data set is randomly divided into ten parts, of which are used
as the training set, and the rest are used as the test set, repeat it and take the
average value of the experimental results.

5.2 Experimental Setup and Baselines

We use accuracy and cross entropy to verify the performance of the proposed
model. The concept of cross entropy comes from information theory. Suppose
that the same sample set has two kinds of label probability distribution p and
q- The cross entropy represents the average encoding length from the truly dis-
tributed p to the error distribution g, so that the cross entropy loss function
can measure the similarity between the p and the ¢. According to the dual-
ity of entropy, when p and ¢ are equally distributed, the following formula is
minimized.

H= = pilog,q;. (15)

For the dataset, we compare our method against state-of-the-art methods
including Bilingual Word Embedding (BWE) [17], Canonical Correlation Anal-
ysis (CCA) [1], Machine Translate (MT) [4].

(1) Bilingual Word Embedding (BWE) disarranges the mixed training and use
the TextCNN algorithm as the classifier to measure the effect of this algo-
rithm.
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(2) Canonical Correlation Analysis (CCA) map two languages into a single space
for classification and perform correlation calculations on the word vectors
between the two languages to obtain a linear transformation matrix between
the word vectors. We average classification results between each two lan-
guages pairs.

(3) Based on Machine Translate (MT) model, Google translation is used to
translate Chinese and Korean abstracts into English for training.

(4) In this paper, multilingual text classification of convolutional neural net-
work based on auto-associative memory (Me-CL-CNN) has built convolu-
tion kernel set in [2, 3, 4, 5]. Proper phrase expression can give expression
to semantic combination and weaken unimportant features. The depth of
convolution kernel is 64, and the dropout rate of hidden nodes is equal to
0.5. According to empirical value. We choose L2 regularization method and
set the regularity coefficient equal to 0.05.

5.3 Accuracy for Different Embedding Dimensions

In different Natural Language Processing tasks, there are different requirements
for the length of the word vector, so the purpose of the first experiment is to
determine the length of the word vector that fits the problem of short text
classification. The TF-IDF algorithm is used to weigh word vectors to get text
vectors [16] as input of classifier commonly used in machine learning, including
SVM, KNN and RBF.

To tell the significant difference in accuracy of different embedding dimen-
sions, We first compare the classifer in terms of classification accuracy on our
Chinese datasets. The results are shown in Table 1, and the best dimension of
each classifer is highlighted in bold.

Table 1. Classification accuracy (%) for different embedding dimensions

Embedding dimensions | Accuracy (%)
KNN |SVM | RBF
50 59.83 | 68.03 | 65.21
100 61.50 | 70.91 |67.45
150 62.16 |71.79 | 69.83
200 62.24 | 72.03 | 69.69
250 62.24 | 72.01 |69.67

As can be seen, the classification accuracy of the text increases slowly with
the increase of the word embedding dimension, which indicates that the higher
dimension of the word embedding is more able to express the semantic informa-
tion. When the vector dimension exceeds 200, the classification performance will
no longer continue to increase. Without loss of generality, we set length of input
word embedding is 200 for our experiment considering classfication performance.
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5.4 Experiments and Analysis of Results for Multilingual Text
Classification

We compare our method against the selected baselines in terms of classification
accuracy, and the results of the experiment are shown in Table 2:

Table 2. Classification accuracy (%) and cross entropy on datasets

Method Result evaluation indexes
Cross entropy | Accuracy (%)

BWE 0.97 78.53

CCA 0.64 80.8

MT 1.12 76.5

Me-CL-CNN | 0.45 82.41

Generally, the bilingual transformation method based on the Machine Trans-
lation and the Canonical Correlation Analysis is similar. The former is the trans-
lation of the text, and the latter uses the relevance of the word vector itself
to carry out the language transformation. In a specific field of language, the
Machine Translation tool is very poor in the translation of special terms in the
scientific literature, so only 76.5% of the correct rate is obtained, while CCA
has an average accuracy of 80.80%. The method based on BWE is slightly worse
than CCA. This is because the alignment statements of the three languages
produced differences in grammar and word position during the random fusion of
windows, resulting in poor training of word vectors. The width of the set context
window contains three kinds of words, so it will have an obvious influence on the
semantic expression of the documents.

For the single label datasets, the model we proposed shows stronger perfor-
mance in classification. The sensitivity of the convolutional neural network to
local features makes it more capable of complying with the multilingual seman-
tic information based on the auto-associative memory model, thus completing
the classification task well. The advantage of the model is that it does not need
the aid of external tools, only needs parallel corpus to obtain the relationship
between multilingual features. It has good extension ability, strong generaliza-
tion ability and strong portability for each language. Moreover, the model can
obtain any language text to be input, and it will help the model to generate
semantic category labels by using the mapping vector of the single language
semantic, so this model can counteract the effect of data imbalances due to the
scarcity of language resources.

6 Conclusion

This paper proposes a way constructing the semantic auto-associative mem-
ory relationship between multilingual languages in combination with the co-
occurrence degree of multilingual words in the parallel corpus and the distance
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of word embedding. Without language restrictions, we provide a basis for the
detection and fusion of multilingual text semantics. Moreover, this paper extends
the text classification model of convolutional neural network and superimpose
two convolution, pooling and activation layers to extract the higher level abstract
semantics. The normalization layer is added to adjust and speed up the model,
which extends the input of every short text by using auto-associative mem-
ory. The experiment illustrates that the auto-associative memory model and the
extended convolutional neural network can extract the deep semantic informa-
tion of the multilingual feature, which can be performed in a particularly efficient
way for the classification of multilingual short text.
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Abstract. Code comments can provide a great data source for under-
standing programmer’s needs and underlying implementation. Previous
work has illustrated that code comments enhance the reliability and
maintainability of the code, and engineers use them to interpret their
code as well as help other developers understand the code intention
better. In this paper, we studied comments from 7 python open source
projects and contrived a taxonomy through an iterative process. To clar-
ify comments characteristics, we deploy an effective and automated app-
roach using supervised learning algorithms to classify code comments
according to their different intentions. With our study, we find that
there does exist a pattern across different python projects: Summary
covers about 75% of comments. Finally, we conduct an evaluation on the
behaviors of two different supervised learning classifiers and find that
Decision Tree classifier is more effective on accuracy and runtime than
Naive Bayes classifier in our research.

Keywords: Code comments classification + Supervised learning
Python

1 Introduction

Source code documentation is vital in maintenance of a system. In contrast to
external documentation, writing comments in source code is a convenient way for
developers to keep documentation up to date [3]. In addition, reading documents
of well-documented projects is a good way to follow engineers’ ideas, as well as
form a good programming style for programming language learners.

While there are previous studies concerning quality analysis of source code
comments, they put an emphasis on code/comments ratio or relations between
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source code and comments rather than comments classification, thus the amount
of research focused towards the source code classification is limited, especially
for python projects (most of previous work are based on Java or C/C++ pro-
gramming language [5]).

However, comment characteristics are poorly studied since studying com-
ments has several major challenges. First, it is difficult to understand comments.
As comments are written in natural language, the exact meaning and scope of
comments may not be easy to classify by just reading the comments. In addition,
it may require a thorough understanding of the semantics of the relevant code
to determine the intention of certain comments. Moreover, unlike software bugs,
which have a relatively well accepted classification, there is no unified comment
taxonomy based on comment content yet.

In this paper, we focus on python code comments classification. First, we
sampled several source code files to contrive a taxonomy manually. Subsequently,
we extracted all the comments and applied two supervised learning classifiers to
train models and classify the comments automatically. After that, we evaluated
behaviors on accuracy and runtime of two classifiers and analyzed classification
results according to the experiment.

# —x— coding: utf-8 —x

rgen Stenarson <jorgen.stenarson@bostream.nu>

#
# Copyright (C) 2005 J6rgen Stenarson <jorgen.stenarson@bostream.nu>
# Distributed under the terms of the BSD License.

#

9 |import types
10 | from IPython.utils.dir2 import dir2

12 | def create_typestr2type_dicts(dont_include_in_type2typestr=["lambda"]):

13 """Return dictionaries mapping lower case typename (e.g. 'tuple') to type
14 objects from the types package, and vice versa.

16 TODO: Should be extended for choosing more than one type."""

17 for tname in typenamelist:

18 name = tname[:—4].lower() # Cut 'Type' off the end of the name
19 return typestr2type, type2typestr

Fig. 1. An example of Python files

2 Background

Comments Quality Analysis. Padioleau et al. selected three popular open
source operating systems written in C and studied the comments from several
dimensions including what, whom, where and when. In another study of code
comments analysis, Arafati and Riehle [1] assessed the comment density of open
source on a large scale and showed that the comment density of active open
source projects was independent of team and project size but not of project age.
Howden [6] focused on the relation between comments analysis and programming
erTors.

Comments Classification for Java and C/C++ Projects. Pascarella and
Bacchelli [7] investigated how six diverse Java OSS projects use code comments,
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with the aim of understanding their purpose. They produced a taxonomy of
source code comments containing 16 categories. Steidl et al. [8] provided a semi-
automatic approach for quantitative and qualitative evaluation of comment qual-
ity based on comment classification for the Java and C/C++ programming lan-
guage. Figure 1 shows a Python file example containing both code and comments.
Code comments may include references to subroutines and descriptions of con-
ditional processing. Specific inline comments of code may also be necessary for
unusual coding.

Since most of the related work are based on Java and C/C++ programming
language, we want to figure out whether their taxonomy could be applied to
other programming language projects. In our work, we focus on python lan-
guage, which is an interpreted language in contrast to compiled language such
as Java and C/C++. We aim to devise a comprehensive classification inspired
by Pascarella and Bacchelli [7].

3 Methodology

We perform comment classfication with supervised learning to differentiate
between different categories.

3.1 Classification Granularity

In the process of classifying the code comments manually, we find comments can
be summarized as two major forms: in block and in line. We set the automated
classification to work at line level since comments in the same block may work
for different purposes. For example, comments on line 13 and line 16 in Fig. 1 are
in the same block, but comment on line 13 gives the summary of the function
while line 16 is to remind developers for future work.

3.2 Classification Technique

As different comment categories have the same underlying syntax, no parser
or complier can perform comment classification based on grammar rules [8].

Iterative Process
Create
Taxonomy | Projectl | Project2 | Project3 | == | Project7 |

y

Train
Classifiers

| Naive Bayes Classifier | | Decision Tree Classifier

Analyze .
Classifications Accuracy Runtime

Fig. 2. Overview of our method
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Hence, there’s a need for heuristic approach. Since there is no simple criteria
available to categorize large amount of comments, we employ supervised learning
for automatic comment classification. In Particular, we choose two supervised
classifiers: (1) Naive Bayes, and (2) Decision Tree. These two classifiers based on
two different algorithms have different advantages and drawbacks and therefore
will result in different classifications for the same data set (Fig. 2).

4 Experiment

4.1 Selection of Research Projects

This research concentrated on the programming language Python since it’s one
of the top 5 popular programming languages and few studies concerning code
comments analysis are based on it. With respect to the samples, we select seven
open-source software projects on GitHub: Pandas, Django, Pipenv, Pytorch,
Ipython, Mailpile, Requests. They are all of great popularity on GitHub accord-
ing to the number of stars. Details of these projects are exhibited in Table 1. To
alleviate threats to the external factors such as scale and realm, these projects
are of different size, contributors, stars etc.

Table 1. Details of seven open source projects

Project | Python source lines Stars | Contributors | Commits
Code | Comment | Ratio
Pandas | 217k | 69k 32% |14k 1,168 17k
Django | 208k | 54k 26% |34k |1,587 26k
Pipenv 198k | 71k 36% |11k 187 4k
Pytorch | 136k | 30k 22% | 16k 640 11k
Ipython | 34k |21k 61% |13k 541 23k
Mailpile | 37k | 6k 18% 7k 141 6k
Requests | b5k | 2k 38% |32k 505 5k

4.2 Classification Evaluation

When training supervised learning algorithm, we need a way to know if the model
produces the results we expect or not. Since it’s difficult to significantly compare
the values produced by different errors functions, we instead use measures other
than the loss to evaluate the quality of the model. With our study, we use the
standard 10-fold cross validation method, calculating precision and recall. To
define different measures we will use, we first define some notions:

* S (Sample): a set of predicted samples
* TP (True Positives): elements that are correctly retrieved by the approach
under analysis
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* TN (True Negatives): elements that are retrieved by the approach under
analysis

One of the most common measure to evaluate the accuracy of a model is the
number of samples correctly predicted divided by the total number of samples
predicted. The accuracy has a range of [0, 1], and a higher accuracy is better.

|TP|+ |TN|
S

Accuracy =

4.3 Categorization of Code Comments

This study concerns the role of code comments written by python software devel-
opers. Although there’s similar efforts on analysis of code comments, most of the
researchers put an emphasis on software development process such as mainte-
nance and code review, ignoring some other functions of code comments when
define a taxonomy. As a result, there follows our first research question:

* RQ1. How can code comments be categorized?

To answer this question, we conduct several iterative content analysis sessions [4].
During the first iteration, we pick 2 python files at random in Requests (reported
in Table 1) and analyze all code and comments. This process resulted in the first
draft taxonomy of code comments concerning some obvious categories. Subse-
quently, we choose 2 new python files in another project and try to categorize
code comments using the previous taxonomy and improve the first draft. The
following iterations are similar to the second phase: applying the newest version
of taxonomy to python files in new projects and updating the current taxonomy.

Upon the categories of the code comments, we can consider the proportion
of each category and investigate whether some classes of comments are of pre-
dominance in order to analyze the purpose and significance of code comments
accurately and precisely. Moreover, we can discover whether there is a pattern
across different projects. Therefore, the second research question is set as follows:

* RQ2. What’s the distribution of categories? Does each category distributes
evenly or is there a predominant one?

4.4 Automaticlly Categorization

Before training machine learning classifiers, we need to create training data
sets as the input of classifiers first. Training data should be labeled with the
classification to be learned. We randomly sampled files from seven open source
projects and manually tagged 30 comments for each category corresponding to
our taxonomy, thus we create 330 comments with labels in total as training data
set. For implementation of Naive Bayes and Decision Tree classifiers, we use an
existing python machine learning library TextBlob!. This naturally leads to our
next two research questions:

! http://textblob.readthedocs.io/en/dev/.
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* RQ3. What are the differences between the performance of the two classifiers?
* RQ4. How effective are two automatic classifiers?

5 Results and Analysis

In this section, we present our taxonomy and analyze the automatically classifi-
cation results, as well as the evaluation of automated classification approach.

5.1 Taxonomy of Code Comments

To give an answer to RQ1 proposed in Sect. 4.2, we create a taxonomy containing
11 categorizes defined as follows:

>>> sps.compare('CBA")

False

In [2]: s%precision 3

Out[2]: u'%.3f"'

>>> [rdr.read(5), rdr.read(), rdr.read(), rdr.read()]
['B', 'Cr, ',

>>> sps.expiration = time.time() — 5

True

Boovwownswnr

.

Fig. 3. An example of usage comments

1. Metadata. The Metadata category contains two main parts: license and
copyright information. This category provides the legal information about
the source code and intellectual property [7]. Usually, this category only
accounts for a small proportion of all comments.

2. Summary. This category contains a brief description of the functionability
of the source code concerned. It is often used to describe the purpose or
behavior of the related code.

3. Usage. The usage category explain how to use the code. It usually contains
some examples. Figure 3 gives an example of usage.

4. Parameters. This category is used for explaining the parameters of a cer-
tain function. It’s usually marked with @param or :param.

5. Expand. This category aims to provide more details on the code itself.
Comments under this category explain in detail the purpose of a small block
of code or just a line of code. It’s usually a inline comment.

6. Version. This kind of comments identifies the applicable version of some
libraries, which is of great significance for running the code.

7. Development Notes. This category of comments is for developers. It often
covers the topics concerning ongoing work, temporary tips, and explanations
of a function etc.

8. Todo. This type of comments regards explicit actions to be done in the
future work, aiming to fix bugs or to improve the current version.
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9. Exception. This category contains methods to handle errors and potential
suggestions to prevent unwanted behaviors. It can be marked by tags such
as @throws and @exception.

10. Links. This category refer to the linked external resources. The common
tags are: link, http://, see etc.

11. Noise. Noise should be considered when classify source code comments. It
contains some meaningless symbols which may be used for separation.

5.2 Behaviors of Supervised Learning Classifiers

Distribution of Categories. Figure4 shows the distribution of the comments
across the categories using two different classifiers. Numbers on x-axis corre-
spond to the index of each category in Sect. 5.1, and y-axis indicates the pro-
portion of different categories in each project. In this figure, red lines represent
for the distribution from Naive Bayes classifier, while blue lines represent for
the distribution from Decision Tree classifier. Under the same color, each line
corresponds to one of the distributions of seven projects cross the categories.
Since our focus here is on the differences between two classifiers, we weaken the
difference among seven projects under the same classifier, and therefore use the
same color to present.
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Fig. 4. Distributions of comments per project from two classifiers (Color figure online)

As for RQ2, considering the distribution of the comments under two classi-
fiers, we see that the category Usage is the most predominant one which accounts
for almost 80% of all code comments. This suggests that the comments in the
projects are targeting end-user developers more frequently than internal devel-
opers. The second prominent category is Summary, Fzpand, and Development
Notes, which accounts for 15% of the overall lines of comments on average. Since
Summary and Ezpand play a significance role in code readability and maintain-
ability, these projects are all friendly for new python learners to understand the
source code.

Accuracy. To answer RQ3 and RQ4, we test two classifiers using a test data
set. Figure 5 shows the accuracy of two classifiers on seven projects. Clearly the
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accuracy of Decision Tree classifier is higher than Naive Bayes. On average, the
accuracy of Naive Bayes classifier is 80.6% while the Decision Tree classifier is
up to 87.1%. The results can also be validated according to Fig.4. Compared
to blue lines from Decision Tree classifier, red lines from Naive Bayes are more
concentrated, which means a minor number of comments are correctly classified
by Naive Bayes classifier. For example, red lines of proportion on category Sum-
mary are almost 0, however, truth values are supposed to be a little bit more
than that. Conversely, more comments are correctly classified by Decision Tree
classifier.

Runtime. For RQ4, Fig. 6 shows classifying process runtime for 7 projects using
two classifiers. It’s clear that Decision Tree classifier is faster than Naive Bayes.
For example, it takes 983s (16 min) for Naive Bayes classifier to classify com-
ments in Pandas, which has 69k lines of comments in total, while Decision Tree
classifier only requires 61s (1 min) to complete the process. Therefore, Decision
Tree classifier is superior to Naive Bayes on runtime in this research.

Pandas i 89 Pandas [ 61 983
Django 8088 Django 50 700
Pipenv 79 90 Pipenv 51 990
Pytorch 8089 Pytorch [ 21 371
Ipython 33 95 Ipython 16 269
Mailpile 7985 Mailpile | 2 ]7 = Naive Bayes
Requests 8692 Requests 1332 = Decision Tree
0 50 100 0 500 1,000
Accuracy (%) Runtime(second)
Fig.5. Accuracy of two classifiers Fig.6. Runtime of two classifiers
(Color figure online) (Color figure online)

6 Conclusion

This work presented a detailed approach for source code comments classifica-
tion and analysis of results based on python open source projects. A supervised-
learning approach for comments classification provides a foundation of comments
analysis. In this study, we deployed Naive Bayes and Decision Tree classifiers
to build the model and classify the code comments automatically. The results
indicates that summary plays a prominent role in python comments, which cor-
responds to high maintenance and readability [2]. For those personal developers
who wants to improve their coding technique or fix some bugs, these python
projects are also good choices. Furthermore, we assessed behaviors of two classi-
fiers and found that Decision Tree classifier is superior to Naive Bayes classifier
in accuracy and runtime. The rationale of the differences will be discussed in our
future work.
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Abstract. In an IoT environment, event correlation becomes more complex as
events usually span over many interrelated sensors. This paper refines event
correlations in an IoT environment, and proposes an algorithm to discover event
correlations. We transform the event correlation discovery problem into a time-
constrained frequent sequence mining problem. Moreover, we apply our
approach in anomaly warning in a coal power plant. We have made extensive
experiments to verify the effectiveness of our approach.

Keywords: Event correlation - Sensor event + Anomaly warning

1 Introduction

IoT (Internet of Things) allows industry devices to be sensed and controlled remotely,
resulting in better efficiency, accuracy and economic benefit. Nowadays, sensors are
widely deployed in industrial environments to monitor devices’ status in real-time.
A sensor continuously generates sensor events and sensor events are correlated with
each other. These correlations can be dynamically interwoven, and data-driven analysis
would be of help.

We will examine a partial but typical scenario with the example of anomaly
warning in a coal power plant. In a coal power plant, there are hundreds of machines
running continuously and thousands of sensors have been deployed. Events from
different sensors correlate with each other in multiple ways. As Sect. 2 shows, such
correlations uncover possible propagation paths of anomalies among different devices.
It is very helpful to explain the root cause of an observable device anomaly/failure and
make warnings in advance.

In recent years, event correlation discovery problem has received notable attentions
[1-8]. A lot of research aims at identifying the event correlations from event logs. The
semantic relationship is the most common type of correlations among events. It can be
widely applied in the discovery, monitoring and analysis of business processes [1-4].
Motivated by the anomaly warning scenario, in this paper, we put our focus on a
statistical correlation among sensor events. Such correlations provide clues for us to
find possible anomaly propagation paths.
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This paper proposes an algorithm to discover event correlations in a set of sensor
events. We transform the correlation discovery problem into a time-constrained fre-
quent sequence mining problem and update traditional frequent sequence mining
algorithm. Then, in a real application, we use the event correlations to make anomaly
warnings in a coal power plant. Furthermore, a lot of experiments are done to show the
effectiveness of our approach based on a real dataset from the power plant.

2 A Case Study

Actually, an anomaly/failure is not always isolated. Owing to the obscure physical
interactions, a trivial anomaly will propagate among different sensors and devices and
gradually transform itself into a severe one. Such propagation paths can be observed
from the correlations among events from different sensors.

Figure 1 shows a real case about how a trivial anomaly propagates and gradually
evolves into a severe failure. The events are from three sensors on different devices:
coal feeder B device (CF-B device), coal mill B device (CM-B device) and primary air
fan B device (PAF-B device). As a maintenance record shows, a severe failure happens
at the PAF-B device (id: 939) from 2014-10-13 00:12:00 to 2014-10-13 08:00:00. The
description of the failure is “#1B bearing vibration is too slow on primary air fan B
device”. As Fig. 1 shows, we can find the maintenance record actually doesn’t denote
the root cause of this failure. Actually, this failure is initially caused by the value
decrease of coal feed sensor event on the CF-B device. Such value decrease will trigger
the value decrease of electricity sensor event on the CM-B device after almost 9 s.
Then, the value decrease of electricity sensor event will finally cause the above failure
in the maintenance record after 13 s.

100

Electricity on Coal Mill B Device

M

Coal Feed on Coal Feeder B Device

9 seconds
10

Failure description
F device ID ‘ ‘ start time ‘ F end time

| Corresponding Maintenance|Record
1939 2014-10-13 00:12:00} 2014-10-12 08:00:00

#1B bearing vibration is too slow on primary air |
fan B_device ‘

Bearing Vibration on Primary Air Fan B Device

3
2014-10-13 2014-10-13 2014-10-13 2014-10-14 2014-10-14 2014-10-15 2014-10-15 2014-10-15
00:00:00 10:00:00 20:00:00 06:00:00 16:00:00 02:00:00 12:00:00 22:00:00

Fig. 1. Propagation path of a trivial anomaly evolving into a server failure in a primary air fan
device: a real case.
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This case illustrates how an anomaly propagates itself among different devices and
finally evolves into a severe one. But mining such propagation paths is a challenging
problem as we cannot clarify and depict complicated physical interactions among these
devices. However, the correlations among sensor events show us lots of clues. From the
statistical view, we can easily observe that the above three sensor event sequences in
Fig. 1 are obviously correlated. If we can find such correlations, we have chances to
splice them to form propagation paths. With these paths, we can make warnings before
an anomaly evolves into a severe one. Furthermore, we can also explain an anomaly
and find its root causes.

3 Definitions

In an industrial environment, there are thousands of sensors have been deployed. Each
sensor continuously generates sensor events to reflect the devices’ running status. The
formal definition of sensor event is listed below.

Definition 1 (Sensor Event): A sensor event, also refers to a sensor event instance, is
a4-tuple: e = (timestamp, eventid, type, val), in which timestamp is the generation time
of e; eventid is the unique identifier of e; type is the type of e, which is represented by a
sensor id; val is the value of e.

Definition 2 (Sensor Event Sequence): Given a sensor s;, a sensor event sequence is a
time-ordered list of sensor events E; = (e; 1, €2, . . .,¢;,) from s;.

Based on the case in Fig. 1, we observe that event correlation is a relationship
between two sensor event sequences. It implies that a sensor event sequence always
happens earlier than another one within a short enough time period.

Definition 3 (Event Correlation): LetE; = (e;1,¢i2,...,¢in), B = (€j1,€j2, ..., €jn)
be two sensor event sequences (n # 0) generated by two sensors respectively. We denote
the event correlation between E; and E; as (E,-, Ej, At, conf ) , Where E; is the source, E; is
the target, At is the time E; delayed to E;, and conf is a measure of relationship between E;
and E;.

To reduce the computation complexity of discovering event correlations among
sensor event, we firstly symbolize the sensor event sequences by learning from a classic
symbolic representation algorithm, called SAX [9]. SAX algorithm allows a numeric
sequence of length n to be reduced to a symbolic sequence of length m (m < n)
composed of k different symbols. The symbolization of sensor event sequences in
Fig. 1 are listed in Table 1. Herein, we take Table 1 as a running example to describe
our event correlation discovery algorithm.

In this paper, our main goal is how to discover event correlations from a set of
symbolic sensor events. Such event correlations can facilitate IoT applications, such as
anomaly warning.
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Table 1. A sample of a symbolic event sequence set (running example).

SID|ty t, t; ty ts t t; & b to byt tiz iy tis tie By hig Lo B By By B3 By ... Iy

CF% . c c c c cdgFEelllfegesrffeeggegf.d
E|“%c c c c c d=Ecllile fggegfffedggg.d
BV |- - %,c c c ccdillles/fesgsg/ff e[ gg.b

CF: Coal Feed, E: Electricity, BV: Bearing Vibration.

4 Discovery of Sensor Event Correlations

4.1 The Overview of Our Solution

This section introduces the overview of our solution. Physical sensors deployed on
devices generate sensor events continuously. Collected sensor events are symbolized
by SAX so that we transform numerical sensor events into symbolic ones. This is
responsible for discretizing and extracting features of input sensor events. Next, from
symbolic events we discover event correlations. In this paper, the problem is trans-
formed into time-constrained frequent sequence mining. Finally, such event correla-
tions are applied in anomaly warning in a coal power plant.

Our main idea is to discover event correlations from a set of symbolic event
sequences. To do this, we transform event correlation discovery into a frequent
sequence mining problem. Essentially, symbolization is a coarse-grained description
since each symbol corresponds to a segment of the original sequence. In this manner, if
a sequence correlates with another one, there probably exists a frequent sequence
between their symbolized sequences [9]. It inspires us to use the frequent sequence to
measure event correlation. In other words, if two symbolized sequences have a long
enough frequent sequence, there is a relationship between them.

One challenge is how to identify the time delay between two related event
sequences shown in Fig. 1. It actually reflects how long that a sensor will be affected by
its related sensor. Unfortunately, traditional frequent sequence mining algorithms
cannot directly solve such problem. They only focused on the occurrence frequency of
a sequence in a sequence set [10, 11]. Hence, we try to design an algorithm. It can
discover a frequent sequence. The occurrences of each element in the discovered
sequence are within a short time period, i.e., time delay At in Definition 3.

Another challenge is how to determine the target and source by a frequent
sequence. If two symbolic sequences have a long enough above frequent sequence, the
original sequences of them, denoted as E; and E;, have an event correlation
(E,-, E;, At, conf ) conf can be computed as the ratio of the frequent sequence length to
the length of S;. Such a frequent sequence is called as a time-constrained frequent
sequence in this paper.

4.2 Event Correlation Discovery

Frequent Sequence Mining. We list some related concepts about frequent sequence
mining. A sequence in a sequence set D is associated with an identifier, called a SID.
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A support of a sequence is the number contained in D. A sequence becomes frequent if
its support exceeds a pre-specified minimum support threshold in D. A frequent
sequence with length [ is called a I-frequent sequence. It becomes closed if there is no
super-sequence of it with the same support in D. A projection database of sequence S in
Dis defined as Dg = {a|n € D,n = f< o} (f is the minimum prefix of # containing ).

Projection-based algorithms are a category of traditional algorithms in frequent
sequence mining [11]. They adopt a divide-and-conquer strategy to discover frequent
sequences by building projection databases. These algorithms firstly generate 1-
frequent sequences F;, where Fy = {s; :supi,sy:supa,...,s, :sup,}, s; is a 1-
frequent sequence and sup; is its support. This step is followed by the construction of
projection database for each 1-frequent sequence. In each projection database above,
they generate 1-frequent sequences F, and projection database of each element in F>.
The process is repeated until there is no 1-frequent sequence.

Time-Constrained Frequent Sequence Mining. In this section, we explain what a
time-constrained frequent sequence is, what the differences between time-constrained
frequent sequence mining and traditional frequent sequence mining are, and how to
mine time-constrained frequent sequences.

Time-Constrained Frequent Sequence. Traditionally, a frequent sequence with length
1 is called 1-frequent sequence. In this paper, a 1-frequent sequence f; becomes a 1-
At frequent sequence if any two occurrence timestamps of f| span no more than the
time threshold At. The concept is formalized as follows: if the occurrence timestamps
of a l-frequent sequence f; in a sequence set is fi,f,...,# respectively, and
max,h,je{,lﬁ,h“,,k}{|ti — tj|} <At, f is called a 1-Ar frequent sequence. A frequent
sequence with length [, each element of which is a 1-Ar frequent sequence, is called a I-
At frequent sequence. A [-Ar frequent sequence (1> 1) is the time-constrained fre-
quent sequence this paper focuses on. To avoid redundant computation, our goal to
discover all closed I-Ar frequent sequences.

Some examples of above concepts are shown in Table 1. Three symbolic events
¢ with slashes in Table 1 forms a 1-60 s frequent sequence with support 3. The sym-
bolic event sequences ccccced in bold is a 7-60 s frequent sequence with support 3.

Differences Between Time-Constrained Frequent Sequence Mining and Traditional
Frequent Sequence Mining. Our approach to discovering time-constrained frequent
sequences derives from traditional projection-based frequent sequence mining
approaches. However, it is significantly different from them. Firstly, the ways to mine
1-frequent sequences and 1-Az frequent sequences are quite different. In traditional
algorithms, each 1-frequent sequence has a unique item, i.e., a symbol in this paper.
However, our approach has to generate multiple 1-Ar frequent sequences with same
symbol. The reason is they may cause different results. The above example has shown a
7-60 s frequent sequence cccceed. In its projection database, our approach will gen-
erate the 1-Ar frequent sequence f with horizontal lines and the one with vertical lines
both, which are presented in Table 1. The former one will generate a time-constrained
frequent sequence ccccecdff with support 2. The latter one will generate a result of
cccceedf with support 3.
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Another difference is that, a [-Ar frequent sequence is required to identify sources
and targets among sequences. To achieve this goal, we have to specify a sequence as a
source beforehand and find its all targets (or specify a sequence as a target and find its
all sources). As a result, once our approach generates a 1-At frequent sequence, its
occurrence timestamp in the source sequence should be the earliest.

Time-Constrained Frequent Sequence Mining. We try to mine time-constrained fre-
quent sequences by generating 1-At¢ frequent sequences and their projection database
recursively as traditional algorithms do. However, the differences between time-
constrained frequent sequence mining and traditional one increase redundant compu-
tation greatly. We have to make some improvements to prevent such redundant
computation.

For one thing, different 1-Ar frequent sequences may generate repeated projection
database. For example, in the projection database of ¢ with slashes in Table 1, each
1-60 s frequent sequence in bold (e.g., ¢, ¢, ¢, ¢, ¢ and d) will be appended to ¢ to
generate projection database recursively. It will generate 2° — 1 = 63 results such as
cc, cd, ccd, and only ccceeed is the closed one. In this case, our approach generates
1-At frequent sequences chronologically in a projection database. Each one corre-
sponds to a set of SID. A 1-At frequent sequence will be kept, only if its SID set is not
contained by a previous one.

For another, if the SID set of a kept 1-Ar frequent sequence contains that of a
previous one, their projection databases may has a large repeated portion. For example,
in the projection of sequence ccccced in bold in Table 1, our approach will generate
three 1-At frequent sequences, including f with horizontal lines, g with grid, and f with
vertical lines. Obviously, most part of the projection database of cccccedg (the g with
grid) is contained by that of cccceedf (the f with vertical lines). Hence, our approach
prevents redundant results by avoiding mining repeated portion of two projection
databases twice. Our approach only extends cccccedg into cccccedgf. The rest part can
be extracted from the results of mining projection database of cccccedf (the f with
vertical lines).

The Implementation of Our Algorithm. In this section, we illustrate the details of
our algorithm on discovering event correlations. Our algorithm learns from the tradi-
tional divide-and-conquer strategy, which is a recursion of generating 1-Ar frequent
sequences and their projection database. Figure 2 shows an example of the main steps.
Furthermore, there are still some skills to reduce redundant computation.

The input sequence of our algorithm is regarded as a source sequence. It discovers
all 1-Ar frequent sequences chronologically. In each 1-Ar frequent sequence, the item
in the source sequence occurs earliest. A 1-At frequent sequence will be removed, if its
SID set is contained by a previous one.

For each kept 1-At frequent sequence, our algorithm builds a projection database.
Herein, if the SID set of a 1-At frequent sequence f is contained by a later one f”, it
handles f in the sequence set until f’. The rest part can be extracted from the results of
handling f”.
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Fig. 2. An example of our algorithm by using data scenario in Table 1.

In each projection database, our algorithm recursively finds 1-Ar frequent
sequences then builds projection databases in the same manner. The recursion con-
tinues until there is no 1-Ar frequent sequence. In this way, our algorithm can finds all
closed [-Ar frequent sequence so that it can list all target sequences of the specified
sequence. Finally, if the conf between the source sequence and a target sequence is no
less than an input parameter min_conf, our algorithm outputs the event correlation.

4.3 Application of Our Approach for Anomaly Warning

An event correlation (Ei, E;, At, conf ) between E; and E; indicates that the sensor event
sequence E; can propagates to E;. Taking the coal feed sensor, electricity sensor, and
bearing vibration sensor as example. The coal feed sensor event sequence in Fig. 1 can
propagate to electricity sensor event sequence, and finally to bearing vibration sensor
event sequence. And when bearing vibration sensor event sequence in Fig. 1 occurs, a
failure occurs in PAF-B device. In this way, we can make an early warning when the
coal feed sensor event sequence in Fig. 1 occurs.

As the above example shows, if we can learn how sensor events propagate among
sensors, we can make early warnings of device failures. Splicing the event correlations
is an effective way to learn the propagation paths. Each maintenance record is a 4-tuple,
denoted as r = (rid, start_time, end_time, failure_desc). Each maintenance record may
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correspond to a sensor event sequence E; specified by the start time, end time and
failure description. Compute event correlations related to Ey. For each related event
correlation (E;, Ey, At, conf), recursively find event correlations related to E; in the
same manner. The process is stopped if there are no corresponding event correlations.
Then, we splice the event correlations into a propagation path. For maintenance records
with same anomaly/failure type, we get the maximum common sub path as the anomaly
propagation path of this type of anomaly/failure.

We denote such a common path as P = (Vertices, Edges), where Vertices is the set
of sensors in the path, and Edges is the event correlations set between two vertices in
Vertices. In fact, a propagation path P is a directed graph.

Once a sensor event sequence E; occurs, matches it with all sensor event sequences
in each path learned above. If there is any sequence matches up with E;, make a
warning and propagate E; along with the corresponding event correlation. If the target
sensor event sequence in time period At occurs, process it in the same way.

5 Experiments

5.1 Experiment Setup

Datasets: The following experiments use a real sensor event set from a coal power
plant. The set contains sensor events from 2015-07-01 00:00:00 to 2016-10-01
00:00:00. Totally 157 sensors deployed on 5 devices are involved and each sensor
generates one event per second. Firstly, we test the effects of our algorithm on some
one-day sets. We analyze that how parameters affect the event correlation number.
Secondly, we apply our solution in anomaly warning in a coal power plant. We divide
the set into two parts. The training set is responsible for learning propagation paths.
The testing set is used for making early warnings. We use real maintenance records of
the plant power from 2015-07-01 00:00:00 to 2016-10-01 00:00:00 to verify our
warnings. Notably, in this paper, we only consider the records with failures occurring
both in training set and testing set.

Environments: The experiments are done on a PC with four Intel Core i5-2400 CPUs
3.10 GHz and 4.00 GB RAM. The operating system is Windows 7 Ultimate. All the
algorithms are implemented in Java with JDK 1.8.0.

5.2 Experiment Results

Effects of Our Service Hyperlink Generation Algorithm. In this experiment, we try
to verify how key parameters affect discovered service hyperlink number. Parameter
conf threshold min_conf is set to be 0.8. Time threshold At is the significant parameter
we concentrate on.

We randomly select 45 days from the whole event set, which spans one year. The
selected sets are around 10% of the whole set. For each one-day set, we get 157 sensor
event sequences. Each sensor event sequence is transformed into a symbolic event
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sequence. Then we invoke our algorithm under different values of At to generate
service hyperlinks from 157 symbolic event sequences. We record the average number
for the 45 one-day event sets in Fig. 3. Figure 3 shows that the average number of
service hyperlinks increases linearly with the rise of At.
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Fig. 3. Average number of service hyperlinks under different values of At (min_conf = 0.8).

Comparative Effectiveness of Different Anomaly Warning Approaches. In this
experiment, sensor event sequences in the training set are input into our algorithm to
compute event correlations. For each maintenance record during the time period of the
training set, we compute propagation paths as follows.

Each sensor event sequence in the testing set is simulated as a stream and input into
a sliding window. Our algorithm judges whether it should make a warning and
propagate the sequence in the current window. After all streams are processed, we
count the results to analyze the effects. Details of the process can be found in Sect. 4.3.

To measure the effects, we use the following indicators. Precision is the number of
correct results divided by the number of all results. Recall is the number of correct
results divided by the number of results that should have been returned.

In this part, we compare the results between our approach and other three typical
approaches: LOF (Local Outlier Factor), COF (Connectivity based Outlier Factor),
KNN (K-Nearest Neighbor). We compare the precision and recall of the four
approaches on training datasets with different scale, and the final results are listed in
Table 2.

Table 2. The precision and recall of different methods

3-month dataset | 6-month dataset |9-month dataset | 12-month dataset

Precision | Recall | Precision | Recall | Precision | Recall | Precision | Recall

LOF 0.51 0.75 |0.65 0.78 |0.69 0.83 |0.70 0.84
COF 0.71 0.76 |0.73 0.76 |0.74 0.83 |0.79 0.85
KNN 0.63 0.78 |0.64 0.79 |0.66 0.81 |0.68 0.86

Our approach | 0.61 0.85 |0.75 0.88 |0.85 0.90 |0.88 0.91
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From the Table 2, our precision and recall both show a growing trend with the rise
of training dataset scale. It indicates that our approach makes more correct warnings on
a larger dataset. The reason is larger training set will generate more service hyperlinks,
which will improve the precision and recall. On the other hand, our approach shows
lower precision and recall than two typical approaches on the 3-month dataset. But it
has a higher recall than the three approaches. The reason is the 3-month dataset gen-
erates small service hyperlinks and a few faults, which provide little clues for make
warnings for our approach. Another reason is the three typical approaches can only
detect the anomalies, which are the sensor data deviating from most one. They cannot
identify faults formed by several anomalies.

6 Related Works

Event correlation discovery is a hot topic [1-8]. It can be used in various areas like
process discovery [1—4], anomaly detection [5, 6], healthcare monitoring [7, 8] and so
on. In the field of business process discovery, event correlation challenge is well known
as the difficulty to relate events that belong to the same case. Pourmirza et al. proposed
a technique called correlation miner, to facilitates discovery of business process models
when events are not associated with a case identifier [1, 3]. Cheng et al. proposed a new
algorithm called RF-GraP, which provides a more efficient way to discover correlation
over distributed systems [2]. Reguieg et al. regarded event correlation as correlation
condition, which is a predicate over the attributes of events that can verify which sets of
events belong to the same instance of a process [4]. Some studies used event correlation
to detect anomalies. Friedberg et al. proposed a novel anomaly detection approach. It
keeps track of system events, their dependencies and occurrences. Thus it learns the
normal system behavior over time and reports all actions that differ from the created
system model [5]. Fu et al. focused on temporal correlation and spatial correlation
among failure events. They developed a model to quantify the temporal correlation and
characterize spatial correlation. Failure events are clustered by correlations to predict
their future occurrences [6]. Other works applied event correlation in healthcare
monitoring. Forkan et al. concentrated on vital signs, which are used to monitor a
patient’s physiological functions of health. The authors proposed a probabilistic model.
The model is used to make predictions of future clinical events of an unknown patient
in real-time using temporal correlations of multiple vital signs from many similar
patients [7, 8].

Recently, some researchers focus on event dependencies. Song et al. mined activity
dependencies (i.e., control dependency and data dependency) to discover process
instances when event logs cannot meet the completeness criteria [12]. In this paper, the
control dependency indicates the execution order and the data dependency indicates the
input/output dependency in service dependency. A dependency graph is utilized to
mine process instances. In fact, the authors do not consider the dependency among
events. Plantevit et al. presented a new approach to mine temporal dependencies
between streams of interval-based events [13]. Two events have a temporal dependency
if the intervals of one are repeatedly followed by the appearance of the intervals of the
other, in a certain time delay.
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Conclusion

In this paper, we focus on mining event correlations in an IoT environment. By the
event correlations, we can mine the anomaly propagation among sensors and devices in
the software layer. This paper applies our approach to make anomaly warnings in a coal
power plant scenario. Experiments show that, our approach can make warning of
anomalies before they happen.
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ence Foundation of China (No. 61672042); The Program for Youth Backbone Individual, sup-
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Abstract. In Intensive Care Units (ICU), the machine learning tech-
nique has been widely used in ICU patient data. A mortality risky model
can provide assessment on patients’ current and when the disease may
worsen. The prediction of mortality outcomes even intervenes doctor’s
decision making on patient’s treatment. Based on the patient’s condi-
tion, a timely intervention treatment is adopted to prevent the patient’s
condition gets worse. However, the common major challenges in ICU
patient data are irregular data sampling and missing variables values.
In this paper, we used a statistical approach to preprocess the data. We
introduced a data imputation method based on Gaussian process and
proposed a deep learning technology using LSTM-RUN that emphasizes
on long time dependency relation inside the patient data records to pre-
dict the probability of patient’s mortality in ICU. The experiment results
show that LSTM improved the mortality prediction accuracy than base
RNN using the new statistical imputation method for handling missing
data problem.

Keywords: Deep learning - Recurrent neural network
Mortality prediction - Gaussian process

1 Introduction

Intensive Care Unit, also referred as ICU, is the important unit in modern hos-
pital for saving patients with serious diseases. In the past several decades, the
number of ICUs has dramatically increased by 50%. As populations in many
countries age, doctors who can work in emergency and ICU could become increas-
ingly pressed for time. For example, by the end of 2015, the number of people
in China who is above 60 years old is approximately 222 million, which is 16.1%
of the total population. Among them, 143.86 million people aged 65 or above,
accounting for 10.5% of the total population. Now, the number of people who
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is above 85 years old in U.S. is 3 million. This number is estimated to be 9
million in 2030, which will bring great pressure to ICU. Automation may be an
important solution to this problem. Under the background of rapid development
of machine learning, many researchers try to use data mining and deep learning
approach to study the mortality prediction problem for ICU patients.

Nowadays, machine learning techniques have been widely used in medical
fields, such as the diagnosis procedure [3], gentic information extraction [6], etc.
Continuous monitoring patients in ICUs can easily generate sufficient amount
of medical records, which provide large enough amount of medical data to build
a risk assessment model for ICU patients. This model can be used to evaluate
the current patient’s condition and predict the mortality probabilities at each
timestamp to prevent the circumstance of patient worsen. The prediction of ICU
outcomes is essential to underpin critical care quality improvement programs.

Deep learning neural network has also applied in the area of medical research:
classifying the bio-medical text, disease symptoms identification and visual-
ization, bio-medical images analysis, etc. However, Electronic Health Records
(EMR) is another source of information that can be used to provide the assis-
tance on disease diagnosis or evaluation on caring procedure for patients. How-
ever, EMR is very different comparing with other medical data resources. EMR
has the time dependency inside the data. Deep learning neural network is a
forward-feeding neural network that is not suitable for modeling the time depen-
dent data. In this paper, we used a Recurrent Neural Network (RNN) to model
the time-series data. The Recurrence in the RNN allows it to remember the
information from previous calculation and the previous information will influ-
ence the calculation on current input. In addition to base RNN, we also experi-
mented LSTM-RNN, which is a variation of RNN. Comparing with base RNN,
the LSTM-RNN has the long term memory that can memorize the information
from the calculations in the much further time stamps. For the data that crosses
over a long time interval, LSTM-RNN is more suitable than base RNN.

In this paper, we studied the problem inside the data set: irregular sampling
and missing values and built two deep learning neural network models using
base-RNN and LSTM-RNN. We used the supervised learning method to train
and test our models. Then, we compared the test results of RNN, LSTM-RNN
and other machine learning algorithms to evaluate their performance on real
hospital data.

2 Related Work

The irregular data sampling in medical records is a very common problem.
Many researches have done using the LSTM to solve the time irregularities. Inci
Baytas et al. [1] proposed a novel LSTM framework called Time-Aware LSTM,
also referred as T-LSTM. In their approach, they modified the sigmoid layer of
the LSTM cell, which enables time decay to adjust the memory content in the
cell. Their experiment results indicate the T-LSTM architecture is able to clus-
ter the patients into clinical subtypes. Che et al. [2] studied the task of pattern
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recognition and feature extraction in clinical time series data. They used a differ-
ent variation of recurrent neural network so called GRU-RNN that can also uses
the prior knowledge. Che evaluated their model on two real-word hospital data
sets and showed their neural nets can learn interpretable and clinical relevant
features form the data set. Harutyunyan [4] also used deep learning framework to
make predictions on clinical times series data. In their work, they studied multi-
ple tasks involving modeling risk of mortality, forecasting length of stay in ICU,
detecting physiological decline, and phenotype classification. They built a RNN
model to explore the correlations between those multiple tasks. However, they
only explored the traditional data imputation method that fills the missing data
using the summary statistics. The tradition data imputation method ignores the
correlation between variables. For example, the variable Temperature and Heart
Rate may be highly correlated. High Temperature value also could also indicate
a high Heart Rate value. However, if we impute the low mean Heart Rate value
under a high Temperature condition, it could influence the prediction accuracy.

In this paper, we focused on developing a new data imputation approach
using Gaussian process and propose a deep learning framework to predict the
probability of mortality in ICU on real hospital patient data. For this prediction
task, we built and compared the performance of base-RNN and LSTM-RNN
model, especially on false positive errors made by these two models.

3 Data Imputation and Multivariate Data Modelling

In this paper, we used ICU data set: The PhysioNet, it includes over 4000 patient
records. Each record maintains the 36 variables measurement at least once dur-
ing the first 48 h after admission to the ICU. Each patient has a result variable:
In-hospital death is a binary value (0: survivor, or 1: died in-hospital). However,
there are three major problems existing in this data set: (1) missing value prob-
lem: not all variables are available in all cases. For example, at time stamp t;,
there could be only 7 values out of 36 variables. (2) Irregular sampling: The each
record was measured at irregular time stamp. Patient’s measurements were tak-
ing at different time stamp. The interval between two measurements are not the
same. These two problems require the data pre-processing before using the data
to train our model. (3) “Imbalanced” data sets: the number of dead patients
only contains a very small proportion of the data set.

We use the time window and statistical summary imputation method to
manually fill the missing values. To be more specific, we divide each patient’s
record into equal length window and the length of the window can be 2h, 5h,
10 h, etc. For each of the variable, we use the 5 summary statistics min, max,
mean, median, standard deviation. Using the summary statistic of a time interval
can solve the problem of missing data at a specific time stamp. However, this
dataset has the problem of serious missing data. Many time interval still does
not have the values.

At each time stamp ¢;, we use a tensor that contains the value of each variable
for each data entry. We proposed to use statistical model to study overall data
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form for each tensor. For each missing interval value, we introduced a Gaussian
process that estimates the mean and variance from the recorded measurements.
Let x = {x1, 22,23, ...,2;} be the collection of tensors from the patient record
with 7 number of known measurements, in particularly, we can denoted it as
{f(x;) : ; € x}, where which is drawn from a Gaussian process with a mean
function m(-) and kernel function k(-,-). Then, the distribution of the set x is
denoted as,

f(z1) m(z1)| [k(z1,22) ... k(z;, ;)

f(z2) m(z2)| |k(xe,z1) ... k(z2, ;)
o e ; S

f(;nj) m(z;)| |k(zj,z1) ... k(zj,z;)

or f() ~ gp(m(-),k(-,+)). The purpose of kernel function is to transform to
a valid covariance matrix corresponding to some multivariate Gaussian distri-
bution. For a kernel transformation, the kernel function must satisfy the Mer-
cer’s condition (illustrated in Definition1). In Mercer’s condition, the function
needs to be square-integrable (illustrate in Definition 2) Therefore, we choose the
squared exponential kernel, defined in Eq. (1), where parameter 7 determines the
smoothness of the Gaussian process prior with kgg(-,-).

ksp (@i, 75) = exp(—=— ||z — ;%) (1)

22

Definition 1. A real-valued kernel function K (x,y) satisfies Mercer’s condition
if [ [ K(z,y)g9(x)g(y)dady > 0 for all square-integrable functions g(-).

Definition 2. A function g(z) is square-integrable if fj;o |g(m)|2dx <

Then each patient record can be modelled through multivariate Gaussian distri-
bution, illustrated in Eq. (2), where p = m(:) and ¥ = k(-, ).

! e wTE  (x—p) ()

SANESTATE

4 RNN and LSTM-RNN

Comparing with feedforward network, the recurrent neural network takes the
current input and it also takes the what they previously perceived. The informa-
tion from previous inputs can be kept into the hidden layers in the RNN, which
will influence the calculation of the current input. The main difference between
the recurrent network and feedforward is the feedback look connected to their
past decisions.

ht = ®(W s xy + U * hy_1) (3)

Equation (3) shows the mathematical expression of updating the hidden lay-
ers in RNN. It takes the previous hidden layer h;_; and current input z; to
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calculate the current hidden layer output. However, the main disadvantage of
the RNN is the “long term memorization”. To be more explicit, if there are two
data inputs d; and d; across a long time interval, the RNN cannot remember
the information from the input d; when it does the calculation on current input
d;. From the PhysioNet, each patient record contains the information more than
48h in ICU. Using the RNN may not be able to “remember” the patients’ infor-
mation many hours ago. The loss of information in the neural network is referred
as the “vanishing gradient” problem.

A variation of recurrent neural network, so called Long Short-Term Memory
Unit (LSTM), was proposed by the German researchers Sepp Hochreiter and
Juergen Schmidhuber as a solution to the vanishing gradient problem [5]. The
architecture of the LSTM can be viewed as a gated cell. The cell decides which
information will be remembered, or forgot through gate opening and closing. By
maintaining this gate switch, it allows LSTM to continue to learn over a long
time interval.

Je = 0(Wy s [hy—1,z¢] + by)

(
it = o (Wi * [he—1, z¢] + bi) (
Cy = tanh(We * [he—1, 4] + be) (6
Cy = fi%Ci_q+ipx Cy (
ot = o(Wolhe—1, 2] + bo) (

hy = oy x tanh(C}) (9

The above 6 equations illustrate the update procedure for a layer of mem-
ory cell between time stamp ¢ — 1 and ¢. The sigmoid layer, also called “forget
gate layer” decides what information will be dropped out from the cell, illus-
trated in Eq. (4). Equations (5) and (6) refer to the “input gate layer”, which
contains two parts: one sigmoid layer and one tanh layers. This sigmoid layer
decides what information the cell will update and the tanh layer controls the
new information will be stored into the cell. The Eq. (5) illustrates the process
of forgetting information and updating information. Eventually, the LSTM cell
will generate outputs using Egs. (7), (8), and (9), where h; is the output of the
hidden layer and C} is the output of the cell, which represented as a tensor with
2 dimensions. Since the LSTM decides to drop up some information at each
time stamp, it is able to store the information from longer time stamp, when
comparing with base-RNN. Then, we defined the softmax layer that maps the
outputs generated by the LSTM cell into the probability representation using
Eq. (10), where f(C},) denotes as the probability of class i.

expCti

fCw) = <7<~
> eap

(10)
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5 Results and Discussion

We built two neural networks RNN and LSTM-RNN with the same structure: 36
feature inputs, 1296 hidden units with 2 layers. We split the 4000 data samples
into the training group and testing group. In order to resolve the “imbalanced”
number of dead patients records and survival patients. We randomly selected
400 survival patients and 400 dead patients as the training set and 200 survival
patients and 200 dead patients as the testing set.

The output of the model is two probabilities: [Prob(survival), Prob(dead)],
denoted as (v1),p(v2)] If p(vl) > p(v2), then we classify the patient as dead
(0), otherwise, we classify the patient as survival (1). We used the mean squared
error as the loss measurement of the model. The mean squared error is measured
by the sum of the variance of the model and the squared bias of the model. If
the patient outcome is survival (0), then the target variable is [1,0], where can
be interpreted as [p(vl) = 1, p(v2) = 0]. If the patient outcome is dead (1), then
the target variable is [0,1].

N
— —

MSE = =+ 3 [(p{o0) = o000 + (p(v) — o) (1)

Equation (11) is the mathematical expression of the Mean Squared Error
measurement of our model, where N is the batch size. The model uses the
loss during the learning phase to gradually adjust the model until there is no
improvement or very small improvement.
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Fig. 1. The loss of the RNN: epoch =100, Fig. 2. The loss of the LSTM: epoch =100,
learning rate=0.01, batch size=800, learning rate=0.01, batch size =800, win-
window size =10 h. dow size=10h

The epoch actually represents the learning phase of RNN and LSTM. Fig-
ures 1 and 2 show the loss of RNN and LSTM at each epoch. The loss is calculated
by MSE mathematical function and it indicates the model’s learning outcomes.
Both RNN and LSTM can reduce their loss through each epoch. At the initial,
the loss of LSTM is lower than RNN; then during the beginning, both of RNN
and LSTM can rapidly reduce their loss. However, at the end, RNN received
lower loss than LSTM. The window size could be the reason because the model
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Table 1. Confusion Matrix of RNN and LSTM on testing data: batch size =400 (200
survival and 200 dead)

RNN: survival | RNN: dead | LSTM: survival | LSTM: dead
Target: survival | 137 63 170 30
Target: dead 90 110 55 145

Table 2. Evaluation statistics of RNN and LSTM

RNN |LSTM
Specificity | 60.35% | 82.86%
Sensitivity | 63.58% | 75.56%

does not need to remember too many previous information when we have a large
window size.

From the Tables1 and 2 of RNN and LSTM, even though the RNN can
achieve a lower loss than LSTM, the testing result shows that LSTM did a better
job than RNN for time-series data that has a long term dependency. For ICU
mortality prediction, the most important error is the false positive. LSTM had
lower errors than RNN. For specificity and sensitivity, the LSTM also achieves
higher values than RNN.

Figure 3 also shows that the ROC curve of LSTM is always higher than the
RNN. In Table 3, we compared several different machine learning algorithms. Th

0 0.1 02 03 04 0.5 0.6 0.7 08 0.9 1

Fig. 3. The ROC curve of RNN and LSTM

Table 3. The comparison of the AUC score of different machine learning algorithms

Algorithm | AUC score | Algorithm | AUC score

SVM 0.563 LDA 0.608
QDA 0.673 LSTM 0.8025
RNN 0.581 RF 0.642

LR 0.602
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AUC value of LSTM is the highest among the results obtained from different
algorithms. Therefore, for the task of modeling time-series data, especially for
the long term data, LSTM can produce an improved prediction results using
Gaussian data imputation method among different algorithms.

6 Conclusion and Future Work

The major problems of Electronic Health Record (EMR) are irregular data sam-
pling and missing values. In the paper, we imputed the missing variable values
by 5 summary statistics. The mean and stand deviation values were modeled by
multivariate Gaussian distribution through kernalization of Gaussian process,
which ensures the correlation between variables is considered into the imputa-
tion process. The recurrent neural network emphasizes on the time dependency
relationship in the data. The experimental results indicate that LSTM produces
higher accuracy than RNN on modeling time series data that has the long term
dependency.

For the future work, we plan to use a Convolutional Neural Network based
LSTM (CNN-LSTM). We can consider the each patient record as an image and
use the CNN to automatically extract useful features. In addition, we also need
to consider that whether the missing values are also informative. Seriously ill
patients normally has less missing variable values than less ill patients. Therefore,
we can use indicator variables for each value. For example, if the variable’s value
is missing, the indicator sets to 0, otherwise, the indicator sets to 1. Then, the
indicator variables would also be the input of the LSTM.
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Abstract. Thousands of academic papers are submitted at top venues each
year. Manual audits are time-consuming and laborious. And the result may be
influenced by human factors. This paper investigates a modularized and
attention-based recurrent convolutional network model to represent academic
paper and predict aspect scores. This model treats input text as module-
document hierarchies, uses attention pooling CNN and LSTM to represent text,
and outputs prediction with a linear layer. Empirical results on PeerRead data
show that this model give the best performance among the baseline models.

Keywords: Aspect scoring - Convolutional neural network - Deep learning
LSTM - Attention pooling

1 Introduction

Every year prestigious scientific venues receive thousands of academic papers to their
conferences and journals. Because rated by humans, it is exhausting and affected by
personal factors of reviewers. In this paper, a method on how to rating and aspect
scoring academic papers based on their source files and meta information which called
automatic academic paper aspect scoring (AAPAS) will be proposed. This helps
reviewers get rid of unqualified papers, and helps authors obtain suggestions for
improvement.

A number of researchers have done some work on consistency, prejudice, author
response and quality of general reviews (e.g., Greaves et al. 2006; Ragone et al. 2011;
De Silva and Vance 2017). The organizer of the Nips 2014 took out 10%-part pre-
sentation of the papers and measured the consistency of the reviews. Find that the
number of controversial papers is over one-fourth (Langford and Guzdial 2015). The
recently launched dataset PeerRead consists of 14,700 papers and 10,700 peer reviews
from the ARXIV, ICLR and NIPS conferences, which include the aspect scores of
appropriateness, clarity, originality, empirical soundness/correctness, theoretical
soundness/correctness, meaningful comparison, substance, impact of ideas or results,
impact of accompanying software, impact of accompanying dataset, recommendation
and reviewer confidence (https://github.com/allenai/PeerRead). All aspect scores are
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integers from 1 to 5 and some are strongly artificial subjective. The goal of this paper is
to predict the aspect scores for academic papers.

2 Related Work

The task of AAPAS is usually treated as a supervised learning problem. The main
purposes can be listed in three categories: text classification (Larkey 1998; Rudner and
Liang 2002; Yannakoudakis et al. 2011; Chen and He 2013), score regression (Attali
and Burstein 2004; Phandi et al. 2015; Zesch et al. 2015) and preference ranking
(Yannakoudakis et al. 2011; Phandi et al. 2015). However, there is a need for human-
specific characteristics in the process. Alikaniotis and Yannakoudakis (2016) employed
a LSTM model to learn features for AES (Automatic Easy Scoring) without any
predefined features. Taghipour and Ng (2016) used a CNN model followed by a
recurrent layer to extract local features and model sequence dependencies. And a two-
layer CNN model was proposed by Dong and Zhang (2016) to obtain higher level and
more abstract information. Dong et al. (2017) further proposed to add attention-based
mechanism to the pooling layer to automatically decide which part is more important in
determining the quality of the paper.

The work in this paper is also related to building modularized hierarchical level
representations of documents. Li et al. (2015) built a hierarchical LSTM auto-encoder
for documents. And Tang et al. (2015) used a hierarchical Gated RNN for sentiment
classification. This paper proposes a modularized hierarchical and attention-based
CNN-LSTM model for aspect scoring, which is a regression task.

3 Model

3.1 Module Representation

A complete resource paper r is divided into modules according to the general structure
of academic paper (abstract, keywords, title, authors, introduction, related work,
methods, conclusion, reference and appendices). For initialization, the word is
embedded into the vector with its one-hot representation through an embedding matrix.
In each module, attention-based CNN is used with word-level embeddings to get the
representation of the i-th module.

In addition, the presentation of the author module is somewhat different, and dif-
ferent authors have different effects on the author module. The Eq. (1) shows method of
constructing author module:

A
Mauthors = Z 19,'0!,‘ (1)
i=1

where ¢ = (¥4, . ., 19A)T is weight parameter, and o; is embedding vector of the i-th
author of paper. It is randomly initialized and will be learned in the training program.
A is the max length of all the author list.
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3.2 Details of Modularized Hierarchical CNN

Attention-based CNN consists of a convolution layer and an attention pooling layer.
Convolution layer is used to extract local features, while pooling layer automatically
determines the connection between words, sentences, and modules.

Module Representation. After obtaining word embeddings x;,i = 1,2,...,n, a con-
volutional layer is employed on each module:

Z :f(wZ : [x{ :xf,ﬁ”w”] +bz) )

where W, b,, are weight matrix and bias vector, &,, is window size in the convolutional
layer and z; is abstract feature representation. Following the convolutional layer, an
attention polling layer is used to acquire a module representation. The model is
described in Fig. 1.

Convolution
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Fig. 1. Module representation using ConvNet and attention pooling.

Attention Pooling
l Module Vectoer M;

Attentive Pooling Layer. The equations of convolutional and attention pooling layers
are defined as follows:

= tanh(W; - z; + by) 3)
eW“'A',’
Ui = W (4)

m = Zuizi (5)

where W, w,, are weight matrix and vector, respectively, by is bias vector, s; and u; are
attention vector and attention weight respectively for i-th word. And m is the final
module representation, which is the weighted sum of all word vectors.

3.3 Text Representation

A recurrent layer is used to build the representation of entire document which is similar
to the models of Alikaniotis et al. (2016) and Taghipour and Ng (2016). But the main
difference is that this model treats paper as sequence of modules rather than sequence
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of sentences. Alikaniotis et al. (2016) use score-specific word embeddings as word
features and take the last hidden state of Long short-term memory (LSTM) as text
representation. Taghipour and Ng (2016) take the average value over all hidden states
of LSTM as text representation. This paper uses LSTM to learn from module sequences
and attention pooling on hidden states to obtain the contribution of each module to the
final text representation. The structure of text representation using LSTM is shown in
Fig. 2.

D000

mT

Fig. 2. Text representation using LSTM and attention

LSTM Model. Hochreiter and Schmidhuber (1997) and Pascanu et al. (2013) modi-
fied LSTM units into recurrent units which used to handle the problem of vanishing
gradients effectively. Gates are used to control information flow, preserving or for-
getting for each cell units in LSTM. To control the flow of information while pro-
cessing vector sequences, an input gate, a forget gate and an output gate are employed
to decide the passing of information at each time step. Assuming that a paper consists
of T modules, si,s,,...,s7 with s; being the feature representation of t-th word s;.
LSTM cell units are addressed in the following equations:

i =0(W;-s,+U;-h_1+b) (6)
fi=0(Wr-si+Us - hy +1by) (7)
¢ =tanh(W, -5, + U, - h_1 +b,) (8)
=i O+ O 9)
or=0W,- 5,4+ U, -h_1+b,) (10)
h, = 0, ® tanh(c,) (11)

where s, and &, are input module and output module vectors at time t, respectively. W;,
Wy, We, W,, Ui, Uy, and U, are weight matrices and b;, by, b, b, are bias vectors. The
symbol ® means element-wise multiplication and & represents the sigmoid function.
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Attentive Pooling Layer. After obtaining hidden layer state of LSTM, hy, hy, .. ., hr,
another attention pooling layer over modules is used to learn the final text represen-
tation. This helps to acquire the weight of module’s contribution to final quality of the
text. The attention pooling over modules is addressed as:

= tanh(W, - h; + b,) (12)

PR

Z eWadj
0= Z Olih,' (14)

where W,, w, are weight matrix and vector respectively, b, is bias, a; is attention vector
for i-th module, and o; is attention weight of i-th module. o is considered as final
representation, which is the weighted sum of all module vectors.

Finally, one linear layer with sigmoid function is applied on text representation to
get final score as described in Eq. 15.

o =

(13)

y = sigmoid (wy0 + by) (15)

4 Experiments

4.1 Objective

Mean square error (MSE) is widely used in regression tasks. It measures average value
of square error between gold standard score y; and prediction scores y;. Given N
papers, calculate MSE according to the equation as follows:

1 N
mse(y,y") = Z (16)

t:l

The module is trained in a fixed number of epochs and evaluated on development
set at every epoch. The details of model hyper-parameters are listed in Table 1.

Table 1. Hyper-parameters

Layer | Parameter Value

Lookup | Word embedding dim 50

CNN Windows size/number of filters 5/100

LSTM | Hidden units 100

Dropout | Rate 0.5
Epochs/batch size/initial learning rate r/momentum | 50/10/0.001/0.9
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4.2 Word Embeddings

Stanford’s publicly available GloVe 50-dimensional embeddings are used as word
pretrained embeddings, which are trained on 6 billion words from Wikipedia and web
text (Pennington et al. 2014). During training process, word embeddings are fine-tuned.

4.3 Optimization

RMSprop (Dauphin et al. 2015) are used as optimizer to train the whole model. The
initial learning rate 1) is set to 0.001 and momentum is set to 0.9. Dropout regularization
is used to avoid overfitting and drop rate is 0.5.

Table 2. The PeerRead dataset. Asp. indicates whether the data contains the aspect scores.
Acc/Rej indicates the number of papers accepted and rejected.

Section Papers | Reviews | Asp. | Acc/Rej
NIPS2013-2017 | 2420 | 9152 X 2420/0
ICLR2017 427 | 1304 v 1727255
ACL2017 137 | 275 V- 88/49
CoNLL2016 22 139 1111
Arxiv2007-2017 | 11778 | - - 2891/8887
Total 14784 | 10770

4.4 Data

The PeerRead dataset is used as evaluation data of our system. It consists of five section
of papers which listed in Table 2. 60% of data is used for training, 20% is used for
development, and the rest 20% is used for test. All the aspect scores are scaled to range
[0, 1]. During evaluation phase, the scaled scores are rescaled to original integer scores,
which are used to calculate evaluation metric quadratic weighted kappa (QWK) values.

4.5 Baseline Models

LSTM with Mean-over-Time Pooling (LSTM-MoT) (Taghipour and Ng 2016) and
hierarchical CNN (CNN-CNN-MoT) (Dong and Zhang 2016).

LSTM-MoT uses one layer of LSTM over word embedding sequences and takes
average pooling over all time-step states which is the current state-of-the-art neural
model on the text-level. CNN-CNN-MoT uses two layers of CNN which is a state-of-
the-art model on the sentence-level. One layer operates on sentences and the other is
stacked above. And mean-over-time pooling gets the final text representation.
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Table 3. Comparison between different models and pooling methods on test data.

Aspects LSTM-MoT | CNN-CNN-MoT | M-LSTM-CNN-att
Appropriateness 0.664 0.620 0.712
Clarity 0.751 0.721 0.719
Originality 0.694 0.640 0.723
Empirical soundness/correctness | 0.697 0.680 0.702
Theoretical soundness/correctness | 0.678 0.632 0.690
Meaningful comparison 0.680 0.650 0.729
Substance 0.671 0.662 0.672
Impact of ideas or results 0.630 0.647 0.720
Impact of accompanying software | 0.641 0.642 0.706
Impact of accompanying dataset |0.632 0.621 0.634
Recommendation 0.691 0.624 0.713
Reviewer confidence 0.631 0.621 0.681
Avg. 0.672 0.647 0.700

4.6 Results

The results are listed in Table 3. The model modularized and attention-based recurrent
CNN (M-LSTM-CNN-att) outperform LSTM-MoT by 4.2%, CNN-CNN-MoT by
8.3% on average quadratic weighted kappa.

4.7 Analysis

Several experiments are performed to verify the effectiveness of M-LSTM-CNN-att
model. As is shown in the Table 3, there are minor improvements in every aspect,
except for clarity which reduced by 4.3% compared to LSTM-MoT and 0.2% com-
pared to CNN-CNN-MoT. This is because M-LSTM-CNN-att is based on module-
level while the other two is based on sentence-level, so that the baseline models could
catch more details about structure of paper. And M-LSTM-CNN-att model has barely
improved in impact of accompanying dataset. This is because the description of the
data itself is relatively less descriptive in the paper. And according to experience and
earlier research about PeerRead, the more important parts about the academic paper are
author, abstract and conclusion (Kang et al. 2018). While the data only occupies a very
small part. However, the improvements of other aspects show that the modularized
hierarchical structure of the model is of great help to obtain better representations by
incorporating knowledge of the structure of the source paper.
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5 Conclusion

This paper investigates a modularized and attention-based recurrent convolutional
network model to represent academic paper and predict aspect scores. This model treats
input text as module-document hierarchies, uses attention pooling CNN and LSTM to
represent text, and output the prediction with a linear layer. Although in a few aspects it
is not as good as the baseline models, the overall effect is better than the baselines.
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Abstract. Security is an ever-present consideration for applications and data in
the cloud computing environment. As an important method of performing
computations directly on encrypted data without any need of decryption and
compromising privacy, homomorphic encryption is an increasingly popular
topic of protecting the privacy of data in cloud security research. However, as
high computational complexity of the homomorphic encryption, it will be a
heavy workload for computing resources in the cloud computing paradigm.
Motivated by this observation, this paper proposes a fast parallel scheme with
DGHYV algorithm based on CPU-4GPUs hybrid system. Our main contribution
of this paper is to present a parallel processing stream scheme for large-scale
data encryption based on CPU-4GPUs hybrid system as fast as possible. Par-
ticularly, the proposed method applies CPU-4GPUs parallel implementation to
accelerating encryption operation with DGHV algorithm to reduce the time
duration and provide a comparative performance study. We also make further
efforts to design a pipeline architecture of processing stream in CPU-4GPUs
hybrid system to accelerate encryption for DGHV algorithm. The experiment
results show that our method gains more than 91% improvement (run time) and
70% improvement compared to the serial addition and multiplication operation
with DGHV algorithm respectively.

Keywords: Homomorphic encryption - Cloud computing * Data security
GPU - Privacy - Parallel

1 Introduction

Cloud computing platform has become the popular way for different customers to store,
compute, and analyze their large-scale data on the third-party cloud providers gener-
ally, which have the risk of private data leakage.

Standard encryption algorithms help protect sensitive data from outside attackers,
however they cannot be utilized to compute ciphertext directly. Homomorphic
Encryption presents a very useful algorithm that can compute on encrypted data
without the need to decrypt it. Nevertheless, the computational complexity of homo-
morphic algorithm is huge. This is the motivation for us to build an accelerated
computing platform for execution of homomorphic algorithm. In cloud environment,
the clients are given the possibility of encrypting their sensitive information before
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sending it to the cloud server. The cloud server then compute over their encrypted data
without the need for the decryption key. For example, user’s privacy is well protected
in the fields of medicine and finance by using homomorphic algorithm. Therefore, it is
meaningful to apply homomorphic cryptosystem for ensuring security and privacy of
data in such platform.

Along with the rise of concept of full homomorphic encryption (FHE) first pro-
posed by Rivest et al. [1], the FHE gradually has become one of the most important
topic in the field of cryptosystem. Nevertheless, satisfactory results were not obtained
for a long time before 2009. Only some semi-homomorphic or only finite-step full-
homomorphic encryption schemes have been obtained, such as the RSA algorithm
which only supports the multiplication homomorphism. Until 2009, Gentry [2] has
proposed the realization of the FHE using bootstrapping. Subsequently, Gentry
invented a fully homomorphic encryption scheme based on an ideal lattice [3] in the
same year. In addition, the application value of homomorphic encryption has been
started to receive attentions by scholars and entrepreneurs. A lot of variants based on
Gentry’s approach have emerged from that time.

However, the FHE scheme leads to high workload for computational resources and
therefore making the cryptosystem computationally inefficient. In 2010, Dijk et al. [4]
proposed another concise and easy-to-understand full-homomorphic encryption
scheme, have been called integer (ring)-based full homomorphic encryption scheme
(DGHV). The DGHV performs homomorphic encryption over integers and not on
lattices. Accordingly, the DGHV is suitable for computer operations in theory. In
contrast, the reality is that the DGHV is impractical for use, especially in real time
applications. For example, the application of homomorphic encryption in a simple
plaintext search will increase the amount of computing in trillions of times. Thus, on
the basis of the homomorphic encryption principle, we need to put forward a high
efficiency solution so that it can be better applied to the field of cloud computing.

Much parallel computing architecture has been designed successfully in recent
years. Under the background, we combine the homomorphic encryption and the par-
allel framework to create this paper’s idea. The purpose of this paper is to identify that
the proposed CPU-4GPUs parallel scheme can benefit the improvement of the effi-
ciency for the DGHV quantitatively. Firstly, we analyze the sequential processing
stream and defined the processing unit in order to find the noninterference subtasks.
Secondly, we analyze the computing characteristics of the DGHV cryptosystem. Then
based on the analysis we design a cluster of data structures for the process which are
suitable for the parallel computing environment. Because the response time is the key
consideration for the cryptosystem, we employ four GPUs to accelerate encryption
operation in order to obtain a preferable response time. Besides, a pipeline framework
has been designed for stream processing as a optimization measure in our study. To
verify the effectiveness of our method, we aim at test the performance of the proposed
system by carrying out a set of experiments.

In order to find out the bottleneck of the cryptosystem, we can analyze the serial
homomorphic encryption based on the only CPU system which is referred to as Serial
Homomorphic Encryption (SHE). In this paper, we make use of the only one GPU to
execute the encryption for DGHV, which is referred to as Somewhat Parallel Homo-
morphic Encryption (SPHE). By contrast, we make use of the hybrid CPU-4GPUs
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system to accelerate the encryption for DGHV, which is referred to as a Fast Parallel
Homomorphic Encryption (FPHE). We further do some comparison experiments in
order to quantitatively test the improvement of the performance and economical
efficiency.

The main contributions of this paper are the following. (1) The CPU-4GPUs hybrid
system is explored as a parallel scheme to improve the performance of DGHV algo-
rithm. (2) We also make further efforts to design a pipeline architecture of processing
stream in CPU-4GPUs hybrid system as an assisted acceleration of DGHV algorithm.
(3) Extensive experiments are conducted to demonstrate the effectiveness of the pro-
posed method in optimization of DGHV algorithm.

The rest of the paper is organized as follows. Section 2 reviews related work on
homomorphic cryptosystem using various parallel systems. The core of our paper,
Sect. 3, proposes a method that is used to parallel DGHV computation. Section 4
shows the experimental results. Finally, we draw some conclusions and discussions in
the Sect. 5.

2 Related Work

The reliability and security of data remain major concerns in cloud computing envi-
ronment. Fugkeaw et al. [5] propose a hybrid access control model to support fine-
grained access control for big data outsourced in cloud storage systems. In order to
check the cloud data reliability of the user’s uploads the data in server, Swathi et al. [6]
propose an approach using certificate less public auditing scheme which is used to
generate key value. Jiang et al. [7] propose a novel cloud security storage solution
which is based on autonomous data storage, management, and access control. More-
over, due to loss of ownership of user’s data, the reliability and security of data stored
in the outsourcing environment give rise to a lot of concerns. Therefore, protecting
user’s information privacy in outsourcing environment becoming increasingly impor-
tant. For example, Shu et al. [8] propose a privacy-preserving task recommendation
scheme which is used to encrypt information about tasks and workers before being
outsourced to the crowdsourcing platform. Zhang et al. [9] providing a strong privacy
protection to safeguard against privacy disclosure and information tampering. These
techniques are utilized to protect privacy of user’s data.

However, in cloud computing environment, due to the demand of computing
ciphertext, many common encryption algorithms are not applicable. Therefore,
homomorphic encryption algorithm attract scholar’s attention because of the feature of
algebraic homomorphism. But the high computational complexity of homomorphic
algorithm hinder the practical application. Therefore, many scholars have studied how
to improve the efficiency of homomorphic encryption algorithm for sake of popular-
izing the homomorphism application in cloud computing environment in recent years.
Jayapandian et al. [10] have tried to present an efficient algorithm which combines the
characteristics of both probabilistic and homomorphic encryption techniques. This is to
improve execution efficiency from the point of homomorphic algorithm itself. Nev-
ertheless, the time complexity has not been reduced much. Consequently, we gave up
improving homomorphic algorithm itself to promote efficiency.
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Sethi et al. [11] proposed a model to parallel homomorphic encryption based on
MapReduce framework. Similarly, another parallel homomorphic encryption scheme is
proposed based on MapReduce environment with 16 cores and 4 nodes by Min et al.
[12]. The evidence of the above two studies illustrate that a good parallel scheme may
improve the performance of homomorphic encryption. This is the most motivation for
us to apply hybrid CPU-4GPUs hybrid system to homomorphic cryptosystem.

Because of the fact is that the privacy of sensitive personal information is an
increasingly important topic as a result of the increased availability of cloud services,
especially in the medical and financial field. Khedr et al. [13] propose a secure medical
computation using GPU-Accelerated homomorphic encryption scheme. Accelerating
somewhat homomorphic cryptography is also researched by many scholars. For
example, Tian et al. [14] design a GPU-assisted homomorphic cryptograph for matrix
multiplication operation. Moayedfard et al. [15] present the parallel implementations of
somewhat homomorphic encryption scheme over integers using Open-MP and CUDA
programming to reduce the time duration. Nevertheless, many applications require both
addition and multiplication operations, so we study the improvement of the executing
efficiency for the DGHV using CPU-4GPUs.

However, to the best of our knowledge, there is no research trying to quantitatively
research the acceleration improvement of multiple GPUs compared to a single GPU.
Moreover, this paper present a parallel processing stream scheme for large-scale data
encryption based on CPU-4GPUs hybrid system as fast as possible, which is also
different from the existing research.

3 Proposed Method

3.1 Background Knowledge of DGHV

In the homomorphic application scenario, when the cloud server cannot decrypt the
data for security reasons, but the server needs to process and respond to the user’s
query request based on performing computation on the ciphertext which is uploaded by
users. The key point is that the output of the ciphertext is equivalent to the result of
performing the same operation on the plaintext and then encrypting it. Specifically,
different homomorphic encryption algorithms can perform different homomorphic
calculations on ciphertext.

In our study, the DGHV both have the additive homomorphism and the multi-
plicative homomorphism. Generally, the homomorphic encryption algorithm has the
following homomorphic properties.

Additive Homomorphism. If there is an effective algorithm that makes the plaintext
X, y satisfies the equation as E(x+y) = E(x) ® E(y) or x+y = D(E(x) ® E(y)), and
do not reveal the plaintext x, y.

Multiplicative Homomorphism. If there is an effective algorithm that makes the
plaintext x, y satisfies the equation as E(xxy)=E(x)®E(y) or
x xy=D(E(x) ® E(y)), and do not reveal the plaintext x, y.
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A homomorphic encryption scheme consists of four part, namely homomorphic key
generation (KeyGen), homomorphic encryption (Enc), homomorphic decryption (Dec),
and homomorphic assignment (Evaluate). All of the four algorithms are probabilistic
polynomials time complexity. The DGHV encryption scheme supports both addition
and multiplication in the integer range, which is using only basic modular arithmetic,
instead of using the ideal lattice concept in polynomial rings. The specific process is as
follows.

KeyGen. The encryption select a random positive prime as the secret p and an n bit
odd integer from an interval p € (2Z + 1) N[2"~1 2").

Enc. For every bit data, we define q and r as random positive integers, where q is a large
positive integer and r satisfy the equation as |2r| <p/2. To encrypt a bit of plaintext m
belong to the binary set, which describe as m € {0, 1}. In order to generate ciphertext c
in the DGHV algorithm is defined as ¢ = pqg+ 2r +m, where q is a large random
number and r is a small random number. In practical application, for a composite
message denoted by M = mjmy...m,, where n € N(the set of natural numbers).
Subsequently, the ciphertext C is defined as equation one and equation two. In our study,
the encryption step is executed by using four GPUs.

C=E(p,M)=E{p,m)E(p,my)...E(p,m,) = cicy...c, (1)

¢i=E(p,m;) = pg; +2r;i + m; (2)

Dec. The decryption algorithm use the secret key and ciphertext to decrypt the
ciphertext, which is described as the equation three.

m = D(p,c) = (¢ mod p)mod 2 (3)

Evaluate. Since the public key is open to the public, we can obtain the ¢ — pg by the
equation ¢ — pg = m+ 2r. We call the right part of the equation denoted by m + 2r as
the noise. While performing the decryption, it is necessary to satisfy the condition
denoted by ¢ mod p = m+2r<p/2. In detail, only satisfy the condition, the mode
operation of noise m + 2r can perform the correct decryption process described by
(m+2r)mode2 = m. As a conclusion, the noise m+2r is the key to perform the
correct decryption. The re-encryption technology provides a feasible way to reduce the
noise. Then Evaluate(pk,, Dec,s’,¢’) is performed, and the obtained result is a new
ciphertext. The ciphertext is obtained by performing the encryption over the plaintext
information using the secret key pk,. This is one of the most important characteristics
of the DGHV’s idea, which is the decryption of the homomorphism. Therefore, every
time before we carry out the computational operation of the ciphertext, we apply the re-
encryption operation over the ciphertext. Then the noise will remain in the controllable
range.
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3.2 Serial Homomorphic Encryption (SHE)

To parallelize the serial algorithm, we should find out the parallelizable part. As there is
noninterference with each other among bit encryption, the process of computing the
data encryption can be parallelized. It is sensible that the process of plaintext
encryption can be divided into smaller data encryption units. These units can be sent to
many process units to execute. The Amdahl’s law indicates that a parallel algorithm can
obtain speedup ratio compared with the serial version as equation nine.

m

St = T =17

4)

Where S is the speedup ratio, m is the number of processing units, and f indicates
the proportion of serial parts in the parallel algorithm. This law states that the speedup
ratio can be up to 1/f when m — oo. Theoretically, in our algorithm, the factor f
depends on the time cost by the following steps: initialization, data partition, task
distribution, synchronization, data encryption, data merging, result outputting. The
executing flow of serial homomorphic encryption task based on CPU is as shown in
Fig. 1.

Host
Input Result Outputting
i A
Initialization Data Merging
A
Data partition » Data Encryption

Fig. 1. The executing flow of the serial homomorphic encryption based on CPU

By analyzing the executing flow, it is found that except the process of data
encryption, other steps are hard to be parallelized. As is shown in the Fig. 1, we can
analyze the serial homomorphic encryption based on the only CPU and find out the
bottleneck of the executing flow. When CPU execute the data encryption, other tasks
may be stay waiting state. Therefore, data encryption is the main bottleneck step in
DGHYV algorithm. In fact, one of the reasons for the high computational complexity of
the DGHYV is to encrypt data by bits, which is referred to data encryption in our study.
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3.3 Somewhat Parallel Homomorphic Encryption (SPHE)

In the study of parallel computing methods, we found that using GPU-assisted to
accelerate is applicable and popular in many applications from the hardware per-
spective. Moreover, with continuous architectural improvements, GPUs have evolved
into a massively parallel, multithreaded, many-core processor system with tremendous
computational power. Many scholars utilize GPU to accelerate efficiency of the
homomorphic encryption. For example, Wang et al. present the only one GPU
implementation of a full homomorphic encryption scheme [16], which referred to the
SPHE in this paper. However, the experimental results show that the speedup factors of
7.68, 7.4 and 6.59 for encryption, decryption and evaluation respectively, when
compared with the existing CPU implementation. By analyzing the experimental
results, the executing flow of DGHYV encryption based on CPU-GPU system as shown
in the Fig. 2, and it is found that the rate of speedup is not high.

Host GPU

synchronization

e wait
Initialization

Data

Partition Transferring

Task
Distribution

Data
Encryption
wait

Data .
Merging }‘7 Transferring

Result wait
Outputting

Fig. 2. The executing flow of the DGHV based on CPU-GPU system

Figure 2 shows the status of host, system bus and GPU in a task of the homo-
morphic encryption based on CPU-GPU system. Although the data encryption has
been paralleled in GPU, but only one of the three parts of the hybrid system, including
host, system bus and GPU, is in working state while others are waiting. Therefore,
there is a considerable waste of time in this algorithm. Maybe, it is not enough to apply
only one GPU to accelerate the homomorphic encryption for actual application.
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3.4 Fast Parallel Homomorphic Encryption (FPHE)

To solve this problem, we design a hybrid CPU-4GPUs system shown in the Fig. 3 and
a pipeline system shown in the Fig. 4, which transforms the above process into three
procedures for accelerating DGHV algorithm. In order to quantitatively prove the
acceleration of multiple GPUs compared to a single GPU, and maximize the acceler-
ation for homomorphic algorithm in our experiment. Furthermore, on account of our
lab having 4 GPUs, our study adopts the CPU-4GPUs accelerated architecture.

Host 4GPUs

synchronization

Initialization

Data

Partition Data
Encryption
Distribution Encryption

Data
Encryption

Data
Encryption

Transferring

|

Transferring %

Result
Outputting

Fig. 3. The executing flow of the DGHV based on CPU-4GPUs system

Preprocessing. This step mainly includes three subtasks, that is, initialization, data
partition, and task distribution. First, the host gets the input data which contains many
data blocks. In the next step, data partition task mainly splits the data block into smaller
data unit for the step of preparing data encryption. In special, the task distribution
mainly assign data unit to the four GPUs in order to perform encryption tasks in
parallelism. These three steps are all processed in CPU and host memory. We combine
them to a procedure called preprocessing.

Transferring and Encrypting. Four GPUs can be used by s single host process at the
same time. Transferring input data from host to the 4GPUs and transferring the
ciphertext back from the 4GPUs to host relay on the system bus. Therefore, we need to
consider the 4GPUs device and the system bus as the critical resources. In detail, while
the 4GPUs execute encryption in parallel, the host can still perform preprocessing step
and the third step. This is the mainly reason for acceleration in our study. Moreover, the
4GPUs have been stay working state all the time.
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Merging and Outputting. Finally, the host will take the tasks that merge the
ciphertext of data unit into the ciphertext data block as output. Based on the above
abstraction, we present a pipeline architecture for CPU-4GPUs hybrid system, as
shown in Fig. 4. The preprocessing is handled by a host process unit, which is called
Host_Procl. The transferring and encrypting procedure is handled by the system bus
(with CPU instructions) and 4GPUs, which is called Host_Proc2_GPU. The merging
and outputting procedure is handled by a host process unit called Host_Proc3. In
Fig. 4, the process unit is a batch of data encryption, and the granularity of process unit
is very important to the efficiency.

[ 1]

Host Proc3 P3 P3 P3 P3

Host_ Proc2 4GPUs P2 P2 P2 P2 P2

Host_Procl P1 P1 P1 P1 P1 P1

Fig. 4. Pipeline architecture of processing stream in CPU-4GPUs hybrid system

4 Experimental Results

4.1 Experiment Environment and Dataset

We have used a system with Intel Core i5-5200U CPU having clock speed of 2.20 GHz
with 2 cores and 4 logical processors, 12 GB RAM, and Windows 10 Operating System.
And we make use of the NVIDIA Tesla C2050s, each of which has 3 GB memory
running at 1150 MHz. All the codes are implemented in C++ and CUDA, which is an
SDK for NVIDIA GPU, and which is an integrated complier for C++ and CUDA. We
took a data set containing data block with size of 128 MiB. In detail, We have generated
plaintext as a series of random integers for homomorphic computation and used
encrypted 64-bit representation for integer. Thus, our data sets ranged from 8 MiB to 64
MiB of plaintexts. In this section, we will evaluate our method in performance and
compare the FPHE with the SHE and the SPHE respectively.

4.2 Granularity of Process Unit

In our study, the granularity of process unit indicates the maximum number of data
units, which are processed by the 4 GPUs. This is a major factor that influences the
performance of the proposed method. As it determines whether the processing stream
can flow smoothly or not. We have generated plaintext as a series of random integers
for encryption and used encrypted 64-bit representation for integer in our experiment.

In specific, we mainly tested the throughput in a various process unit granularities,
and the test result with different number of data units was shown in Fig. 5. In this test,
we kept the queue of waiting tasks full, which contained the tasks to be processed, so
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that the throughput would not be influenced by input. It has been numerically shown
that the throughput of the system is low when the number of number of data units is
small. This is because the GPUs resources cannot be effectively utilized, and the most
of time is wasted on waiting and communications between host and GPUs. With the
increase of the number of data units, the throughput also rises. It means that, with the
growth of the number of data units, the GPU resources can be utilized more effectively.
However, we can see the throughput dropping down when the number of data units is
more than 55. The reason is that, when the number of data units goes beyond the
optimum value, a large-size process unit will cost more time in GPU, while the host
must spend more time on waiting.

Figure 6 shows the response time of a data unit encryption. It has been numerically
shown that the response time increases with the growth of the number of data units. By
analyzing, the reason is that the larger data size cost more time in the transferring and
data encryption procedure. Nevertheless, the slope of the curve becomes larger and
tends to be constant. This is because the number of data units is small, time is mostly
consumed in data transferring step, and also when the number becomes large enough,
the response time will have an approximate linear increase with the data size.

In detail, compared with a serial approach, there are many steps added in our
method, including data distribution and transmission, interaction within and between
the processing units. These additional parts will affect the efficiency of the system,
especially when the system is under low workload. Therefore, relatively large size data
are utilized in the experiment and the data are representative for the workload in the
parallelism. Therefore, we estimate the performance for different granularities from
throughput and response time, which is also called window size. By regulating the
sliding window size, finally we adopt 55 as the value of granularity. Because our main
purpose is to improve the throughput of system and the throughput achieves maximum
while the response time in this granularity is also preferable. As a compromise solution,
we choose the case of window size w = 55 for our implementation, which is referred as
granularity of process unit.
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Fig. 5. Throughput under different load Fig. 6. Response time under different load
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4.3 Evaluation of the Proposed Method

In order to evaluate how well the proposed method has practical application signifi-
cance, we quantitatively test the improvement of the run time by comparing the FPHE
with the SHE and the SPHE based on the add and multiplication functions over
integers. In detail, the data block is divided into different data units to test, with the size
of data blocks being 8MiB, 16MiB, 32MiB, and 64MiB.
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30 100
25 80

Time(ms)
=
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m FPHE Z %0 W FPHE
B SPHE EAO M SPHE
10 =20 I
141 ¥
rp

8MiB 16MiB 32MiB 64MiB

8MiB 16MiB 32MiB 64MiB

. . homomoprhic multiplication operation
homomorphic add operation P uip P

Fig. 7. Run time of homomorphic add Fig. 8. Run time of homomorphic multi-
operation plication operation

Figures 7 and 8 shows run time of applying different size of data block by com-
parison of experimental results between the three methods with homomorphic add
operation and multiplication operation respectively. Our results show that the FPHE
provides more than 91% improvement (run time) over the SHE and more than 70%
improvement over the SPHE with homomorphic add operation. Also the results show
that the FPHE provides more 90% improvement over the SHE and more than 71%
improvement over the SPHE with homomorphic multiplication operation. As shown in
the Figs. 7 and 8, run time of the FPHE has been parallelized using the 4GPUs is
shorter than the serial mode and the somewhat parallel mode.

5 Conclusions and Discussions

In this research, we use hybrid CPU-4GPUs as a parallel coprocessor to execute DGHV
homomorphic encryption. We further adopt the pipeline architecture of processing
stream in CPU-4GPUs hybrid system to accelerate the method in our study. The
experimental results showed that our proposed method gains more than 91%
improvement (run time) and 71% improvement compared to the SHE and the SPHE
respectively. However, to further illustrate the effectiveness of the proposed method,
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decryption and evaluation algorithms of DGHV will be implemented on the hybrid
CPU-4GPUs system.
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Abstract. Cloud migration is an important means of software develop-
ment on the cloud. The identification of reusable components of legacy
systems directly determines the quality of cloud migration. The existed
clustering algorithms do not consider the factor of relation types between
classes, which affects the accuracy of clustering result. In this paper, the
relation type information between classes is introduced in software clus-
tering. Multi-objective genetic algorithm is used to cluster the module
dependency graph with the relationship types (R-MDG). The experi-
mental results show that the above method can effectively improve the
quality of reusable components.

Keywords: Reusable component - Software clustering
Relation type - Genetic algorithm

1 Introduction

With the increasing scalability and complexity of software, software development
has become increasingly difficult so that the software quality might decline [1].
Software reengineering improves the efficiency of software development by using
the original parts of software or legacy systems [2]. Software migration is one of
the common ways to implement software reengineering. In the process of soft-
ware migration, the most key and difficult work is to analyze the legacy systems
and try to find the appropriate reusable components for the system developers to
reuse [3]. Software clustering is a useful method for reusable component discov-
ery, which can not only reflect the relationship between modules or components
but also make the result of clustering more accord with the actual system.

Especially after the concept of cloud computing was proposed, cloud-oriented
software development is becoming a hot topic in the area of software engineering.
Reengineering the existing software or the legacy systems to cloud can reduce
the workload of developers [4,5], rather than developing the similar software
systems from the beginning in cloud. Cloud migration is the process of migrating
all or part of a software’s data, applications or services to the cloud to enable
information on-demand services. [6] divided the migration into three strategies:
migration to IaaS, migration to PaaS, and SaaS-related migration.
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In the field of software migration, existing clustering methods do not take
into account the specific relationship types between modules and only consider
the calling relationship, which is more depends on the user’s input. In addition,
existing software clustering methods are not combined with cloud computing, so
as to fully utilize the advantages of cloud computing.

This paper is a research on the algorithm of reusable components discovery
in cloud migration, which proposes a method of software clustering based on
the relationship between classes. The rest of this paper is organized as follows.
Section 2 introduces the related work in the field of software clustering. Section 3
presents a method of software clustering. The experiment is presented in Sect. 4
and conclusions are drawn in Sect. 5.

2 Related Work

Through clustering algorithm, complex system can be divided into many smaller
subsystems, which separately complete some special functions, or have complete
meaning [7]. In the process of software clustering, using different clustering algo-
rithm can obtain different clustering results [8,9]. [10-12] introduce different
ways to implement software module clustering.

In [13] and [14], an extended hierarchical clustering algorithm LIMBO is pro-
posed, which allows for weighting schemes that reflect the importance of various
attributes to be applied. [15] uses directed graph, which called module depen-
dency graphs (MDG), to make the complex structure of software system easier
to understand. In MDG, nodes represent the system’s modules, and directed
edges represent the relationship between nodes. In this way, software clustering
is transformed into the division of the graph.

A graph has many partitions. In the process of software clustering, the clus-
ters are expected to have higher cohesion and lower coupling. [15] uses modu-
larization quality (MQ) to evaluate clusters. Figure 1 is an example of MDG.

Class 2 | Class3 rassociation® Class 2 —dependency» classl |
AN AN S / ,/

implementation association

| Class6 |«Inheritance— class4 | | Class5 |

/ Y

Fig. 1. Example of MDG. Fig. 2. Example of R-MDG.

Praditwong et al. proposed the use of Pareto multi-objective genetic algo-
rithm for software clustering [16]. However, the method just takes into account
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the call relationship in the source code of software system. The number of the
relations usually more depends on the user’s input, which is relatively subjective.

The existing software clustering methods do not take into account the specific
relation types between classes such as inheritance, implementation and so on,
which may benefit to the accuracy and efficiency of component discovery. In
addition, when dealing with large-scale data, the traditional computing model
is inefficient and cannot obtain the software clustering results efficiently.

Based on the above analysis, this paper proposes the idea of mapping relation
types between classes to dependency weights. Combining with the above men-
tioned Pareto multi-objective genetic algorithm to achieve software clustering,
the revised method can get reusable components more reasonably. In addition,
the algorithm can be deployed into cloud platform to improve the efficiency
of reusable component discovery. Through experimental analysis, the clustering
result based on MDG with the relationship types (R-MDG) is more in line with
the real structure of software system.

3 Software Clustering Based on the R-MDG

In order to enable system developers to use more reusable components reasonably
in the software reusing process, the proposed clustering method takes advantage
of the relation type information in the process of clustering.

3.1 Description of Software Realization

In the process of analyzing the software by DependencyFinder [17], the relation
types between classes should be extracted. The different relation types reflect the
different degrees of cohesion and coupling. In the process of software clustering,
R-MDG instead of MDG will be used as input.

The nodes in R-MDG represent the classes or components in object-oriented
software, and the directed edges in the graph represent the relationship between
the classes or components, and the weight on the directed edge represents the
specific relation type.

For an object-oriented system, the relationship between the classes exists in
the following four types:

— Inheritance. Express the relationship between general and special classes.

— Implementation. Specify the relationship between interface and implementa-
tion class.

— Association. Represent a structure connection between two classes.

— Dependency. Describe the business dependency between two classes.

According to the relationship specified above, these different types are mapped
to the different weights on the edges between the nodes in R-MDG.

When the relationship between the classes is relatively strong, a higher weight
will be assigned to the edge. Different weights help to improve the accuracy of
clustering algorithm.
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3.2 Definition of R-MDG

According to the description above, R-MDG will be constructed as a directed
graph with weight G = (V, E)). R-MDG can be divided into n clusters by cluster-
ing ([[o =1{G1,G2,G3,--- ,Gp—1,Gr}), and each G;((1 < i < n) A (n < |V]))
represents a cluster, which is formalized as follows:

G=(V.E),

H=OGM?(WE)V Uw

L VLRWLY eV, (1)

V(IA<i,j2n)N@#7)),VinV; =,
R = {inheritance, implementation, association, dependency}

In R-MDG, if class A has relation with class B, there will exist a directed
edge <A, B> or <B, A>, which is assigned the corresponding attribute. Figure 2
is an example of R-MDG. In clustering, different relation types are mapped to
different weights.

3.3 Evaluation of R-MDG Partition in Software Clustering

Before clustering, DependencyFinder can be used to analyze the source code of
software and discover the relationship between classes in software. Based on the
classes and their relations, R-MDG will be established, and then the problem of
software clustering is transformed into R-MDG partition.

A R-MDG has many different clustering partitions. How to evaluate the par-
titions is the key. Modularization quality (MQ) is used to evaluate the quality of
MDG partitions [18]. The higher the cohesion degree and the lower the coupling
degree to one clustering partition is, the larger the value of the MQ will be.

The relations between the classes within same clusters determine the degree
of cohesion. fi;ner represents the cohesion degree of the ith cluster in one par-
tition. The relations between the clusters determine the coupling degree. tiouter
represents the coupling degree of the ith cluster of the R-MDG.

Thus, for a partition, the R-MQ is calculated as follows:

k
R-MQ=Y CF,
i—1
CF, = 0 Hinner = 0
= 2pinner ; ’
s——kinner _ otherwise
2Uinnertiouter

Winner = W x B, + Wyx I, +Wax A, +WpxD,,

I = i WEg * (Eij+ Eji) + Wi (L + 1) + (2)
outer Py Wy + (Az,] + Aj,z) + Wp * (DZ,j + Dj,i)

CF; represents the modular quality of the ith cluster. Wg, Wi, W4 and Wp

represent the weight value of relation inheritance, implementation, association
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and dependency. E,,, I,,, A,, and D, represent the number of edges with the
relations in the ith cluster. E; ;, I; j, A;j;, and D; ; denote the number of the
edges with the relations from the ith cluster to the jth cluster.

According to the difference of objective functions in the process of clustering
with method of Pareto multi-objective genetic algorithm, there exist two different
multi-objective evaluation methods, which are Maximal-Size Cluster Approach
(R-MCA) and Equal-Size Cluster Approach (R-ECA).

In R-MCA, the following five objective functions are used:

— Weighted cohesion degree
— Weighted coupling degree
— Number of clusters

- R-MQ

— Number of isolated nodes

In R-ECA, the following five objective functions are used:

— Weighted cohesion

Weighted coupling

— Number of clusters

- R-MQ

The difference between the maximum and minimum number of nodes in the
clusters

3.4 Description of the Software Clustering Algorithm

According to the process of software clustering, the R-MDG is partitioned by
genetic algorithm. The reusable components can be obtained by finding the
optimal partition of the R-MDG. The process of software clustering using Pareto
multi-objective genetic algorithm is shown in Algorithm 1.

Algorithm 1. Pareto Software Clustering by GA

Input: R — M DG,the number of iterations T
Output: optimal Partition;
Initialize n R — M DG partitions;
Pop «— encode(n Partitions);
EvaluateMultiObjective(Pop);
for j=1— T do
while Pop.size() # n do
Randomly Generate Partitions;
Pop «— encode(Partitions);

® N0 U W N

end

Nondominant individual «— Sort(Pop);
Selection(Pop);

Crossover(Pop);

Mutation(Pop);

newPop «— Pop;

Evaluate MultiObjective(new Pop);
Jj—J+L

e e e
oRWNR OO

end

[
=]
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According to the definition of the Pareto optimal, Algorithm 1 uses multi-
objective to evaluate the partition, then sort the partitions to find the non-
dominated partitions. Through the implementation of genetic algorithms to find
optimal partitions.

3.5 Realization of the Clustering Method

In the process of Pareto multi-objective genetic algorithm, it is necessary to
calculate the value of each Pareto objective function for each cluster in each
generation. Due to the large scale of clusters in each generation population,
the computation is time-consuming. Migrating the traditional algorithm to the
cloud platform and using parallel computing model, the objective functions can
be evaluated efficiently.

MapReduce can deal with the large-scale data in parallel [19], so the clusters
in each generation can be divided into several data sets. In each data set, the
values of the individual objective functions for each partition will be calculated.
In this way, the calculations of the objective functions in each generation can be
distributed to different computing nodes. Summarizing the calculation results of
each node, the evaluation value can be obtained for each generation.

4 Experiment and Analysis

A tool is implemented to analyze the reusable components in Java software
system by clustering. In order to verify the rationality of the clustering process,
three packages in JUnit framework are selected to be analyzed.

4.1 The Construction of R-MDG

The classes in the JUnit kernel package are converted to the nodes of the R-
MDG, and the relations between the classes are converted into the edges of the
R-MDG. The R-MDG represented by the GraphML [20].

GraphML is a kind of XML-based file format to describe graph. To
the description of the edge element, in addition to the source and target
attributes which represent the source node and the destination node of the
edge, the attribute relationType represents the relation type between nodes.
The GraphML is used as the input of the clustering process.

4.2 The Evaluation of Clustering Results

MoJo is a distance matrix which compares the clustering result to the standard
clustering result through calculating the minimum number of operations required
for adjusting the produced result to the standard result [21]. In this way, the
difference between the experimental results and the reference standard can be
more visualized.

[6] gives a reference partition for JUnit as shown in Fig. 3. The columus of the
matrix represent the classes, and the rows represent the clusters. The number 1
indicates that some class is partitioned into some cluster.
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of parent relationship.

4.3 The Determination of the Weights of Specific Relation Types

In Java, the cohesion degrees of generalization and implementation relation are
similar, and the cohesion degrees of dependency and association relation are
close. Therefore, when constructing R-MDG, the relations with generalization
and implementation between classes are unified into parent relationship. Because
the cohesion degrees of dependency and association relation are relatively weak,
the weights of them are set to 1.0, and the weights of the generalization and
implementation relations are determined by experiment.

The experiment sets the weight of the generalization and implementation to
a value between 1.5 and 3.5. In order to highlight the comparison, the weights
are at 0.5 intervals and each configuration is run 10 times. The result of the
clustering is compared with the reference partition to obtain the average MoJo,
and the average MoJo value is shown in Fig. 4.

It can be seen from the figure that the average of MoJo is 12.5 when the
weight of the generalization and realization relation is set to 1.5, and the mean
value of MoJo varies between 13.3 and 14.6 when the weight of generalization
and realization is greater than 2. Therefore, the clustering result is better when
the weight of the generalization and realization relation is set to 1.5.

4.4 The Comparison of the Clustering Results Between Introducing
Relation Type and Not Introducing Relation Type

According to the above software clustering process, two different parameters are
set in the genetic algorithm to conduct the experiment. When calculating R-
MQ), 1.5, 1.5, 1.0, and 1.0 are selected as the edge weights in the R-MDG that
represent inheritance, implementation, association, and dependency. Two group
of different parameters are assigned to genetic algorithm, and every clustering
process is run 10 times. The result of each execution is compared with the
reference partition, and the values of MoJo are shown in Figs.5 and 6. The
two group of different parameters are listed as follows.

In Fig.5, the number of genetic iterations is 200, the population size is 100,
the crossover probability is 0.8, and the mutation probability is 0.001. In Fig. 6,
the number of genetic iterations is 100, the population size is 200, the crossover
probability and the mutation probability are same with Fig. 5.
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From the comparison of the data in the figure, it can be find in Fig.1,
the average MoJo obtained from weighted experiments is 12.5, and the aver-
age MoJo obtained from unweighted experiments is 13.5. However in Fig. 2, the
average MoJo obtained from weighted experiments is 11.8, and the average MoJo
obtained from unweighted experiments is 13.3. Therefore, the introduction of the
relation types between classes into the software clustering process can effectively
improve the accuracy of software clustering, and clustering results are closer to
the actual structure of software system.

4.5 The Comparison of the Clustering Results Between
Single-Objective and Multi-objective Evaluation

According to the process of software clustering using Pareto multi-objective
genetic algorithm, the crossover probability of genetic algorithm is set to 0.8,
the mutation probability is 0.001, the number of genetic iterations is 200, and
the population size is 100. The weights of the generalization and realization rela-
tion are set to 1.5, and the weights of dependency and association are set to 1.0.
According to the selection of different objective function, the R-MCA and the
R-ECA are used to cluster the logical classes in JUnit 3.8. The average MoJo
value of single-objective and multi-objective obtained by running 10 times is
shown in Figs.7 and 8.

(1) R-MCA

It can be seen from the experiment that there are five average MoJo values
of multi-objective clustering lower than that of single-objective clustering in
ten times. Therefore, the results obtained by single-objective software clustering
method are similar to R-MCA software clustering method. The results of Pareto
multi-objective software clustering using R-MCA are analyzed as follows. In the
results of the fifth software clustering, 48 non-dominated solutions are generated,
and 10 non-dominated solutions are shown in Fig.9. It also can be seen R-
MQ value can not determine the quality of the partition in the multi-objective
clustering method. When the cohesion is low, the value of R-MQ may be large,
such as the Tth clustering result.
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It can be seen from the Fig. 8 that there are seven average MoJo values of multi-
objective clustering lower than that of single-objective clustering in ten times.
Therefore, compared with the clustering results obtained by the single-objective
software clustering method, the result of R-ECA software clustering method is

closer to standard partition.

Non-dominated Solution ID

—e— number of cluster

—m— number of isolated nodes
- - R-MQ

—aA - weighted cohesion
—p - weighted coupling

Fig. 9. Objective function values of R-
MCA.
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The results of Pareto multi-objective clustering using R-ECA are analyzed as
follows. In the results of the first software clustering, 35 non-dominated solutions
are generated, and 10 non-dominated solutions are shown in Fig. 10.

As can be seen from Fig. 10, if the number of cluster partitions required is
large, each node should be distributed evenly into each cluster partition as much

as possible.
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By comparing the experimental results of single-objective clustering and
multi-objective clustering, it can be found that the clustering results obtained by
R-ECA have a lower average MoJo value than single-objective results. However,
the average MoJo value obtained by R-MCA is similar to that in single-objective,
but R-MCA can produce the optimal solution when the number of isolated nodes
in the desired partition is small.

4.6 The Comparison of the Clustering Results Between Improved
Clustering Method and Bunch Method

Bunch clustering method [15] is a traditional method to solve clustering problems
which uses MDG for clustering. Using GraphML file as input, each method
executes 5 times. Tables 1 and 2 show the clustering result of Bunch method and
improved clustering method. It can be found that the results of the improved
method are more stable than the Bunch. The MQ values in Table1 are much
lower than the values of MQ in Table 2. The reason is that the improved method
averages the MQ in the original method when calculating MQ. At the same time,
since the partial redundancy calculation in the Bunch method is avoided, the
execution time of the improved clustering algorithm is smaller than that of the
Bunch.

Table 1. Clustering result obtained by = Table 2. Clustering result obtained by

Bunch improved method

Run|Number of | MQ value | Clustering time  Run|Number of [MQ value|Clustering time
clusters in (millisecond) clusters in (millisecond)
result result

1 10 4.3044 2031 1 9 0.5409 1275

2 |10 4.4069 1766 2 |11 0.5402 1473

3 2 1.5406 922 3 9 0.5229 1335

4 8 4.2988 2203 4 10 0.5289 1245

5 5 2.9583 1140 5 8 0.5578 1559

5 Conclusion

In the process of software development, in order to improve development effi-
ciency and avoid duplication of work, discovering the proper size of the reusable
components has become the key. A revised clustering algorithm is proposed in
this paper which uses genetic algorithm for software clustering and considers
the relationship between classes. It can be seen from the experimental results
that the clustering result of introducing the relationship types between classes
is obviously better than the result of no introduction. Two multi-objective eval-
uation methods are used to evaluate the results of software clustering, which is
convenient for system developers to choose richer partitions in software reuse.
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This method analyzes the explicit and implicit relations between the classes.
Through clustering, the system developers can select the appropriate compo-
nents to reuse according to user needs. However, due to the size and complex-
ity of legacy systems, the computation task of software clustering is large and
complex. As a result, the efficiency of the component discovery process can be
improved in a parallel manner. Clustering can be efficiently realized, and reusable
components can be discovered efficiently by using cloud computing.
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Abstract. Recent demands for querying big data have revealed various
shortcomings of traditional database systems. This, in turn, has led to
the emergency of a new kind of query mode, approximate query.Online
aggregation is a sample-based technology for approximate querying. It
becomes quite indispensable in the era of information explosion today.
Online aggregation continuously gives an approximate result with some
error estimation (usually confidence interval) until all data are processed.
This survey mainly aims at elucidating the most critical two steps for
online aggregation: sampling mechanism and error estimation methods.
As the development of MapReduce, researchers try to implement online
aggregation in MapReduce framework. We will also briefly introduce
some implementations of online aggregation in MapReduce and evaluate
their features, strength, and drawbacks. Finally, we disclose some existing
challenges in online aggregation, which needs attention of the research
community and application designers.

Keywords: Online aggregation - Big data - Approximate query
MapReduce

1 Introduction

Nowadays, with the explosive growth of big data in the fields of government
management, medical services, retailing, manufacturing, and location services
involving individuals, the enormous social value and industrial space it brings
cannot be ignored. The huge commercial value, scientific research value, social
management and public service value contained in big data and the value of
supporting scientific decision-making are being recognized and developed. More
and more organizations tend to excavate the valuable information and knowl-
edge contained in large amounts of data according to actual need, and ultimately
achieve the goal of fully utilizing the value of the data. On the one hand, it can
reduce the cost of enterprises and improve the efficiency of the industry. On
the other hand, it can promote enterprise innovation, and it may create strate-
gic emerging industries such as data services and data manufacturing. Under
the above background, our society is shifting to a data-driven society and gov-
ernment management, macro management, industrial policy, education, finance,
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operations and other management activities all exhibit high-frequency real-time
characteristics, which also requires much more rapid and effective data analy-
sis methods. The initial stage of data analysis usually uses a data exploration
phase to grasp some of the key features of the data set, such as mean, sum, maxi-
mum/minimum, and so on. In a traditional relational database, these operations
can be implemented by an aggregate function. However, in the era of big data,
the time spent on a complete data scan is enormous. In many cases, it is not
necessary for the user to spend such a huge calculation cost to get an accurate
result. An estimate with some kind of accuracy guarantee is acceptable to the
user. Online aggregation is such a method to solve this problem. Let’s consider
a query like this:

SELECT attr, AGG(expression)

FROM Ri, R, ..., Ry,

WHERE predicate

GROUP BY attr;

Where AGG represents aggregate operations including COUNT, SUM, AVG,
VARIANCE and STDDEV, ezxpression is what it means in a sql query, and
predicate also involves join conditions on the k relations. Let v(i) be the aggre-
gate value of tuple 7, set u(i) = 1 if tuple i satisfies predicate and 0 otherwise.
Online aggregation is a sampling-based technology to answer aggregation
queries immediately with an estimate result after the user submits the query,
and the confidence interval gets tighter over time, the result is continuously
refined during the increase of the sampled data. Aggregation operator contains
COUNT, SUM, AVG, VARIANCE and STDEV. In practical applications, this
approximate result can meet the need of subsequent in-depth analysis.

Online aggregation was first proposed by Hellerstein in 1997 [1], it is ground-
breaking because it breaks the traditional batch mode of aggregation in a
database system. Aggregate queries are usually used to get some characteris-
tics of data. In traditional database, you have to run the entire dataset to get a
result, meaning waste of a lot of time. In realistic applications, a long response
time will give the user a bad experience. Well, online aggregation can offer a way
of interactive query:

(1) The result is continuously refined with the increase of samples. Users can
stop the query as soon as the running query is sufficiently precise, then the
user can proceed to the next query. User does not have to wait for a long
time to see the final result until the query is completed.The interactive query
greatly improves query efficiency and saves both time and labor. Meanwhile,
it provides a better user experience than the traditional query.

(2) For many big data applications, rather than expending much time and com-
puting resources to get a completely precise result, to obtain a quick estimate
result with accuracy assurance is more meaningful and valuable. It meets the
need of real-time processing and helps to quickly extract high-value-density
information from huge amounts of data.

Online aggregation can be divided into two phases. The first phase is sam-
pling. A high quality sample means the sample is sufficiently random. The second
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phase is estimation. We can get an approximate result on the sample. The accu-
racy of the approximate result depends on the variance and bias of samples.
We will summary the work from the above two aspects. With the popularity of
the prominent parallel data processing tool MapReduce [2], researchers begin to
implement online aggregation in MapReduce framework. We will also summarize
the work in this area.

2 Sampling Mechanism

The essential core process in online aggregation is sampling. The main idea
of online aggregation is estimating the final result by sampled data through a
specific method. Therefore, sampling quality is of great importance to statistical
guarantees on accuracy. From the process of data sampling, the randomness and
unbiasedness of the sample directly affect the accuracy of the query result and
the convergence speed of the confidence interval. The initial research work often
assumes that the data is stored in a random order or assumes there exists a
random queue so that a sequential scan from head to tail can achieve random
results. However, in practical applications, the data storage order is often related
to a certain attribute. How to perform random sampling from such non-randomly
distributed data is a key issue in the online aggregation process. The estimation
is meaningful only if the samples are random. We cannot determine the way data
is stored on disk, we have to generate a stream of random samples regardless of
the characteristics of dataset. As it was, well sampling is half done. As is shown
in Fig. 1, we summarize the main technology used in sampling.
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Fig. 1. Sample methods in online aggregation
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2.1 Single-Table Sampling

In the initial studies, researchers focused on single table’s online aggregation, the
problem becomes random sampling data from a relational table. The sampling
methods used in online aggregation can be divided into three types.

— Uniform sample. Uniform sample ensures that each tuple is sampled with
the same probability. The preliminary work of online aggregation uses Olken’s
method [3] to sample from a single table. Hass uses heap scans and index scans
to guarantee the records are retrieved in random order [1]. But it works badly
if the order of a leap file is correlated with the values of some attributes of the
records or the indexed attributes are not the same as those being aggregated
in the query. To this end, [4] uses an iterative scrambler to generate a random-
like dataset so that sequential scanning can obtain one full page of random
samples from a page rather than several random samples thus reduce the I/0O
cost. The more random the sample, the more accurate the estimation will be.
Uniform sample cost too much to get random samples and assume the dataset
has good randomness or randomize the dataset in advance. Unfortunately, the
assumption does not hold in most scenarios.

— Resample. Resampling is a sampling method represented by bootstrap.
Accessing the database multiple times to draw samples causes large 1/0,
Bootstrap works like this: (1) draw s tuples from the original data D, denoted
as S, (2) take K trials on S instead of D, we sample |S| tuples i.i.d from S
with replacement. We denote the i — th trail as S¢, |S¢| = |S|. Bootstrap
use K resamples to simulate the distribution of the original data. Bootstrap
method repeatedly sample from sample thus causes huge computational cost.
To address this problem, instead resampling continuously, [5,6] simulates the
bootstrap’s probability distribution by assigning an integer value to the sam-
pled tuple thus reduces high computational cost. Bootstrap-based method
limits the size of each resample to be the same, [7] relaxs the requirement
of resample and named it variational subsample thus improve efficiency than
traditional subsampling. It assigns a random .S;4 to each tuple to represent the
subsample it belongs to, one tuple belongs to at most on subsample and the
size of subsamples can be different. Therefore we can complete K subsamples
through one-pass.

— Stratified sample. Estimation based on uniform sampling are often accu-
rate when queries do not filter or group data. When there is a GROUP BY
clause in the query, some groups with a low selectivity which is called “small
groups” may be undersampled. To solve this problem, [8] logically splits the
data into non-conjunctive partitions and linearly combine the results of indi-
vidual calculations for each subset. It does not require a random distribution
of dataset and reduces I/O cost by dynamically adjust the partitions. [9,10]
proposed stratified sampling technology, [10] sample the “same” number of
tuples from each group, “same” means BlinkDB takes a minimum number of
samples from each group when the number of tuples in the group is insuf-
ficient, BlinkDB takes the whole group as sample which means the result
is accurate and therefore does not need to estimate. All these work above
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guarantee the accuracy of each group, but ignore to preserve the correct
order between groups. [11] proposes IFOCUS algorithm whose basic idea is
to maintain confidence interval for each group, keep drawing samples when
the group’s confidence interval overlaps with other groups’, stop sampling
when there are no other groups overlap with itself. The algorithm has been
proven to give correct ordering results with certain accuracy.

2.2 Multi-table Sampling

Actually, queries on a table are usually simple and account for a small proportion
of the total query operations. Complex queries often involve multiple tables
in which joins are of great concern. During the entire query execution, joins
cost the most. Online aggregation was first proposed for a single table, then
Hass extended this work on multiple tables. He proposed ripple join [12,13]
which was designed based on nested-loop join and hash join, aimed to obtain
an estimate result as soon as possible for the premise of accuracy. The main
idea is to continuously draw samples from each table, iteratively join till the
confidence interval is accurate enough. It overcomes the non-uniform distribution
of samples in traditional join query of two uniform random samples. Ripple join
performs badly when memory overflows. On this basis, [14] raised parallel hash
ripple join algorithm, it extended ripple join via simultaneously sampling and
simultaneously executing the merge-sort join on multiple tables. It maintains
good performances when memory overflows. There are also some improved join
algorithms based on the traditional database join algorithm [15-18]. All the
above algorithm is based on ripple join which is still expensive and assumes
data is stored randomly or use some technology to generate a stream of random
samples, this is contrary to query optimization algorithms such as sorting and
indexing. Ripple join is uniform, however, not independent. To solve the problem,
[19] proposed a new algorithm—wander join. Wander join converts join algorithm
into random walks over the join graph where a node represents a tuple and an
edge between them if they can join, thus does not have to make any assumptions
about data. Wander join has improved a lot efficiency in comparison with ripple
join both in memory and memory overflows. But wander join is not uniform.

Maybe you have found that the above works are all for a single query, when
a series of queries arrives, something can be shared. Wu et al organizes multiple
queries in a DAG(Dynamic Acyclic Graph) to discover the intersection between
multiple query results [4], taking advantage of the intermediate results to get
higher efficiency. [20] uses “sample buffer” in the first level to store sampling
results for sharing and save partial statistics calculation in the seconde level
to reduce the computational cost. Sharing reduces the repetitive sampling or
calculation process, but needs extra space to store intermediate results. Anyway,
it gives us space for tade-offs.
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3 Estimation Methods

With high-quality samples in hand, the question now is how to estimate the ture
query result from the samples. In other words, we have to give a set of standards
that measure the accuracy of the estimation. Aggregation queries can be divided
into two categories: one category contains SUM/COUNT/AVG/VARIANCE
which measure some aspects of the overall data, the other contains MAX/MIN
which reflect the endpoints of the data set distribution or the characteristics of
extreme values. There are few studies on the latter, so we mainly discuss the
former category of aggregate functions.

3.1 Closed-Form Estimation

Closed-form estimation ensures the result falls into the confidence interval with a
certain probability. The confidence interval refers to a possible range of the final
result. Let s be the number of samples, Y, be the aggregate result on the sample,
1 be the true result. The confidence p is determined in advance (95% is usually
considered a reasonable value), our goal is to calculate 5 to produce confidence
interval [Ys — g5, Vs + €5]. Hellers divides confidence interval into two categories:
conservative confidence interval and large-sample confidence interval [1].

Conservative confidence interval calculation is based on Hoffing inequality, it
promises the probability that p falls into [V — &5, Ys + 4] is greater or equal to
p(p is defined in advance). Hoffing inequality is as follows:

P{Y, — p| < 5} > 1 — 2¢ 2N (1)

Set the right side of the inequality to p, we can get 5. Conservative confidence
interval can be applied when s 1, it is usually too loose to achieve the required
accuracy, therefore is not often used in online aggregation.

Large-sample confidence interval calculation uses central limit theory, it guar-
antees the probability of u falling into [Ys — €4, Ys + €] is equal to p. Taking
s samples from any population whose mean is y and variance is 62, when n is
sufficiently large, the mean of the sample follows a normal distribution whose
mean is p and variance is 62\ n, i.e Yy ~ N(u,?), note 62, u is the variance and
mean of the original data. Since the variance of the original data is unknown,
we use sample’s variance instead, T 2(v) = Y7, (v(i) — Y;)?/s. Thus,

Vs(Ys — ) EsV/S £sV/s
~20(—7m—
o S nle M mr )

set the equality to 1 and we can get €,. When the number of samples is large
enough, samples follow a normal distribution and calculate the confidence inter-
val according to the Central Limit Theory. Large-sample confidence interval gives
a tighter interval than the conservative confidence interval and does not require
original data follow any distribution. It is often used in online aggregation.

P{Ys — pl <es} = P{| )—1 (2
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3.2 Bootstrap Estimation

When sample size is really small, the above estimation method does not work
because it gives a very loose confidence interval. Bootstrap [21] “resamples”
on sample and therefore its accuracy is not affected by sample size. There are
three widely-used bootstrap methods: the standard bootstrap; the percentile
bootstrap; the t-percentile bootstrap [21];

Standard Bootstrap. Standard bootstrap first takes a random and indepen-
dent sample of size s from the original data D, denoted as x1, zs, x3, ..., 5. Then
take B “resamples” of size s from the sample with replacement. We can get
a result on each resample, which is an estimation of the true result running.
The estimation result distribution is the same as the exact result. Let  be the
estimation of x, T(;) be the estimation based on the i — th resample, then:

(), Var(2 Z{w 0 — 7} (3)

uMm

Var(z) is the variance of the resample. Thus the (1 — a)% confidence interval
of the ture result is:

[T — p1—a/2Var(x), 4 pr1—a/2Var(z)] (4)

Percentile Bootstrap. The a/2 th quantile and (1 — «/2)th quantile of boot-
strap empirical distribution are the upper and loer bounds of statistical confi-
dence interval with (1 — «) confidence. Percentile bootstrap uses this principle
to sort the B resamples by Z, the sorted = denoted as x* is also called order
statistics. The ture result lies in the confidence interval:

[5*%3@?(17%)3)] (5)

Percentile gives a tighter confidence interval than the standard bootstrap.

t-Percentile Bootstrap. t-Percentile bootstrap is based on percentile boot-

strap, it computes ¢ statistics for each resample: t(;) = \;Li We get the order
Var(zx)

statistics by sorting ¢(;). When the significance level amounts to a, the /2 th

quantile and (1 — «/2)th quantile is t( B) and t((1 atpha ) respectively. The
2

true result falls into confidence interval with probability 1 — a:

[T —t{apy * VVar(z), T —t(q_ayp) */Var(z)] (6)

t-percentile bootstrap gives a tighter confidence interval than the percentile boot-
strap.
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4 OA in Distributed Environment

MapReduce is a popular cluster-based framework for parallel computing of large-
scale datasets. It is first developed by Google in 2003 [22], and the correspond-
ing Google Distributed File System (GFS) is published in 2004 [23]. Google has
widely applied it to many large-scale data processing problems [2]. It is natural
to think of applying it to online aggregation to improve performance. However,
there are many challenges to adapt online aggregation to MapReduce. MapRe-
duce cares about shortening the total execution time rather than providing inter-
mediate estimation result before the computation is completed. By taking into
account their various design decisions, we have selected a collection of represen-
tative academic online aggregation systems in order to exemplify and crystallize
the implementations of different strategies, their strengths, limitations, and some
suggested improvements.

— HOP [24,25] modifies MapReduce architecture to support pipeline interme-
diate data between operators. The architecture of HOP is shown as Fig. 2, job
Jo depends on job J;’s output. It allows pipelining within a job and pipelining
between jobs. Each mapper stores its output in an in-memory buffer, when
the buffer grows to a threshold size «, it will be sent to a reducer. Also,
the reducer can apply the reduce function to the currently received data.
HOP does build a good framework for interactive queries on MapReduce, but
there are still many limitations. First, HOP makes a sequential reading to
get a sample because it assumes data is randomly distributed, but this is not
true in most cases. Besides that it only provides query progress other than
any guarantee of accuracy. User cannot judge whether the accuracy meets the

Job J1 Job J2
4 N N\
buffer buffer
— Map snapshot Map snapshot
— —
_J  Map Reduce Map Reduce
— Ma Ma
D snapshot D snapshot
—b
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Fig. 2. Architecture of HOP
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demand according to the query process. Therefore, [26] thinks it is a partial
aggregation system rather than an online aggregation system.

OA on Hyracks [27] solve the problem of the missing estimation methods
in HOP. The proposed system works well both in the case where the data in
fully randomly stored and the case data skew. The reason why it can apply
to both cases is that it uses a Bayesian framework to produce estimates and
confidence bounds. The system organizes data into a single queue of blocks.
It takes a snapshot for each block when the system starts statistical analysis.
A snapshot includes state, aggregatevalue if the block is done, I Paddress
of the mapper, scheduletime and processingtime. The system divides the
data into “observed” data denoted as X and “unobserved” data denoted as
©. They infer the distribution P(©|X) using Bayesian framework. P(©|X) is
the posterior distribution for ©. Previous studies only focuses on the sample
itself and estimates the final result by the sample, this work takes in head
in making a prediction for the aggregate results of the “unobserved” data
and refining the result as the increase of “observed” data, making a trade-off
between the accuracy and efficiency.

OATS [20] is built on HOP and focuses on the sharing issue of multiple
queries. The system organizes the data blocks according to content, i.e data
in the same block is continuous within a certain range while the block size
can be different. Given a set of continuous queries, the system first groups the
map tasks of those queries which process the same block and have identical
predicates into a map task. Secondly it collects samples by one-pass disk
scan and builds a sample buffer in the main memory so that samples can be
shared. In addition to having the same predicates, when the aggregate type
of the queries is also identical, the computation can be shared by reusing the
intermediate result and perform incremental calculation on the new-coming
blocks.

G-OLA [28] focuses on non-monotonic queries, i.e whose result cannot be
updated by only looking at the new input tuples. It first randomly partitions
the dataset into multiple mini batches of uniform size, and process through
the data by taking a single mini-batch at a time. It partitions the interme-
diate output into the deterministic and the uncertain sets, when dealing
with a new mini-batch, it runs a delta update on the uncertain sets and the

Table 1. Online aggregation in distributed system

System | Platform | Sample method Data skew | Multi-table | Continuous queries
HOP Hadoop |Sequencial reading | No No Yes
G-OLA |FluoDB |Uniform sampling |No Yes Yes
COLA |Hadoop |Bootstrap Yes Yes Yes
OATS HOP Bootstrap Yes Yes Yes
PF-OLA Hadoop |Parallel sampling | Yes Yes Yes
HOLA |Hadoop |BlockSample Yes No Yes
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new-coming mini-batch. This is an incremental calculation process and has
prospects in real-time processing.

There are many other work that considers Online Aggregation in the context
of MapReduce [10,26,29-33]. Although much technical progress has been made
in academic, we are yet to see its impact on practical industrial production
(Table1).

5 Summary and Future Work

Online aggregation has been studied for more than twenty years, howerver, it
is still in the academic research stage. There are many reasons why it cannot
be applied in industry. First sampling is not an easy thing. Data from various
industries have different structures. Each organization has its own way of storing
and managing data. It is difficult to find a common sampling method for these
heterogeneous data. In addition, academic researches often implement online
aggregation by changing the database kernel. This is too expensive because it
may change the way users manage data and the data interface that connects
to the upper application may also be affected. We're happy to see Y Park et
al build a universe approximate query processing system called VerdictDB [7],
it serves as a middleware and does not have to modify the backend database,
greatly speeding up the query process.

Reviewing the development of online aggregation over 20 years, it still needs
future research in the following aspects:

— Proper sampling methods. The variance and bias of sample has a great
influence on the final estimation. We can sample without bias by random
sampling, but the variance cannot be avoided. In order to meet these require-
ments, the cost of sampling will not be very low. Some researchers try to
share a sample with multiple queries. In fact, shared sampling has serious
side effects. How to make a better trade-off is a matter worth considering.

— Aggregate query on extreme values. A lot of achievements have been
made in online aggregation, but most of the research focuses on the aggre-
gate function such as Count, Sum, Average and Stdev. The other two most
common aggregate functions, Max and Min, are rarely studied. Max and Min
reflect the endpoints of the data distribution.

— Real-time query processing. Since online aggregation is a sample-based
technology, data needs to be pre-processed or sampling should be done in
advance in order to reduce query processing time. This is in contrast to the
requirement for real-time processing. So how to perform incremental online
aggregation with the increase of real-time data is an issue.

— Applicable to emerging platforms. With the emergence of various big
data processing platforms, each organization uses a specific data processing
platform due to many factors. Online aggregation is an attractive technology,
however, developers are put off by the extra overhead which is brought by
migrating to a new platform or adding new features to the existing platform.
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Abstract. In the past decade, Peer-to-Peer (P2P) Systems achieved great suc-
cesses. Its fascinating characteristics, such as decentralized control, self-
governance, fault tolerance and load balancing, make it the default infrastructure
for file sharing applications. Today, P2P system is one of the largest Internet
bandwidth consumers. In order to relieve the burden on Internet backbone and
improve the user access experience, efficient caching strategies should be
applied. In this paper, we propose a novel collaborative caching in P2P
streaming systems. This strategy first calculates the factor of each cached file
through their caching value, and then replaces the file with the lowest factor. The
simulation experiments show that our strategy has higher cache hits and lower
system load.

Keywords: P2P - Streaming - Caching

1 Introduction

The Internet has been tremendous growth in the last ten years. According to the report
of eMarketer [1], more than 50% of the world’s population will use the internet
regularly in 2019. In the reference [14], Cisco forecasts that global IP traffic will reach
1.1 ZB (zettabyte: 1000 exabytes) per year in 2016 and will exceed 2.3 ZB by 2021.
The explosion was mainly due to popular distributed applications such as P2P file
sharing, distributed computing, Internet phone service, Internet streaming and online
social networks. Among all these applications, Internet streaming and P2P file sharing
systems are the killing applications which occupy the largest percentage of Internet
traffic. Similar to P2P file sharing systems, Internet streaming applications also carry
video traffic but have more stringent time constraints for data delivery. Viewers will
experience severe watching disruption if data chunks cannot be received before the
deadline. Consequently, they demand higher Internet bandwidth.

Nowadays, there are many commercial P2P streaming applications, such as PPTV
[2], IQIY [3], UUSee [12], SopCast [13] and etc. They achieved great successes and
each of them has millions of registered users. The practices of these systems proved
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that P2P is an effective solution to delivery video contents to millions of simultaneous
viewers across the world in real time. P2P streaming applications are still in their infant
era. The biggest problem is how to reduce the network overhead of these P2P
streaming systems. For distributed applications, caching is an effective mechanism to
reduce the amount of data transmission on the Internet backbone and improve user
access experience. In P2P streaming systems, the client will cache the downloaded files
to a local folder. These cached files can be used as data sources downloaded by other
peers, which can improve system efficiency and reduce network overhead. However,
the caching space is limited. Therefore, P2P streaming systems need to replace some of
the content when the caching is full. In order to design efficient caching scheme in P2P
streaming systems, we measure some existing P2P streaming systems firstly, such as
PPTV and iQIY. The experimental results show that the two measured P2P streaming
systems in China all use the interval cache which only caches a part of the adjacent
contents. This strategy has a lower caching hit ratio when a peer interacts with other
peers. In this paper, we propose a collaborative caching. This strategy first calculates
the factor of each cached file through their chunk value that is the minimum unit of the
video data requested by peers, and then replaces the file with the lowest factor. We will
discuss the chunk value in detail in the following sections. Our main goal is to keep
those hard-won files because they will bring the greatest benefits to the system.

The rest of the paper is organized as follows. In Sect. 2, we first briefly describe the
caching of P2P streaming applications, and then present related works in recent years.
In Sect. 3, we introduce our caching strategy, including file caching value and
replacement algorithm. In Sect. 4, We discuss the experiments we conducted and
analyze the results. Finally, in Sect. 5, we present our conclusion and the future works.

2 Related Works

Most commercial P2P streaming applications, such as PPTV, IQIY, UUSee and
SopCast, and etc., use mesh-based P2P infrastructure. In these systems, all the viewers
of a channel form an overlay network. The content of each channel is divided into
multiple sub-streams and further divided into chunks. A small number of dedicated
video servers are deployed for initialization of video broadcasting. Users who are
interested in a video stream often have broadband connections which are high enough
for them to act as relay points and forward the video clips to other users. Peers serve
each other by exchanging chunks of data periodically.

To relieve the burden imposed by P2P traffic, design and implement an effective
caching infrastructure in P2P systems attracted great interests from both industry and
academia [4, 5, 15]. However, it is difficult due to the unique features such as self-
governing, and dynamic membership, large number of peers, and even larger amount of
shared files in P2P applications.

Huang et al. study the unique issue of caching fairness in edge environment in
reference [6]. Due to distinct ownership of peer devices, caching load balance is
critical. They consider fairness metrics and formulate an integer linear programming
problem. They develop a distributed algorithm where devices exchange data reacha-
bility and identify popular candidates as caching peers. Their experiments show that
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their algorithms significantly improve data caching fairness while keeping the con-
tention induced latency similar to the best existing algorithms. However, They only
consider a constant number of data chunks. When the number of chunks increases, their
algorithm might become inefficient. In [11], Hefeeda et al. proposed similar idea by
deploying caches at or near the border of the ASs (autonomous systems), pCache will
intercept P2P traffics go through the AS, and try to cache the most popular contents.
The cache size is relatively small, and the objects in P2P applications are very big, so
the effectiveness of this approach is doubtable. Furthermore, pCache itself became a
bottleneck and a single point of failure which affect its efficiency.

SECC [7] introduces a novel index structure called Signature Augment Tree
(SAT) to implement collaborative caching. Simulation results show that SECC
schemes significantly outperform other collaborative caching methods which are based
on existing spatial caching schemes in a number of metrics, including traffic volume,
query latency and power consumption. However SECC is only suitable for mobile P2P
networks. In PECAN [8], each peer adjusts its cache capacity adaptively to meet the
server’s upload bandwidth constraint and achieve the fairness. Dai et al. [9] have
developed a theoretical framework to analyze representative cache resource allocation
schemes within the design space of collaborative caching, with a particular focus on
minimizing costly inter-ISP traffic. Their researches not only help themselves and other
researchers understand the traffic characteristics of existing P2P systems in light of
realistic elements, but also offer fundamental insights into designing collaborative ISP
caching mechanisms.

3 Caching Algorithm

In our paper, we will propose a novel caching replacement algorithm which will use
chunk value to optimize system performance. If the caching space is full, one or several
cached files have to be evicted from the current cache to make room for the coming file.
Here, cache replacement algorithms make the decision which files should be replaced.

3.1 Chunk Value

We define the chunk value to provide reference for cache replacement. If a chunk is
never requested, it will be of no value and is not necessary to be kept in the caching
space. In this paper, we propose a concept called chunk value (CV). If a chunk with
higher CV, we keep it longer in the cache because the other peers may be more need to
download it. However, to accurately answer which chunk is more valuable is very
difficult in a distributed environment as well. In P2P networks, if a chunk is very
popular (that is many peers own it), a peer can quickly gain it from nearby peers. On
the contrary, if a chunk is unpopular, it is difficult that a peer gets it, perhaps to pass
through great distances because only few peers own it. By some inspiration, we use the
communication delay as a chunk’s CV. The higher the communication delay, the
higher the value of the file being accessed. Our basic point is if a file is access by a lot
of remote peers, then can be considered it is useful. A chunk ¢’s CV Vc at time ¢ in
Eq. 1 is refined to
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Velt+1) = Ve 403, dile) (1)

where, 0 < u, n < 1, u + n = 1. The larger the value of u, the more important history
requested information on the chunk C. On the contrary, the larger the value of #, the
more important recent requested information on the chunk C. The value dic) is the
delay of the i-th request for chunk C in the period #. If a chunk has more requests or the
delay of its request is high, then it will have a higher CV value. The value of the data
block is calculated separately by each node, which can be used as an important ref-
erence factors in cache replacement mechanism.

3.2 Replacement Algorithm

In P2P streaming systems, a big movie file is converted into many small blocks with
sequence number. The client downloads the current blocks based on their sequence
number from dedicated server and other peers when the program is playing. The
adjacent blocks are stored in a file whose size is 20 M in PPTV, and then the file is
putted into the cache. If the cache is full, the system will evict a file from the cache for
the new coming file. As for iQIY, it caches its downloading data into a big file whose
structure is more complex than PPTV. We understand its structure after a lot of analysis
and write a shell to obtain caching information from it just like PPTV. The value of a
cached file f is defined as follows

1
V=D Veso ) @

where T is the length of f’s caching time, and 1/n represents the average value of the
sum. The smallest unit of # can be adjusted according to the application. We use 5 s in
the experiment, that is, the value of a chunk is calculated once every 5 s. In our
strategy, the system calculates V,for each fin the cache, and evicts the file f with the
lowest V; when the cache is full. The detail of our cache replacement algorithm is
depicted as Algorithm 1.

Algorithm 1
where playing program do
convert the download blocks into file f,,,
if f..y should be putted into the cache then
if the cache is full then
calculate each cached file f’s V;
evict the cached file f with the lowest V;
end if
put f,.y into the cache
end if
end where
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4 Evaluation

In this section, we first simply introduce our experiment methodology, and then we
analyze the efficiency of our strategy.

4.1 Experiment Methodology

To save time and increase efficiency, we use PeerSim [10] as the simulation-driven
kernel. PeerSim has been designed to cope with P2P networks. It can support simu-
lations on a very dynamic environment. It has great scalability and can support
thousands of peers. In our experiments, we implement P2P streaming protocol in
Peersim. Although we can use Peersim to simulate our strategy, the close-source P2P
streaming applications cannot be simulated because we do not know their mechanism.
We develop a program to collect the caching data of PPTV and IQIY to estimate their
caching strategies for the comparative analysis. Our method is to observe the change of
the cache, and record this change. To obtain the request time of the cached files, we use
Wireshark to measure the communicating packets. We can judge which files are
downloaded by other peers through observing the sequence number in packets.

4.2 Cache Hits

In order to evaluate the cache efficiency for requesting files, we define cache hits of a
peer as the number of downloading files from this peer by other peers. In P2P
streaming system, a peer actually accesses their cached data when it downloads data
from another peers. Obviously, the higher the cache hits, the better cache utilization an
algorithm can achieve. We run PPTV and iQIY 24 h, and use Wireshark to collect their
communicating data. After cleaning and analyzing the collected data, we can obtain the
cache hits of PPTV and iQIY. As for our strategy, we can get similar information from
the simulated experiment.

Figure 1 depicts the cache hits in one peer for three strategies, where the y-axis
shows the cumulative number of caching hits. Our strategy (Proposal) has the best
performance, in that the cached files totally have been accessed 732 times within 24 h.
The two real systems have similar performance, and the total number of requesting
cached files does not exceed 500. However, the amount of access to a peer in the
network is very large. This is to show that, for a node, most of the data is obtained from
other peers and less data is provided to others. Form the figure, we can that there is less
access in the middle of the night. Therefore, the curve of cache hits is flat between 10
and 16. Based on our measurement data, we can estimate that these P2P applications
have low cache utilization. Our strategy has not such rule because the data requests are
random in the simulation experiment.

4.3 System Load

In order to understand the caching strategy of P2P streaming systems, we design an
experiment to measure the replacement strategy of the caching. In this experiment, we
set PPTV cache size to 1024 M, and collect the residence time of video files in PPTV
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Fig. 1. The cache hits of three strategies in 24 h

cache directory. As for iQIY, its cache size is set to 1024 M as well, and the keep time
of video files is obtained from its cache file. Based on the collected data, we estimate
the caching replacement strategies of PPTV and iQIY, the results are shown in Figs. 2.
To clearly describe the results, we only choose the popular channels to present, the
unpopular channels have similar performance. The original X-axis is the number of the
sorted video files. Since the length of each channel is different, we normalize them to
0-100, and used it to express the entire contents of the channels. The Y-axis is the
residence time of the corresponding part of channels. For both applications, the
preservation time of video files has the tooth-like curve. This strategy seems to be the
interval cache which only caches a part of the adjacent contents. From the discussion
about peer collaboration in the previous section, we can find that this caching strategy
in PPTV and iQIY is not very good. Therefore, it is urgent that P2P streaming
applications need new caching strategy to improve performance.
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For the real P2P streaming systems, we cannot get the system load of their net-
works. We use simulation experiments to analyze it for PPTV and iQIY in this paper.
According to the previous measurement experiment, we can roughly estimate that
PPTV and iQIY use alternate caching mechanism (interval cache) to replace the cached
data. For simplicity, we consider that the real P2P streaming systems use interval cache
as their caching strategies. To analyze our strategy compared to the existing applica-
tions, we use Peersim to simulate the system with interval cache. In the simulation
experiments, we set two nodes as dedicated servers, and collect the communication
traffic among peers under different the network sizes. As for our simulations, there are
no dedicated servers. As can be seen from Fig. 3, our strategy can reduce the traffic
load of the dedicated server compared to the systems with interval cache, where the
traffic messages is collected in one simulation cycle. The proposed algorithm can
reduce about 38% of the traffic when the network size is 5000 peers.
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Fig. 3. System load for different strategies

5 Evaluation

Caching techniques are widely used to boost the performance in large-scale distributed
applications. However, as one of the most bandwidth consuming applications on the
Internet, not enough efforts have been conducted on P2P caching. In this paper, we
propose novel and effective cache replacement algorithms for P2P streaming systems.
We use the chunk value as the factor to keep more valuable cached files for relieving
network load and improving system performance. The simulation experiments show
that our strategy has higher cache hits and lower system load. In the future, we plan to
apply our algorithm on other P2P based application such as online streaming services.
Moreover, in order to obtain more realistic results, we are working to carry out the
simulation based trace-driven.
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Abstract. The rules engine has been widely used in industry and academia,
because it can separate the rules from the execution logic and incorporate the
features of expert knowledge. With the advent of big data era, the amount of
data has grown at an unprecedented rate. However, traditional rule engines
based on PCs or servers are hard to handle streaming big data owing to limi-
tation of hardware performance. The structured streaming computing framework
can provide new solutions for these challenges. In this paper, we design a
distributed rule engine based on Kaftka and Structured Streaming (KSSRE), and
propose a rule-fact matching strategy using the Spark SQL engine to support a
large number of event stream inferences. KSSRE uses DataFrame to store data
and inherits the load balancing, scalability and fault-tolerance mechanisms of
Spark2.x. In addition, in order to remove the possible repetitive rules and
optimize the matching process, we use the ternary grid model [1] for repre-
senting rules and design a scheduling model to improve the memory sharing in
the matching process. The evaluation shows that KSSRE has a better perfor-
mance, scalability and fault tolerance based on DBLP data sets.

Keywords: Rule engine + Spark2.x - Event stream

1 Introduction

The rules engine simulates the decision process of a human expert and handles events
and triggers corresponding actions based on prior knowledge in the pre-set rule base.
Because the rules engine separates the rules from the execution logic, and the interface
with expert experience is friendly, it has been successfully applied in insurance and
insurance claims, bank credit and many other areas. With the development of infor-
mation technology, big data has become one of the main themes of the information age.
For example, Mobike, which is based on the Internet of Things (IoT), officially
announces that the average amount of data generated per minute is close to 1G. How to
perform multi-dimensional analysis and processing of a large number of data streams in
real time and accurately will be a serious challenge for the rule engine to adapt to
development.

In order to solve the above problems, many researchers have designed a distributed
rule engine based on big data processing frameworks such as Hadoop and Spark to
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improve the matching efficiency. However, these solutions also have their own
imperfections. Referring to these scenarios, based on the Kafka and Structured
Streaming computing framework, we designed and implemented a distributed rules
engine (KSSRE) to support a large number of event flow inference. The purpose is to
improve the matching efficiency of the rules engine and achieve better load balancing
and fault tolerance. Using the Kafka clustering feature to decouple the event flow, a
relatively efficient rule-fact matching strategy is designed and implemented on the
Spark SQL engine. At the same time, in order to improve the calculation rate, use
DataFrame/DataSet which is better than RDD in both time and space to store data. In
order to remove the possible repetitive rules and optimize the matching process, we
improved the ternary grid model for representing rules, and designed a scheduling
model to improve the memory sharing in the matching process. In addition, because
KSSRE is based on Structured Streaming, it inherits the load balancing, scalability, and
fault-tolerance mechanisms of Spark 2.x.

The rest of the paper is organized as follows. Section 2 provides some background
information and explains related work. Section 3 elaborates on the design and
implementation of KSSRE. In Sect. 4, we use the DBLP data set to conduct an
experimental analysis of the KSSRE. Section 5 concludes the paper and discusses
future work.

2 Background and Related Work

2.1 Rule Engine

The rule engine usually consists of three parts, namely rule base, fact collection, and
inference engine. The fact is that there is a multiple relationship between objects and
their attributes. Rules are inferential sentences that consist of conditions and conclu-
sions. When facts meet the conditions, the corresponding conclusions are activated.
The general form of the rule is as follows:

Rule 1: /* Rule Name*/
Attributes /* Rule-Attributes*/
LHS /* conditions*/ => RHS /* actions*/

The LHS is a condition and consists of several conditions. It is a generalized form
of known facts and a fact that it has not been instantiated. The RHS is a conclusion and
consists of several actions.

2.2 Apache Kafka and Structured Streaming

Apache Kafka [2] is a distributed streaming platform, which consists of Producer,
Kafka cluster and consumer. Producer publishes the message to the specified topic
according to the set policy. After receiving the message from the Producer, the Kafka
cluster stores it on the hard disk. The Consumer pulls the data from the Kafka cluster
and uses the offset to record the location of the consumption. Kafka guarantees high
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processing speed while guaranteeing low latency and zero loss in data processing. Even
with terabytes of data, it can guarantee stable performance.

Structured Streaming [3] is a real-time computational framework for Spark 2.x. It
uses DataFrame to abstract data. DataFrame is a collection of Row objects (each Row
object represents a row of records) and contains detailed structural information (pat-
terns). Spark clearly knows the structure and boundaries of the dataset, so that it is easy
to implement the exactly-once of the data at the framework level. In particular,
Structured Streaming re-uses its Catalyst engine to optimize SQL operations, which
improves computational efficiency.

2.3 Related Work

With the rise of big data and the IoT, some researchers based on the Hadoop framework
to decompose the rules and map the matching tasks into the Map and Reduce processes
in the cluster and obtain the matching results [4, 5]. Zhou and other researchers use the
message passing model to transform the matching process of rules into messages
between processes, and implement parallel and distributed reasoning [6]. Researchers
such as Chen and others used Spark 1.x’s stream data calculation framework to map
rules and facts to Dstream operations for event stream processing [7]. Researchers such
as Zhang and others used Spark’s process and relational API to map the matching
process of rules and facts to the operation of an enhanced RDD, which is DataFrame,
and achieved parallel distribution rule matching [8]. Referring to these scenarios, we
have designed and implemented a distributed rule engine based on Kafka and Struc-
tured Streaming for reasoning on a large number of event streams.

3 Implementation and Optimization of the KSSRE

3.1 Overall Design

The overall design of the KSSRE is shown in Fig. 1 and consists of three parts.
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Fig. 1. KSSRE architecture
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Producer is the source of real-time data generation. The Kafka cluster receives real-
time events from Producer, which decouples these real-time data and performs pre-
processing. The Spark cluster pulls data from the Kafka cluster and processes it to
generate inference results.

3.2 Inference Process

KSSRE decoupled and preprocess event flows through Kafka clusters. Based on the
Structured Streaming real-time computing framework, we use DataFrame/DataSet
which is better than RDD in both time and space to store data. We designed and
implemented an effective rule-fact matching strategy, converting the rules to SQL
operations and using the Catalyst engine to optimize the SQL operations, ultimately
achieving inference.

As shown in Fig. 2, KSSRE divides the inference process into four stages of
“Hash-Filter-Trigger-Select”, and implements inference by periodically cycling
through four stages.

Inference Process

— Event Stream

Insert Update Drop

Fig. 2. Inference process.

e The first layer is the Kafka data preprocessing layer that implements asynchronous
processing of data producers and consumers.

e The second layer is the Structured Streaming data filter layer, which implements the
matching of the LHS part of the rules and the facts.

e The third layer is the rule preprocessing layer, which implements conversion query
and conflict resolution from rules to SQL statements.

e The fourth layer is the SQL execution layer, which executes all SQL statements in
Agenda and produces a Result Table.

3.3 Optimization

In the actual experiment, the efficiency of the above algorithm is low. There are two
main reasons for this: First, there may be duplication of rules in the rule base. In
addition, in the Filter stage, all rules need to be filtered in turn, and for rules that have
mutually exclusive conditions, there will be a lot of redundancy. Second, the use
frequencies of conditions in the LHS part of the rules are different. The degree of
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memory sharing corresponding to different execution orders has a great influence on
the matching efficiency. For these two reasons, we directionally optimize the algorithm.

On the one hand, the rules are handled in advance. As shown in Fig. 3, we have
designed a new rule storage style from the ternary grid [1]:

Queue
| Ry | Status Poigter

Mutex queue

Fig. 3. The representation of a rule.

Fy

R; stands for the rule and i is the rule ID. F;; indicates the conditions contained in
the rule. Status uses “—1/1/0/=2/2” to indicate the current status of the rule. “0”
indicates unused, “/” indicates that Fj; is a sub-condition in the LHS part of the rule R;.
“=1” indicates that F;; is a negative form of the sub-condition with the number j. “2”
indicates that F; is a sub-statement in the RHS part of the rule R;. “~2” indicates that F;
is a negative form of the sub-sequence number j. The Queue Pointer is a pointer to a
rule ID queue in which there is an exclusive sub-condition with the rule R;. The ternary
grid is mainly to convert rules into rule matrices to eliminate duplicate rules and
meaningless rules. The improved model not only pre-processes the rules, but also
reduces the number of rules and facts in the matching process through the Mutex
Queue.

Algorithm 1 The Inference Engine Algorithm
Input: Event Stream
Output: DataSet
1: function PRETREATMENT(Ry, Ry, ...R,,)
2 Listhelengthof all facts
3 F[1)[L) « Ry,.LHS.split
4 F[2|[L] « Ry.LHS.split

F{n)[L) R Ry LHS.split

7. fori+ 1tondo

5: for j « (i +1) to (n—1) do

9 if F[i](L) and F[j][L] are mutually inverse then
10: Ri.Mutezqueue « Ri.Mutexqueue.append(R;)

1n: Rj.Mutexqueue « R;.Mutexqueue.append(R;)
12: end if

13: end for

14:  end for

15: end function

17: procedure INFERENCE(DataSet, Rules)
18: rules < Rules.sort By(priority)

19: for i + 1 to rules.length do

20: if DataSet. filter(rules|i]) is not null then
21: rules « rules.drop(rules[i].inverse)

22 ConflictSet « rules[i]

23: end if

24: end for

25: Agenda « ConflictSet.sort By(priority)
2:  for j « 1 to Agenda.length do

o7 DataSet.Select(Agendalj])

28: end for

29: end procedure

The second is that for the problem that the rule LHS partial use frequency influ-
ences efficiency differently, we can directly set the priority of the rule through the
conditional use frequency. But this is a simple optimization method in the ideal case
where the LHS part of the rule contains only one condition. To this end, we have
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established a scheduling model. Trigger the execution sequence by changing the rules
to maximize the reuse of existing matching results. The scheduling model of the rule is:

1

32y (Cit Cutn) (1)

R, =

Among them, C; is the frequency of use of each condition. n is the number of

conditions contained in the LHS. C,, is the most frequently used condition of all LHS

conditions. 1/3 indicates that these three factors each occupy the weight of the

scheduling model. R, reflects the frequency of use of the LHS part of rule i in the rule

base. Finally, we optimize the Filter process based on the scheduling model. The
pseudo code of the optimization algorithm is shown in Algorithm 1.

4 Experiments

In this section, we refer to the OpenRuleBench [9] and use the DBLP [10] (Digital
Bibliography & Library Project) data set to perform an experimental analysis of the
KSSRE in terms of both performance and scalability. DBLP is an English literature
database in the field of computers. As of January 1, 2018, more than 6.6 million papers
and more than 2.1 million scholars were included. The rules use the four parts of the
DBLP filter, negative filter, and join operations to generate a total of 20 valid rules.

Query (1d, T, A, Y, M):
- att (1d, title, T), - att (Id, year, Y)
-att (Id, author, A), -att (Id, month, M)

The experiment was based on three servers. The CPU of each server is Inter E3-
1231*8 and the memory is 8 G. The servers were interconnected via Gigabit Ethernet
and the operating system was Centos 7.2. Each server runs three virtual machines
totaling nine nodes. In addition, considering that 90% of the time in the production
system is used for matching [11], we use match time as an indicator of performance
testing.

4.1 Performance Testing

Performance testing is mainly to compare KSSRE with Drools [12]. Deploying KSSRE
on 3 virtual machines on 1 server is compared with Drools 6.5 deployed on another
server.

As shown in Fig. 4, Drools has better processing performance than KSSRE when
the number of facts is less than 1 million. Drools and KSSRE has similar performance
when the amount of data increases to 1 million. When the amount of data increased to 2
million, KSSRE began to provide slightly better performance. When the number of
facts continues to increase to 5 million, Drools cannot handle it and KSSRE finishes
processing in about 80 s. Although we can make Drools continue to work with large
amount of data in a way that improves hardware performance, it is clear that Drools’
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memory model is less flexible in terms of garbage collection, which makes it impos-
sible to handle large data sets.
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Fig. 4. Performance testing.

4.2 Extensibility Test

Extensibility testing extends the Spark cluster within the same facts, rules, and time
intervals to change the number of cluster nodes and record the processing time.

As shown in Fig. 5, matching times for different scales of facts are shown. It is
obvious that the matching time decreases as the number of nodes increases. With the
same order of magnitude of the fact, the matching time decreases as the number of
cluster nodes increases. And on a larger scale of fact, the effect is even more pro-
nounced. Therefore, we can improve the matching efficiency by simply scaling the
cluster. In addition, the graph can reflect that when the cluster increases from 3 to 5
nodes, the KSSRE matching time decreases the most. The decrease in the matching
time for the change in the number of other nodes is reduced. This is because when the
number of nodes of the cluster is 3, the data communication is the internal commu-
nication of the server, and when the number of the nodes is more than 3, the cost of the
network communication between the nodes needs to be considered.

¥ 3Nodes

= SNodes

Match Time
5 8 8

7Nodes

B SNodes

100 200 500 800
Facts Size

Fig. 5. Comparison of match time.
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5 Conclusion

Based on Kafka and Structured Streaming, we extended the general algorithm of the
inference engine and implemented a prototype system of distributed rule engine, which
is suitable for streaming big data. According to the experimental situation, the rule
storage trinomial mesh model is improved and a scheduling model is designed to
remove repetitive rules and optimize the matching process. Most importantly, KSSRE
is characterized by the reliability, scalability, and fault-tolerance of Structured
Streaming. Finally, experimental results show that KSSRE not only supports large-
scale factual data inference, but also can achieve better performance by extending the
number of cluster nodes.

In the future, we plan to improve the performance of the rules engine from the
aspects of optimizing conflict resolution strategies and improving the degree of
memory sharing during matching. Moreover, the reasoning model of the current
KSSRE is relatively simple and does not consider the time of data generation (Event-
time in the data). In addition, we also plan to write inference results to storage or
display in real time.

Acknowledgment. This work is partially supported by the National Key Research and
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