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Preface

We welcome you to the joint proceedings of the 16th International Conference on
Wired/Wireless Internet Communications (IFIP WWIC). The conference constitutes a
forum for the presentation and discussion of the latest results in the field of
wired/wireless networks and aims at providing research directions and fostering col-
laborations among the participants. In this context, the Program Committee accepts a
limited number of papers that meet the criteria of originality, presentation quality, and
topic relevance. IFIP WWIC is a single-track conference that has reached, over the past
16 years, a high-quality level, which is reflected by the paper acceptance rate as well as
the level of attendance. Following the conference tradition, there is a best paper award.

The 16th IFIP WWIC technical program addressed various aspects of
next-generation data networks, such as the design and evaluation of protocols, the
dynamics of the integration, the performance trade-offs, the need for new performance
metrics, and cross-layer interactions. Moreover, we further solicited submissions on
bio-inspired, machine-learning based, and data-driven approaches for network archi-
tecture and protocol design, and for wired/wireless system planning and optimization.
WWIC 2018 received 42 submissions from 19 countries and five different continents,
as a clear evidence of the international scope of the WWIC conferences. A highly
selective review process allowed us to include 26 accepted papers, and to realize a
high-quality technical program. The 50+ members of the Technical Program Com-
mittee rigorously checked the scientific quality and technical soundness of all the
papers, as well as their degree of innovation and the adequacy of the presentation, and
produced at least three single-blind reviews for each submission. From all research
papers submitted, and based on the quality of the presentation, and of the indications
of the reviewers, the program chairs elected the following best paper:

– “Ranged Name Retrieval: Design and Evaluation of a Flexible Data Retrieval
Approach for ICN.” Authors: Konstantinos Trichias, Lucia D’Acunto, Floris
Drijver and Bastiaan Wissingh (TNO, The Netherlands)

The current edition of the conference was organized in cooperation with Boston
University and Northeastern University: We thank these organizations for their great
support. Finally, we would like to express our gratitude to all our colleagues for
submitting papers to the WWIC scientific sessions, as well as to the members of the
WWIC Technical Program Committee and the reviewers, for their excellent work and
dedication.

July 2018 Kaushik Roy Chowdhury
Marco Di Felice
Ibrahim Matta

Bo Sheng
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RTT-Based Congestion Control
for the Internet of Things

Emilio Ancillotti, Simone Bolettieri, and Raffaele Bruno(B)

IIT-CNR, Via G. Moruzzi 1, 56124 Pisa, Italy
{e.ancillotti,s.bolettieri,r.bruno}@iit.cnr.it

Abstract. The design of scalable and reliable transport protocols for
IoT environments is still an unsolved issue. A simple stop-and-wait con-
gestion control method and a lightweight reliability mechanism are only
implemented in CoAP, an application protocol that provides standard-
ised RESTful services for IoT devices. Inspired by delay-based congestion
control algorithms that have been proposed for the TCP, in this work we
propose a rate control technique that leverages measurements of round-
trip times (RTTs) to infer network state and to determine the flow rate
that would prevent network congestion. Our key idea is that the growth
of RTT variance, coupled with thresholds on CoAP message losses, is
an effective way to detect the onset of network congestion. To validate
our approach, we conduct a comparative performance analysis with the
two loss-based congestion control methods of standard CoAP under dif-
ferent application scenarios. Results show that our solution outperforms
the alternative methods, with a significant improvement of fairness and
robustness against unacknowledged traffic.

Keywords: Internet of Things · CoAP
Delay-based congestion control · Flow pacing · Contiki OS

1 Introduction

The TCP/IP architecture has significantly evolved over the years to provide
new functionalities and efficient support for mobility, content delivery, multi-
media applications, etc. Nowadays, there is a large consensus on assuming that
one of the most important drivers for the future Internet evolution is the design
of solutions to enable access to services and information provided by billions of
smart things, i.e. resource-constrained devices with sensing and actuation capa-
bilities [1]. This network of physical objects embedded with IP-based networking
capabilities is commonly known as the Internet of Things (IoT).

IoT networks differ from traditional wired computer networks in several ways.
IoT devices are typically battery-powered and have limited computing power.

This work was supported by the SIGS project, funded by the region of Tuscany under
the FAR-FAS 2014 framework.

c© IFIP International Federation for Information Processing 2018
Published by Springer Nature Switzerland AG 2018. All Rights Reserved
K. R. Chowdhury et al. (Eds.): WWIC 2018, LNCS 10866, pp. 3–15, 2018.
https://doi.org/10.1007/978-3-030-02931-9_1
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Furthermore, IoT systems often employ low-energy communication technologies,
(e.g., IEEE 802.15.4, Bluetooth LE, etc.), which operate with smaller MTUs
and lower transmission rates compared to traditional wired links. Finally, IoT
networks have to rely on mesh communications to cope with limited communica-
tion ranges. For these reasons, many IETF working groups (e.g., 6LoWPAN [2],
ROLL [3], CoRE [4]) have been established to modify the standard TCP/IP
stack to fullfill IoT requirements, as well as to develop new protocols [5]. While
important achievements have been obtained, the design of a scalable and reliable
transport protocol for IoT deployments is still an unsolved issue.

TCP is the dominant transport layer on the Internet, which provides con-
gestion control and reliable delivery. TCP has been primarily designed to effi-
ciently deliver a large bulk of data over a long-lived connections without strict
latency requirements. On the contrary, IoT applications are characterised by dif-
ferent communication patterns as IoT devices typically send small amounts of
data either periodically or when sporadic events occur. In addition, IoT appli-
cations that implement actuation tasks may request low network delays. Lastly,
most TCP congestion control algorithms perform poorly with lossy links, and
when MAC transmission delays are similar to or longer than the retransmis-
sion timeouts. For these reasons, the Internet architecture for IoT networks only
envision the use of an unreliable transport protocol (i.e. UDP). A stop-and-
wait congestion control method and a lightweight reliability mechanism are only
implemented in CoAP, an HTTP-like web transfer protocol for constrained envi-
ronments.

CoAP uses the received ACKs to decide when transmitting a new packet. In
addition, packet loss is implicitly assumed as a network congestion indicator and
an exponential back-off is introduced between retransmissions to reduce sending
rates. Recently, CoAP extensions are proposed to provide dynamic retransmis-
sion timeout adaptation [6]. However, recent studies have investigated the pitfalls
of these techniques, such as unfairness and spurious retransmissions when offered
loads are close to congestion [7,8]. In this work, we investigate an alternative
approach for congestion control that employs measurements of round trip times
to infer network state and to determine the flow rate that would prevent network
congestion. We are inspired by some of the delay-based congestion control algo-
rithms that have been proposed for the TCP under specialised conditions (e.g.
data centres [9] or high-speed networks [10]). One of our aims is to show that
reliable RTT measurements can be obtained in constrained environments with
limited additional overheads. Differently from other similar schemes, we do not
use fixed RTT thresholds to predict the onset of congestion. Instead, we leverage
RTT variability to define a rate control scheme that aims at maintaining a low
probability of data transaction losses. Our insight is that in 6LoWPAN networks
RTT measurements are not a deterministic function of queue delays and prop-
agation times, while the growth of RTT variance is a more efficient indication
of network load increases. To prove our claims we implement the proposed rate
control algorithm in CoAP, and we conduct a comparative performance analysis
with the two loss-based congestion control methods of standard CoAP under
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different application scenarios. Results show that our solution outperforms the
alternative methods, with a significant improvement of fairness and an increase
of packet delivery ratios in presence of unacknowledged traffic.

The rest of this paper is organised as follows. Related works are discussed
in Sect. 2. The proposed RTT-based congestion control method for CoAP is
presented in Sect. 3. In Sect. 4 we introduce the simulation setup and we present
the performance evaluation results. Finally, concluding remarks are discussed in
Sect. 5.

2 Background and Related Works

The design of congestion control algorithms for reliable transport protocols in
wired and wireless networks is a deeply investigated topic. In the following, we
discuss the key design principles of congestion control solutions for TCP [11].
Then, we present a brief overview of CoAP and its congestion control mecha-
nisms.

2.1 TCP Congestion Control

The majority of existing end-to-end congestion control proposals for TCP are
based on the congestion window concept. Specifically, the congestion window is
an estimate of the maximum number of unacknowledged data packets that a
TCP flow can transmit without congesting the network. Thus, the TCP trans-
mission rate can be indirectly controlled by adjusting the congestion window
size. Typically, TCP senders update their congestion windows based on feed-
back signals they receive from the network. The most popular TCP congestion
algorithms, such as TCP NewReno and its many variants, use packet losses
as a binary congestion control signal1. However, loss-based congestion control
algorithms are reactive schemes because they reduce sending rates only when
network congestion causes a packet loss. The seminal work of TCP Vegas [12]
introduces a proactive congestion avoidance method that tries to quantify the
congestion state of the network before a congestion event occurs using round-trip
delays. Specifically, the minimal RTT value is considered a baseline indicating a
congestion-free network state. Then, the congestion window is decreased if the
delay increases. Other modern TCP variants, such as FAST TCP and Com-
pound TCP, use delay-based congestion control algorithms trying to maintain
buffer occupancy at the bottleneck queue around some predefined thresholds.
The advantage of such schemes is that they can stabilise the network around the
full utilisation. The inherent weakness of delay-based algorithms is that their
performance degrades if the delay measurements are noisy (e.g., due to delayed
ACKs and route changes). Furthermore, minimum RTT can be a bias estimate
of queuing delays in a non congested network. For these reasons, delay is typi-
cally used in hybrid congestion control schemes as a secondary congestion signal
in addition to packet loss information [10].
1 Typically, TCP packet losses are detected through the receipt of duplicate and/or

selective ACKs, or the timeout of a retransmission timer.
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2.2 CoAP

The Constrained Application Protocol (CoAP) is a web transfer protocol based
on a REST architecture with a Request/Response interaction model. Requests
and responses can be carried in non-confirmable (NON) or confirmable (CON)
messages. The latter are required to be acknowledged once received by the desti-
nation endpoint. Reliability is then implemented by detecting message losses and
retransmitting the packet (until a maximum number of attempts). Packet losses
are detected by using retransmission timeouts (RTOs): RTO is set by the sender
when a CON transaction starts; If the RTO expires before the ACK reception,
the packet is retransmitted.

In CoAP, the congestion control regulates CON transmission: packet losses
are interpreted as a congestion signal; therefore, retransmissions are spaced out
using a binary exponential back-off (BEB) policy (RTO doubled at each retrans-
mission). By default, the initial value for the RTO is randomly chosen from a
fixed interval. Furthermore, the number of parallel outstanding transmissions
towards the same destination is limited to NSTART, which is set to one in stan-
dard CoAP (i.e., no more that one notification per RTT to a client on average).

A more advanced congestion control scheme is proposed in CoCoA+ [6],
which introduces an algorithm to dynamically adjust the RTO using measured
RTTs. The key idea is to overcome the drawbacks of having a fixed RTO that
could underestimate node’s RTTs leading to unnecessary retransmissions or that
could overestimate them leading to increased transaction delays. Specifically,
CoCoA+ maintains two RTO estimators for each destination: a strong RTO
estimator (RTOs) uses RTT samples that come from transactions which did
not require a retransmission, and weak RTO estimator (RTOw) that uses RTT
samples of transactions that required less than three retransmissions. Individual
RTOx, where x ∈ {s, w}, are computed using the following formula:

RTOx = SRTTx + Kx ∗ RTTV ARx, (1)

where SRTTx and RTTV ARx denote the smoothed RTT and RTT variation
respectively, as defined in RFC 6298 [13]; Ks is set to 4, while Kw is set to 1.
Upon ACK reception, the computed RTO sample (weak or strong depending on
the nature of the last sampled RTT) is used as input for a classical exponen-
tial moving average filter to calculate the RTO for the next CON transaction
(RTOinit). A smaller Kw and a smaller weight for weak RTO estimates are used
to avoid large increments in RTOinit due to large RTTV ARw, which is affected
by the high variability of RTT measurements of retransmitted messages.

Furthermore, CoCoA+ introduces a new back-off policy where the multiplica-
tive factor, used to update the RTO, is variable and depends on the RTOinit

value. Ideally, this should avoid that with short RTOs all retransmissions are
occurring in a short interval, and that, on the contrary, with large RTOs unnec-
essary delays are introduced. Finally, CoCoA+ proposes an ageing scheme for
the RTO estimate. Specifically, if no RTT samples are collected for a sufficiently
long period of time, the RTO values should converge toward their initial value.
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3 RTT-CoAP Design

RTT-CoAP is an extended version of the standard CoAP web transfer protocol
that implements our RTT-based congestion control scheme for 6LoWPAN net-
works. Unlike classical TCP that employs a window-based congestion avoidance
method, RTT-CoAP uses a rate-based algorithm that directly controls the pac-
ing rate of packet transmissions to reduce traffic burstiness and data losses. As
discussed in Sect. 1, we are inspired by recent delay-based congestion control pro-
tocols that rely on delay measurements for inferring network congestion [9,14].
The typical pitfalls of most delay-based congestion control schemes is that it
is difficult to obtain a reliable estimate of RTT trends, especially in wireless
networks. Furthermore, in constrained environments with small buffers and low
transmission rates, RTT can not be considered a deterministic function of the
queuing and propagation delays. Thus, it is not easy to define a RTT base-
line that is indicative of network congestion. Most solutions simply assume that
the minimum of all measured RTTs is the RTT value of a non-congested con-
nection. However, the random channel access method employed in the 802.15.4
MAC standard, which cause huge variability of channel access delays, and bursty
packet arrival processes leads to sudden fluctuations in RTT measurements. Fur-
thermore, changing network conditions or network paths generate varying RTT
measurements. Thus, single RTT values or the difference between RTT values
may not be indicative of the network state. In the following, we explain our
RTT measurement framework and how we leverage RTT variations to classify
the different network states. Depending on the current network state coupled
with thresholds on data transaction losses, RTT-CoAP updates the sending rate
of each CoAP source to stabilise network delays and prevent packet losses.

3.1 Monitoring RTT Variations

We assume that a CoAP sender can use ACKs to obtain RTT samples. Specifi-
cally, an RTT measurement is obtained as the difference between the transmis-
sion time of a CON CoAP message and the time in which the ACK is received.
According to Karn’s algorithm [13], RTT samples should not be taken from pack-
ets that were retransmitted, as it is ambiguous to assign the ACK message to
the first transmission of that packet or to later retransmissions. To remove this
ambiguity we introduce the CoAP timestamp option: the CoAP sender places a
timestamp in each CON message, and the CoAP receiver echos these timestamps
back in the ACKs. Timing each CoAP message leads to a better RTT estimator
without generating excessive protocol overheads, as discussed in Sect. 3.3.

Inspired by the TCP rules for computing retransmission timers [13], we
exploit RTT samples to compute three state variables SRTTL, SRTTS , and
RTTV ARL. The first two state variables are obtained by applying exponential
smoothing to RTT samples. The third state variable is the well-known smoothed
estimate of RTT variations as computed in TCP. Unlike CoAP, we do not dis-
tinguish between weak and strong estimators but we use all CON messages to
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update the RTT state variables. More formally, let r be the latest RTT sample
that is obtained by a CoAP sender. It holds that

SRTTS = αSr + (1 − αS) × SRTTS (2)
SRTTL = αLr + (1 − αL) × SRTTS (3)

RTTV ARL = βL|SRTTL − r| + (1 − βL) × RTTV ARL, (4)

with αS >> αL. Using a small smoothing factor αL is useful to remove the
impact of noise on RTT measurements (e.g., due to random backoffs, or bursty
packet arrival processes), and to obtain a more accurate estimate of the long-
term RTT trends. On the other hand, using a large smoothing factor αS is
needed to monitor short-term RTT differences that occur due to sudden changes
of network conditions. As better explained in the following, this improves the
responsiveness of the rate control technique, especially when RTT samples are
infrequent due to long network delays or low traffic intensity. It is important
to point out that constrained devices have very limited memory, which makes
impractical to implement more sophisticated averaging filters that require a long
measurement history.

Our key idea is that the growth of RTT variance is a good indication of net-
work state as a contention increase leads to longer backoff intervals, and higher
variability of channel access delays. Thus, we leverage RTTV ARL variable to
define characteristic regions of the network state, which will be used to deter-
mine the direction of sending rate changes (i.e., whether sending rates of CoAP
sources should be increased or decreased). Let S denote the network state at the
reception of an ACK. Furthermore, let us define the decision boundary T (γ) as
follows:

T (γ) = SRTTL + γ × RTTV ARL. (5)

To some extent, T (γ) is analogous to a confidence level of the mean RTT, as it
is a measure of RTT variability and it can be used to assess the distance of RTT
samples from the mean. Now, we can identify four characteristic regions using
the following decision boundaries:

– (LC): SRTTS < T (−1) (low congestion). In this state we can assume that
there is no congestion in the network, as the short-term RTT estimate is
well below the long-term averages. Thus, the sending rate can be aggressively
increased.

– (NO): T (−1) ≤ SRTTS < T (+1) (normal operating point). In this state,
the short-term RTT estimate is comparable to typical RTT measurements.
This corresponds to a normal operating point and the sending rate should left
unchanged. Depending on the experienced packet losses a moderate increase
of sending rates is also possible to check if more bandwidth is available.

– (MV): T (+1) ≤ SRTTS < T (2) (medium variability). In this state, short-
term RTT variability grows and this can be a signal of ramping network
congestion. Thus, a controlled decrease of sending rate can be necessary to
avoid congestion.



RTT-Based Congestion Control for the Internet of Things 9

– (HV): SRTTS ≥ T (+2) (high variability). In this state, the short-term RTT
estimate is significantly higher that the long-term RTT estimate. Thus, the
CoAP source needs to aggressively reduce the sending rate so as to return to
the normal operating state as soon as possible.

3.2 Rate Control Algorithm

Algorithm 1 shows the pseudo-code for our rate adaptation scheme. RTT-CoAP
maintains a single sending rate R for each connection and updates it on every
ACK reception using the above-described state variables, coupled with a mea-
sure of the probability of data transaction loss. Specifically, each CoAP sender
maintains also an exponential moving average, say μ, of the probability that a
confirmable CoAP message is retransmitted. Since RTT-CoAP aims at keeping
this probability very low, it employs two thresholds to respond to extreme cases
of high packet losses or possible underutilisation of available bandwidth. We are
inspired by the idea of control dead zones in TCP Vegas, which defines a range
of network delays that correspond to a steady state during which no changes
are applied to the sending rate. This approach is known to mitigate the impact
of network condition fluctuations and to facilitate the convergence to a stable
behaviour. More formally, we define Lhigh as an upper bound of the tolerable
CoAP message loss ratio. It provides a way to infere that there is no more avail-
able bandwidth for the CoAP sender. Moreover, we define a low threshold Llow

to filter out RTT spikes: RTT fluctuations above the normal operating region
are not taken into consideration when the loss ratio is lower than Llow. The rate
adjustments in the various states are described in detail in the following. At
the reception of a ACK the CoAP sender updates the RTT state variables and
the CoAP message loss ratio, and it determines the new sending rate. Basically,
there are four possible conditions:

1. S ∈ LC and there is a fast increase of sending rate (see line 3).
2. S ∈ NO and there is a slow increase of sending rate (see line 5).
3. S ∈ MV and there is a slow decrease of sending rate (see line 7).
4. S ∈ HV and there is a fast increase of sending rate (see line 9).

However, if μ < Llow we can safely assume that no congestion is experienced.
As a consequence, the decreases of sending rates are disabled (see lines 6 and 8).
On the other hand, if μ > Lhigh the network is very likely operating under con-
gestion state, and the increase of sending rates in the normal operating region
should be disabled (see line 4). Concerning the rate adaptation, RTT-CoAP
probes for more bandwidth by performing an additive increment step. However,
the bandwidth additive increment is not constant. Specifically, RTT-CoAP dif-
ferentiates between two regimes: a sending rate that is smaller than one CoAP
message per RTT (called base rate, see line 18), and a sending rate that is higher
than this value. In the first case, the rate increase will be proportional to the
difference between the base rate and the current rate. In the latter case, the rate
increment is a fraction of the base rate. The rationale of this design choice is to
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avoid that CoAP sources that already transmit faster than the base rate get a
disproportionate advantage in comparison with slower flows. As in TCP Vegas,
we follow an additive increase/additive decrease (AIAD) policy. Thus, when net-
work congestion is detected and the sending rate has to be decremented, a linear
decrement factor δ is selected following the aforementioned rules.

Algorithm 1. RTT-CoAP congestion control

1: function updateRate(S, SRTTL, SRTTS , RTTV ARL,μ)

2: if (S ∈ LC) then
3: R = R + compRate(R, SRTTL, fast);
4: else if (S ∈ NO) AND (μ < Lhigh) then
5: R = R + compRate(R, SRTTL, slow);
6: else if (S ∈ MV) AND (μ ≥ Llow) then
7: R = R − compRate(R, SRTTL, slow);
8: else if (S ∈ HV) AND (μ ≥ Llow) then
9: R = R − compRate(R, SRTTL, fast);
10: end if
11: end function

12: function compRate(R, SRTTL, speed)

13: if (speed = fast) then
14: ω = 0.2
15: else if (speed = slow) then
16: ω = 0.05
17: end if

18: Rb = 1
SRTTL

19: if (R < Rb) then
20: δ = ω × (Rb − R)
21: else
22: δ = ω × Rb

23: end if
return δ

24: end function

3.3 RTT-CoAP Implementation

In this section we describe the key points of our implementation of RTT-CoAP
leveraging Contiki, an open source operating system for the IoT. In particular, we
use CoAP Erbium, a C implementation of CoAP for Contiki, that is compliant
with RFC 7252 [4] and supports blockwise transfers and observing.

CoAP specification defines a number of options that can be included in a mes-
sage. Specifically, CoAP uses a short fixed-length binary header (4 bytes) that
may be followed by compact binary options and a payload. Each option instance
in a message specifies the option number of the defined CoAP option, the length
of the option value, and the option value itself. Since a length of a timestamp is
typically four bytes, we follow an alternative approach for timing the CoAP mes-
sages. Specifically, the CoAP senders stores within a local table the timestamp
of each transmissions of the same CoAP message, and use the retransmission
counter as a one-byte timestamp option. The transmission counter is echoed in
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the corresponding ACK and it is used in the CoAP sender to retrieve the correct
transmission time, and to estimate the RTT without ambiguity. Finally, we mark
the CoAP timestamp option as: (i) a critical option, i.e., it must be understood
by the receiving endpoint in order to properly process the message; and (ii) a
safe-to-forward option, i.e., it can be safely forwarded by a proxy even if it can’t
process the option. The default value of this option is 0.

4 Performance Evaluation

In this section, we give the details on the simulation setup used to compare
standard CoAP-CC, CoCoA+ and RTT-CoAP. Then, we presents results for a
variety of different scenarios.

4.1 Simulation Setup

For our performance comparison we conduct simulations in Cooja, a simulation
platform included in Contiki toolset, that allows to emulate off-the-shelf wire-
less sensor node hardware. At the physical (PHY) and MAC layers, the nodes
implement IEEE 802.15.4, using a transmission rate of 250 kbps in the 2.4 GHz
radio band. We do not use radio duty cycling (RDC) at the MAC layer to miti-
gate RTT fluctuations. To model realistic radio propagation and interference we
use the Multipath Ray-tracer Medium (MRM), configuring MRM parameters to
achieve a 100% success rate at 10 m and an interference range of 20 m.

RPL is used as routing protocol [3]. We consider two large network scenarios
with 57 and 112 sensor devices, respectively. The nodes are deployed along con-
centric circles, and the distance between consecutive circles is 10 m. Nodes are
CoAP servers that send observing notifications toward a common data collector
node placed at the center of the network. We will assume that each server can
generate two kinds of data flows: (i) a data flow made of NON-messages (back-
ground traffic); and (ii) a data flow made of CON-messages (reliable traffic). The
main performance metric is the aggregated goodput measured as the number of
successfully received acknowledgments (i.e. successfully completed transactions),
and expressed in Kbit per seconds (Kbps). We also computed the flow fairness
with the well-known Jain’s Index applied to goodput measurements.

4.2 Mixed Traffic

The first set of experiments assumes that both background traffic and reliable
traffic are active on the same CoAP source. The goal of this scenario is to assess
the impact of an increasing congestion-unaware traffic on the reliable flow, which
is instead regulated by the congestion control mechanism. More in detail, the
reliable traffic has a packet generation rate of approximately 1 Kbps per CoAP
source and it is maintained constant for the whole simulation. Such rate ensures
that there is always a packet ready to be sent, thus, reliable traffic follows an
asymptotic behaviour. Instead, the sending rate of the background traffic evolves
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as follows; it starts with an aggregate value of approximately 2 Kbps, and it is
incremented every 400 s until reaching a maximum of about 44 Kbps, and finally
it is reverted to 2 Kbps.

 0.01

 0.1

 1

 10

 100

 90  95  100  105  110  115

G
oo

dp
ut

 (
K

bp
s)

Time (minutes)

RTT-COAP
COCOA+

COAP-CC
NON traffic

(a) n = 57

 0.01

 0.1

 1

 10

 100

 90  95  100  105  110  115

G
oo

dp
ut

 (
K

bp
s)

Time (minutes)

RTT-COAP
COCOA+

COAP-CC
NON traffic

(b) n = 112

Fig. 1. Goodput under mixed traffic scenario for two network deployments.
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Fig. 2. Fairness under mixed traffic scenario for two network deployments.

In Fig. 1a and b we show the instantaneous goodput carried by the different
protocols for n = 57 and n = 112, respectively. For convenience, we report the
rate of the background traffic with a solid black line.

The results reported in Fig. 1a show that when the network is not congested,
RTT-CoAP achieve a slightly lower aggregate goodput compared to both CoAP
and CoCoA+ (the difference in goodput is compensated by a sensible increase
of the fairness index as showed in Fig. 2a). However, as the background traffic
increase RTT-CoAP tends to outperform both CoAP and CoCoA+, achieving
about the same aggregate goodput in the presence of medium congestion (sim-
ulation time between 100 min and 105 min), and obtaining a sensible goodput
improvement in the presence of high congestion. We can observe that when the
background traffic reaches its maximum value the CoCoA+ flows almost com-
pletely stall. The main reason is that CoCoA+ (as CoAP) indirectly regulates
the sending rate using RTO, which under consecutive losses can grow up to
very large values [7,8], thus leading to nodes not sending data at all. Interest-
ingly, CoAP is more resilient against non-confirmable traffic than CoCoA+ as
RTO values are chosen in a fixed interval. On the other hand, RTT-CoAP can
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detect the onset of congestion earlier than CoCoA+, and it adjusts the pacing
rate before overwhelming the network. Similar conclusions can be drawn from
Fig. 1b. However, we can see that the gap between the algorithm is reduced when
the number of sources increases. This can be explained by observing that CON
traffic is asymptotic. Thus, it is enough that a few CoAP sources are able to
get access to the channel to be able to saturate the available bandwidth. As
better explained in the following, the downside of this asymptotic behaviour is
an unfair share of the network bandwidth among the existing flows.

In Fig. 2a and b we show the fairness that is measured in the same settings of
the above figures. The results clearly show that our proposed congestion control
solution is able to significantly outperform both standard CoAP and CoCoA+
in terms of fairness, even when the network is deeply congested.

4.3 Homogenous Traffic

This second set of experiments assumes that each CoAP source generates only
reliable traffic. The rate at which the application send the data to the CoAP layer
is incremented every 300 s. The goal of this scenario is to assess the efficiency
of our rate-based congestion control mechanism to fully utilise the available
bandwidth while maintaining a fair share of network resources between the CoAP
sources. To this end, Fig. 3a and b show the instantaneous goodput carried by the
different protocols for n = 57 and n = 112, respectively, while Fig. 4a and b show
the fairness index in the same scenarios. The results confirm that although the
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aggregate goodput achieved by RTT-CoAP is slightly lower than that achieved
by CoAP and CoCoA+, RTT-CoAP guarantees a significantly higher fairness
among different traffic sources. In particular, we observe an increment of the
fairness index of about 250% when the offered load is set to the maximum
value (simulation time between 110 min and 115 min Fig. 4b), while the goodput
decrease is below 10%.

5 Conclusions

In this paper we have proposed RTT-CoAP, a novel RTT-based congestion con-
trol scheme for CoAP. Our key idea was to monitor long-term and short-term
RTT trends to classify network state and to proactively anticipate network con-
gestion. Differently from other delay-based congestion control scheme our solu-
tions doe not require to define fixed RTT thresholds that avoid congestion, but
we leverage the growth of RTT variance to directly adjust the sending rate of
each CoAP source. In comparison to basic CoAP and CoCoA+, RTT-CoAP
ensures a significant improvement of fairness, and an increase of packet delivery
ratios in presence of congestion-unaware traffic.
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Abstract. In Information-Centric Networking (ICN), applications
request data based on the (exact) name of the data of interest. This
poses a challenge for a growing number of applications, which do not
know a priori the full name of a data object they seek, or do not neces-
sarily need a specific data object, but are interested in a certain scope
(e.g. the temperature in a particular geographical area). To address this
challenge, we propose the more flexible and application-agnostic Ranged-
Name Retrieval (RNR), which allows applications to define a range
within each hierarchical component of the name they are requesting,
obtaining in return one of the objects within that defined range. The
performance evaluation of RNR indicates that, compared to the state
of the art, it improves the bandwidth utilization efficiency 16-fold when
retrieving data with unknown names, and even decreases the average
end-to-end (E2E) delay for data delivery, while only adding 2% over-
head for the processing of ranged-names.

1 Introduction

Information-Centric Networking (ICN) aims at evolving the Internet infrastruc-
ture from a connection-oriented towards a data-oriented approach, by directly
addressing data objects themselves. The name of a data object is arguably a
central concept in ICN. Popular ICN architectures, such as CCN [1] and NDN
[2], have hierarchically designed names. The fact that any data object can be
described by a hierarchical name has many benefits, from the ability to cache
the data at intermediate nodes, to security and efficient routing and forward-
ing [2]. However, using the same hierarchical naming mechanism to also retrieve
these data objects presents some limitations, primary among which is the fact
that an application is required to know the exact name of the object it wants
to obtain. In order to mitigate this issue, CCN supports the concept of “mani-
fests”, while NDN supports matching of Interests to Data packets with “partially
known names”, but both techniques suffer from limited flexibility and scalability,
and can be unpractical for a number of emerging applications, where the space
of potential named objects is very large and/or where a (ultra) low latency
c© IFIP International Federation for Information Processing 2018
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response is required. One example is that of an Internet-of-Things (IoT) appli-
cation interested in sensor data related to a particular geographical area, e.g. a
temperature sensor between certain longitude/latitude boundaries. In this case,
the application is not interested in the readings of a specific sensor within that
area, and the space of potential data objects may possibly be much larger than
the actual data objects available.

Easing the process of applications obtaining the data they need, through
a potentially vast (and/or partially unknown) naming space within acceptable
latency, becomes crucial for the success of ICN as future Internet architecture.
We aim to address this challenge by increasing the flexibility of data retrieval for
hierarchical names. In particular, we introduce a Ranged-Name Retrieval (RNR)
approach, which allows applications to define a range within each hierarchical
component of the name they are requesting, and obtain in return one of the
objects within that defined range. An early version of RNR was demonstrated
at the ACM ICN 2016 conference for a surveillance use case [3], as a proof of
concept. In this paper, we expand on our previous work, and evaluate RNR’s
performance against legacy NDN operation via extensive large scale simulations
in NS-3, as well as via small scale experiments with real nodes running a version
of NDN with the RNR extension. Our experiments show that a 16-fold band-
width utilization improvement and a decrease of the end-to-end (E2E) delay can
be achieved with RNR, while only imposing a 2% increase in the computational
load for realistic scenarios.

2 Related Work

The need for data retrieval mechanisms better suited to the requirements of
applications has been tackled in previous work in ICN. In particular, some of the
advantages of using a range in the name of the Interest to retrieve data object(s)
in ICN has been advocated by both industry and academia proposals. At a first
instance, the authors in [4] propose the use of ranges in Interest names for a
vehicular network application, as a way for vehicles to request information about
an area around specific geographical coordinates and/or between certain streets,
and within certain time periods. While this is a first attempt at defining efficient
name ranges, the proposed scheme is limited by its application-specific nature
(i.e. ranges can only be interpreted by the nodes running the specific vehicular
networking application) and by the assumption of a known name-space (known
street names). Another application-specific proposal, [5], describes a method
for efficiently requesting content that is segmented (e.g. a video file comprised
by multiple temporal “chunks”) in ICN, by means of so-called “block queries”.
Block queries are inserted in the header of the Interest packet and the ICN
routers interpret a range as being the last part of the name, hence limiting the
applicability of this solution to names with only one range and always positioned
at the end of the name.

The work in [6] also addresses the issue of obtaining all the data within cer-
tain segment ranges, with multiple components of the name possibly carrying
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the range. To enable their solution, the authors of [6] introduce the concept of
“pointers”, network nodes associated to specific name components which keep
track of where all content within those specific names resides. However, the
knowledge base of “pointers” needs to continuously be updated (which is diffi-
cult in highly dynamic scenarios), and pointers become single points of failure,
decreasing the network’s robustness.

What most of these solutions seem to have in common is that (a) they pro-
pose application-specific naming schemes (only ICN nodes equipped with spe-
cific applications are able to understand/process the proposed naming scheme)
and/or (b) assume the existence of a finite and well defined space of named
objects for which the request will be made. Our solution builds on top of the
generic lines proposed in the literature and we expand the functionality of such
a ranged-name retrieval mechanism to operate in an application-agnostic man-
ner and to account for vast (unknown) name spaces, while still relying on the
distributed routing mechanisms of ICN architectures.

Fig. 1. Some use cases for RNR. IoT and V2X (left), VR/AR (right)

3 RNR: The Concept

3.1 Use Cases

In the era of Big Data and Internet of Things, an exploding number of devices
is producing and requesting data and in a plurality of scenarios the exact name
of an object is not known in advance: either because of the mobility of data
producers in the network, or because of the dynamicity of certain applications
(e.g. content on-demand, or within specific time frames), or simply because the
exact number, type and name of all nodes (IoT devices, sensors, vehicles, etc.)
deployed within a certain area, is not always known. In many of these cases,
though, applications may know an approximation or part of the name, and
seek to retrieve a data object within one request - either because of latency
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requirements, or because the specific data object to be retrieved is not important,
as long as it fits within a certain “scope”. The design of RNR stems from these
needs. A few use cases where RNR is beneficial are outlined below.

IoT/Monitoring: Data is typically produced by (static) sensors placed in the
area of interest (e.g. urban/environmental monitoring, use during festivals). In
such cases, the name space of possible data objects may greatly exceed the
number of actual data objects and many applications may not even be interested
in the output of a specific sensor, as long as they obtain one sensor reading within
a certain range. Ranges may appear in several components of the name (e.g. one
indicating latitude and the other longitude), see for example Fig. 1 (left).

Vehicle-to-Everything (V2X): In this use case the sensors themselves are
mobile (on the vehicles), and the data they produce may change name over time.
For example, an application that may want to sample the speed of a random
vehicle between street numbers 100 and 160 of the Kalverstraat in Amsterdam
(Fig. 1, left), may receive a response by any vehicle situated in the area, and at
different times that information may be provided by different vehicles fitting the
criteria of the request.

Immersive Media (VR/AR): In Virtual or Augmented Reality (VR/AR)
applications, content is commonly spatially segmented, with each spatial segment
catering for a different, wide, viewport [7,8] (Fig. 1, right). Viewports for immer-
sive media are usually centered a few degrees apart (e.g., with steps of 30–60◦

[7,9]), and are often partially overlapping [10]. As users move their head in the
virtual world, the content matching their new orientation needs to be streamed
to them. This adaptation needs to be very quick because of the extremely low
latency requirements of immersive media use cases. If an application does not
know the viewport segmentation used by the video source (e.g. when the content
is produced live), it might be convenient for the application to specify a range
of viewports that will cover the user’s orientation (e.g. 30◦ clockwise from the
north, within a 30◦ range: /WaltDisney/JungleBook/orientation/[15:45]) and
let the network fetch the closest viewport matching this orientation, in order to
minimize latency.

3.2 A More Flexible Data Retrieval Approach

To cater for the different needs and use cases as described in the previous section,
we have designed and built Ranged-Name Retrieval (RNR) as an extension to
NDN. Embedding RNR at the network layer (i.e. extending the core of NDN) also
makes our approach application-agnostic, since nodes on the request path can
process ranged-names without needing to invoke (and have installed) a specific
application to deal with it. Our approach remains compliant to the “1 Interest
packet, 1 Data packet” principle: even if an Interest with a ranged-name may be
potentially satisfied by multiple data objects, only one will be returned to the
requester. RNR comes with two inherent advantages. On one hand, it facilitates
the retrieval of data with unknown names by applications, while on the other
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hand its application-agnostic design also has the potential of decreasing the
network traffic, since it may be used by all applications, independently of their
nature, and since ICN nodes in the network understand the range and will be able
to fetch the closest data matching the range. Even in cases where the application
knows the exact name of a data packet, the use of an Interest with a range may
result in reduced end-to-end latency for data delivery and traffic per link, since a
data object that also satisfies the application and is different than the originally
intended one, may be fetched by an ICN node in closer vicinity.

4 Implementation and Experimental Design

4.1 RNR Extensions to NDN

The extensions for supporting the RNR concept, implemented on NDN version
0.4.1, are described below.

A New Name Component in Interest Names: We have introduced a new
type of Name Component, a Name-Range Component (NRC) [3], that includes
special syntax to indicate ranges within Interest packets. The NRC is imple-
mented as a new Type-Length-Value (TLV) type, so that NDN routers can
easily distinguish them from regular name components. Only names in Interest
packets are allowed to have a NRC in them.

Processing Incoming Interests: The NDN network forwarder has been
extended to be able to process incoming Interests bearing NRCs name com-
ponents. When a NDN node receives a new Interest, it adds it to the Pending
Interest Table (PIT) and checks whether this Interest is already pending. Upon
insertion in the PIT, if the Interest contains a NRC, it is flagged and its posi-
tion in the PIT is saved in an additional “NRC index table” for quicker lookups
on the incoming data path. If the Interest is not pending, the node performs a
lookup in the Content Store (CS). When the prefix of the Interest contains a
NRC, the node searches the CS for possible entries within the range of the prefix.
If a match is found, the matching entry is returned, and the corresponding PIT
entry is removed. If no match is found, the node looks in the Forwarding Interest
Base (FIB) for possible entries within the range of the prefix. If a matching entry
within range is found, it is returned and used to forward the Interest containing
the NRC.

Processing Incoming Data Packets: The NDN network forwarder has also
been extended in order to match incoming Data packets with PIT entries con-
taining NRCs name components. Specifically, upon receiving an incoming Data
packet, a RNR node checks the PIT for entries that match the Name of the Data
packet. When searching the PIT, the node first checks for standard entries, and
then proceeds to check for NRC entries, using the NRC index table.
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4.2 Simulator Integration and Evaluation Scenarios

The network level performance of RNR is evaluated using version 2.3 of the
ndnSIM module [11], available for the NS-3 simulator. For all nodes in NS-3
simulations (whether a consumer or a producer) caching was disabled for reasons
of simplicity. In fact, for this initial evaluation, our goal is to provide a good
understanding of how RNR helps with fetching content with unknown name
components from the original, spatially distributed producers themselves. The
introduction of caching, which is part of our future work, is not expected to alter
the outcome significantly, since any node that would cache a data object could
also be seen as a new producer of that same data object. The consumer nodes
transmit NRC Interests following a realistic Zipf-Mandelbrot distribution.

Network Level Evaluation. To get a full picture of RNR’s capabilities, we
evaluated its performance in a large scale network, and performed a sensitivity
study of the various network parameters that can affect its performance. For
this purpose, we have used the NS-3 simulator with the ndnSIM extension and
the RNR upgrades.

The performance of RNR under varying network conditions is bench marked
against baseline scenarios where legacy NDN is used, applying three major Key
Performance Indicators (KPIs):

– average end-to-end delay (E2E delay), i.e. from the generation of the first
Interest to the delivery of the corresponding Data packet;

– bandwidth utilization, i.e. traffic on the wire in MB (differentiating between
Interest and Data traffic);

– Interest success ratio i.e. percentage of Interests that returned a Data packet.

Since there is no official approach in NDN on requesting data with unknown
names, an assumption has been made regarding the functionality of the baseline
scenarios using legacy NDN. A traditional approach would be having the con-
sumer sending out sequential legacy NDN Interests for the names in the specific
range under consideration, until a name is used that corresponds to actual exist-
ing data in the network, at which case the correct data object will be returned.
As an example, in the case of a temperature reading from an unknown street
number in Amsterdam in the range [20:40], the RNR scenario would use an Inter-
est with a name such as /NL/Amsterdam/Kalverstraat/streetnr/[20:40]/tempe-
rature, while a baseline scenario would start transmitting sequential Inter-
ests with names such as /NL/Amsterdam/Kalverstraat/streetnr/20/temperatu-
re, /NL/Amsterdam/Kalverstraat/streetnr/21/temperature,..., etc. until it trans-
mitted an Interest with an existing name, and the corresponding Data packet is
returned. Since transmitting these Interests in a sequential fashion, and waiting
for a timeout of the previous one before sending the next one, would result in
unrealistic delays that no application could tolerate, we have designed the legacy
NDN baseline operation to flood all individual Interests at the same time, thus
keeping delays at a reasonable level. In the aforementioned example, that would
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mean that in the legacy NDN case the consumer would flood the network with 21
Interests at the same time, and hope that at least one of them finds a match and
returns a Data packet. The Traffic Mix (% ranged requests) parameter (Table 1)
indicates the percentage of requests where a range is used, which are implemented
by means of one NRC interest for the case of the RNR implementation, and by
means of the flooding approach for the case of the legacy NDN implementation.
The Range Size parameter indicates, for the legacy NDN implementation, the
amount of parallel Interests that are flooded in the network.

Table 1. RNR simulation parameter settings

Topology Barabási–Albert

Data Availability 1%, 10%, 25%, 50%, 75%, 100%

Consumers/Producers 90%/10%, 75%/25%, 50%/50%, 25%/75%

Traffic Mix (% ranged requests) 0%, 10%, 20%, ..., 100%

Range Size 5, 10, 25, 50, 100

Number of Nodes 25, 100, 500, 1000, 2000

Avg. Data Packet Size 10 B, 100B, 500 B, 1KB, 1.5 KB

For both the legacy and RNR versions of NDN, the “best route” forward-
ing strategy is employed. Furthermore, a Zipf distribution is used for content
generation and a realistic Barabási–Albert topology is used for the network lay-
out, with a varying number of nodes to cover the entire range from small-scale
to large-scale NDN networks, while the simulation duration was network-size
dependent with a minimum requirement for 105 transmitted Interests per sce-
nario. All nodes in the network were either a consumer generating Interests or
a producer generating data (content randomly distributed over the available
producers), while at the same time all of them could act as forwarders. Differ-
ent combinations of consumer/producer ratios were evaluated as can be seen in
Table 1. Finally, different Data Packet Sizes were implemented in order to cater
for applications with different needs, with a maximum packet size of 1.5 KB to
simulate the maximum MAC PDU size over Ethernet.

The Data Availability parameter indicates the actual percentage of existing
data objects in relevance to the possible name space for a name component.
As can be understood, Data Availability is far less than 100% in most scenar-
ios, resulting in a lot of failed (timed-out) Interests in both legacy and RNR
implementations of NDN, when looking for data with unknown names. For both
implementations a “penalty” of 1 s (equal to the timeout timer) was imposed to
the E2E delay for every failed Interest.

For the purposes of this evaluation, we use the “immersive media” use case
described in Sect. 3 where the video content is spatially segmented into specific
viewport orientations. For simplicity, we assume that the content only offers a
horizontal degree of freedom (i.e. users can look around 360◦, but cannot look up
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or down). In this case, the possible name space for the component “orientation”
is [0–359], corresponding to degrees starting from the North. In an exemplary
case where the entire 360◦ video would be covered by 24 viewports, equally
spaced (each 15◦ apart), the Data Availability for such a case would be 24/360
= 6.6%. An overview of all the settings is presented in Table 1.

5 Performance Evaluation

In this section, we present the outcome of the large-scale NS-3 simulations and
elaborate on the gained insights. During the evaluation while the effect of one
parameter on the performance of RNR was under investigation, some default
values have been selected for the rest of the parameters in Table 1, for the exper-
iments on the simulator. The selected default values per parameter represent a
realistic scenario and are indicated with bold and underlined text in Table 1.

5.1 Network Wide Evaluation

We have evaluated the network-wide performance of RNR NDN based on our
NS-3 implementation (see Sect. 4.2), using the parameter values from Table 1.
Figure 2 depicts the average E2E delay per Interest-Data packet pair, for various
Data Availability values (a), and for different ranged request percentages within
the Traffic Mix (b). In both cases there is an upper limit of the E2E delay
at 1 s (1000 ms) which is caused by the high “miss” ratio of Interests and the
resulting enforcement of the time-out penalty (as described in Sect. 4.2). When
Data Availability is very small (Fig. 2(a), left side), or when only legacy NDN
Interests are used to request data with unknown names (Fig. 2(b)), most Interests
do not find an appropriate Data packet to return and hence the time-out penalty
dominates the E2E delay.

From Fig. 2(a) we can observe that the average E2E delay drops significantly
for higher Data Availability values (down to about 11 ms for 100% Data Avail-
ability). In these cases most Interests return a Data packet and there are almost
no time-out penalties enforced, depicting the pure latency of the network. The
fact that legacy NDN and RNR NDN (using the default values for RNR settings)
seem to provide similar delays is attributed to the implementation of flooding for
the legacy NDN as a way to request data with unknown names (see Sect. 4.2).
Since legacy NDN ‘floods’ the network with multiple Interests at the same time,
it is able to attain a similar latency as RNR NDN does by using one Inter-
est to achieve the same ‘search’. This results in a significant difference in used
bandwidth, as depicted in Fig. 3.

From Fig. 2(b) we can conclude that RNR NDN is a much more efficient
way of looking for data with unknown names, since the more ranged requests
are used, the lower the average E2E delay. The entire range of traffic mix for
the legacy NDN is dominated by the 1 s penalty (due to the default 10% Data
Availability), since with higher traffic mix, more Interests are ‘flooded’ into the
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network and even though more Data packets are returned, the ratio of successful-
to-failed Interests remains very low. This is not the case for the RNR NDN
implementation which can achieve a search over the same range of names with
only one Interest. As a result when the Traffic Mix is close to 100% (all Interests
are ranged requests) most Interests are successful and there are very few time-
out penalties imposed which greatly improves the performance. In a realistic
scenario we expect the Traffic Mix to match the percentage of data requests
with unknown names, i.e. if 10% of the requested data have unknown names
then approximately 10% of NRC Interests should be used.

Fig. 2. Average End-to-End (E2E) Delay versus (a) Data Availability and (b) Traffic
Mix (% ranged names)

Next to the average E2E delay, we have looked at the bandwidth used, in
terms of MB on the wire, to achieve the same result (i.e. obtain a data object
in the range) for both legacy and RNR NDN. This KPI enables us to evaluate
the overall efficiency of the two solutions.

Fig. 3. Interest and Data packet bandwidth utilization vs (a) Traffic Mix, (b) Interest
Range

Figure 3(a) depicts the bandwidth utilization per solution versus the Traffic
Mix. This figure provides many interesting insights, foremost of which is that
the bulk of the traffic in the legacy NDN case originates from the Interests while
in the RNR NDN case it originates from the Data packets returned. Although
the Data packets are much larger in size (default value of 1 KB) compared to
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the 58 Bytes of the Interest packets, in the case of legacy NDN the Interest
traffic dominates the bandwidth utilization, as a result of the fact that a large
number of Interest packets is transmitted while only a low number of Data
packets is returned. The RNR NDN on the other hand uses a fixed amount
of bandwidth for Interest traffic, while the more ranged requests that are used
the better the success ratio (transmitted Interests vs Delivered Data packets)
and hence more data is delivered. It is also interesting to note that the legacy
NDN Interest traffic load increases with increasing range utilization since more
and more Interests need to be flooded, while at the same time the increase in
returned Data packets is minimal (from about 10 MB for 0% ranged requests
to about 12 MB for 100% ranged requests) and remains even under the RNR
NDN Interest traffic. During our experiments we also observed that for 100%
ranged requests the success ratio is also 100% which serves as a good sanity check
for the scenario under consideration. With the default values used here (Data
Availability = 10%, NRC range = 25, name space = [0–359]) it is expected that
there are about 360*10% = 36 individual data objects (VR viewports). With an
approximate equal spacing among them it is expected that each viewport will
be about 360/36 = 10◦ apart. Since the range used has a size of 25◦, it is then
expected that when 100% of the Interests are ranged requests there will be at
least one (likely two) data object within this 25◦ range that satisfies each Interest
and hence all Interests are successful, bringing the success ratio to 100%. The
above presented analysis indicates that RNR clearly outperforms legacy NDN
and operates much more efficiently in scenarios where data objects with unknown
names need to be requested.

Figure 3(b) depicts the bandwidth utilization of Interest and Data traffic for
various values of Range Sizes. As the Range Size increases, the Interest traffic
for legacy NDN also increases while the Interest traffic for RNR NDN remains
the same. This can be explained as follows: for the legacy case an increase in the
Range Size from 25◦ to 50◦ means a doubling of Interest traffic since for every
data object search a consumer would have to ‘flood’ 50 sequential legacy NDN
Interests instead of 25 resulting in 50 * 58 = 2900 Bytes on the wire per search
instead of 25 * 58 = 1450 Bytes per search. This phenomenon can be clearly seen
in Fig. 3(b). In the case of RNR, however, an increase in the Range Size from
25◦ to 50◦ would simply mean an update of the relevant name component of
the Interest from e.g. /[50–75] to e.g. /[50–100], thus keeping the Interest traffic
to a minimum of 58–60 Bytes transmitted per search. As a result, the Interest
traffic of RNR remains independent of the range used which is a great advantage
when the possible name-space of an unknown data object is very large. It is also
interesting to note that even though the data traffic of RNR increases at first
with increasing Range Size, it seems to reach a maximum (truncation point)
after some value of the range (around a Range Size of 25◦) and after that an
increase in the range has no effect on the number of returned packets. This effect
is attributed to the fact that with a Data Availability of 10%, a Range Size of
25◦ is enough to guarantee that every NRC Interest will find at least one data
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object. A further increase of the range beyond that point will not result in any
extra Data packets delivered.

Fig. 4. Traffic on the wire versus consumer percentage and network size (number of
nodes) originating from (a) Legacy NDN Interests, (b) Legacy NDN Data packets, (c)
RNR NDN Interests and (d) RNR NDN Data packets

As a final step, we have investigated the effect of a varying network size and
a varying mix of consumers and producers in the network on the RNR imple-
mentation, in order to establish the trade-offs of our solution against different
types of networks. Figure 4 is a 3D bar graph depicting the bandwidth utilization
for a variety of network sizes (number of nodes) and consumer/producer mixes
showcasing (a) the legacy NDN Interest traffic, (b) the legacy NDN data traffic,
(c) the RNR Interest traffic and (d) the RNR data traffic. It is evident from
Fig. 4 that both Interest and Data traffics grow with increasing number of nodes
and increasing number of consumers since more consumers means more Inter-
est packets and more Data packets as a response. The corresponding decrease
of producers (result of the increase of consumers) does not negatively affect
the data traffic in this case, since the number of contents actually remains the
same. The only difference is that the same content is now more scarcely placed
within the network, evenly distributed among the decreased number of produc-
ers. This scarce distribution of content may affect other KPIs such as E2E delay
(content available at a producer further away) but this effect can also be counter-
balanced by the inherent NDN caching mechanism. We observe that both the
legacy and RNR NDN average E2E delays are unaffected by the change in Con-
sumer/Producer ratio for these experiments due to the fact that in both cases
the E2E delay is dominated by the time-out penalties enforced. The delay is 10%
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shorter for the RNR case due to the higher success ratio but in both cases there
are a lot of non-ranged requests (since the default value of 10% Traffic Mix is
used) which result in several time-out penalties.

The results presented in Fig. 4 also indicate that the RNR solution scales
very well with network size as well as with content size and/or amount of con-
tent producers, which makes it highly adaptable and suitable for a wide range
of networks and applications. The legacy NDN on the other hand shows scala-
bility issues which would make it unsuitable, as is, to be implemented in large
scale networks and/or networks with a high percentage of unknown names (e.g.
massive IoT sensor networks).

6 Conclusions and Future Work

In this paper we have presented the design, implementation and performance
evaluation of Ranged-Name Retrieval, an extension of NDN with support for
names with range indications to enable the consumers to request data with
partially unknown names. The direct implementation of RNR within the core of
the NDN architecture enables it to operate at wire speed and on any NDN node,
making it application-agnostic so that data from different applications can be
cross-utilized.

Our extensive performance evaluation indicates that RNR manages to
address a key issue where legacy NDN is highly inefficient (retrieval of data with
unknown names), by significantly improving the network performance (up to
16-fold bandwidth utilization improvement), while at the same time exhibit-
ing a high degree of scalability and imposing minimal overhead (2% additional
computation load for realistic scenarios).

The fact that RNR can accommodate varying Range Sizes without increasing
the overhead on the nodes, and support multiple ranges within the same Inter-
est (for different name components), makes it highly scalable and adaptable to
current of future networks and applications.

Our future work is planned along two main directions, (a) the further devel-
opment of the RNR scheme and (b) the more detailed testing, evaluation and
benchmarking of RNR. As a first step we will extend RNR to support multiple
ranges within a single name, each range specifying a search space for a specific
component of the name. In this way data objects with inherent tuples in their
name, such as latitude and longitude, can be requested while specifying an indi-
vidual search space for each attribute. New ways to increase the functionality
of the range component will also be researched, e.g. combining ranges and data
manipulation functions (i.e. to request data aggregates like average, minimum,
etc.).

In terms of performance evaluation, a larger variety of scenarios will be tested
in the simulator and more extensive KPIs will be used, such as hop count, cache
hit ratio and latency, which will allow for a deeper understanding of RNR under
different network conditions. Finally, a first version of RNR will be implemented
in the TNO IoT testbed, currently under construction, which will consist of
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dozens of IoT devices/sensors spreading over multiple rooms and floors and
running both IP and NDN protocol stack. Experimenting on such a real-life IoT
testbed will give us new insights regarding the performance of RNR and the
potential issues that may arise or be solved by it, in a true environment.
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Abstract. In today’s typical industrial environments, the computation
of the data distribution schedules is highly centralised. Typically, a cen-
tral entity configures the data forwarding paths so as to guarantee low
delivery delays between data producers and consumers. However, these
requirements might become impossible to meet later on, due to link
or node failures, or excessive degradation of their performance. In this
paper, we focus on maintaining the network functionality required by
the applications after such events. We avoid continuously recomputing
the configuration centrally, by designing an energy efficient local and dis-
tributed path reconfiguration method. Specifically, given the operational
parameters required by the applications, we provide several algorithmic
functions which locally reconfigure the data distribution paths, when a
communication link or a network node fails. We compare our method
through simulations to other state of the art methods and we demon-
strate performance gains in terms of energy consumption and data deliv-
ery success rate as well as some emerging key insights which can lead to
further performance gains.

Keywords: Industry 4.0 · Internet of Things · Data distribution

1 Introduction

With the introduction of Internet of Things (IoT) concepts in industrial applica-
tion scenarios, industrial automation is undergoing a tremendous change. This
is made possible in part by recent advances in technology that allow intercon-
nection on a wider and more fine-grained scale [12]. The core of distributed
automation systems and networks is essentially the reliable exchange of data.
Any attempt to steer processes independently of continuous human interaction
requires, in a very wide sense, the flow of data between some kind of sensors,
controllers, and actuators [9].

In today’s typical industrial configurations, the computation of the data
exchange and distribution schedules is quite primitive and highly centralised.
Usually, the generated data are transferred to a central network controller or
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intermediate network proxy nodes using wireless links. The controller analyses
the received information and, if needed, reconfigures the network paths, the data
forwarding mechanisms, the caching proxy locations and changes the behaviour
of the physical environment through actuator devices. Traditional data distri-
bution schemes can be implemented over relevant industrial protocols and stan-
dards, like IEC WirelessHART and IEEE 802.15.4e.

Those entirely centralised and offline computations regarding data distri-
bution scheduling, can become inefficient in terms of energy, when applied in
industrial IoT networks. In industrial environments, the topology and connec-
tivity of the network may vary due to link and sensor-node failures [10]. Also,
very dynamic conditions, which make communication performance much differ-
ent from when the central schedule was computed, possibly causing sub-optimal
performance, may result in not guaranteeing application requirements. These
dynamic network topologies may cause a portion of industrial sensor nodes to
malfunction. With the increasing number of involved battery-powered devices,
industrial IoT networks may consume substantial amounts of energy; more than
would be needed if local, distributed computations were used.

Our Contribution. In this paper we consider an industrial IoT network com-
prised of sensor and actuator nodes. Data consumers (actuators) and producers
(sensors) are known. A number of intermediate resource-rich nodes act as prox-
ies. We assume that applications require a certain upper bound on the data
delivery delay from proxies to consumers, and that, at some point in time, a
central controller computes an optimal set of multi-hop paths from producers to
proxies, and from proxies to consumers, which guarantee a maximum delivery
delay, while maximising the energy lifetime of the network (i.e., the time until
the first node in the network exhaust energy resources). We focus on maintaining
the network configuration in a way such that application requirements are met
after important network operational parameters change due to some unplanned
events (e.g., heavy interference, excessive energy consumption), while guarantee-
ing an appropriate utilisation of energy resources. We provide several efficient
algorithmic functions which locally reconfigure the paths of the data distribu-
tion process, when a communication link or a network node fails. The functions
regulate how the local path reconfiguration should be implemented and how a
node can join a new path or modify an already existing path, ensuring that there
will be no loops. The proposed method can be implemented on top of existing
data forwarding schemes designed for industrial IoT networks. We demonstrate
through simulations the performance gains of our method in terms of energy
consumption and data delivery success rate.

2 Related Works

There are numerous relevant previous works in the literature, but due to lack
of space, we provide some information about the most representative and most
related ones to this paper, which are [2,3,5,6,8,11]. Although some of those works
use proxy nodes for the efficient distributed management of network data, they all
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perform path selection computations centrally. Placement and selection strategies
of caching proxies in industrial IoT networks have been investigated in [2]. Effi-
cient proxy-consumer assignments are presented in [5]. Data re-allocation meth-
ods among proxies for better traffic balancing are presented in [11]. Scheduling
of the data distribution process maximising the time until the first network node
dies is suggested in [6], respecting end-to-end data access latency constraints of
the order of 100 ms, as imposed by the industrial operators [1]. Delay aspects in
a realistic industrial IoT network model (based on WirelessHART), and bound-
ing of the worst case delay in the network are considered in [8]. Reliable routing,
improved communication latency and stable real-time communication, at the cost
of modest overhead in device configuration, are demonstrated in [3]. Different to
those works, in this paper, we present a method which exploits the local knowl-
edge of the network nodes so as to perform distributed, local path reconfiguration
computations towards more efficient energy dissipation across the network.

3 The Model

We model an industrial IoT network as a graph G = (V,E). Typically, the
network features three types of devices [13]: resource constrained sensor and
actuator nodes u ∈ V , a central network controller C, and a set of proxy nodes
in a set P , with P ⊂ V , |P | � |V − P |. Every node u ∈ V , at time t, has an
available amount of finite energy Et

u. In general, normal nodes u have limited
amounts of initial energy supplies E0

u, and proxy nodes have significantly higher
amounts of initial energy supplies E0

p , with E0
p � E0

u,∀u ∈ V, p ∈ P .
A node u ∈ V can achieve one-hop data propagation using suitable industrial

wireless technologies (e.g., IEEE 802.15.4e) to a set of nodes which lie in its
neighbourhood Nu. Nu contains the nodes v ∈ V for which it holds that ρu ≥
δ(u, v), where ρu is the transmission range of node u (defined by the output
power of the antenna) and δ(u, v) is the Euclidean distance between u and v.
The sets Nu are thus defining the set of edges E of the graph G. Each one-hop
data propagation from u to v results in a latency luv. Assuming that all network
nodes operate with the same output power, each one-hop data propagation from
u to v requires and amount of εuv of energy dissipated by u so as to transmit
one data piece to v. A node can also transmit control messages to the network
controller C by consuming εcc amount of energy. For this kind of transmissions,
we assume that more expensive wireless technology is needed, and thus we have
that εcc � εuv (for example, the former can occur over WiFi or LTE links, while
the latter over 802.15.4 links).

Occasionally, data generation occurs in the network, relevant to the indus-
trial process. The data are modelled as a set of data pieces D = {Di}. Each data
piece is defined as Di = (si, ci, ri), where si ∈ V is the source of data piece Di,
ci ∈ V is the consumer1 of data piece Di, and ri is the data generation rate of Di.
1 If the same data of a source, e.g., s1, is requested by more than one consumers, e.g.,

c1 and c2, we have two distinct data pieces, D1 = (s1, c1, r1) and D2 = (s2, c2, r2),
where s1 = s2.
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Each data piece Di is circulated in the network through a multi-hop path Πsici .
Each node u ∈ Πsici knows which is the previous node previous(i, u) ∈ Πsici

and the next node next(i, u) ∈ Πsici in the path of data piece Di. Without
loss of generality, we divide time in time cycles τ and we assume that the data
may be generated (according to rate ri) at each source si at the beginning of
each τ , and circulated during τ . The data generation and request patterns are
not necessarily synchronous, and therefore, the data pieces need to be cached
temporarily for future requests by consumers. This asynchronous data distribu-
tion is usually implemented through an industrial pub/sub system [5]. A critical
aspect in the industrial operation is the timely data access by the consumers
upon request, and, typically, the data distribution system must guarantee that a
given maximum data access latency constraint (defined by the specific industrial
process) is satisfied. We denote this threshold as Lmax.

Due to the fact that the set P of proxy nodes is strong in terms of computa-
tion, storage and energy supplies, nodes p ∈ P can act as proxy in the network
and cache data originated from the sources, for access from the consumers when
needed. This relieves the IoT devices from the burden of storing data they gener-
ate (which might require excessive local storage), and helps meeting the latency
constraint. Proxy selection placement strategies have been studied in recent lit-
erature [2,5]. We denote as Luv the latency of the multi-hop data propagation
of the path Πuv, where Luv = lui + li(i+1) + . . .+ l(i+n)v. Upon a request from ci,
data piece Di can be delivered from p via a (distinct) multi-hop path. We denote
as Lci the data access latency of ci, with Lci = Lcip +Lpci . We assume an exist-
ing mechanism of initial centrally computed configuration of the data forwarding
paths in the network, e.g., as presented in [6]. In order to meet the industrial
requirements the following constraint must be met: Lci ≤ Lmax,∀ci ∈ V .

4 Network Epochs and Their Maximum Duration

In order to better formulate the data forwarding process through a lifetime-
based metric, we define the network epoch. A network epoch j is characterised
by the time J (τ divides J) elapsed between two consecutive, significant changes
in the main network operational parameters. A characteristic example of such
change is a sharp increase of εuv between two consecutive time cycles, due to sud-
den, increased interference on node u, which in turn leads to increased retrans-
missions on edge (u, v) and thus higher energy consumption. In other words,
εuv(τ)−εuv(τ−1)

εuv(τ)
> γ, where γ is a predefined threshold. During a network epoch,

(all or some of) the nodes initially take part in a configuration phase (central
or distributed), during which they acquire the plan for the data distribution
process by spending an amount of ecfgu energy for communication. Then, they
run the data distribution process. A network epoch is thus comprised of two
phases: Configuration phase. During this initial phase, the nodes acquire the set
of neighbours from/to which they must receive/forward data pieces in the next
epoch. Data forwarding phase. During this phase the data pieces are circulated
in the network according to the underlying network directives.
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Network epochs are just an abstraction that is useful for the design and pre-
sentation of the algorithmic functions, but does not need global synchronisation.
As it will be clear later on, each node locally identifies the condition for which
an epoch is finished from its perspective, and acts accordingly. Different nodes
“see” in general different epochs. Although some events which affect the epoch
duration cannot be predicted and thus controlled, we are interested in the events
which could be affected by the data distribution process and which could poten-
tially influence the maximum epoch duration. We observe that an epoch cannot
last longer than the time that the next node in the network dies. Consequently,
if we manage to maximise the time until a node dies due to energy consumption,
we also make a step forward for the maximisation of the epoch duration.

We now define the maximum epoch duration, as it can serve as a useful
metric for the decision making process of the distributed path reconfiguration.
The maximum epoch duration is the time interval between two consecutive node
deaths in the network. Specifically, each epoch’s duration is bounded by the
lifetime of the node with the shortest lifetime in the network, given a specific
data forwarding configuration. Without loss of generality, we assume that the
duration of the configuration phase equals τ . We define the variables, xij

uv which
hold the necessary information regarding the transmission of the data pieces
across the edges of the graph. More specifically, for epoch j, xij

uv = 1 when edge
(u, v) is activated for data piece Di. On the contrary, xij

uv = 0 when edge (u, v)
is inactive for the transmission of data piece Di. We denote as aj

uv =
∑d

i=1 rix
ij
uv

the aggregate data rate of (u, v) for epoch j. Stacking all aj
uv together, we get

xj
u = [aj

uv], the data rate vector of node u for every v ∈ Nu. Following this
formulation (and if we assumed that J → ∞) the maximum lifetime of u during
epoch j can be defined as:

Tu(xj
u) =

⎧
⎪⎪⎨

⎪⎪⎩

Ej
u∑

v∈Nu
εuvaj

uv
if Ej

u > ecfgu

τ if Ej
u ≤ ecfgu

0 if Ej
u = 0

, (1)

where ecfgu is the amount of energy that is needed by u in order to complete
the configuration phase. Consequently, given an epoch j, the maximum epoch
duration is Jmax = minu∈V

{
Tu(xj

u) | ∑
v∈Nu

xij
uv > 0

}
.

There have already been works in the literature which identify, for each data
source si, the proxy p where its data should be cached, in order to maximise the
total lifetime of the network until the first node dies [6] (or, in other words, max-
imise the duration of the first epoch: max minu∈V

{
Tu(x1

u) | ∑
v∈Nu

xi1
uv > 0

}
),

and configure the data forwarding paths accordingly. Reconfigurations can be
triggered also when the conditions under which a configuration has been com-
puted, change. Therefore, (i) epoch duration can be shorter than J , and (ii) we
do not need any centralised synchronisation in order to define the actual epoch
duration. We consider the epoch as only an abstraction (but not a working
parameter for the functions), which is defined as the time between two consecu-
tive reconfigurations of the network, following the functions presented in Sect. 5.
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5 Path Reconfiguration and Data Forwarding

The main idea behind our method is the following: the nodes are initially pro-
vided with a centralised data forwarding plan. When a significant change in
the network occurs, the nodes involved are locally adjusting the paths, using
lightweight communication links among them (e.g., 802.15.4) instead of commu-
nicating with the central network controller (e.g., LTE, WiFi). The main metric
used for the path adjustment is the epoch-related Tu(xj

u), as defined in Eq. 1.
The functions’ pseudocode is presented in the following subsections. Due to lack
of space we omit the presentation of some functions’ pseudocodes, but those can
be found in the extended version of the paper [7]. The functions are presented
in upright typewriter font and the messages which are being sent and received
are presented in italics typewriter font. The arguments in the parentheses of the
functions are the necessary information that the functions need in order to com-
pute the desired output. The arguments in the brackets of the messages are the
destination nodes of the messages and the arguments in the parentheses of the
messages are the information carried by the messages. We assume that a node
u complies with the following rules: u knows the positions of every v ∈ Nu, u
knows the neighbourhood Nv of every node v in its own neighbourhood Nu, and
u stores only local information or temporarily present data pieces in transit.

Distributed Data Forwarding. The distributed data forwarding function
DistrDataFwd(u) pseudocode is being ran on every node u of the network and is
provided in the body of Algorithm 1. At first, if E0

u > 0, the node communicates
its status to the central network controller (which uses the method presented
in [6] for computing the data distribution parameters (proxy allocation, data
forwarding paths) in an initial setup phase of the network), it receives the data
forwarding plan and it initiates the first time cycle (lines 1–4). Then, for every
time cycle u repeats the following process, until either it is almost dead, or more
than half of its associated wireless links spend more energy compared to the
previous time cycle, according to the system parameter γ (lines 5–18): u starts
the data forwarding process according to the data distribution plan received by
C (line 6). Afterwards, it checks if a set of control messages have been received
from any v ∈ Nu and acts accordingly, by calling the necessary functions (lines
7–15).

If u detects that a link is consuming too much energy and has to be deac-
tivated, it deactivates this link (by causing a path disconnection for every Di

that is using this link) and notifies the previous node in the path of every Di

that was using this link, previous(i, u), by sending an alert message (lines 7–
7). For a given deactivated link (u, v) for data piece Di, alert messages contain
information about Di and about the two nodes u, v in the path prior to discon-
nection. Then, u checks whether there has been an alert message received (line
10), and calls function LocalPathConfig (displayed in Algorithm 2). Through
this function the paths can be reconfigured accordingly, for all involved data
pieces Di. Due to the fact that LocalPathConfig sends some additional mes-
sages regarding joining a new path and modifying an existing one, u then checks
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Algorithm 1. DistrDataFwd(u)
1 if E0

u > 0 then
2 send status [C](Eu, εuv, luv)
3 receive plan [u]
4 τ = 1
5 repeat
6 run DataForwarding(τ)

7 if ∃(u, v) with εuv(τ)−εuv(τ−1)
εuv(τ)

> γ then

8 Deactivate(i, (u, v)), ∀Di

9 send alert [previous(i, u)](u, v), ∀Di

10 if receive alert[u](v, next(i, v)) then
11 Deactivate(i, (u, v))
12 call LocalPathConfig(i, u, next(i, v))

13 if receive join[u](i, w, v) then
14 call JoinPath(i, w, v)

15 if receive modify path[u](i, w, deleteArg, dirArg) then
16 call ModifyPath(i, w, deleteArg, dirArg)

17 τ + +

18 until Eu = 0 or εuv(τ)−εuv(τ−1)
εuv(τ)

> γ for > 50% of active edges (u, v) of u

19 send alert [previous(i, u)](u, v), ∀Di, ∀v ∈ Nu

20 Disconnect(u)

for reception of any of those messages (lines 13 and 15) and calls the necessary
functions JoinPath and ModifyPath.

Finally, u sends an alert message to the previous nodes in the existing paths
prior to final disconnection due to energy supplies shortage (line 19).

Local Path Configuration. A node u calls the path configuration function
LocalPathConfig when it receives an alert which signifies cease of operation of
an edge (u, v) due to a sudden significant increase of energy consumption due
to interference

(
εuv(τ)−εuv(τ−1)

εuv(τ)
> γ

)
or a cease of operation of a node v due to

heavy interference in all of v’s edges or due to low energy supplies (Algorithm 1,
lines 7 and 19).

LocalPathConfig is inherently local and distributed. The goal of this func-
tion is to restore a functional path between nodes u and v by replacing the
problematic node previous(v) with a better performing node w, or if w does not
exist, with a new efficient multi-hop path Πuv. At first, u checks if there are
nodes ι in its neighbourhood Nu which can directly connect to v and achieve
a similar or better one-hop latency than the old configuration (line 1). If there
are, then the w selected is the node ι which given the new data piece, will
achieve a maximum lifetime compared to the rest of the possible replacements,
i.e., w = arg maxι∈Nu

Tι(xj
u), and an acceptable latency luw + lwv (line 2). u

then sends to w a join message (line 3).
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Algorithm 2. LocalPathConfig(i, u, v)
1 if ∃ι ∈ Nu with v ∈ Nι and luι + lιv ≤ luprevious(i,v) + lprevious(i,v)v then
2 w = arg maxι∈Nu Tι(x

j
u)

3 send join [w](i, u, v)
4 Πsici ← replace v with w

5 else
6 run local aodv+(u, v, TTL)

If such a node does not exist, then u runs local aodv+, a modified, local ver-
sion of AODV protocol for route discovery, between nodes u and v. local aodv+
is able to add more than one replacement node in the path. The main modifi-
cation of local aodv+ with respect to the traditional AODV protocol is that
local aodv+ selects the route which provides the maximum lifetime Tw(xj

u) for
the nodes w which are included in the route. Specifically, this modification with
respect to the classic AODV is implemented as follows: The nodes piggyback in
the route request messages the minimum lifetime Tw(xj

u) that has been identified
so far on the specific path. Then when the first route request message arrives at
v, instead of setting this path as the new path, v waits for a predefined time-
out for more route request messages to arrive. Then, v selects the path which
provided the max minw∈Nu

Tw(xj
u). The reader can find more details about the

AODV protocol in [4].

Joining New Paths, Modifying Existing Paths and Avoiding Loops.
In this subsection, we briefly describe the functions regarding joining a new
path and modifying an already existing path for loop elimination. Due to lack
of space, we do not include the pseudocode of those functions; however, they
can be found at the extended version of this paper [7]. JoinPath(i, w, v) is the
function which regulates how, for data piece Di, a node u will join an existing
path between nodes w and v and how u will trigger a path modification and
avoid potential loops which could result in unnecessary traffic in the network.
Due to the fact that the reconfigurations do not use global knowledge, we can
have three cases of u joining a path: (i) u is not already included in the path
(u /∈ Πsici), (ii) u is already included in the path (u ∈ Πsici), and w is preceding
u in the new path (previous(i, u) = w) with a new link (w, u), and (iii) u is
already included in the path (u ∈ Πsici), and u is preceding w in the new path
(previous(i, w) = u) with a new link (u,w). In all three cases, JoinPath sends
a modification message to the next node to join the path, with the appropriate
arguments concerning the deletion of parts of the paths, and the direction of
the deletion, for avoidance of potential loops (see [7]). This message triggers the
function ModifyPath (see [7]). In case (i) it is apparent that there is no danger of
loop creation, so there is no argument for deleting parts of the path. In order to
better understand cases (ii) and (iii) we provide Figs. 1 and 2. In those Figures
we can see how the function ModifyPath eliminates newly created loops on u
from path reconfigurations which follow unplanned network changes.
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Following the loop elimination process, loop freedom is guaranteed for the
cases where there are available nodes w ∈ Nu which can directly replace v. In
the case where this is not true and LocalPathConfig calls local aodv+ instead
(Algorithm 2, line 6), then the loop freedom is guaranteed by the AODV path
configuration process, which has been proven to be loop free [14].

Fig. 1. Loop avoidance - forward loop

Fig. 2. Loop avoidance - backward loop

6 Performance Evaluation

We implemented DistrDataFwd method and we conducted simulations in order
to demonstrate its performance. We configured the simulation environment
(Matlab) according to realistic parameters and assumptions. A table present-
ing the parameter configuration in details can be found in the extended version
of the paper [7]. Briefly, we assume an industrial IoT network, comprised of
devices equipped with ultra low-power MCUs like MSP430 and IEEE 802.15.4
antennae like CC2420, able to support industrial IoT standards and protocols
like WirelessHART and IEEE 802.15.4e. We assume a structured topology (as
in usual controlled industrial settings) of 18 nodes with 4 proxies which form a
2D grid with dimensions of 7.5 m × 16.0 m. We set the transmission power of
the nodes for multi-hop communication to −25 dBm (typical low-power) which
results in a transmission range of 3 m. For the more expensive communication
with the network controller, we set the transmission power to 15 dBm, typi-
cal of wireless LAN settings. We set the time cycle τ = 1 s, the percentage of
consumers over the population 0.05 − 45% and we produce 1 − 8 Di/τ per con-
sumer. In order to perform the simulations in the most realistic way, we align
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the Lmax value with the official requirements of future network-based commu-
nications for Industry 4.0 [1], and set the latency threshold to Lmax = 100 ms.
We set γ = 50%, the TTL argument of local aodv+ equal to 2, we assume a
maximum battery capacity of 830 mAh (3.7 V) and equip the nodes with energy
supplies of E0

u = 0−1 Wh and E0
p = 3 Wh. Last but not least, in order to have a

realistic basis for the values of the one-hop latencies luv used in the simulations,
we aligned the different luv values to one-hop propagation measurements with
real devices, for different pairs of transmitting and receiving nodes. Specifically,
we used the measurements provided in Fig. 3b of [6].

In order to have a benchmark for our method, we compared its performance
to the performance of the PDD data forwarding method which was provided in
[6]. Due to the fact that PDD was designed for static environments without signif-
icant network parameter changes, we also compare to a modified version of PDD,
which incorporates central reconfiguration when needed (we denote this version
as PDD-CR). Specifically, PDD-CR runs PDD until time t, when a significant change
in the network happens, and then, all network nodes communicate their status
(Et

u, euv, luv) to the network controller C by spending ecc amount of energy. C
computes centrally a new (near-optimal as shown in [6]) data forwarding plan
and the nodes run the new plan. In our case, we run the PDD-CR reconfigurations
for each case where we would do the same if we were running DistrDataFwd. As
noted before, the conditions that trigger a change of the forwarding paths are
either node related (a node dies) or link related (change of interference which
results in εuv(τ)−εuv(τ−1)

εuv(τ)
> γ)2.
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Fig. 3. Performance results.

Energy Efficiency. The energy consumption over the entire network during
2000 h of operation is depicted in Fig. 3a. The energy consumption values include
the energy consumed for both the data distribution process and the reconfigu-
ration. Our method achieves comparable energy consumption as PDD, despite
being a local, adaptive method. This is explained by the following facts: PDD-CR
requires more energy than DistrDataFwd for the path reconfiguration process,
as during each epoch alteration every node has to spend ecc amount of energy

2 The qualitative behaviour would not change in case of additional reconfiguration
events, which simply increase the number of reconfigurations.
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for the configuration phase. On the contrary, in the DistrDataFwd case, only
some of the nodes have to participate in a new configuration phase (usually the
nodes in the neighbourhood of the problematic node), and spend significantly
less amounts of energy. In the case of PDD, the nodes do not participate in config-
uration phases, so they save high amounts of energy. In Fig. 3b, we can also see
the energy consumption of DistrDataFwd and PDD-CR for different percentages
of reconfigurations (w.r.t. the number of time cycles τ). It is clear that the more
the reconfigurations that we have in the network, the more the gap between the
performance of DistrDataFwd and PDD-CR increases.

Data Delivery Rate. The data pieces lost during 2000 h of operation are
depicted in Fig. 3c. We consider a data piece as lost when the required nodes
or path segments are not being available anymore so as to achieve a proper
delivery. When a data piece is delivered, but misses the deadline Lmax, it is
not considered as lost, but we measure the high delivery latency instead. We
can see that the low energy consumption of the PDD method comes at a high
cost: it achieves a significantly lower data delivery rate than the PDD-CR and the
DistrDataFwd methods. This is natural, because as noted before, PDD computes
an initial centralised paths configuration and follows it throughout the entire
data distribution process. The performance of the DistrDataFwd method stays
very close to the performance of the PDD-CR method, which demonstrates the
efficiency of DistrDataFwd in terms of successfully delivering the data pieces.

Maximum Data Access Latency. The maximum data access latency during
2000 h of operation is depicted in Fig. 3d. The measured value is the maximum
value observed among the consumers, after asynchronous data requests to the
corresponding proxies. PDD does not perform well, due to the fact that it is prone
to early disconnections without reconfiguration functionality. The fluctuation of
PDD-CR’s curve is explained by the re-computation from scratch of the data for-
warding paths which might result in entirely new data distribution patterns in
the network. DistrDataFwd respects the Lmax threshold for most of the time,
however at around 1700 h of network operation it slightly exceeds it for a single
proxy-consumer pair. On the contrary, PDD-CR does not exceed the threshold.
This performance is explained by the fact that DistrDataFwd, although efficient,
does not provide any strict guarantee for respecting Lmax, for all proxy-consumer
pairs, mainly due to the absence of global knowledge on the network parameters
during the local computations. PDD-CR, with the expense of additional energy
for communication, is able to centrally compute near optimal paths and con-
sequently achieve the desired latency. There are two simple ways of improving
DistrDataFwd’s performance in terms of respecting the Lmax threshold: (i) insert
strict latency checking mechanisms in the local aodv+ function, with the risk
of not finding appropriate (in terms of latency) path replacements, and thus
lowering the data delivery ratio due to disconnected paths, and (ii) increase the
TTL argument of local aodv+, with the risk of circulating excessive amounts
of route discovery messages, and thus increasing the energy consumption in the
network. Including those mechanisms is left for future work.
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7 Conclusion

We identified the need for a distributed reconfiguration method for data for-
warding paths in industrial IoT networks. Given the operational parameters the
network, we provided several efficient algorithmic functions which reconfigure
the paths of the data distribution process, when a communication link or a net-
work node fails. The functions regulate how the local path reconfiguration is
implemented, ensuring that there will be no loops. We demonstrated the perfor-
mance gains of our method in terms of energy consumption and data delivery
success rate compared to other state of the art solutions.
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Abstract. To prevent other research groups from making the same
errors as we did in real-world deployments of sensor networks, we share
our experience from previous installations and lessons learned from them.

First of all, we are finally convinced to apply the KISS principle
(Keep it Simple Stupid) also to real-world deployments, especially that
as researchers we tend to prefer more complex and sophisticated ideas.

Second, researchers underestimate practical issues in outdoor installa-
tions, and it may lead to unexpected and time-consuming problems. For
instance, we did not notice that the selected voltage regulator works reli-
ably only in temperatures above zero degree Celsius, leading to packet
losses and a long debugging process.

Third, apart from extensive software tests before deployment, our pro-
tocols and applications include also self-healing instructions. They detect
software bugs on run-time and restart motes if needed.

With all these three major steps, we were able to run real-world sen-
sor networks for several years without major problems, even when we do
not have resources for efficient testing and debugging, the problem that
most research groups have.

1 Introduction

There are several ways to ensure that hard- and software is working as expected,
such as various system-tests, different behavioral simulations, and also testbeds.
However, researchers usually cannot carry out such extensive tests with a lim-
ited budget of research projects. Nonetheless, WSN applications should work
maintenance-free and reliable for a long time in real-world scenarios. But often
they failed quite early due to some unpredicted practical issues. We suffered
similar problems and in this paper we share our experience on real-world WSN
deployments.

The major difference between scientific and commercial sensor networks is
their maturity. Commercial WSN are mostly based on thoroughly tested hard-
ware and software, sometimes not changed significantly throughout several years.
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On the contrary, scientific WSN include novel solutions and they resemble pro-
totypes rather than products, due to limited testing and debugging resources.
Nonetheless, even such WSN prototypes should also work reliably for a long
time.

In this paper we present lessons learned from our deployments: how to install
and run reliably WSN regardless of limited testing resources. We hope these
lessons will help other research groups to avoid the errors we did and in this way
make their scientific efforts more productive and efficient.

The main lesson we learned in our WSN deployments is: keep it simple.
Simple solutions tend to have fewer errors, work more reliably than complex ones,
and also are easier to maintain. Therefore, we replaced our complex medium
access control protocol [4], which included advanced features like clock drift
prediction, with a simpler solution based on preamble sampling [5].

Another problem with testing in that some bugs are hard to spot before
the real deployment, because they do not occur under testing conditions [1].
For example, our motes deployed next to a highway collected weather/traffic
conditions and forwarded it to the sink. Before that, we tested the complete setup
in long-time simulations and then with our testbed. It worked without problems
so we decided to deploy it along the highway. However, due to some minor bugs
in the radio module and the routing protocol, not spotted during in-lab tests,
our motes lost plenty of frames, leading to failures. To attack such problems,
we include self-healing mechanisms in our software, which detect software bugs
on run-time and restart the affected mote. These mechanisms include mainly
watchdogs, assertions, periodic reset, introduced later in this work.

This papers is organized as follows. Section 2 lists similar works that pro-
vide practical information about real-world deployments of sensor networks.
In Sects. 3, 4, and 5 we introduce major lessons we learned during our WSN
deployments, for low power radio communication, location and hardware, and
for software issues respectively. Finally, we conclude this work in Sect. 6.

2 Related Work

In our previous work [3] we presented techniques to deal with software bugs in
long-living sensor networks. It includes two major steps: offline bug fixing, to fix
software errors before deployment, and self-healing to detect bugs on run-time
and restart motes. Section 5 shortly introduces these both techniques.

Our work [2] shows several methods to efficiently debug software for sensor
networks, including drivers, protocols, and applications. In that paper we eval-
uated several debugging techniques, mainly their memory footprint and impact
on the execution time.

Other research works showed experiences from real-world deployments of
sensor networks. In Ref. [1] the authors noticed that the deployment is the time
to face unexpected problems. The major observation made by the authors is
KISS (“Keep it Small and Simple” or “Keep it Simple Stupid”), and we fully
agree. Further, the authors explained that some bugs are hard to spot before the
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real deployment, because they do not occur under testing conditions. Therefore,
we add also self-healing code in our software for long-living WSN applications.

Other experiences from a real-world deployment, a sensor network monitoring
a potato field, are presented in Ref. [7]. The authors confessed they neglected
software testing, leading to huge problems in the runtime. They stressed the
need of thorough testing of the sensor network, mainly using a testbed. One
year later these authors started the same application again and presented results
in Ref. [6]. This time, the authors kept in mind the KISS idea and made the
system much simpler than before. For instance, the MAC protocol was much
simpler and there was no routing protocol at all. This new, simple approach
achieved much better results than a year before: the sink gathered about 51% of
sensor readings this time, whereas it got only 2% readings a year before. After
reading these works, we changed our attitude towards potential problems in the
deployment and assumed the worst-case will happen. Therefore, we put even
more effort on debugging and fixed most errors in the lab. The remaining bugs
were handled with self-healing code.

3 Lessons Learned from Low-Power Wireless
Communication

In this section, we present major problems we encountered in low-power wireless
communication between motes and also highlight the lessons we learned from
our mistakes.

3.1 Real-World Conditions Bring Scientific Results into Question

At the beginning of the project our partners selected several locations to install
sensors for water monitoring (see Fig. 1). The distance between these locations
span from about 200 m to about 23 km. We planned to cover the long distances
between motes with multi-hop connections. Based on our RF measurements
in this area, we would need about 4–5 extra motes, equipped with high-gain
antennas, to support data transmission over 23 km.

Then, we learned from the operator they would rather prefer a simple solu-
tion, since the multi-hop setup includes hard accessible and insecure areas, such
as top of the mountains, places without road infrastructure, and so on. It would
lead to difficult maintenance works and a high risk of vandalism or stealing.
Therefore, instead of providing a single multi-hop sensor network, we installed
several single-hop networks, each network with its own cellular IP gateway (see
Fig. 1).

Lesson Learned. Reasonable scientific ideas, a multi-hop network in this case,
sometimes must not be applied to real-world applications due to external con-
ditions, such as challenging topography or a risk of vandalism in our case.

It is better to discuss these issues with the local operators and technicians a
long time before deployment.
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Fig. 1. We planned to deploy a multi-
hop sensor network to monitor the
complete area. However, due to some
practical issues (a risk of vandalism,
maintenance problems) we installed
several 1-hop networks, each network
with its own GSM modem.

Fig. 2. Avoid hard-accessible places, if
possible. To achieve this platform, the
technicians needed about 45-min boat
drive. They installed the platform (incl.
motes and a GSM modem) but had to
come back here after a few days only
to update software.

3.2 Assume Hardware May Break in a Way You Do Not Expect

During the project we encountered some unexpected hardware problems. For
example, we assumed that the radio used by our motes cannot be partially
broken: we expected either it works or not. At a certain location the mote was
placed at the bridge located about 100 m away from the sink. This setup worked
without major problem over several months, and then sink stopped receiving
packets from the mote. On visiting this location, we noticed that the mote and
the sink were still powered on so the problem was not the battery. Since the
mote provided correct debug messages, we expected that the mote or the sink
radio is broken. Indeed, the problem was the radio but after examining it with
a spectrum analyzer we found out the mote was sending data with a too small
power. After moving the mote closer to the sink, just for debug purposes, the
sink started getting data. Clearly, we replaced the mote in this location and
everything worked well again. This radio problem would be much harder to
spot, if the sink were closer to the mote. In this case, only some packets would
not reach the sink due to too weak signal.

Lesson Learned. We learned that hardware may break in a way we do not
expect and to be more open-minded for potential problems in real-world deploy-
ments. Further, we also learn that a mobile spectrum analyzer speeds up fixing
radio problems in outdoor installations.
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3.3 Ensure You Do Not Change Anything After Final Tests

We had to install a water sensor in a hard-accessible location (see Fig. 2): the
technicians needed about 45-min of boat drive. Since there was only a single sen-
sor there, we could install a single mote connected directly to the GSM modem.
However, we installed the mote and the sink (attached to the GSM modem),
since this setup worked well in other places. To protect hardware from vandal-
ism, this equipment was installed in a secure metal box. Unfortunately, we did
not know the technicians used such a box, and learn about it afterwards, leading
to the following problem.

On the installation day, we were checking motes remotely in our lab located
about 2000 km away from the install location. After the technicians installed our
motes, we informed the technicians to leave this location, as our server received
data from the motes. Shortly after that, our server stopped receiving sensor data,
but it still got control packets, so the GSM connection was still working.

After that, we discussed it with technicians and found out the cause of this
problem: misunderstanding. Then, we learned that the sink and the mote are
very close to each other, and the technicians closed the metal box just before
leaving the location. As a result, the receive signal strength at the sink was too
high, leading to packet losses. To solve this problem, we reduced the transmission
power of the mote/sink, and the technicians updated software a few days later,
on the next visit.

Lesson Learned. We learn to be very cautious in changing the setup after
final tests, so that not even a single detail will be changed, including positions
and installation instructions. Further, we learned again to avoid hard accessible
places if possible, even when we assume that we will not have to visit this place
again, for instance to update software. Moreover, wireless code update proba-
bly makes the maintenance of sensor networks much easier, provided wireless
communication is still operable.

3.4 Read Operating Conditions Carefully

To enable low-power communication over long distances, we integrated off-the-
she lf transceivers on a new board (Fig. 3). Then, we made some RF measure-
ments, in the south of Spain, and this setup worked fine. Later we started another
project and installed the same type of transceivers, but from another production
lot, along a motorway in Germany. During first few weeks our motes worked flaw-
lessly, but later on some problems with unexpected packet losses occurred. We
suspected our new software to cause these problems, since hardware had already
been tested in the previous project. We were trying to find the cause of this
problem for several weeks, and finally realized that the assembled voltage regu-
lators used on this production batch of PCB (printed circuit board) work only
above 0 ◦C. Since the temperature dropped rapidly several weeks after installa-
tion, some motes stopped working. We did not spot this problem in the previous
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Fig. 3. Our long-range RF board
worked reliably in tests in the south
of Spain, but suffered from problems
in the middle of Germany after sev-
eral days of the deployment. Finally we
found the reason: the voltage regulator
did not work below 0 ◦C.

Fig. 4. We developed a new board for
connecting SDI-12 sensors and were
able to connect up to 10 sensors to
it. Since SDI-12 sensors provide digi-
tal data, we did not encounter prob-
lems with analog-to-digital conversions
again.

project, since the temperature in south of Spain was always above 0 ◦C. Fur-
ther, we did not spot this problem while testing our motes for several hours in
a freezer.

Finally, we replaced this voltage regulator with another one, with a much
wider temperature range, and it fixed these problems.

Lesson Learned. We still cannot explain the reason for using a voltage regula-
tor that operate only at temperatures above 0 ◦C. We probably did not specify
the exact component, voltage regulator, and our PCB manufacturer might have
selected another one, as we put an asterisk at the component name in the bill
of materials (BOM).

We learn to double check the BOM and the operating conditions of all elec-
tronic parts used on our boards. Further, we must also check PCBs of newly
assembled devices carefully and ask for the BOM of the components that really
were used.

4 Low Power, Good Location for Hardware and Sensors

Apart from problems with low power wireless communication, we had also some
issues with cellular IP modems and sensors. Here, we shortly introduce these
problem and lessons we learned from them.

4.1 Standby GSM Router Is Not Low Power

To enable GSM communication at locations without mains power, we found a
low-power GSM modem, which also included FTP and HTTP protocols, needed
for our application.
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Fig. 5. The default low-power mode of the cellular IP gateway still consumes too
much energy for low-power sensor application. Therefore, the sink powers down the
GSM gateway completely when not used.

However, this modem still consumes too much power for our long-living appli-
cation, about 21 mW, whereas our sinks needs 3000x less energy. Because of a low
duty cycle of our application (about 100 kB of data transmitted every 15 min),
we decided to switch off the modem completely when not used. To do so, the
sink switched on the modem (see Fig. 5) only to transmit data, and switched it
off afterwards. By doing so, the sink coupled with the GSM modem consumed
less than 0.02 mW in standby, and achieved a lifetime of several months.

Lesson Learned. We learn that default low-power modes of various devices
may still consume too much energy for long-living sensor network applications.
Instead of using the device internal low power modes, switching it off completely
may lead to energy savings, provided the power-down and power-up energy is
not too high.

4.2 Don’t Forget an Easy Accessible Placement of Hardware

At the beginning of the project, we used a GSM modem tailored for automo-
tive application, with special antenna connectors. Since we could not find nei-
ther high-gain antennas nor cable adapters for such connectors, we installed the
modem and its antenna high above the ground, on a mast. In this way, the
modem benefited from a stronger GSM signal and was able to send data to the
Internet. Since the modem was previously tested and used outdoors, we did not
expect it to stop working, and it assured us to install the modem on the mast.
Unfortunately, some problems with the modem occurred during the project, and
we had to climb the mast to reach the modem. Then, we regretted we did not
spend more time on looking for another antenna or connector that would allow
us to install only the antenna on the mast and the modem close to the ground.
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Lesson Learned. We learn that even if we are sure that nothing wrong will
happen, because we tested or used our equipment previously for a long time, it
may still break. Therefore, we have to keep it in mind when selecting the install
location.

4.3 Periodic Reset

In our previous project, we did not have problems with limited energy and
therefore the GSM modem was constantly powered on so. However, there was
still a risk of power outage, up to 24 h without power, and in this time the modem
should be running from an external car battery. For this scenario we selected
a typical USB-dongle-based modem and connected it to the BeagleBone Black
(BBB) embedded computer. In case of power shortage, this setup would work
for several hours on a car battery.

Since the equipment was installed far from our office, we configured it to
work autonomously. We provided several scripts that fix potential network or
software problems on its own.

Again, we encountered problems that we did not foresee before. After some
time, our server stopped getting data from the monitored area, although the
complete setup was tested in our lab for a long time. First, it looked like the
GSM connection was broken, because we could not log in remotely onto the
embedded server. After examining the system on-site, we noticed that the cellular
IP gateway could not be detected by the BBB, although the modem was still
connected to it and nobody even touched it. We restarted the BBB computer
and it detected the cellular modem without problems. We did not expect that
the modem can just disappear from the system and our script could not handle
this problem. Instead of adapting our script to deal also with this problem, we
implemented a well-known, simple and robust solution: a watchdog1. In short,
the hardware-based watchdog restarted the operating system of BBB once a day.

Lesson Learned. We learn that backup strategies are needed to deal with
various hardware and software problems. For example, in this case a periodic
reset or watchdog solves various temporary problems.

4.4 Do Not Forget About Redundancy

In the same application as in the previous paragraph, the BBB stored sensor
readings on a SD card. After some time, our server was receiving some control
frames from the BBB, but the sensor data was missing. We suspected the sink
was broken and it did not forward sensor readings to the Internet server. After
arriving to the monitored area, we examined the BBB computer and noticed that
1 A watchdog is a counter that performs system reset on a certain value, mostly zero.

However, if software clears the watchdog flag, the counters starts again. In our case,
we did not clear the flag so the watchdog performed reset each time it finished
counting.
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SD card was not detected by the system anymore. Then, the BBB tried to write
sensor data to the internal flash memory but it was full. After reinserting the
SD card, the BBB detected it and saved sensor reading on the card. It showed
us that a periodic reset, introduced in the previous paragraph, helps in various
run-time problem. Further, we considered again adding an extra hardware drive
to store data, in case the SD card breaks.

Lesson Learned. Here we learn not to forget to use redundant storage devices
to safely save sensor readings. Further, we saw again the need of simple mecha-
nism - a periodic reset - to deal with unpredictable problems.

4.5 Sensors: Do Not Reinvent the Wheel

During our first real-world deployment we considered how to design software
and hardware to be reused among several different sensors. Then, we decided to
use analog sensors, as they can easily be connected to a typical analog-to-digital
converter (ADC). Further, since our mote already has an ADC available, we
would not need to design new hardware for using such sensors.

Unfortunately, we suffered from some problems soon, because the embedded
ADC precision was not good enough. Even by taking dozens of analog samples
and averaging it, the error in digital values was higher than 10%, due to design
imperfections. Further, in some locations we had to connect up to 12 sensors,
but we could connect only a single analog sensor to our mote.

Nonetheless, we were still convinced to use analog sensors and developed
a new board (Fig. 6) with connectors up to 12 sensors. Although this board
provided more accurate results than the embedded ADC, we had to calibrate
each board manually by defining some conversion constants in our application.
Further, we were not sure if these constants need adapting later, for example
when the outdoor temperature changes.

In the next project we got some water monitoring sensors from the project
partner. We found out that most sensors provide only digital data and were
afraid of writing several sensor drivers. However, it turned out that all these
sensor support the SDI-12 protocol, which is quite popular in environmental
monitoring. In the end, we needed only to implement this protocol and develop
an SDI-12 adapter board (Fig. 4). After that, all SDI-12 based sensors can be
connected to our mote, and a single mote can read data from 10 sensors. Further,
we do not care about ADC conversion and calibration, we just get digital data.
We can also add or remove sensors on runtime, which makes this setup even
more flexible and useful.

Lesson Learned. Digital sensor readings are more reliable than our previous,
ADC-based solution, and also simpler to maintain. So instead of struggling with
several ADC issues, it is better to find and use standards that are already avail-
able.
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Fig. 6. Since the embedded analog-to-digital converter suffered from precision prob-
lems, and could not connect several sensors, we developed our own ADC board and
connected up to 12 sensor to it (showed in this photo). However, we had to still man-
ually calibrate the new ADC and did not know if the calibration is needed after some
time, e.g. when the temperature changes. Therefore, in the next project we used sensors
based on the digital SDI-12 protocol.

5 Software Development

In this section, we present our major findings for software problems running in
long-term outdoor applications, introduced partially in our previous work [3].

5.1 Keep It Simple

In some of our previous projects we applied our schedule-based MAC protocol [4].
To make it work reliably in long-term applications, the protocol included quite
complex mechanisms to deal with problems like beacon overlap, clock drift, and
so on. Although the protocol was already running in outdoor applications, we
kept finding minor problems in PC simulations. Thus, we were not convinced
that the protocol has no bugs, and there was a risk that some undetected bugs
affect motes while running outdoors. Further, because of high complexity it was
not easy to add new features to the protocol, and to maintain it.

Because of all these problems we were looking for another, a simpler MAC
protocol and decided to use a protocol based on preamble sampling [5]. It took
us only a few weeks to implement the new protocol from scratch, and it was
much simpler indeed. According to our calculations, this simple MAC would
need a bit more energy in our application, caused by idle listening. However the
extra penalty was small enough to start using this protocol and benefit from its
simplicity.

Lesson Learned. Although it might be tempting to make complex, sophisti-
cated solutions, especially in scientific communities, the real-world application
need simple and robust approaches. We learned to make our design simple and
benefit from easier maintenance, easier testing, and high reliability compared to
the complex solutions.
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5.2 Some Bugs Attack Only on Run-Time

To examine the impact of weather and traffic conditions on wireless communi-
catio n, we deployed our motes along a highway in Germany. Before starting
our application outdoors, we performed several test operations: PC simulations,
hardware tests, and finally WSN testbed. After fixing some minor problems our
application worked without problems in simulations and on the testbed. There-
fore, we installed motes along the highway but soon after they suffered from
communication problems, leading to high packet error rates.

We examined the problem in our lab and found a bug in the radio driver.
In short, this driver should filter incoming messages based on the destination
address. However, sometimes this filter did not work properly and it forwarded
incoming packets to the upper layers. It lead to various problems with our routing
protocol, and in the end to packet losses.

This problem shows the risk already mentioned in Ref. [1]: some bugs can-
not be spotted in in-lab tests, because they occur only on certain conditions.
Therefore, we include in our software also self-healing instructions, which detect
run-time problems and reset motes if needed. It is based mainly on hardware
watchdogs, available on most microcontrollers, and also on software assertions.
We provided more details about that in our previous work [3].

With all these means we run various WSN applications outdoors for more
than three years without major software problems. Further, in our first deploy-
ment we were aware of some bugs in our medium access control protocol, but
still could run the complete application for several weeks outdoors, thanks to
the self-healing mechanisms.

Lessons Learned. Although software testing for sensor networks needs plenty
of time and effort, it pays off in long-running application: fewer bugs means less
maintenance effort. However, some bugs cannot be spotted before deployment,
since they do not occur under testing conditions. To deal with this problem,
software for sensor networks should include also self-healing instructions, which
recover from software errors on run time.

6 Conclusion

In research projects we mostly concentrate on scientific work and do not have
enough time and resources to deal with practical problems in real-world applica-
tions. Nonetheless, these applications should operate for a long time, preferably
without maintenance. In last years we learned how to achieve this goal, that is,
run long-term applications with limited testing resources. In the following we
summarize the lessons we learned from our previous WSN deployments:

– you must include plenty of time for test and verification into your project
schedule

– apart from simulations and testbed you have to run outdoor tests with real
world conditions
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– do not forget backup strategy and redundancy, even when you think your
components are tested

– read the hardware errata carefully and make sure you ordered the right com-
ponents, for example the same revision that you tested

– make sure your project partner knows what you do and vice versa,
– close the communication and specification gap by clear and strict documen-

tation
– for complex installations get the specification or build it up in advance
– consider how to reuse your previous work, such as implementation or hardware

designs, to gain more time for testing

We hope these lessons will let other research groups to install real-world
applications more efficiently by avoiding trial-and-error approach.

Acknowledgement. The research leading to these results was partly founded from
the Federal Ministry of Education and Research (Germany), from the DIAMANT
project.
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Abstract. Clustering in Wireless Sensor Networks (WSNs) is consid-
ered an efficient technique to optimize the energy consumption and
increase the Packet Delivery Rate (PDR). Most of the proposed cluster-
ing protocols assume that there is a Line of Sight (LOS) between all the
sensors. In real situations, there are obstacles which could interfere this
LOS. Moreover, most of the available WSNs simulators assume the use of
optimistic path loss models that neglect the effect of the obstacles on the
PDR. In this paper, we adopt an obstacle-aware path loss model to reflect
the effect of the obstacles on the communication between any the sensors.
The Castalia simulator is then adapted to use this the proposed path loss
model. Moreover, we propose an obstacle-aware clustering protocol, the
NSGA-based, Non-LOS Cluster Head selection (NSGA-NLOS-CH) pro-
tocol, to solve the CHs selection problem in WSNs with an irregular
field. Simulation results have shown that the effect of the obstacles on
the PDR cannot be neglected. Moreover, NSGA-NLOS-CH outperforms
other competent protocols in terms of the PDR while maintaining an
acceptable energy consumption at the same time.

Keywords: Obstacle-aware · Clustering · WSNs

1 Introduction

Clustering in Wireless Sensor Networks (WSNs) is considered an efficient tech-
nique to optimize the energy consumption. Many clustering protocols have
been proposed in the literature to optimize the energy consumption in Wire-
less Sensor Networks (WSNs). Most of these protocols assume that the sensors
are deployed in a Two-Dimensional (2D) network field. However, there is an
increasing number of WSNs applications in which the network field is often a
Three-Dimensional (3D) rolling terrains, such as volcano monitoring and land-
slide detection. Although recent studies have proposed clustering protocols for
3D WSNs [7], these studies assume that the field is a 3D volume where sen-
sors can be positioned freely within the whole 3D space. Compared to this free
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deployment in 3D space, in the case of deployment on rolling fields, sensors are
deployed on the exposed surface and not freely within the 3D space. There-
fore, these protocols cannot be applied to the rolling terrain either. Clustering
protocols developed for 2D fields cannot be applied directly in such applications
because the nature of the 3D rolling field may lead to the creation of obstacles in
the network field. These obstacles have a substantial impact on the link quality
between the communicating sensors as they cause an increased path loss. There-
fore, determining the optimal set of CHs on the 3D rolling fields is a critical
task.

Data delivery reliability is considered a key requirement in WSNs. In order
to realize this requirement, clustering protocols should ensure high-quality links
between the cluster members and their associated Cluster Heads (CHs). The
Received Signal Strength Indicator (RSSI) is considered a prominent metric to
assess the link quality between the transmitter and the receiver sensors. The
RSSI calculation depends mainly on the adopted path loss model. Therefore,
the performance of clustering protocols critically depends on the ability to accu-
rately model the path loss of the communication signal between the transmitter
and the receiver. A common limitation in most of the previously proposed clus-
tering protocols is assuming the free space path loss model. The fundamental
assumption behind this model is that the transmitter and the receiver sensors
have a Line Of Sight (LOS) communication with no obstacles of any kind [8]. In
real situations, there are almost always obstacles in the path between the trans-
mitter and the receiver. Therefore, the free space path loss model is considered
ideal and optimistic for predicting the path loss between any two sensors since
it does not take the obstacles effect between the transmitter and the receiver
into account [10]. Most of the available WSNs simulators assume the use of the
free space path loss model [9]. The log-normal shadow fading model is proposed
as an attempt to construct a more realistic path loss model by simulating the
path loss around the sensors. Yet, this model does not account for the effect
of the obstacles on the communication signal. Another significant limitation is
that most of the existing clustering protocols assume the use of the first order
radio model. However, this energy model is idealized and fundamentally flawed
for modeling radio power consumption in sensor networks [5].

Castalia is a popular and very efficient WSN simulator that provides a well-
designed channel model [9] and adopts a realistic energy consumption model
that is based on the characteristics of the Chipcon CC2420 radio transceiver
data sheet. However, Castalia adopts the log-normal shadow fading model and
hence shares the same drawback as most of the available WSNs simulators with
regard to accurately modeling the path loss in case of No Line Of Sight (NLOS)
communication, i.e. when there are obstacles between the transmitter and the
receiver.

1.1 Contributions

As we discussed earlier, obstacles have a great impact on both the design of
clustering protocols for WSNs and the simulation and evaluation of the perfor-
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mance of these protocols. Therefore, the purpose of this paper is twofold. First,
to design, implement and test an obstacle-aware clustering protocol to solve
the CHs selection problem in 3D rolling fields. Since the CHs selection prob-
lem has been proven to be a Non-deterministic Polynomial (NP)-hard problem
with many conflicting objectives, a Pareto-based Evolutionary Algorithm (EA)
is adopted to solve this problem. The proposed protocol takes into consideration
the following key requirements: the network’s energy efficiency, the network’s
data delivery reliability, and the protocol’s scalability. Second, to test and inves-
tigate the performance of the proposed protocol against well-known clustering
protocols, in the existence of obstacles and under a realistic energy consumption
model. The main contributions of this paper are listed below:

– We adapt an obstacle-aware path loss model to evaluate the effect of the
obstacles in the communication between any two sensor nodes. In order to
achieve that, we implement a visibility function to find the obstacles in the
path between any two sensors. This function is implemented based on the
Bresenham’s algorithm. Based on the adopted path loss model, a path loss
map is derived. The Castalia simulator is then modified to use this map to
calculate the path loss and the RSSI values between any two sensors in the
network.

– We propose a new EA-based clustering protocol for 3D WSNs where the
network field is a 3D rolling terrain.

– In order to realize the aforementioned contributions, the network field is mod-
eled using the Digital Elevation Model (DEM) to account for different eleva-
tions, and hence obstacles, in the field.

The novelties of the proposed research work are as follows: (a) To the best of
our knowledge, the proposed clustering protocol is the first to consider and test
the obstacles’ effect on the communication between the sensors, (b) Experimental
validation are performed on real elevation data for 3D terrains.

1.2 Paper Organization

The remainder of this paper is organized as follows. Section 2 presents the related
work on protocols designed for 3D WSNs. Section 3 presents the system model
and assumptions. The design of the obstacle-aware clustering protocol and the
problem formulation are provided in Sect. 4. A detailed analysis of the simu-
lations results is provided in Sect. 5. Finally, Sect. 6 concludes this paper and
highlights future research directions.

2 Related Works

The Low Energy Adaptive Clustering Hierarchy for 3D WSNs (LEACH-3D)
protocol [2] is a direct extension of the original LEACH protocol and is considered
the first clustering protocol designed for 3D WSNs. The first order radio model,
which is initially proposed by LEACH, is extended to work for 3D WSNs. Based
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on this extension, the authors prove that the effect of the 3D environment on
clustering protocols cannot be neglected. LEACH-3D uses a variable number of
CHs and different number of CHs could be elected each round.

A Fuzzy-based Clustering Scheme for 3D WSNs (FCM-3) is proposed in [7]
to apply clustering protocols in 3D WSNs. The proposed protocol assumes the
radio model which is proposed in [2]. The adopted fuzzy approach optimizes one
objective function which is defined as minimizing the total energy consumption
and is constructed by combining the distances between sensor nodes and their
corresponding CHs and between the CHs and the Base Station (BS) into the
radio model. FCM-3 defines two constraints to ensures single-hop connections
for the intra-cluster and inter-cluster communication. Similar to LEACH-3D,
the number of CHs is variable. However, experimental results show that FCM-3
achieves the best performance when the number of CHs is from 20% to 30% of
the network size, which is considered a high number.

A Particle Swarm Optimization (PSO)-based Protocol for CHs selection
(PSO-CH) [5] is a centralized PSO-based protocol that is used to find the opti-
mal set of CHs. The PSO-CH protocol considers the following properties: the
network’s energy efficiency, data transmission reliability, and the protocol’s scal-
ability. The objective function that is used to evaluate each candidate solution is
defined as the weighted sum of three sub-objectives, each of which is related to
the aforementioned properties. PSO-CH is designed and implemented under real-
istic networks settings and realistic energy consumption model. The link quality
estimation in PSO-CH is based on the Received Signal Strength Indicator (RSSI)
of received packets.

All the aforementioned protocols are applicable to 3D WSNs. However, the
path loss model adapted by these protocols ignore the effect of the obstacles on
the communication between the sensors. They also assume that the field is a 3D
volume where the sensors can be positioned freely within the field. Moreover, all
these protocols assume the use of an ideal energy consumption model.

The Surface-Level Irregular Terrain (SLIT) path loss model [4] is a semi-
empirical path loss model for WSN with irregular terrain. The SLIT model uses
the terrain information, expressed by the DEM data, to provide a fast and an
accurate estimation of the large-scale path loss due to the obstacles existing in
the field. The total path loss is expressed as a function of both the free-space
path loss and the path loss due to the obstacles in the field, which is calculated
using the Epstein-Peterson diffraction loss model [6]. In order to verify the SLIT
model, empirical experiments are conducted and the average difference between
the measured results and the predicted results from the SLIT model are recorded.
Experimental results have shown that the SLIT model provides an accurate path
loss model that accounts for the terrain profile.

In this paper, we adopt the SLIT path loss model [4] and propose an obstacle-
aware clustering protocol for 3D WSNs to evaluate the effect of obstacles on
clustering protocols.
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3 The System Model

The 3D rolling field is modeled using the Digital Elevation Model (DEM). The
DEM is a digital representation of a given ground surface topography or terrain.
In the DEM, the network field is represented as a matrix of cells, where each cell
holds a value that represents the average elevation of the area contained by that
cell. DEMs are commonly built using remote sensing technology or from land
surveying, and are usually available to download. For example, the geospatial
data extraction tool [1] is part of Natural Resources Canada’s altimetry system
designed to meet the users’ needs for elevation data and products. This tool pro-
vides data from seamless national datasets based on custom-defined geographic
area and customized data options. The main motivation to adopt the DEM in
our proposed protocol is to be able to simulate a realistic 3D rolling field and
to find the obstacles between any two sensor nodes in the network. The sensors
are assumed to be uniformly deployed in a 3D rolling field. Based on the DEM
data, the height coordinate of a sensor located at position (x, y) is restricted to
the field’s elevation at that specific position.

For the energy consumption model, a discrete-based realistic model which
is based on the characteristics of the Chipcon CC2420 radio transceiver data
sheet [11] is used. The total energy consumed by sensor node n, consumedEn,
is calculated as follows [3]:

consumedEn =
∑

statej

Pstatej × tstatej +
∑

tr

Etransitions (1)

The index statej refers to the energy states of the sensor: sleep, reception,
or transmission. Pstatej is the power consumed in each statej, tstatej is the time
spent in the corresponding state, and tr is the number of transitions for S. The
energy spent in transitions between states, Etransitions, is also added to the
node’s total energy consumption. The different values of Pstatej and Etransitions

can be found in [11].
For the path loss model, we adopt the SLIT path loss model [4] to find the

path loss between any two sensors.

4 An Obstacle-Aware Clustering Protocol for WSNs
with Irregular Terrain

The network operating time of the proposed protocol is divided into rounds.
Each round consists of two phases, the set-up phase, and the steady-state phase.
The operation of these phases is similar to that of [5]. In this paper, we focus on
the protocol adopted by the BS in the set-up phase to find the optimal set of CHs
and clusters. We refer to the proposed protocol as the NSGA-based, Non-LOS
CH selection (NSGA-NLOS-CH) protocol which includes six different processes
as illustrated below:
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4.1 DEM Extraction

The geospatial data extraction tool [1] provided by Natural Resources Canada is
used to extract the elevation data for a given network field. Based on the DEM
data for a given network field, the BS constructs an elevation matrix that holds
the elevation data for all the cells contained by the network field. The ArcGIS
software package is utilized to generate and extract the elevation data given the
DEM data for that field.

4.2 LOS Algorithm

A Line of Sight (LOS) algorithm is needed to find the obstacles in the commu-
nication link between any two sensors in the field. In this paper, the Bresenham
LOS algorithm is utilized to implement the visibility function. The Bresenham
algorithm is often used in computer graphics for line drawing on 2D surfaces. In
this paper, we have modified it to be used for LOS determination on 3D rolling
fields. In this algorithm, if the elevation of any corresponding points between the
transmitter and the receiver does not cut the virtual line drawn between them,
then there is a LOS between the transmitter and the receiver. Otherwise, it is
said that there is NLOS (non-LOS) between them. In this paper, an obstacle is
defined as the point which has an elevation higher than that of the transmitter
or the receiver. The LOS algorithm returns a visibility matrix that has N rows
and N columns, where N is the total number of sensors. This visibility matrix
holds the path loss of all the obstacles between any two sensors in the network.

4.3 Path Loss Map Calculation

Based on the visibility matrix, a path loss map is generated by the BS. This map
reflects that path loss between any two communicating sensors in the network
and is calculated using the SLIT path loss model. The Castalia simulator is then
modified to use this path loss map instead of the one provided by the log-normal
shadow fading model to calculate the propagation loss and the RSSI values for
the links between any two communicating sensors.

4.4 Finding the Optimal Set of CHs

Once the modified RSSI values are calculated, the BS runs an EA-based algo-
rithm to find the optimal set of CHs. In this paper, we adopt the Non-dominated
Sorting Genetic Algorithm II (NSGA-II) as an optimization tool to find the opti-
mal set of CHs. The problem formulation for the adopted NSGA-based algorithm
is provided in the next section. Table 1 presents the main notations used in this
paper.
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Table 1. Notations

Symbol Definition

P Population generated from the adopted EA

N Total number of sensors

n Sensor number n, 0 ≤ n < N

Ii Individual number i of P

Xi,n Component number n of Ci

Ki Total number of clusters generated from Ci

CLki Cluster number k generated from Ci, 0 ≤ ki < Ki

CHki Cluster head number k generated from Ci, 0 ≤ ki < Ki

|CLki | Number of sensors clustered in CLki

E(n) Remaining energy of node n

initialE(n) Initial energy of node n

RSSI(n,CHki
) RSSI value for the link from n to CHki

LQ(n,CHki
) Link quality for the link from n to CHki

LQ(n,CHki
) =

RSSI(n,CHki
)

−100

Decision Variables. In the proposed protocol, a sensor node may be in one of
two states: a CH, or non-CH. To find the optimal set of CHs, a random initial
population P is generated and evolved by the adopted EA. Each candidate
solution (chromosome) Ci in P has a dimension equal to the network size minus
the BS (i.e., N − 1). Binary encoding is adopted to represent each chromosome,
where the size of each component of Ii is 1 bit.

Let, Ci = [Xi,1,Xi,2,Xi,3, ...,Xi,N−1] be the ith chromosome of P where each
component, Xi,n, 1 ≤ n ≤ N − 1 maps the state of sensor n. Each component
Xi,n of chromosome Ci is initialized with either 1 to indicate that sensor n is
a CH node, or 0 to indicate that n is non-CH node. It should be noted that
this encoding process will result in a variable number of CHs. Table 2 shows the
random sequences created for two individuals in P on a network including 10
sensor nodes other than the BS. Each row presents a solution for a chromosome
in P . For example, in chromosome C1 sensors 2, 5 and 10 are CHs while the rest
of the sensors are non-CH nodes.

Table 2. Chromosomes population

Node ID 1 2 3 4 5 6 7 8 9 10

I1 0 1 0 0 1 0 0 0 0 1

I2 0 0 1 1 1 0 0 0 1 0
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The clusters are formed by associating each non-CH node to its closest CH
that has the lowest RSSI value. After the clustering process ends, each sensor
node belongs to only one cluster and each cluster head node acts as the CH of
exactly one cluster.

Objective Functions. Each chromosome Ci is evaluated according to four
objective functions, which are briefly described in Table 3 and defined below.

Table 3. The objective functions

Objective

function

Description Goal

Ki Minimize the total number of CHs Save energy

Ui Minimize the number of unclustered sensors Enhance scalability

Li Maximize the link quality for the inter-cluster communicationData delivery reliability

Ei Maximize the total remaining energy of the CHs Balance energy consumption

Ki =
N−1∑

n=1

1, if Xi,n = 1 (2)

Ui = N −
Ki∑

ki=1

|CLki
| (3)

Li = max
k=1,2,...,K

∑

∀n∈CLk

LQ(n,CHki
)

|CLki
| (4)

Ei =
N∑

n=1

initialE(n)
E(n)

, if Xi,n �= 00 (5)

It should be noted that the calculation for Li in the proposed protocol
depends on the newly derived RSSI values which depend on the generated path
loss map.

5 Simulation Results and Analysis

The NSGA-NLOS-CH protocol and the proposed path loss model are imple-
mented in Castalia. In addition, we have implemented both LEACH-3D and
PSO-CH. The simulations are performed on elevation data from the Armadillo
Peak volcano in British Columbia, as illustrated in Fig. 1. The DEM of this field
is obtained using the geospatial data extraction tool [1] provided by Natural
Resources Canada. In order to generate the elevation data, a 20 × 20 fishnet is
constructed using the ArcGIS software on a scaled version of the network field.
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The network field is scaled down to 100 × 100 meters. The sensors are deployed
randomly and their position is restricted by the elevation of the rolling field.
The initial energy of the sensors is set as 18720 J. Each round is 500s and the
number of rounds is 5. We vary the total number of sensors from 100 to 500.

Fig. 1. Scaled version of the Armadillo Peak volcano in British Columbia

In this section, we consider the following objectives:

1. Investigate the effect of the obstacles on the Packet Delivery Rate (PDR).
2. Compare the performance of all the competent protocols in the existence of

obstacles. The comparison is done in terms of the PDR, the number of elected
CHs, the energy consumption and the average number of unclustered nodes
per round.

We consider two cases to investigate the effect of the obstacles on the PDR.
In the first case, we assume that there is a LOS between all the sensors and
that there are no obstacles in the rolling field. For this case, the log-normal
shadow fading model is used to calculate the path loss and we refer to the
proposed protocol as the NSGA-LOS-CH protocol. In the second case, we use
the provided elevation data to find the obstacles in the field and we use the
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proposed obstacle-aware path loss model. For this case, we refer to the proposed
protocol as the NSGA-NLOS-CH protocol. Figure 2 shows the PDR for both of
these cases.

It is clearly shown that ignoring the effect of the obstacles, as in the case
of NSGA-LOS-CH, can lead to more optimistic PDR values. It is also noted
that the PDR of NSGA-NLOS-CH increases with the increase in the number of
sensors. Increasing the number of sensors in the same network field area leads to
constructing shorter links for communication with a lower probability of obsta-
cles that could interfere those links. Next, the performance of all the competent
protocols is compared in the existence of obstacles. Figure 3 shows the PDR
for all the protocols. It is clearly shown that NSGA-NLOS-CH outperforms the
other protocols in terms of the PDR. This is due to the fact that NSGA-NLOS-
CH clusters the network based on the RSSI values that are derived from the
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proposed path loss model. This leads to creating clusters that are adopted for
the field profile. While PSO-CH uses the RSSI values as criteria for cluster-
ing the network, the way the RSSI calculated does not take into consideration
the obstacles in the field. LEACH-3D uses a totally random mechanism when
electing the CHs and this, in turn, does not guarantee a high PDR.

Figure 4 shows the average number of CHs per round for all the protocols. It
is noted that the NSGA-NLOS-CH protocol results in a higher number of CHs.
Unlike PSO-CH, the number of CHs in NSGA-NLOS-CH is variable. Moreover,
NSGA-NLOS-CH uses a Pareto-based approach to optimize all of its objectives
concurrently. In the existence of obstacles, a higher number of CHs needs to
cluster the whole network in order to achieve the scalability objective.
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The average consumed energy per sensor is shown in Fig. 5. NSGA-CH-NLOS
has a slightly higher energy consumption than that of PSO-CH because NSGA-
CH-NLOS elects a higher number of CHs as shown in Fig. 4. These CHs have to
stay active during the whole round which leads to a higher level of energy con-
sumption. On the other hand, LEACH-3D has a very high energy consumption
level. Experimental results have shown that LEACH-3D results in a very high
number of unclustered sensors. These unclustered sensors stay active during the
whole round and consume more energy. On the other hand, both NSGA-CH-
NLOS and PSO-CH are able to cluster all the sensors. The average number of
unclustered sensors per round is shown in Fig. 6.

6 Conclusions and Future Work

In this paper, we adopt an obstacle-aware path loss model to account for the
effect of the obstacles in the network field. In order to locate those obstacles,
the 3D rolling field is modeled using the DEM. Based on the adopted path loss
model, an obstacle-aware clustering protocol, NSGA-NLOS-CH, is proposed.
Simulation results have shown that the effect of the obstacle on the PDR can-
not be neglected. Moreover, NSGA-NLOS-CH outperforms both PSO-CH and
LEACH-3D in terms of the PDR while maintaining an acceptable energy con-
sumption at the same time.

The coverage problem in 3D WSNs with a rolling field is another fundamental
problem. As a future research direction, an integrated solution for both the
clustering and coverage problems in an irregular field should be investigated.
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Abstract. Many clustering protocols have been proposed for Wireless
Sensor Networks (WSNs). However, most of these protocols focus on
selecting the optimal set of Cluster Heads (CHs) in order to reduce or bal-
ance the network’s energy consumption and unfortunately, how to effec-
tively cover the network area is often overlooked. Coverage optimization in
WSNs is a well-known Non-deterministic Polynomial (NP)-hard optimiza-
tion problem. In this paper, we propose a Genetic Algorithm (GA)-based
Coverage Control Mechanism (GA-CCM) for clustered WSNs. GA-CCM
provides an add-on mechanism that is designed to be integrated with any
centralized clustering protocol to enhance its energy efficiency. GA-CCM
finds the optimal set of active nodes that provides full area coverage and
puts the redundant sensors into sleep mode to save energy. Extensive simu-
lations ofGA-CCMon25differentWSNs topologies are conducted.Perfor-
mance results are evaluated and compared against several well-known clus-
tering protocols as well as a coverage-aware clustering protocol. Results
show that GA-CCM always achieves full area coverage while minimizing
the redundancy degree and the number of active nodes. To further evaluate
the performance of GA-CCM as an add-on to existing clustering protocols,
we integrate it with a Particle Swarm Optimization based CH selection
protocol (PSO-CH), a comprehensive clustering protocol that considers
many clustering objectives. To the best of our knowledge, PSO-CH has the
lowest overall energy consumption among well-known clustering protocols.
Experimental results show that this integration of GA-CCM to PSO-CH
further improves its performance in terms of energy efficiency and packets
delivery rate.

Keywords: Sleep scheduling · Clustering · WSNs

1 Introduction

Wireless Sensor Networks (WSNs) are frequently used, among other applica-
tions, in environmental monitoring, industry and disaster management. In these
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applications, a large number of sensors with limited battery capacity and com-
munication capabilities are usually deployed randomly and in high density in
order to observe/measure a certain phenomenon or to detect the occurrence of
an event in the network field. Such random and dense deployment is unavoid-
able due to the hazardous environment, in which WSN application needs to be
implemented. Consequently, maintaining connectivity and coverage ratio while
maximizing the network lifetime constitutes the biggest challenge on the wide
spread of WSNs usage. This is because due to the random and dense deployment
of the sensors, there may exist many redundant sensors covering the same area
and therefore causing unnecessary energy consumption. Therefore, the intuitive
solution is to have a set of sensors activated while keeping redundant nodes
in sleep mode periodically. The Optimal Coverage Problem (OCP) in WSNs
is defined as finding the smallest number of sensors to monitor the network
area while maintaining the coverage ratio requirement of the application. The
main approach to solve such problem is to employ sleep scheduling protocols,
in which the redundant sensors are scheduled to be asleep/deactivated alter-
nately to minimize the energy consumption, hence, increase the overall network
lifetime while meeting the connectivity and coverage requirement. On the other
hand, clustering protocols provide efficient methods to achieve energy-efficient
communication, namely, connectivity in WSNs. However, most existing cluster-
ing protocols overlook this redundant sensors fact. Despite the close relationship
between the clustering problem and the sleep scheduling problem, they are stud-
ied separately and very few works consider a joint solution for both problems.
To enhance the energy efficiency of WSNs, integrated protocols that solve both
of these problems are highly recommended. As both of these problems are well-
known Non-deterministic Polynomial (NP)-hard optimization problems, Evolu-
tionary Algorithms (EA) can be used to solve such problems.

1.1 Contributions of This Paper

In this paper, we propose a GA-based Coverage Control Mechanism (GA-CCM)
for clustered WSNs. We assume that the network operating time is divided into
rounds and the network is clustered using [3]. In each round, GA-CCM is exe-
cuted to find an optimal set of active nodes to provide full area coverage. Redun-
dant sensors are put into sleep mode to save energy. The main contributions are
listed below:

– We formulate the OCP in clustered WSNs as an optimization problem. Up
to our best knowledge, the proposed formulation is the first to consider the
OCP problem in a clustered WSN. The proposed formulation ensures that
the network area is fully covered by the least number of sensor nodes. To do
so, the sub-objective functions of GA-CCM aim at minimizing the sensors’
redundancy while balancing the energy consumption of the active sensors to
avoid selecting the same set of active nodes in each round. Most importantly,
GA-CCM is designed and developed as an add-on mechanism which can be
integrated to any centralized clustering protocol in order to achieve a better
energy efficiency.
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– We introduce new ways to assess the level of coverage in WSNs. Most of the
previously proposed protocols assume that the number of active nodes and/or
the coverage ratio are useful metrics to assess the coverage performance of
their proposed protocols [9]. The coverage ratio is defined as the ratio of the
covered area to the whole network area [13]. The covered area is calculated
as the product of the number of active nodes and the sensing area of each
active node. However, these two metrics ignore the overlaps in the sensing
areas, hence, do not reflect the real coverage degree. According to the current
definition of coverage ratio, two sets of active nodes may result in the same
coverage ratio but not necessarily the same redundancy degree, that is defined
as the number of sensors monitoring a Point of Interest (PoI). In this paper, we
redefine a new coverage ratio in order to assess the coverage more accurately.
Furthermore, we also measure the redundancy degree using different metrics.

– Contrary to other coverage protocols, we test and examine the performance
of the proposed protocol against other protocols under a more realistic
energy consumption model that is based on the characteristics of the Chipcon
CC2420 radio transceiver data sheet.

Extensive simulations of GA-CCM on 25 different WSNs topologies are con-
ducted, evaluated and compared against several well-known clustering protocols
as well as a coverage-aware clustering protocol. To further evaluate the perfor-
mance of GA-CCM as an add-on to the existing clustering protocols, we integrate
it with the Particle Swarm Optimization based cluster head selection (PSO-CH)
protocol, a comprehensive clustering protocol that considers many clustering
objectives. It is also known to have the lowest overall energy consumption among
well-known clustering protocols [4].

1.2 Paper Organization

The remainder of this paper is organized as follows: Sect. 2 presents the related
work on clustering protocols and coverage-aware clustering protocols. Section 3
presents the system model. The general design and the problem formulation are
provided in Sect. 4. A detailed analysis of the simulation results is provided in
Sect. 5. Finally, Sect. 6 concludes this paper.

2 Related Work

Many probability-based clustering algorithms have been proposed in the lit-
erature. In such algorithms, the Cluster Heads (CHs) are elected based on a
probability function in a random fashion. Examples of such algorithms include:
Low Energy Adaptive Clustering Hierarchy (LEACH) [5]; Energy Efficient Het-
erogeneous Clustered (EEHC) scheme [7] and Multi-hop Overlapping Clustering
Algorithm (MOCA) [14]. All these algorithms are distributed, self-organized and
have low overhead. However, these algorithms have some problems in terms of
the form and distribution of the clusters [1]. These algorithms do not consider
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the residual energy of the sensors. Moreover, the random mechanism of selecting
the CHs does not guarantee the selection of the optimal set of CHs [4]. This, in
turn, will reduce the reliability of these algorithms [1].

In order to select the optimal set of CHs, many research works propose cen-
tralized EA-based clustering algorithms. In these algorithms, the Base Station
(BS) adopts an EA to find the optimal set of CHs based on a set of predefined
objective functions. An Example of such algorithms is the GA-based Clustering
(GA-C) algorithm [10] which define one objective function as the minimization
of the total distance from cluster members to their respective CHs in addition
to the distance from the CHs to the BS. However, GA-C does not consider the
energy efficiency of the selected CHs. A PSO-based Clustering (PSO-C) proto-
col [8] defines two objective functions which consider both the residual energy of
the sensor nodes and the physical distances between the CHs and their associ-
ated cluster members. However, the objective functions are not scaled, hence the
final solution is biased towards one of them. Another PSO-based CH (PSO-CH)
selection algorithm is proposed in [3]. PSO-CH considers the following proper-
ties: the network’s energy efficiency, data transmission reliability, and the proto-
col’s scalability. The objective function is defined as the weighted sum of three
sub-objectives, each of which is related to the aforementioned properties. The
sub-objectives are scaled to avoid any bias.

All the aforementioned clustering protocols focus only on selecting CHs to
reduce or to balance the network’s energy consumption, without adopting any
sleep scheduling mechanism for the redundant sensors. Only a few integrated
protocols consider them in a joint way. An example of such protocols is the
Coverage-Preserving Clustering Protocol (CPCP) [11]. CPCP is a distributed
coverage-aware clustering protocol which defines different cost metrics for each
sensor. The minimum-weight coverage cost metric is defined such that sensors
deployed in densely populated network areas and that has higher remaining
energy are better candidates to act as CHs and/or to stay active. The main
operation of CPCP depends mainly on the values of activation timers. Although
the authors of CPCP recommend the activation time to be proportional to the
coverage cost, no specific recommendation is given on how to set this value.
CPCP provides an integrated protocol to solve both the clustering and sleep
scheduling problems in WSNs, it lacks a redundancy check mechanism and since
it is a distributed protocol, there is no guarantee it will find the optimal status
of the nodes. PSO-CH is a comprehensive clustering protocol that adopts a
realistic energy consumption model and has well-defined objective functions.
Experimental results of PSO-CH have proven that it has higher Packet Delivery
Rate (PDR) at the CHs and at the same time has low energy consumption.
However, PSO-CH lacks a mechanism for detecting the redundant sensors in the
network and no sleep scheduling mechanism is adopted to put the redundant
sensors into sleep mode.

In this paper, we address the aforementioned concerns by extending the PSO-
CH protocol with a sleep scheduling mechanism.
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3 The System Model

We consider a two-tiered WSNs with N sensors randomly and uniformly
deployed. There are K cluster heads and 1 BS among N sensors. Each sen-
sor has a unique ID, and the BS ID is 0. In the cluster formation process, each
sensor node (including a CH) belongs to only one cluster. We assume that all
nodes are stationary after deployment and that the sensors are aware of their
location.

The Boolean sensing model [2] is assumed in this paper as it is the most
commonly used sensing model. In this model, if a point p in the network field
is located within the sensing range r of sensor node n, then it is assumed that
p is covered/detected by n. The sensing area of n is defined as a disk centred
at n with a radius of the sensing range r. In this model, the coverage function,
C(n, p), of sensor node n and point p is given by the following equation, where
d(n, p) is the euclidean distance between sensor node n and point p:

C(n, p) =

{
1, if d(n, p) ≤ r

0, otherwise
(1)

For the energy consumption model, a realistic model which is based on the
characteristics of the Chipcon CC2420 radio transceiver data sheet [12] is used.
The total energy consumed by sensor node n, En, is calculated as follows [3]:

En =
∑

statej

Pstatej × tstatej +
∑
tr

Etransitions (2)

Where statej refers to the energy states of a sensor: sleep, reception, or
transmission. Pstatej is the power consumed in each statej, tstatej is the time
spent in the corresponding state, and tr is the number of transitions for S. The
energy spent in transitions between states, Etransitions, is also added to the
node’s total energy consumption. The different values of Pstatej and Etransitions

can be found in [12].

4 General Design and Problem Formulation

First, the optimal set of CHs is determined using the PSO-CH protocol described
in [3]. Then, the GA-CCM is adopted to solve the OCP in the clustered net-
work. We choose the PSO-CH protocol as it has high PDR at the CHs and at
the same time maintains reasonable energy consumption. We refer to the inte-
grated protocol as EA-based Coverage-aware, Clustering Protocol (EA-CCP).
The formulation of the OCP in clustered WSNs is given below.

In this paper, we assume that the network area A is divided into M virtual
cells. At the start of EA-CCP, the BS constructs a coverage matrix CM that
has N − 1 rows and M columns as follows, where CM(n,m) = 1 when sensor
n, 1 ≤ n ≤ N − 1 covers cell m, 0 ≤ m ≤ M and CM(n,m) = 0 otherwise:
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CM =

⎛
⎜⎜⎜⎝

CM(1, 1) CM(1, 2) · · · CM(1,M)
CM(2, 1) CM(2, 2) · · · CM(2,M)

...
...

. . .
...

CM(N − 1, 1) CM(N − 1, 2) · · · CM(N − 1,M)

⎞
⎟⎟⎟⎠

According to the boolean sensing model 1, sensor n is said to cover cell m if the
distance between sensor n and cell m is less than the sensing range of sensor
n. Unlike other coverage protocols, we measure the distance from the farthest
corner of cell m rather than its center to ensure that cell m is totally covered by
sensor n.

In GA-CCM, the dimension of each potential solution is equal to the num-
ber of sensor nodes in the network minus the BS (i.e., N − 1). Let, Ci =
[Xi,1,Xi,2,Xi,3, . . . , Xi,N−1] be the ith chromosome of the population where each
gene, Xi,d, 1 ≤ d ≤ N − 1 maps the status of the sensor node with the ID nd.
Each gene Xi,d of chromosome Ci is initialized with either 0 to indicate that
sensor nd is in inactive mode, or 1 to indicate that nd is in active mode. Due
to this problem formulation, GA is used instead of PSO since the velocity and
position updates in PSO result in real values.

Each chromosome Ci is evaluated as follows:

– Create a new coverage matrix UpdatedCMi as a copy of CM .
– Update UpdatedCMi as follows: if Xi,d = 0 then UpdatedCMi(d,m) = 0 for

m, 0 ≤ m ≤ M .
– Based on the updated UpdatedCMi, evaluate Ci using the below-mentioned

objective functions.

In order to save more energy, fewer sensor nodes need to be active during
each round. The main approach of GA-CCM to achieve that is to minimize the
average number of redundant nodes per cell, avgRedNodes which is calculated
for chromosome Ci as follows:

avgRedNodesCi =

M∑
m=1

N−1∑
n=1

UpdatedCMi(n,m)

M
(3)

Furthermore, sensor nodes with higher level of energy are better candidates

for activation during each round. Let the number K =
N−1∑
n=1

Xi,d represents the

number of active nodes for chromosome Ci. The remaining energy ratio for sensor
node n with ID d, is E(nd) = Remainingenergyofnd

Initialenergyofnd
. Then, the average remaining

energy per an active node in chromosome Ci is calculated as follows:

avgRemEnergyCi =

N−1∑
n=1

E(nd), ifXi,d = 1

K
(4)

It should be noted that both avgRedNodesCi
and avgRemainingEnergyCi

are not scaled and may lead to values that are not in the same range. This will
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cause the final objective function to be biased towards one sub-objective. More-
over, it can be very difficult to precisely and accurately select the final objective
function weights, even for domain experts [6]. In order to avoid this drawback,
each sub-objective is scaled to result in the scaled values sAvgRedNodesCi

and
sAvgRemEnergyCi

, respectively. Therefore, the final objective function to be
minimized, assuming each sub-objective is equally important, is expressed as
follows:

FitnessCi = sAvgRedNodesCi + (1 − sAvgRemEnergyCi) (5)

In the case that a CH is set to inactive in Ci or that a covered cell becomes
uncovered, the final objective function is assigned a high penalty value to narrow
the search to optimal valid solutions only.

5 Simulations and Results

The performance of EA-CCP is investigated against CPCP in terms of the num-
ber of active nodes, the minimum, maximum and average number of sensors
monitoring a cell, and the coverage ratio. We choose the CPCP for comparison
as it can provide full area coverage. Authors of CPCP claim that the minimum-
weight coverage cost provides the best results where the sensor network has to
provide complete (100%) coverage of the monitored area [11]. Moreover, the
performance of EA-CCP is investigated against CPCP, LEACH, PSO-C, GA-
C, and PSO-CH in terms of the average consumed energy per node and the
Packet Delivery Rate (PDR). Although LEACH, PSO-C, GA-C, and PSO-CH
do not use any coverage control, we choose them for comparison as they are
well-known clustering protocols and experimental results have shown that they
have high PDR and low energy consumption due to their adapted cluster-based
sleep scheduling mechanism [3].

Simulations are carried on Castalia, which is based on the OMNeT++ plat-
form. The simulations are performed on a group of homogeneous sensor networks
consisted of 5 different network sizes ranging from 100 to 500 sensor nodes. Over-
all, the simulation results are averaged over five simulation runs for a total of
25 different playground topologies. Table 1 summarizes the configuration of the
network’s simulation environment.

The CHs selection problem is solved using PSO while the OCP is solved using
GA. Table 2 summarizes the configuration of the different EAs parameters.

5.1 Coverage Performance

In this section, we compare between CPCP and EA-CCP in terms of their cov-
erage performance. We choose these two particular protocols since they provide
a coverage control mechanism and assume that they can provide full area cov-
erage. The results presented in this section represent the average of 5 different
runs for 5 different network sizes and for one round of operation.

The coverage ratio for both CPCP and EA-CCP is assessed and the results
are shown in Table 3. We define the coverage ratio as the ratio of the number
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Table 1. Summary of the WSNs simulation settings for EA-CCP

Parameter Value

BS location (0, 0)

Data transmission rate 1 packet/s

Network size (100–500) sensor nodes

Field size 100m × 100 m

MAC protocol TMAC

Simulation time 2500 s

Round length 500 s

Slot length 1 s

Initial energy 18,720 J

Sensing range 20 m

Cell width 5 m

Table 2. The EAs parameters settings for EA-CCP

Parameter Value

PSO-CH

Problem dimension (number of CHs) [5–25]

Population size 50

Number of iterations 500

Learning factor c1 2

Learning factor c2 2

Interia weight w 0.9

GA-CCM

Problem dimension (network size - 1) [99–455]

Population size 100

Number of iterations 25000

Mutation probability, pm 1/problem dimension

Crossover probability, pc 0.9

of covered cells to the total number of cells. Column 2 in Table 3 shows the
coverage ratio before applying any Coverage Control (CC), i.e. before running
any of the protocols. Table 3 shows that EA-CCP achieves higher coverage ratio
than CPCP. In most of the cases, EA-CCP achieve full area coverage. In the
case of 100 nodes, the network area is not fully covered even before applying any
CC, as shown in the second column. That is why EA-CCP did not provide full
coverage in that case. Although we are assuming uniform sensors deployment,
the cell width determines the granularity of the network area. Choosing smaller
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cell width may have led to higher coverage ratio for both protocols and full
coverage in EA-CCP.

Table 3. Coverage ratio

Network size No CC CPCP EA-CCP

100 0.999 0.645 0.999

200 1 0.7365 1

300 1 0.803 1

400 1 0.8375 1

500 1 0.8495 1

To assess the redundancy degree, Table 4 shows the minimum (MIN), max-
imum (MAX) and average (AVG) number of sensors, including the CHs, moni-
toring a cell for both EA-CCP and CPCP. In Table 4, columns 2, 3 and 4 show
the same values before applying any Coverage Control (CC), i.e. before running
any of the protocols. In CPCP, the MIN column shows that, in all the networks,
there are cells that are not monitored by any sensor. Hence, CPCP fail to provide
full area coverage. Moreover, the MAX column shows that there is a high degree
of redundancy in monitoring a cell. This degree of redundancy increases as the
network density increases. Therefore, the average number of sensors monitoring
a cell increases too. On the other hand, EA-CCP shows more stable and consis-
tent performance, regardless of the network density. EA-CCP always succeeded
in providing full area coverage and all the cells has at least 1 sensor monitoring
it. The reason for the lower value in case of 100 nodes is justified in the results of
Table 3. Furthermore, EA-CCP has much lower redundancy degree. Regardless
of the network density, EA-CCP has on average around 1 node monitoring each
cell.

Table 4. Average number of sensors monitoring a cell

Network size No CC CPCP EA-CCP

MIN MAX AVG MIN MAX AVG MIN MAX AVG

100 1.2 15.8 7.406 0 5.4 1.5524 0.8 3.2 1.602

200 3.8 28 14.76 0 10.6 2.5642 1 3.4 1.6307

300 6.4 37.4 22.09 0 23.8 3.6861 1 3.6 1.6503

400 9.2 47 29.417 0 28 5.1626 1 3.4 1.6329

500 12.4 58 36.6315 0 34.6 6.7182 1 3.8 1.7172

Table 5 shows the average number of active nodes per round (Ns). This num-
ber represents both the CHs and other Active Nodes (ANs) involved in the
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communication. The main operation of CPCP depends mainly on the values of
the activation timers. Hence, it is more likely that more than one sensor with the
same timer value will announce themselves as CHs at the same time which will
lead to a higher number of CHs. These CHs mark their sensing areas as covered
areas. In CPCP, the activation stage occurs after the CH selection which leads
to activating less number of sensor nodes.

Table 5. Average number of active nodes per round

Network size CPCP EA-CCP

Ns CHs ANs Ns CHs ANs

100 21.4 15.8 5.6 25.2 5 20.2

200 30 24.8 5.2 33 10 23

300 70.2 64.6 5.6 38.2 15 23.2

400 80.8 75.6 5.2 41.8 20 21.8

500 95 90.6 4.4 48.6 25 23.6

5.2 Clustering Performance

Figure 1 records the average consumed energy per node for the different pro-
tocols. The results presented here represent the average of 5 different runs, for
each network size, with a confidence level of 0.99. It can be clearly shown that
EA-CCP protocol outperforms the other protocols in terms of energy efficiency.
This is due to minimizing the number of active nodes by minimizing the nodes
redundancy as illustrated in Tables 5 and 4, respectivly. Although CPCP also
minimizes the number of active nodes, a higher number of CHs are selected as
shown in Table 5. Higher levels of energy consumptions are recorded in CPCP
because the CHs stay active for the whole round. Moreover, the decision of
whether a sensor will stay active or not in CPCP is not taken at the begin-
ning of the round. This decision could be taken by the node anytime during the
round, depending on its activation time. This will lead to unnecessary consumed
energy by the redundant nodes who are waiting for their timer to expire to take
the decision to be inactive. In EA-CCP, a centralized approach is adopted so
each node knows its status at the start of each round. The clustering process in
EA-CCP employs the PSO-CH protocol which leads to less number of CHs (5%
of network size) and more scalable clusters [3]. The results obtained in Fig. 1 are
also confirmed by Fig. 2 which shows the average consumed energy per node for
a different number of rounds in case of a 300 sensors networks. Figure 2 shows
that EA-CCP consistently outperforms the other protocols in terms of energy
efficiency for different network operation time.

Figure 3 shows the average PDR for the different protocols. The PDR is
calculated as the ratio of the total packets received by all the cluster heads
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Fig. 1. Average consumed energy per node for different network sizes
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Fig. 2. Average consumed energy per node for different number of rounds

against all the packets sent by all the active nodes. Figure 3 clearly shows that
the EA-CCP protocol significantly outperforms the other protocols in terms of
PDR. Minimizing the number of redundant nodes enhances the network topology
and minimize the network collisions, which in turn enhances the PDR. Although
the CPCP also reduces the number of redundant nodes, there are no link quality
measures taken when the clusters are constructed. This is also confirmed by Fig. 4
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which shows the average PDR for a different number of rounds, when network
size is 300. The results Fig. 4 represent the average of 5 different runs for one
round of operation, for each network size. Figure 4 shows that the EA-CCP
protocol consistently outperforms the other protocols in terms of the PDR for
different network operation time.
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6 Conclusions

Both network clustering and coverage optimization can help to conserve energy.
In this paper, we propose GA-CCM as an add-on mechanism that can be adopted
by any centralized clustering protocol to solve the OCP. Simulation results
show that integrating GA-CCM into PSO-CH results in better energy consump-
tion and PDR comparing to other popular clustering protocols. Moreover, the
proposed mechanism greatly enhances the coverage ratio, reduces redundancy
degree and the number of active nodes.
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Abstract. Next generation “Smart” systems, including cyber-physical
systems like smart grid and Internet-of-Things, integrate control, com-
munication and computation to achieve stability, efficiency and robust-
ness of physical processes. While a great amount of research has gone
towards building these systems, security in the form of resilient and
fault-tolerant communications for smart grid systems is still immature.
In this paper, we propose a hybrid, distributed and decentralized (HDD)
SDN architecture for resilient Smart Systems. It provides a redundant
controller design for fault-tolerance and fail-over operation, as well as
parallel execution of multiple anomaly detection algorithms. Using the
k-means clustering algorithm from the machine learning literature, it is
shown that k-means can be used to produce a high accuracy (96.9%)
of identifying anomalies within normal traffic. Furthermore, incremental
k-means produces a slightly lower accuracy (95.6%) but demonstrated
an increased speed with respect to k-means and fewer CPU and memory
resources needed, indicating a possibility for scaling the system to much
larger networks.

Keywords: Software defined networks · Anomaly detection
Machine learning · Security · Resilience

1 Introduction

The next-generation power grid, named the Smart Grid, has drawn the attention
of academia, industry and government agencies due to the great impact of such
systems on the distribution of power within and between various regions. These
next generation systems integrate control, communication and computation to
achieve stability, efficiency and robustness of the physical processes. While a
great amount of research has addressed these objectives, science and technology
related to secure SG communications is still relatively immature. Additionally,
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many critical cyber-physical infrastructures are increasing dependency of con-
trol of physical processes on communication networks, thus becoming exposed
to various cyber-threats or faulty operation. An example is the network of smart
grid subsystems shown in Fig. 1. The smart grid subsystems are local agents,
composed of Distributed Energy Storage Systems (DESS), such as flywheels and
grid-connected batteries, a Synchronous Generator, a Phasor Measurement Unit
(PMU) and a Distributed State Estimator (DSE). The PMUs in the smart grid
form a communication network, where smart grid data is regularly exchanged
with other PMUs to coordinate and analyze energy performance measures. In
the attack model considered, a PMU subsystem may be attacked in order to
disable it or to inject faulty data; or a PMU element may fail, generating faulty
data as a result of the failure. If a PMU subsystem is attacked or fails, the com-
munication of invalid data may introduce substantial errors when exchanged
with the other connected PMU subsystems, creating an avalanche effect. We
propose to secure the PMU subsystem network by introducing a hybrid dis-
tributed and decentralized (HDD) software-defined network (SDN). The HDD-
SDN architecture will leverage data and statistics from PMU communications
to gain situational awareness and will provide machine intelligence to detect and
protect against abnormal network behavior within the distributed PMU com-
munication network. SDN is a networking paradigm in which the forwarding
hardware is decoupled from the control decisions. The network intelligence is
logically centralized in software-based controllers (the control plane), and the
network devices become simple packet forwarding devices (the data plane) that
can be programmed via an open interface [1]. The controller is the only source
responsible for determining routing paths, developing policies, partitioning the
network, as well as other network administrative functionality. The traditional
SDN operation is a centralized, global controller. While the centralized approach
does strengthen the capability of the controller to manage the entire network, it
is well known that a centralized approach also creates a vulnerability for a single
point of failure. This is a significant barrier to using SDN for large-scale cyber-
physical networks. New approaches must ensure that SDN controllers are fault
tolerant on a larger scale and retain the advantages of the centralized perspective
(global view) even while the implementation takes a distributed approach.

1.1 Related Work and Contributions of This Work

To this point, there has been limited research on SDN for monitoring of smart
grid communications. Previously, SDN for Smart Grid has been proposed using
centralized, non-real-time network monitoring and control. For example, the
work of [2], presents a self-healing PMU smart grid network using SDN. When
a cyber-attack takes place on a PMU then that node is isolated and reconfig-
ured to a previous stable state. These works do not consider cyber-attacks on
the centralized SDN architecture itself nor the restoration and reconfiguration
of the SDN controllers in a distributed SDN design. Very recently, distributed
SDN (D-SDN) solutions have been proposed for specific categories of Smart Grid,
including (PEVs) [3]. A few works proposed a distributed architecture for cyber-
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Fig. 1. Distributed PMUs in the Smart Grid. The distributed PMUs form a com-
munication network, where smart grid data is regularly exchanged with other PMUs to
coordinate and analyze energy performance measures. If a PMU subsystem is attacked
or fails, the communication of invalid data may introduce substantial errors when
exchanged with the other connected PMU subsystems.

security [4]. The work in [5], provides detailed insights on various approaches for
developing a distributed SDN architecture.

Our proposed HDD-SDN is a real-time, distributed approach that uses cur-
rent information available at the PMUs and can respond in real-time to failures
and attacks. HDD-SDN analyzes traffic flow as well as smart grid measurement
data and use machine learning techniques to identify, fix, and then attempt to
prevent similar cyber-attacks, while continuing to detect anomalous behavior in
the future. Our work will leverage the physically distributed controller approach
described in [5] and employs machine intelligence-based anomalous flow detec-
tion to increase resilience of smart grid systems as well as the underlying SDN
communication network.

The rest of the paper is divided as follows. Section 2 introduces the hybrid
distributed and decentralized controller software-defined network architecture
for smart grid systems. Section 3 describes the execution of multiple anomaly
detection algorithms to be able to maintain reliability while reducing latency and
CPU/memory use. Section 4 provides the experimental setup, a combination of
Smart Grid test bed and SDN network simulation. Section 4 also provides results
on the machine learning clustering algorithms that were evaluated for anomaly
detection in network traffic and generated PMU data. Finally, Sect. 5 provides
conclusions and future work.

2 Network Architecture

As mentioned previously, Fig. 1 shows an example application for the HDD-SDN
architecture, namely the control and monitoring of PMU communications in a
smart grid system. The problem of protecting and controlling the power grid is
reduced into simpler, more tractable engineering problems by subdividing the
power system into small regions or zones. For example, a fault in a transmission
line or a fault in the control of the power output of a generator are problems
solved locally by monitoring the variables measured by local sensors. The pro-
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liferation of the fault comes when data exchange begins between the local PMU
and other PMUs.

Fig. 2. Distributed SDN architecture
and store

Fig. 3. Sub-region operations - decen-
tralized controller architecture

The proposed HDD-SDN architecture is shown in Fig. 2. The network con-
sists of a collection of sub-regions, which can represent the PMU sub-systems
within the smart grid architecture. In the hierarchical architecture, multiple
controllers share their sub-region network topology and state information with
their neighbors in the distributed system. This is accomplished using the dis-
tributed store function of the open-source network operating system ONOS [6].
The distributed store provides a global view of the entire networking system, and
ensures sub-systems are performing as efficiently as possible. Each controller is
responsible for managing the nodes under its sub-region/domain, and for updat-
ing important information from their sub-region to the distributed system. In
this sense, the controllers are connected in a mesh using a specific TCP port for
interactions and using keep-alive messages to monitor each controller’s status.
Consistency levels among the users can be “strongly consistent”, which in ONOS
indicates frequent updates of network topology state to the distributed stores
using the RAFT protocol, or “eventually consistent”, which implies less frequent
updates using the Anti-Entropy protocol [7]. In the case of this project, we use an
“eventually consistent” model for updating the distributed store of anomalous
behavior taking place in a region. More information about the types of stores
used in ONOS can be found here: [7]. Multiple controller support, introduced in
OpenFlow 1.2 [8], allows a switch to connect to multiple controllers simultane-
ously. Each controller has either a MASTER role, EQUAL role, or a SLAVE role
to each switch in the network. Next, we describe the decentralized approach that
provides the SDN and Smart Grid network with additional benefits compared
to a centralized strategy.

2.1 Decentralized SDN Architecture

The sub-region operation for the proposed HDD-SDN architecture is shown in
Fig. 3. Child controllers are placed in each sub-region to monitor data and con-
trol planes. This provides a redundant, decentralized SDN architecture for each
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sub-region. The primary tasks of the child controller are to intercept: (1) network
data packets relayed in the data plane between PMU devices, and (2) network
control packets transmitted from the parent controller to the PMU’s switching
devices. The child controller cannot make changes to the network it is monitor-
ing. It is only allowed to communicate with the distributed store (hierarchical
distributed controller cluster) if its parent controller demonstrates anomalous
behavior to the network. If this condition is detected, the child controller can
flag the parent’s anomalous behavior and relay the indication to its neighbor-
ing parent controllers. A neighbor parent controller can then take control of the
affected sub-region, and the faulty controller can be reconfigured.

The proposed approach also allows the parent controller to offload security
features, such as firewalls, deep packet inspection (DPI), or anomaly detection
techniques to the child controller, since the logical decentralized child controller
can be aware of all statistics in the network. Delegating jobs to separate con-
trollers releases the burden placed on one controller, and allows room for numer-
ous possibilities for managing or reconfiguring the network. Further details about
the parent and child controller roles and operation are shown in Fig. 4 and
described below. We depend on network statistics from the entire system to
identify anomalous behavior, including (1) anomalous behavior in the network
traffic and payload content, i.e. control data sent between the SDN controller
and PMU devices, network data with current and voltages reading exchanged
between PMU devices and a state estimator, (2) anomalous behavior in topology
changes, i.e. additional node changes within the network, such as new addition
of external nodes and unwanted changes within network configurations; and (3)
a variety of network performance changes, i.e. broken links, lost connections, and
performance decreases.

Fig. 4. Decentralized sub-regional architecture details
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2.2 Parent Controller

Efficient resource allocation and management takes place on the parent con-
troller to provide congestion control, load balancing, and traffic engineering for
the smart grid and to distribute the computation load among the PMUs. The
parent controller is also responsible for reconfiguring the network when the child
controller demonstrates anomalous behavior in the system. The parent controller
interacts with the devices in the region using the Openflow protocol for updat-
ing flows, while simple network management protocol (SNMP) and NETCONF
are used for gaining statistical information and reconfiguring devices when nec-
essary. Each parent controller of each sub-region allocates enough memory to
store the network states of their neighboring regions, allowing for each controller
to monitor the network performance of the neighboring regions.

Fig. 5. Example flow diagram of applications in child controller

2.3 Child Controller

As stated previously, the child controller has no ability to change topological
information of the region. Its sole purpose is monitoring the status and perfor-
mance of the parent controller and the devices that form the sub-regions network
using management protocols like SNMP, and NETCONF for retrieving informa-
tion of the system. As indicated in Fig. 2, the child controller contains a few
security applications specifically for determining anomalies of the packets sent
in the control or data plane. The anomaly detection (AD) module uses a combi-
nation of machine learning algorithms for clustering different types of network
traffic and payload data, and an identification dictionary (IDD) module. The
decentralized architecture grants use of multiple anomaly detection algorithms
in parallel, without greatly increasing the CPU and memory usage, as it would
if management and anomaly detection were executed on a centralized controller.

Feature Scaling and Preprocessing. The application flow of the child controller
is described in Fig. 5. Preprocessing features is a standard step for implement-
ing machine learning algorithms for anomaly detection [9]. However, while most
techniques attempt to normalized a wide range of different features into a stan-
dard range of 0 to 1 [9], in this approach, we increased the scaling factor by 1000
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while incrementing through the columns. This granted a substantial change in
the calculation of centers when certain features are present and allowed the
clustering algorithm to better distinguish between different cluster groups.

3 Anomaly Detection in the HDD-SDN Child Controller

Various machine learning techniques can be implemented in parallel to detect
anomalous behavior. A commonly used clustering algorithm, k-means, is imple-
mented, along side a sparse clustering extension called incremental k-means [10].
The k-means algorithm clusters data points by alternatively assigning data
points to clusters and updating cluster representatives. Data points are assigned
to the cluster in which they have the minimum Euclidean distance to cluster
centers computed using Eq. 1:

d(pn, ck) =

(
D∑

d=1

(pn − ck)2
)1/2

(1)

where pn = [p1, p2, . . . , pD] ∈ RD is a D dimensional vector containing the fea-
tures associated with the nth data point (in our case, a network packet) and
ck = [c1, c2, . . . , dD] ∈ RD is a D dimensional vector of the kth cluster repre-
sentative. Cluster representatives are using the vector mean of the data points
assigned to that cluster. Since the k-means algorithm requires repeated pair-wise
distance computations between each data point and each cluster representative,
the computational load is significant for large data sets. Incremental k-means is a
k-means approximation that is applicable to large scale sparse dynamic datasets
(such as network traffic). During each iteration, the standard k-means algorithm
uses the entire dataset for recalculating cluster centers. In contrast, Incremental
k-means updates the previous centers with only newly input data [10].

The k-means approach and its extensions have an obvious limitation in that
the number of clusters must be known before executing the algorithm. However,
the number of clusters are rarely known in advance, particularly for dynamic
datasets containing anomalies. Cluster validity metrics are one mechanism to
address this issue. Cluster validity metrics provide a quantitative measure of
clustering effectiveness for a particular data set. Thus, a data set can be repeat-
edly clustered with a different number of clusters and, then, each result evaluated
using a validity metric to determine the appropriate number of clusters. Valid-
ity metrics appropriate for the k-means algorithm include Dunn’s index and
the Davies-Bouldin index [11,12]. A draw-back of this potential approach is the
need to repeatedly cluster the data using a different number of clusters each
time. Alternatively, the number of clusters can be adapted in real time with
incoming data by generating new clusters when data points appear that are far
from all current cluster representatives (similar to approaches used to generate
new clusters in Dirichlet Process Mixture Modeling) [13]. These new clusters
could then be evaluated and tagged as corresponding to anomalous behaviors
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when appropriate. When anomalous behavior is identified, short-term mitigation
techniques can take place for a quick response to the problem. For example, a
firewall can be activated on an infected IP address.

Identification and Detection Dictionary in the HDD-SDN Child Con-
troller. Figure 4 also shows the Identification and Detection Dictionary (IDD)
process in the Child Controller. The IDD uses a simple logical algorithm for
comparing extracted features from the anomalous traffic to features associated
with different types of cyber-attacks as identified during a training phase. Dif-
ferent types of cyber-attacks affect different features of network traffic. If the
anomalous behavior is completely different from what is stored and cannot be
identified, then the system has learned a new type of cyber-attack or a new type
of fault in the system. This information will be recorded and classified as a new
anomaly. Then it is sent to the distributed store for the other regions to be able
to take action in mitigating that type of attack or fault, or tagging reported data
with the current attack or fault. After an anomaly is identified, the ONOS sys-
tem can now produce long-term changes in the network configuration to prevent
future attacks of this type,such as changing flows, reconfiguring the attacked
device, rerouting around the offending sub-region, etc.

The extracted features from the anomalous traffic in a sub-region sometimes
cannot be directly used in another sub-region. Different regions may have dif-
ferent network topology and configurations. An abnormal traffic pattern in one
region may be normal in another region. We envision the child controller to be
able to develop mitigation schemes for their respective sub-domains in which
they reside. For instance if anomalous behavior is detected in sub-region 1, the
child controller (monitor controller) in that region will develop a mitigation
scheme for its sub-region only. This information is transmitted to it’s respective
parent controller to take action. The child controller will then relay information
about the type of attac, what network features were affected, feature threshold
values to be used by other child controllers in separate sub-regions. It is up to
the other sub-regions to monitor their network features and determine if they
are being changed in a similar manner. If their thresholds aren’t met then no
change will take place for the other regions. If their thresholds are met then the
child controllers of those regions will develop their own mitigation scheme to
correct the anomalous behavior.

4 Experimental Results

The proposed HDD-SDN environment was simulated in Mininet using the wire-
less devices environment. The SDN controller used was the open-source network
operating system ONOS [6]. ONOS provides a large API for users to develop
their own networking applications to meet requirements of custom networking
scenarios.
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Fig. 6. Kmeans and incremental kmeans confusion matrix for network traffic

4.1 Simulation Setup

Using Mininet, we developed networking scenarios and topologies similar to real-
istic smart grid environments. In addition, we deployed an instant virtual net-
work on a stand-alone computer and were able to expand this network by allow-
ing the connection of multiple external nodes and other computation resources,
including other PCs, mobile devices, VMs, etc. In this environment the state
estimator was the client node connected to multiple PMUs setup as servers or
client nodes.

We are developing our testbed to integrate a smart grid network emulator
called OPAL-RT to generate the smart grid information. Virtual measurements
of the smart grid emulator are taken from OPAL-RT, streamed from the server
to the clients, and analyzed by the HDD-SDN application in ONOS. Network
state information (i.e. number of devices, number of links, flow information, net-
work traffic, etc.) collected by the external SDN parent and child controllers
were stored in a database (InfluxDB, AWS, etc.) to be analyzed by an instance
AD module operating in the child controller. Any necessary network reconfigura-
tions were sent back to the parent SDN controller for the proper actions to take
place. For experimentation purposes, the cluster algorithms were trained using
the KDD CUP 1999 dataset that contains a standard set of data, which includes
a wide variety of classified intrusions emulated in a military network environ-
ment [14]. With this data we extracted key features of network traffic identical
to features which can be obtained using ONOS controller during network mon-
itoring to compare anomaly detection techniques. We simulated measurements
of the recorded and exchanged measurements by PMUs using MATLAB.

4.2 Performance Evaluation

For this experiment, we executed both k-means and incremental k-means for
clustering and, subsequently, anomaly detection on network traffic data and
PMU measurement data. In order to evaluate how well the network traffic was
classified, the data was separated into training and testing sets. The training
set is used to generate cluster centers for the k-means and incremental k-means
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Fig. 7. Table showing accuracy of anomaly detection algorithms for network traffic
and PMU data

algorithms. Once the cluster centers are calculated, a label (normal or anomaly)
is manually assigned to each cluster based on the IDD approach described above.
The testing set is then added to the dataset and assigned the label of the cluster
center closest to that data point. The size of the training set was n = 194,565
(70%) and the size of the testing set was n = 83385 (30%). The results of
the classification of the network traffic are shown in Fig. 6. We recorded true
positive (TP), true negative (TN), false positive (FP), and false negative (FN)
results. Using these values we calculated true positive rate, TPR (sensitivity),
true negative rate, TNR (specificity), positive predictive value PPV (precision),
negative predictive value, NPR, false positive rate FPR (fallout), false negative
rate, FNR, false discovery rate FDR, and overall accuracy, ACC, with the
inclusion of execution time, CPU and memory usage as follows:

TPR = TP/(TN + FP )

TNR = TN/(TN + FP )

PPV = TP/(TP + FP )

NPV = TN/(TN + FN)

FPR = FP/(FP + TN)

FNR = FN/(TP + FN)

FDR = FP/(TP + FP )

ACC = (TP + TN)/(TP + FP + FN + TN)

(2)

As shown in Fig. 6, we observed that k-means produces a high accuracy
(96.9%) of identifying anomalies within network traffic. Incremental k-means
produces a slightly lower accuracy (95.6%), but demonstrated an increased speed
with respect to the k-means by approximately 22 s. For the CPU and memory
usage, k-means used more resources than incremental kmeans. This is likely due
to the fact that kmeans is a batch algorithm, using the entire dataset during
every iteration to recalculate cluster centers.
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On the other hand, it was observed that the accuracy of anomaly detection
for the OPAL-RT generated PMU data is lower than the accuracies provided
when clustering network traffic. This is possibly because features of the PMU
data are not as readily distinguishable from each other as expected, causing
a higher false positive rating than expected. The proposed anomaly detection
technique using clustering still preserves approximately 90% accuracy, mostly
due to the true negative value exceeding others. It can be seen that CPU and
memory usage are much lower for this data type, due to use of fewer features
when clustering. This is a positive indicator for scaling the system to larger PMU
networks (Fig. 7).

For performance overhead, we implemented a single ONOS controller with
network management applications running on a device with the following specs:
Ubuntu OS 14.04 (64-bit), AMD A6-6310 APU processor, 3.3 GiB memory,
Java version 1.7.0 to manage a simple network consisting of 5 switches and
10 hosts. CPU usage for this system ranged from 1.3–17.3% of the device. We
predict adding an additional controller on the same device to manage the same
network will double this usage. With the ONOS system we can deploy separate
controllers as VMs operating on different servers if need be. The research in [7]
highlights the amount of increased bandwidth between decentralized controllers
communication as the number of nodes controlled is increased.

5 Conclusion and Future Work

In conclusion, the benefits of implementing an adaptive distributed and decen-
tralized SDN in place of the common networking or in place of traditional SDN
strategy has been discussed. It was shown that implementing the HDD-SDN
architecture can provide safe fail-over using redundant systems and additional
resilience in the presence of faulty or attacked data or communication nodes in
the smart grid system. The paper also evaluated the use of a combination of
machine learning clustering algorithms for parallel processing of anomaly detec-
tion and discussed potential approaches for automated determination of the
number of clusters needed. K-means produced a high accuracy for identifying
anomalies within normal traffic and incremental k-means produced a slightly
lower accuracy with increased speed and fewer CPU and memory resources,
indicating a possibility for scaling the system to much larger networks. In future
work, the process for preprocessing of the features before executing the machine
learning will be examined. In addition, we continue to develop the SDN archi-
tecture integration with the OPAL-RT Smart Grid test bed.
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Abstract. Nowadays, smartphones can collect huge amounts of data
from their surroundings with the help of highly accurate sensors. Since
the combination of the Received Signal Strengths of surrounding access
points and sensor data is assumed to be unique in some locations, it
is possible to use this information to accurately predict smartphones’
indoor locations. In this work, we apply machine learning methods to
derive the correlation between smartphones’ locations and the received
Wi-Fi signal strength and sensor values. We have developed an Android
application that is able to distinguish between rooms on a floor, and
special landmarks within the detected room. Our real-world experiment
results show that the Voting ensemble predictor outperforms individual
machine learning algorithms and it achieves the best indoor landmark
localization accuracy of 94% in office-like environments. This work pro-
vides a coarse-grained indoor room recognition and landmark localiza-
tion within rooms, which can be envisioned as a basis for accurate indoor
positioning.

Keywords: Machine learning · Indoor localization
Real-time landmark detection

1 Introduction

High localization accuracy within buildings would be very useful - in particular,
large complex buildings like shopping malls, airports and hospitals would be well
served by this feature. It would make orientation within these highly complicated
structures much easier and would diminish the need for big floor maps scattered
all around these buildings. However, walls, roofs, windows and doors of the
buildings greatly reduce the GPS signals carried by radio waves, which leads to
a severe accuracy loss of GPS inside buildings.

Different solutions already exist for indoor localization of mobile devices such
as Pedestrian Dead Reckoning (PDR) and Wi-Fi fingerprinting based methods
[1,2]. In PDR the future location of a smartphone user is predicted based on the
current location, and the movement information derived from the inertial sensor
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measurements. In Wi-Fi fingerprinting, the Received Signal Strength (RSS) val-
ues of several access points in range are collected and stored together with the
coordinates of the location. A new set of RSS values is then compared with the
stored fingerprints and the location of the closest match is returned.

In contrast to outdoors, building interiors normally have a large number
of different Wi-Fi access points constantly emitting signals. By scanning the
area around the device, we can measure the received signal strength of each
of the nearby access points. Because there are typically so many of them, we
presume that the list of all these values combined is unique at every distinct
point in the building. Furthermore, we can strongly assume that these values
are also constant over time as the access points are fixed in place and are con-
stantly emitting signals of the same strength. Of course, there may be occasional
changes, for instance if the network is remodeled, but we expect these changes
to be infrequent.

In this way, we can collect lots of labeled location data of the building. How-
ever, because each data point may contain a very large number of Wi-Fi access
point RSS measurements and magnetic field measurements, the data is very com-
plex. Therefore, we propose using supervised Machine Learning (ML) methods
to process this large amount of collected data. By training a classifier (supervised
learning algorithm such as K-Nearest-Neighbor) on the collected labeled data,
rules can be extracted. Feeding in the actual live data (RSS values, magnetic
field values, illuminance level, etc.) of a moving user, the trained classifier can
then predict the user’s location on a coarse-grained level. We propose to apply
machine learning methods, both individual predictors and ensemble predictors,
to solve this task due to the large amount of features that are available in indoor
environments, such as Wi-Fi RSS values, magnetic field values, and other sensor
data. We expect that ensemble predictors can outperform the individual machine
learning algorithms to discover patterns in the data, which can then be used to
differentiate between different rooms and regions within the detected rooms.

The rest of the paper is organized as follows. In Sect. 2 we present some
related work in indoor localization and landmark detection. Section 3 describes
the used machine learning models, including the individual and ensemble ones, as
well as the considered features to conduct the indoor landmark localization task.
Section 4 presents implementation and experiment details. Section 5 discusses the
performance results of our approach. Section 6 concludes the paper.

2 Related Work

Various machine learning-based approaches that use fingerprinting to estimate
user indoor locations have been proposed. Machine learning-based indoor local-
ization can be classified into generative or discriminative methods, which build
the machine learning model using a joint probability or conditional probabil-
ity respectively [1,2]. K-Nearest-Neighbor (KNN) is the most basic and popular
discriminative technique. Based on a similarity measure such as a distance func-
tion, the KNN algorithm determines the k closest matches in the signal space
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to the target. Then, the location of the target can be estimated by the average
of the coordinates of the k neighbors [3]. Generative localization methods apply
statistical approaches, e.g., Hidden Markov Model [4], Bayesian Inference [5],
Gaussian Processes [6], on the Wi-Fi fingerprint database. Thus, the accuracy
can obviously be improved by adding more measurements. In [6] for instance,
Gaussian Processes are used to estimate the signal propagation model through
an indoor environment. There is a limited number of works that have focused
in reducing off-line efforts in learning-based approaches for indoor localization
[7–9]. These approaches reduce the off-line effort by reducing either the number
of samples collected at each survey point or the number of survey points or both
of them. Then, a generative model is applied to reinforce the sample collection
data. In [7] for instance, a linear interpolation method is used. In [8], a Bayesian
model is applied. In [9], authors propose a propagation method to generate data
from collected samples. In [2], authors combine characteristics of generative and
discriminative models in a hybrid model. Although this hybrid model reduces
offline efforts, it still relies on a number of samples collected from fixed sur-
vey points (i.e., labeled samples) along the environment. Therefore, to maintain
high accuracy, the number of survey points shall be increased in larger envi-
ronments. Thus, collecting samples from numerous survey points will become a
demanding process, which makes the system unsuitable to large environments.
In [10], authors validated the performance of different individual machine learn-
ing approaches for indoor positioning systems. However, they rather compare
the results without any deep analysis of the performance difference. Moreover,
they did not discuss how ensemble learning approaches could be used to enhance
system performance.

In this work we present and analyze the performance of different individual
predictors as well as ensemble predictors for the indoor landmark localization
problem. This work could also be used as a basis of indoor tracking systems to
firstly locate the target with a coarse-grained accuracy using indoor landmark
localization, which then triggers the real-time localization algorithm to locate
the object around the detected landmarks. The located landmark can also be
used to correct the localization failures like the kidnapped robot problem [11].

3 Machine Learning-Based Indoor Landmark Localization

An indoor landmark is defined as a small area within a room. The aim of the
indoor landmark localization system presented in this work is to improve the
accuracy of indoor landmark recognition using machine learning approaches. We
do this by excluding all the possible locations of the user within the room if the
system predicts the others by using landmarks. Thus, when a landmark has been
recognized, the indoor positioning system can use the identified coarse-grained
locations to optimize the positioning accuracy, such as revising positioning errors.
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3.1 Algorithms

In this section, we shortly describe the machine learning algorithms that are
used in this work to perform the room landmark localizations.

Naive Bayes (NB) classifiers are a family of simple probabilistic classifiers
based on applying Bayes’ theorem with strong (naive) independence assumptions
between the features.

K-Nearest Neighbors (KNN) is a non-parametric method used for classifi-
cation and regression. In both cases, the input consists of the k closest training
examples in the feature space.

Support Vector Machine (SVM) is a supervised learning model with associ-
ated learning algorithms that analyze data used for classification and regression.
Given a set of training examples, each is marked as belonging to one or the
other category. An SVM training algorithm builds a model that assigns new
data measurements to one category or the other, making it a non-probabilistic
binary linear classifier.

Multilayer Perceptron (MLP) is a class of feed-forward artificial neural
network. An MLP consists of at least three layers of nodes. Except for the input
nodes, each node is a neuron that uses a nonlinear activation function.

Voting is one of the simplest ensemble predictors. It combines the predictions
from multiple individual machine learning algorithms. It works by first creating
two or more standalone prediction models from the training dataset. A Voting
classifier can then be used to wrap the models and average the predictions of
the sub-models when asked to make predictions for new data.

3.2 Features

In a machine learning-based classification task, the attributes of the classes are
denoted as features. Each feature is describing an aspect of the classes. In our
case features are our measurements, for instance an RSS value. To deliver good
machine learning prediction accuracy it is very important to select the right
attributes/features and to also modify certain features or even create new fea-
tures out of existing features.

Wi-Fi RSS values provide the core data as they contribute the most to the
performance of the ML methods. The smartphone scans the surrounding Wi-Fi
access points, obtains and registers the RSS values of each access point. Wi-Fi
RSS values depend on the distance between the smartphone and the Wi-Fi access
points. Normally, the Wi-Fi RSS values in our datasets were between −20 dBm
and −90 dBm.
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Magnetic Field (MF). The device’s sensors measure the magnetic field in
the device’s coordinate system. As the user walks around, the orientation of the
device may change all the time. Therefore, we have to collect all possible values
from every orientation in every point in the training phase. This would result in
a huge amount of data and the training performance would be inaccurate.

Light sensors might also be helpful to identify rooms. For instance, a room
facing a window will clearly be brighter than one surrounded by walls only.
As shown in Sect. 5 this does improve the prediction accuracy. However, these
assumptions are not stable, as the illuminance level might change over time.
Therefore, it is better to work with light differences instead of absolute values.

4 Implementation and Experiments

This section explains how the indoor room landmarks are defined and presents
details about how to make the room landmark localization using ML algorithms.

4.1 Room and Landmark Recognition

A room landmark is defined as a small area within a room, and room landmark
fingerprint database includes the Wi-FI RSS, MF measurements, and illuminance
level data measured within that small area. In the room recognition phase we
distinguish several rooms on the same floor. In the landmark recognition phase
we distinguish several landmarks inside the detected room. Therefore, we define
two landmarks in a small room with size of 3× 3 m, and four landmarks in
a normal office-sized room (5× 5 m). In a big room (7× 7 m) we define five
landmarks, one in each corner and one in the center, as shown in Fig. 1.

4.2 System Architecture

Figure 2 shows the data flow and the different components of our developed
Android app. Sensor and Wi-Fi RSS values are measured by the smartphone
and received by the app. We then perform the data training process offline in a
PC to pass the collected data to the Model Training component, which applies
different machine learning algorithms to build the models. The trained models
are then optimized and transfered to the app on the smartphone for online
experiments.

Considering that the landmark detection accuracy can be influenced by
some environmental parameters, we conduct some experiments to determine
how parameters such as AP position or number of APs influence the accuracy of
the Wi-Fi-based fingerprinting landmark detection approach. Additionally, we
perform experiments to show how the accuracy is improved by considering addi-
tional features such as magnetic field (MF) values and light illuminance level
readings. As shown in Fig. 3, we define 9 wall separated areas in our experiment
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Fig. 1. Five landmarks and the collection of red points (location examples) predicted
by the indoor landmark localization system. (Color figure online)
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Fig. 2. The architecture of the implemented Android app.

environment. Hereafter, we refer to these areas as rooms. In our experiments,
we do not need to know the locations of the APs, while only the fingerprints of
Wi-Fi RSSI, MF readings, and illuminance level readings are recorded during
the data collection process.

Parameters of learning-based algorithms are optimized from training data.
Additionally, certain algorithms also have parameters that are not optimized dur-
ing the training process. These parameters are called hyperparameters, which
have significant impact on the performance of the learning-based algorithm.
Therefore, we use a nested cross validation technique to adjust them. The nested
cross validation technique defines an inner and outer cross validation. The inner
cross validation is intended to select the model with optimized hyperparameters,
whereas outer cross validation is used to obtain an estimation of the generaliza-
tion error. Ten-fold cross validation was applied on both inner and outer cross
validation. The classifiers were optimized over a set of hyperparameters. We
optimized the global blend percentage ratio hyperparameter for KNN, kernel
type function for SVM, number of hidden layers and neurons per layer for MLP.
Based on the parameter optimization process, we established the optimal hyper-
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1

Fig. 3. Experiment scenario and data collection path.

parameter values for the classifiers as follows: global blend percent ratio of 30%
for KNN, single order polynomial kernel, c = 1, γ = 0.0 for SVM, and single
hidden layer with 10 neurons for MLP.

4.3 Datasets

To test the room landmark detection performance, we performed experiments
on the third floor of the Computer Science building of the University of Bern, as
shown in Fig. 3. During the experiments, we collected 14569 data points in total,
3061 data points were collected from the biggest room (1) and 514 data points
were from the smallest room (4). Collecting the training dataset takes around
50 min. With the collected data, we build models with different data: the first
one builds the fingerprint using only collected Wi-Fi RSSI data, the second one
using Wi-Fi RSS together with MF readings, and the third one with Wi-Fi RSS,
MF readings, and illuminance level readings.

As described before, to build the landmark fingerprint database, we ask a
person to walk randomly around each room holding the phone in his/her hand.
Landmark fingerprint database entries must be collected equally distributed
along the whole area in each room. The data collection rate is only constrained by
computational capabilities of the Wi-Fi sensor of the smartphone. Thus, in our
experiments every data measurement was collected at a rate of 3 entries/second.
Because our approach does not need to predefine any survey point, the time
needed to build the landmark fingerprint database is proportional to the num-
ber of collected instances multiplied by the instance collection rate.
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Fig. 4. Landmark prediction performance with different numbers of Wi-Fi RSS values.

5 Results

5.1 Indoor Landmark Localization Accuracy

This section discusses the accuracy of the landmark detection model when dif-
ferent classifiers and features are used. When comparing their performance, it is
impossible to define a single metric that provides a fair comparison in all pos-
sible applications. We focus on the metrics of prediction accuracy, which refers
to the percentages of correct room recognition and landmark localization within
the detected room. Landmark definition is described in Sect. 4.1.

At first we use only Wi-Fi RSS values as inputs to machine learning algo-
rithms. Figure 4 shows the classification accuracy of different predictors when
different numbers of Wi-Fi RSS values are used. As we can see, starting from 5
RSS values, more RSS inputs increase the prediction accuracy for most of the
predictors. Nevertheless, after 7 Wi-Fi RSS values are used, the improvement of
adding more RSS values is almost negligible in all tested classifiers, and some of
the predictors even got reduced accuracy when additional RSS values are con-
sidered. We think that the signal interferences may be the reason for the worse
performance when more than 7 Wi-Fi RSS values are utilized. Therefore, we
take 7 Wi-Fi RSS as the default configuration for the following experiments.

Next, we compare the classification accuracy when using only Wi-Fi RSS,
Wi-Fi RSS plus MF, and Wi-Fi RSS plus MF and illuminance levels. Figure 5
shows the performance evaluation of the selected classifiers obtained with differ-
ent feature combinations. The best performance is reached by the Naive Bayes
classifier, which achieves 90.13% of instances correctly classified if the fingerprint
is composed by Wi-Fi RSS, MF readings, and illuminance levels. By using Wi-Fi



Machine Learning-Based Real-Time Indoor Landmark Localization 103

Feature combinations
Wi-Fi Wi-Fi+MF Wi-Fi+MF+Light

C
or

re
ct

ly
 c

la
ss

ifi
ed

 in
st

an
ce

s 
(%

)

40

50

60

70

80

90

100
NB
KNN
SVM
MLP
J48

Fig. 5. Landmark prediction performance when using different features.

RSS, MF readings, and illuminance levels in the room landmark recognition, the
accuracy is improved in all tested classifiers.

As mentioned before, hyperparameters have significant impacts on the per-
formance of the learning-based algorithm. Figure 6 shows the performance of the
selected classifiers with the hyperparameters optimized. The classifiers are all fed
with Wi-Fi RSS plus MF and illuminance levels. As we can see, compared to
results in Fig. 5, all the classifiers have improved performance, and MLP even
reaches an accuracy of 92.08%. We also include the results of Voting, which
combines the prediction results of MLP, Naive Bayes, KNN, and SVM using
majority vote. It shows that Voting can reach an accuracy of 94.04%.

5.2 Result Analysis

In indoor environments, Wi-Fi RSSI and MF measurement vary dependent
on locations. However, these values will remain similar on nearby positions.
For example, on locations close to landmark borders, high similarities will be
observed on the RSS values. These similarities could lead to misclassification
problems. From Fig. 5 we can see that KNN and SVM outperform others in
terms of accuracy when Wi-Fi RSS and MF readings are used. This is because
KNN is an instance-based learning algorithm, which uses entropy as a distance
measure to determine how similar two instances are. Thus, this method is more
sensitive to slight variations upon the instance as unity. J48 builds the classifi-
cation model by parsing the entropy of information at attribute level. It means
that J48 measures entropy in the attribute domain to decide which attribute goes
into a decision node. Therefore, the classification model is prone to misclassifica-
tion in the landmark detection problem. When the illuminance level is included
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Fig. 6. Landmark prediction performance of individual predictors with optimized
hyperparameters and Voting ensemble predictor.

as input feature to predictors, Naive Bayes outperforms others. This is because
the feature of illuminance level is completely independent from other radio sig-
nal measurements, which fits with Naive Bayes’ strong assumptions about the
independence of each input variable.

Table 1. The confusion matrix for MLP with optimized hyperparameters.

a b c d e f g h i <-- classified as
2164 0 0 0 0 0 0 0 0 | a = 1

0 527 0 0 0 0 0 0 138 | b = 2
0 25 865 0 0 0 0 0 0 | c = 3
0 9 0 154 0 0 0 128 0 | d = 4
0 43 0 0 642 0 0 0 0 | e = 5
0 25 0 0 44 1249 0 0 0 | f = 6
0 6 0 0 0 0 1064 0 1 | g = 7
0 0 0 149 0 0 0 498 0 | h = 8
0 0 0 51 0 0 0 64 778 | i = 9

To further explain how the Voting predictor improves the performance of
individual predictors, we show the confusion matrix of room recognition using
MLP, SVM, Naive Bayes (NB), and Voting in Tables 1, 2 and 3. We can observe
that room 2 is correctly identified 527 times by MLP, 632 times by SVM and
393 times by NB. As a consequence, SVM seems to be better in predicting room
2 as compared to other two predictors. Furthermore, NB does not seem to have
less misclassification of class b compared to other two predictors. Analyzing
the results from the above-mentioned tables, MLP has misclassified class b 138
times, NB 272 times, and SVM only 33 times. From the confusion matrix of
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Table 2. The confusion matrix for SVM with optimized hyperparameters.

a b c d e f g h i <-- classified as
2164 0 0 0 0 0 0 0 0 | a = 1

10 632 0 0 0 0 0 0 23 | b = 2
0 55 799 0 0 36 0 0 0 | c = 3
0 147 0 144 0 0 0 0 0 | d = 4
0 43 0 0 642 0 0 0 0 | e = 5

204 69 32 0 0 1013 0 0 0 | f = 6
0 126 0 0 0 0 945 0 0 | g = 7
0 0 0 119 0 0 0 528 0 | h = 8
0 0 0 57 0 0 0 7 829 | i = 9

Table 3. The confusion matrix for Naive Bayes with optimized hyperparameters.

a b c d e f g h i <-- classified as
2149 0 0 0 15 0 0 0 0 | a = 1

0 393 9 153 0 0 0 110 0 | b = 2
0 0 876 0 0 14 0 0 0 | c = 3
0 130 0 135 0 0 0 26 0 | d = 4
1 0 44 0 628 0 0 12 0 | e = 5
0 0 101 0 0 1217 0 0 0 | f = 6
0 59 12 0 0 0 973 0 27 | g = 7
0 0 0 119 0 0 0 528 0 | h = 8
0 0 0 0 0 0 0 64 829 | i = 9

Table 4. The confusion matrix for the Voting ensemble classifier.

a b c d e f g h i <-- classified as
2164 0 0 0 0 0 0 0 0 | a = 1

0 663 0 0 0 0 0 0 2 | b = 2
0 25 865 0 0 0 0 0 0 | c = 3
0 32 0 143 0 0 0 116 0 | d = 4
0 43 0 0 642 0 0 0 0 | e = 5
0 69 0 0 0 1249 0 0 0 | f = 6
0 43 0 0 0 0 1027 0 1 | g = 7
0 0 0 119 0 0 0 528 0 | h = 8
0 0 0 0 0 0 0 64 829 | i = 9

Voting, as shown in Table 4, we can see that the Voting ensemble predictor
adopts behaviors of different individual predictors. For instance, it adopts the
good behavior of MLP and Naive Bayes, which leads to a much better prediction
accuracy for room 2. This can be observed from the only two misclassifications
of room 2 as room 9 as shown in Table 4. Unfortunately, it still has problems
in some classifications. For instance, there are 116 misclassification of room 8 as
room 4, which is probably due to a higher weight assigned to MLP instead of
SVM. In general, it can be observed that the Voting ensemble predictor improves
the accuracy, while there are still difficulties to distinguish small rooms that are
next to each other, as room 8 and 4 depicted in Fig. 3.

6 Conclusions and Future Work

This work analyzes the performance of 5 common individual predictors and 1
ensemble predictor in indoor landmark localization to distinguish rooms on a
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floor and special landmarks using machine learning methods. We have validated
the performance of the system using different smartphone sensor measurements,
such as Wi-Fi RSS, MF readings, and illuminance levels. Evaluation results show
that the Voting ensemble predictor achieves the best indoor landmark localiza-
tion accuracy of 94%. In the future, we will further optimize the hyperparame-
ter cross-validation procedure and integrate this work with an indoor tracking
system to firstly locate the target with a coarse-grained accuracy, which then
triggers the tracking algorithm to track the object around the located landmarks.

Acknowledgements. This work was supported by the Swiss National Science Foun-
dation #154458.
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Abstract. Hybrid Anomaly Detection Model (HADM) is a security platform to
detect and prevent cyber-attacks on communication networks. The platform uses
a combination of linear and learning algorithms combined with protocol ana-
lyzer. The linear algorithms filter and extract distinctive attributes and features
of the cyber-attacks while the learning algorithms use these attributes and fea-
tures to identify new types of cyber-attacks. The protocol analyzer in this
platform classifies and filters vulnerable protocols to avoid unnecessary com-
putation load. The use of linear algorithms in conjunction with learning algo-
rithms allows the HADM to achieve improved efficiency in terms of accuracy
and computation time in order to detect cyber-attacks over existing solutions.

Keywords: Security � Cloud computing � Internet of things �Machine learning
Anomaly detection

1 Introduction

Although the Intrusion Detection System (IDS) is considered as a well-known mech-
anism to monitor and detect malicious traffic in communication networks, the cost and
high processing time is a challenge to handle large amount of data. Moreover, IDSs and
all other detection systems or mechanisms are applicable for known attacks rather than
unknown or new attacks.

Data Mining (DM) is a technology that uses highly developed and complex
algorithms for processing large volume of data [1]. However, complexity of mentioned
algorithms in [1] results to high computation time. In order to solve this problem,
network traffic flow control in combination with DM techniques are proposed in this
paper. The protocol analyzer in this platform classifies and filters vulnerable protocols
to avoid unnecessary computation load. On the other hand, each data set includes
hundreds of features that may cause performance degradation in detection process. To
overcome this problem, feature selection methods are used to select less number of
features and reduce the dimensions of the dataset [1]. In addition, the use of linear
algorithms in conjunction with learning algorithms improves accuracy and computation
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time. Linear algorithms will detect the attack in general level regardless of their types
while learning algorithms cluster the attacks in different categories. This mechanism
decreases the load of input data for the learning algorithm that is the most time
consuming part because of its complex structure [2].

The rest of the paper is organized as follows. Section 2 briefly reviews related work
and research motivation. Section 3 describes the Hybrid Anomaly Detection Model
(HADM) architecture. Section 4 discusses the implementation and results. The dis-
cussion on future work presented in Sect. 5 and last section concludes the paper.

2 Related Work and Research Motivation

Di Pietro et al. [3] proposes anomaly detection using Deep Packet Inspection (DPI) and
machine learning methods upon selected captured packets. Based on output from
machine learning method, the packet capture criterion is adjusted again to capture
further packets and again fed into DPI and machine learning methods. The machine
learning model may use k-Nearest Neighbor (k-NN), replicator nearest neighbor,
Bayesian networks, k-means, Artificial Neural Networks (ANN) and Support Vector
Machines (SVM) algorithms. However, the learning process of algorithm is not
explained and packet capture criterion does not consider taking all packets for one or
more protocols.

Vasseur et al. [4] proposes an approach for training supervised learning classifiers
for effective detection and cites Deep Neural Networks (DNN) classifier as an example.
The study mentions Distributed Denial of Service (DDoS) attacks. Security device in
this study refers to firewall, IDS, Intrusion Prevention System (IPS) etc.; which use
traffic signatures to access traffic in the network. Distributed learning agents refer to
components or modules which use machine learning based anomaly detection to
analyze or access traffic in the network. A supervisory device in the network receives
traffic from both security device and distributed learning agent; and combines the
received traffic to train the classifier. Then, the supervisory device assigns the trained
classifier to one or more distributed learning agents. Since, the challenge in the
supervised learning classifiers is the labelled training data, this study aims to optimize
training by continuously providing the labelled data. However, this study does not
consider other machine learning methods, does not use protocol analyzer for filtering
the traffic to be analyzed considering the traffic bandwidth and traffic collection period
in order to reduce the load.

In the study by Pietro et al. [5], a network trains and generates an expected traffic
model based on a set of training data. The device receives an unexpected behavior
notification from a particular node based on a comparison between the expected traffic
model and an observed traffic behavior by the node. The particular node also prevents
the machine learning attack detector from analyzing the observed traffic behavior. The
device updates the machine learning attack detector to account for the observed traffic
behavior. This method receives a model of normal traffic behavior. The Signature
Generator Entity (SGE) compares the input data with the expected normal traffic
models. If they are different, SGE generates a signature for the attack class and trains
the ANN accordingly with new information for the next detection phase. This model
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may have high false positive rate since it compares input traffic only with an expected
model.

In the study by Yadav et al. [6], network traffic data is collected from several
sensors, distributed and installed into network components. The network traffic data
comprises process, user and host information. The analytics module inside a network
device or Virtual Machine (VM) identifies anomalies within the network traffic data
based on dynamic modeling of network behavior. The anomaly detection in this study
is based on the honeypot to collect labelled malicious network traffic as an input to the
anomaly detection unit comprising of unsupervised and supervised machine learning
algorithms. The honeypot relies only on received attacks and not the other attacks. This
study points in general dynamic machine learning.

In this study we propose a platform compromises of two main parts where each part
independently increases the efficiency of attack detection based on the factors such as
precision, recall, accuracy and computation time. While part 1 of the model utilizes
some algorithms and the protocol analyzer for traffic filtration, reducing the processing
time and increasing the accuracy, the part 2 applies a dynamic feature selection with
genetic algorithm to classify unknown attacks and increase the accuracy as well.

The HADM model comprises a protocol analyzer, linear and learning algorithms as
well as other modules. Since some protocols such as streaming protocols are not
vulnerable and attackers usually target specific protocols, protocol analyzer in this
platform classifies and filters vulnerable protocols to avoid unnecessary computation
load. Protocol analyzer forwards the filtered traffic either to a linear algorithm only for
Denial of Service (DoS) detection or to a combination of a linear and a learning
algorithm for other types of attacks. The linear algorithm initially defines if the traffic is
secure or unsecure regardless of the attack type. In addition, it extracts the proper
features in order to provide them to a learning algorithm in order to classify already
known attacks and detect unknown attacks. The other counter measurement located
after the learning algorithm extracts information for known attacks (which network is
already protected against them) from other deployed security mechanisms in the net-
work e.g., firewall, IDS, DPI etc. It compares the extracted information with the attack
received from the linear algorithm and drops the similar attacks. In each step, a
feedback is sent to a database for next level detection. In the learning algorithm, the
received attack is assigned to one of the attack clusters. In addition, algorithm changes
its structure and input weights dynamically based on the received feedback. If the
attack does not belong to any of the mentioned clusters, it is assigned to a totally new
cluster. This novel mechanism dynamically defines new features in order to detect new
types of attack.

3 Architecture

As it is shown in Fig. 1, the HADM functionality is divided into three phases: protocol
analyzer, dynamic machine learning and validator & database.
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3.1 Protocol Analyzer

The first phase of the proposed HADM is called protocol analyzer which filters vul-
nerable protocols. The protocol refers to communication protocol over which the traffic
is carried on such as HyperText Transfer Protocol (HTTP) and Transmission Control
Protocol (TCP). As it is shown in Fig. 2, protocol analyzer consists of five modules.

Decision Module. This module includes a list of vulnerable protocols which are
predefined and also dynamically updated based on the received feedback from log file
via database. Some protocols such as HTTP and TCP are well known vulnerable
protocols while others like Real Time Streaming Protocol (RTSP) could be a safe
protocol. It checks whether traffic is carried on any of the listed vulnerable protocol.

Phase 1 Phase 2 Phase 3

Protocol 
Analyzer

Dynamic 
Machine 
Learning

Validator 
&

Database

Fig. 1. HADM on operational level in brief
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Fig. 2. Protocol analyzer
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Counter and Prioritization Module. The function of this module is based on the
occurrence threshold (n) and prioritization. It means that if the vulnerable protocol
carries suspected traffic for n times, then this module will forward the suspicious traffic
to the next layer for detection and labelling. The idea is to cycle all possible vulnerable
protocols over an agreed time window (1 h, 1 day etc.). The module only keeps a
certain number of vulnerable protocol in the list which is based on prioritization. For
example, if we already have 20 vulnerable protocols and 21st comes up, then the
counter must prioritize only 20 of these protocols. The prioritization is based on the
counting occurrence over the time window. The sole purpose of this technique is to
reduce the computation load of traffic analysis.

Feature Extraction. It extracts the best features from the suspicious protocol. This
module is utilized in second phase as well.

Learning Algorithm I. If the protocol (that carries the input traffic) is not listed as
vulnerable, traffic is still sent to this learning algorithm for analysis and reconfirmation.
The learning algorithm I will check whether the protocol is vulnerable or not. Our
proposed platform is tested with Extreme Learning Machines (ELM), Self-Organizing
Map (SOM) and MultiLayer Perceptron (MLP) algorithms.

Log file. Every time the learning algorithm I in the protocol analyzer detects a new
vulnerable protocol, it is recorded into the log file and a feedback will be sent to
decision module via database. The log file records packet features such as time stamp,
packet size, Internet Protocol (IP) header and information on other layers (Ethernet,
TCP, application layer).

3.2 Dynamic Machine Learning

The second phase of the proposed HADM combines linear and learning algorithms for
efficient attack detection. As it is illustrated in Fig. 3, dynamic machine learning
consists of the following modules in addition to feature extraction that has been
explained earlier.

Linear 
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Fig. 3. Dynamic machine learning
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Linear Algorithm I. This module analyzes User Datagram Protocol (UDP) traffic to
detect UDP DoS attacks. Therefore, a separate algorithm such as Decision Tree (DT) is
considered for this module in order to avoid overloading the rest of the proposed hybrid
model. However, the decision tree algorithm can be replaced based on the operator
demand, we have considered it due to its low processing time.

Rule Extractor and Deduplicator. This module filters the known attacks that system
is already protected against, by using other deployed security mechanisms and for-
wards other attacks to learning algorithm II for labelling. A set of rules are extracted
from those deployed security mechanisms in the network, the extracted information is
compared with received attack from linear algorithm I and is dropped if it is similar.
Rules in this module are updated dynamically based on input from the parallel security
mechanisms.

Learning Algorithm II. This module is the last detection layer. Initial features and
clusters are defined for the algorithm during the training process in order to cluster
different attacks such as Botnet attack (B) and Malicious codes (M). At first, the traffic
is labelled to one of the clusters based on their similarity or distance. Since the traffic
that arrives to this module has been already identified as attack, if it does not belong to
any of the mentioned clusters then it is considered as new type of attack (N) and a
cluster will be created for it. The features of the new type of attack (N) must be added
to the algorithm accordingly. The implementation of the proposed platform with
Artificial Neural Networks (ANN) and Genetic Algorithm (GA) is already ongoing by
authors and results will be presented in future paper. Other potential unsupervised
algorithms can be SOM and hierarchical clustering.

3.3 Validator and Database

The last phase of the proposed HADM validates detected attacks, stores them into the
database and shares the updates to all relevant modules. It consists of following
modules as shown in Fig. 4.

The validator acts similar to error detection module in order to decrease False
Positive (FP) and False Negative (FN) rates. If the actual result differs from expected
result then result is considered as error and is not registered in the database (DB).
Validator should be always updated with labeled data and output from detection
algorithms. The database saves all the results of detection algorithms; from each

Validator
Input  from 
Phase 1 or 2

Updates to Phase 1 
and Phase 2 : FP, FN

Database

Fig. 4. Validator and database
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algorithm, a sample of the outcome (feedback) is sent to database that will be used in
the future detection. A database contains known attacks, new attacks and dropped
attacks.

4 Implementation Phases

As it is shown in Fig. 5, the implementation of HADM platform is divided into two
parts. Due to space limitation, the part 1 is presented in this paper while the imple-
mentation and experimental results of part 2 will be published in a separate paper. In
this section, we first introduce the algorithms and feature extraction methods that are
applied for mentioned algorithms. Next, we describe the selected datasets for the
experimental study. Finally, we present the measures employed to evaluate the per-
formance of each algorithm independently and also for the integrated scenario.

4.1 Applied Algorithms

In order to evaluate HADM, different algorithms including ELM, MLP (with 10 and 50
hidden nodes), k-Nearest Neighbor (k-NN), Support Vector Machine (SVM), Decision
Tree (DT) and Logistic Regression (LR) are applied. In addition, our simple Decision
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maker algorithm (Algorithm D) is used in protocol analyzer to filter vulnerable pro-
tocol. The algorithm D is shown in Fig. 6.

4.2 Feature Selection

The original dataset contains 27 features as shown in Table 1.

Since there are not many variations on features related to protocol, for learning
algorithm I in protocol analyzer module, we considered 9 fixed features including
source IP address (saddr1, saddr2, saddr3, saddr4), destination IP address (daddr1,
daddr2, daddr3, daddr4) and time to live (ip.ttl). Three different feature selection
methods including Chi2, FScore and SVMonline have been applied on linear algorithm

for each packet do:
if packet is encapsulated then

decapsulate packet
else

if packet contains vulnerable protocol then
if packet is carried over UDP then

forward packet to Linear Algorithm I
elseif packet is carried over TCP then

forward packet to Linear Algorithm II
end if
elseif packet does not contain vulnerable protocol then

forward packet to Learning Algorithm I 
end if

end if
end for

Fig. 6. Pseudocode for algorithm D

Table 1. Features in datasets

No. Feature No. Feature No. Feature

1 Ethernet size 10 IP destination 19 Connection starting time
2 Ethernet destination 11 TCP source port 20 IP fragmentation flag
3 Ethernet source 12 TCP destination port 21 IP fragmentation overlap
4 IP header length 13 UDP source port 22 TCP ACK flag
5 IP type of service 14 UDP destination port 23 TCP retransmission
6 IP length 15 UDP length 24 TCP push flag
7 IP time to live 16 ICMP type 25 TCP SYN flag
8 IP protocol 17 ICMP code 26 TCP FIN flag
9 IP source 18 Duration of connection 27 TCP urgent flag
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I and II and the best combinations for both feature selection methods and algorithms
have been selected based on the achieved efficiency. The final combinations include
FScore for LR and Chi2 for k-NN. The selected best features for these algorithms can
be seen in Table 2.

4.3 Data Preprocessing

The ISCX-2012 dataset exhibits realistic network behavior and contains diverse
intrusion scenarios. The dataset includes network traffic on HTTP, SMTP, SSH, IMAP,
POP3, and FTP protocols with FTP and SSH password brute force, Java based
Meterpreter, Add new Superuser, Linux Meterpreter payload and C100Webshel attacks
[7]. To evaluate HADM efficiency, the modified version of the ISCX-2012 [8] dataset
with diverse attacks have been used. Since the ISCX-2012 dataset lacks the DoS attack
on UDP protocol, we extracted the UDP DoS from UNSW-NB15 dataset [9] and
injected to the ISCX-2012 dataset. The final dataset is classified in three categories:
normal, attack and unknown. The IP address and hex MAC address of the applied
dataset are transformed into separate numeric attributes to improve the performance of
the algorithms.

Table 3 shows the distribution of each intrusion type in the training and testing
data.

4.4 Experimental Results

All the experiments are carried out on a workstation with Intel core i5 Quad
@2.6 GHz, 16 GB RAM, 500 GB HDD. The scripts were developed in Python in a
Linux environment. All applied algorithms in the evaluation process of HADM are

Table 2. Selected features for each algorithm

Linear algorithm I (k-NN) Linear algorithm II (LR)
No. Feature No. Feature No. Feature No. Feature

1 SDC2 6 dstport 1 daddr4 6 saddr2
2 daddr2 7 srcport 2 SMC3 7 saddr4
3 SMC1 8 daddr4 3 ip.len 8 SDC1
4 saddr2 9 saddr4 4 frame.len 9 daddr2
5 SMC3 10 ip.ttl 5 daddr3 10 SMC2

Table 3. Distribution of packets in dataset

Data Normal DoS Other attacks Unknown Total

Training (2/3) 1419441 47198 131713 2359518 3957870
Testing (1/3) 709723 23599 65856 1179763 1978941
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trained once and saved for the future tests. However, currently platform is tested on
single workstation, the whole functionality can be installed on several VMs for load
balancing and decentralized monitoring purposes in order to handle large amount of
traffic at core network. The similar mechanism has been explained in other papers
presented by authors on SDN security [10].

As it is shown in Table 4, for learning algorithm I, testing time, total accuracy
score, binary cross entropy error and false negative score are compared and MLP
methods outperforms the ELM approach.

The binary cross entropy error and the false negative score of ELM is quite high,
which means that in most cases, it fails to give alarm when an intrusion occurs. If MLP
with 10 and 50 hidden layer neurons are compared, it can be seen that MLP with 50
hidden layer neurons performs slightly better than the MLP with 10 hidden layer
neurons in terms of differentiating the normal and attack traffic, although the time
complexity for the testing is smaller with MLP with 10 hidden layer neurons. Since the
overall architecture has a high time and model complexity with many preprocessing
(protocol analyzer) and post-processing (genetic algorithm etc.) steps, we have chosen
MLP with 10 hidden layer neurons for this module to reduce the overall processing
time for labelling an incoming network packet and the model complexity.

To evaluate part 1 of HADM as whole and with protocol analyzer functionality, the
traffic carried on vulnerable protocol will be directed to k-NN and LR and the rest of
the traffic to ELM/MLP. Training in this phase is covered in two scenarios. In the
scenario I, the incoming traffic to k-NN includes: UDPDoS + TCPDoS while the LR
algorithm processes the rest of the traffic (TCP-TCPDoS). In Scenario II, all UDP traffic
will be forwarded to k-NN algorithm and all TCP traffic to LR algorithm. Tables 5 and
6 show the performance evaluation for testing scenario I and II based on three metrics.
The precision and recall values are measured for attack class.

As it is shown in Tables 5, 6 and 7, the computation time decreased greatly in
scenario II, while the accuracy, precision and recall factors also improved. That means
the HADM outperforms considerably while UDP DoS is separated from attacks carried
over TCP (applying protocol analyzer). However, in this study, we only classified our
input data to three categories of normal, attack and unknown and have not applied the
part II of HADM yet to categorize different types of attacks, which is a factor to
consider in our future work.

Table 4. Learning algorithm I performance evaluation

Data Accuracy score Cross entropy error False negative score Testing time (s)

ELM 10 0.80 0.84 12.35 0.72
ELM 50 0.58 3.01 30.95 1.06
MLP 10 0.87 0.66 00.11 0.09
MLP 50 0.88 0.57 00.12 0.34
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5 Discussion on Future Work

The proposed model compromises of two main parts where each part independently
increases the efficiency of attack detection based on the factors such as precision, recall,
accuracy and computation time. While part 1 of the model utilizes the protocol analyzer
and mentioned algorithms are implemented for traffic filtration, reducing the processing
time and increasing the accuracy, the part 2 applies a dynamic feature selection with
genetic algorithm in order to classify unknown attacks and increase the accuracy as
well. In current paper, in order to evaluate the performance of the part 1, the modified
version of ISCX-2012 and UNSW-N15 datasets with diverse attacks have been used.
The performance of the part 1 is compared for two scenarios where UDP DoS is
separated from other protocols and where it is not.

In order to evaluate the model robustness and scalability, we will also test the
model against five different latest datasets to cover also the new protocols that are
missed from ISCX-2012 [11]. Furthermore, for each algorithm, we applied other
feature selection methods such as FScore, Chi2 and SVMonline to find the best features
[12]. On the other hand, we applied three more different algorithms including Multi-
Layer Perceptron (MLP), SVM and Decision Tree (DT). The best algorithms were
selected through a benchmark on applied datasets and based on the achieved accuracy,
FP, FN, training and testing time.

6 Conclusion

This paper reviewed current mechanisms such as Data Mining (DM) techniques for
security purposes and their limitations to defend networks against cyber-attacks. While
learning algorithms may have high accuracy in general and longer computation time in

Table 5. k-NN and LR detection performance for scenario I

Input data Accuracy Precision Recall

k-NN 0.94 0.95 0.93
LR 0.92 0.95 0.06

Table 6. k-NN and LR detection performance for scenario II

Input data Accuracy Precision Recall

k-NN 0.99 0.97 0.97
LR 0.92 0.63 0.20

Table 7. Computation time

Input data MLP 10 k-NN LR
Training Testing Training Testing Training Testing

Scenario I 158.08 0.24 10926.64 5766.36 80.63 0.62
Scenario II 158.08 0.24 284.63 105.23 80.6 0.44
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comparison to linear algorithms, they may give unexpected responses to a specific type
of attack. Therefore, this paper proposed a security platform called Hybrid Anomaly
Detection Model (HADM) that uses a combination of linear and learning algorithms
along with protocol analyzer. The linear algorithms filter and extract distinctive attri-
butes and features of the cyber-attacks, while the learning algorithms use these attri-
butes and features to identify new types of cyber-attacks. The protocol analyzer
classifies and filters vulnerable protocols to avoid unnecessary computation load. The
use of linear algorithms in conjunction with learning algorithms allows the HADM to
achieve improved efficiency in terms of the accuracy and computation time to detect
cyber-attacks over existing solutions.

We also described testing scenarios and concluded that the proposed protocol
analyzer filters the vulnerable protocols such as UDP and TCP to decrease the com-
putation load, processing time and accuracy for applied algorithms. Our future work
concentrates on applying extra datasets, feature selection methods and algorithms to
evaluate the model robustness and scalability.
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Abstract. Geocast has the potential to facilitate message delivering
for geographically scoped information in many future scenarios such as
vehicular networking and crisis control. An efficient geographic routing
protocol is needed to enable Internet-wide geocast on the network level.
In this paper we evaluate an implementation of a path based geographic
routing protocol. We specifically look at the behavior and performance
of this protocol during network convergence. We show that our imple-
mentation constructs forwarding trees that are close to a shortest path
tree in link cost. We also show that our algorithm converges relatively
quickly in case the network changes.

Keywords: Geocast · Routing · Route distribution

1 Introduction

Due to the increase in networked devices, vehicular networks in particular, we
believe that location based packet delivery or geocast will become an important
method of data distribution in the future. It could provide benefits for vehicular
networks in the form of location dependent weather warnings or, on a more local
level, information on traffic incidents or road conditions [3].

Geocast, first introduced by Navas and Imielinski [12], is a transmission
method where packets are sent to a location or area rather than an IP-address.
It can be seen as a one-to-many or many-to-many system like multicast with the
main difference that devices receive packets based on their location rather then
a subscription model.

While geocast might seem similar to multicast in some ways, multicast-like
routing will not be sufficient in a geocast environment for scalability reasons.
Multicast routing algorithms are mostly designed to route packets to predefined
multicast groups that are relatively static. Geocast packets on the other hand
will have to be routed to a set of routers based on an arbitrary destination area
that could contain several or even no routers.

Most research around geocast has been centered on mobile and ad-hoc appli-
cations [6] and mainly in the area of vehicular networking [1]. We believe that
enabling geocast on an Internet-wide scale would make even more applications
c© IFIP International Federation for Information Processing 2018
Published by Springer Nature Switzerland AG 2018. All Rights Reserved
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feasible. To reach such a deployment geocast would need to be enabled in the
network layer [3]. Network layer solutions have the benefit that any application
can benefit, possibly leading to applications not considered before. Application
layer solutions already exist [2] but they have scalability problems [11] that might
prove difficult to overcome in a global scenario. Previous proposals for Internet-
wide geocast, such as GeoNode [12] relied on modified IP packets, while unicast
based concepts [7] rely on partially unicasting a message to a covering router
and special servers.

In our previous work we designed and evaluated a path based geographic
routing algorithm. In this paper we describe our implementation of this algorithm
and evaluate its performance during network convergence. In our previous work
we have evaluated the link cost of the algorithm after convergence compared
to a perfect shortest path tree. This previous evaluation was done in a static
environment. In this paper we answer the question how our routing protocol
behaves during convergence, by evaluating the performance of our geographic
routing implementation in a simulated network environment.

The main contributions of this paper are: (1) validation of our geographic
routing protocol by means of an implementation; (2) evaluation of the conver-
gence speed of the protocol; (3) evaluation of the link usage and packet loss
during convergence.

This remainder of this paper is structured as follows: In Sect. 2 we describe
our routing protocol, followed by a description of our implementation in Sect. 3.
In Sect. 4 we describe our evaluation approach followed by the actual results in
Sect. 5. We conclude the paper in Sect. 6.

2 Geographic Routing

In this section we will shortly describe the addressing system that is the basis
of our routing system followed by a high level overview of the algorithm that
makes the routing decision.

2.1 Addressing

The addressing system our routing system is based on divides the world into 4
rectangles. We then divide these rectangles into increasingly smaller nested rect-
angles. These rectangles are numbered in such a way, that neighboring rectangles
that are at the same depth but have different parents share the same number [9].
An example of this scheme applied to the world with rectangles up to a depth of
3 can be seen in Fig. 1. In this figure we have highlighted an area encompassing
much of northern Europe and the UK. Individually these can be addressed as
3.4.2 and 4.4.2, but taken together we can address them as [3, 4].4.2.

We can map this representation to a binary format by using 4 bits per depth
level, where we set the bits in the order 1, 2, 3, 4 with a bit set to 1 indi-
cating that rectangle is included. The example used before would translate to
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Fig. 1. Geographic addressing up to a depth of 3

0011.0001.0100. By using 4 bits per level we can combine any neighboring rect-
angles into the area we wish to describe. Using this representation we could use
this geographic address as a destination IPv6 address. Given that we use 4 bits
per level and assuming the first 2 bytes of the IPv6 address are needed to dis-
tinguish geocast from unicast or multicast, we are left with 112/4 = 28 levels.
This gives us a worst case rectangle size of 7 by 3.5 cm on the equator.

2.2 Routing

We have developed a geographic routing protocol on the basis of the following
assumptions: All routers know the area (if any) that they service specified in
the form of the addressing system described above. Destinations are addressed
using the same addressing format. Routers know the (unicast) shortest path to
every other router in the network. Links in the network are symmetrical.

Our geographic routing algorithm is based on path information, somewhat
like BGP [13]. A complete specification of our algorithm including a discussion
on the design choices made can be found in [8]. The main idea is that every router
knows the shortest path to every other router and can use this information to
find the next hop(s) that will lead to a (close to optimal) shortest path tree from
the source to all destination routers that cover part of a packet’s destination
area. Packets are always forwarded over the least cost path, if there are multiple
such paths the path with the lowest next hop id is chosen. This guarantees paths
are chosen in a deterministic manner, which leads to shared paths to destination
routers located close together.

To perform packet forwarding each router keeps track of 4 types of informa-
tion essential to the routing process: (1) The two best paths it knows from every
other router in the network (this corresponds to the path packets would take
coming from those routers). (2) A mapping of destination routers to next hops
based on our lowest next hop id rule (this corresponds to the path a packet will
take going to that router). (3) The shortest path to all other routers for each of
its neighbors. (4) The coverage area(s) of each router in the network.
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When a router receives a packet it looks at the destination geocast address
and uses its coverage table to lookup the routers who’s coverage area overlap
with the destination area. On a high level each router will evaluate a forwarding
next hop for each destination router a packet has if this packet arrived on the
link that has the shortest path back to the source. For every destination the
router will choose a candidate next hop from its best next hop information. The
router will then use the path information from the interface the candidate next
hop is on to calculate the shortest path from the source to that destination as
seen (advertised) by the candidate next hop. A similar calculation is made for
the previous hop. If the path through the router is better or identical to the path
as seen from the candidate next hop and previous hop the packet is forwarded
to that next hop. If multiple destinations have the same next hop the packet is
only forwarded once.

This forwarding operation might seem overly complicated, but using a more
simple approach like forwarding packets on the shortest path to all destinations
will lead to a form of limited flooding where packets are forwarded over multiple
paths to the same destination. In our previous work [8] we have shown that
simpler algorithms all show this limited flooding effect to some extent.

3 Implementation

In order to validate the proposed algorithm we have implemented the path based
geographic routing algorithm and protocol for advertising paths presented in
our previous work [8] and briefly described in Sect. 2.2. First we will present
the general structure of the software followed by our information distribution,
information tracking and forwarding approach.

3.1 Software Structure

Our software consists of 8 main components: The Packet receiver, Advertisement
parser, Packet forwarding, Link path table, General path table, Coverage table,
Route advertisement generator and Packet sender. These components and their
mutual relationships can be seen in Fig. 2.

The packet receiver handles all incoming packets. Packets that have a geocast
destination address are passed to the packet forwarding system while advertise-
ment packets are passed to the advertisement parser.

The route advertisement (RA) parser parses the advertisement packet into
path data and coverage data. Path data consists of a path for each router
included in the advertisement. This data is given to the per link path table and
the general path table. Coverage information consists of a geographic address of
the coverage area and the id of the covering router. This information is passed
to the coverage table.

The per link path table is a table of all path advertisements received on a
link. It is essentially the best path table of the router on the other side of the
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Fig. 2. Global structure of the routing software

link, with the possible exception of paths that include the current router unless
no other path was available.

The global path table contains the best and second best known path from
all other routers in the network to a router. It also includes the best next hop
for each destination. Due to our lowest id next hop choice this is not necessarily
the same as the best known incoming path.

The coverage table is simply a mapping of coverage areas to the router id of
the routers covering those areas. The Packet forwarding system receives geocast
packets and actually runs the forwarding algorithm based on the information it
receives from the coverage, path and per link tables. It gives the packet including
a list of links to forward it on to the Packet sender.

The RA generator uses the information from the path and coverage table to
generate a route advertisement for each link the router has. When a neighboring
router is included in a path the second best known path is sent when available.

Finally the Packet sender, as its name implies, sends out all packets on the
correct interface.

3.2 Route Distribution

Routers periodically send route advertisements consisting of all shortest paths
and coverage areas known to the router. They take the following form: Advertis-
ing router ID (1 byte), Number of advertisements in packet (1 byte) followed by
the actual advertisements. A single route advertisement consists of: the coverage
area (16 bytes: an IPv6 address), the path length (1 byte), the covering router
id (1 byte) and the advertised path (of path length bytes, with a minimum of 1).

The time needed for every node to have at least one path to each other node
is given by tc = tra · d where tc is the time needed to converge (in seconds), tra
the time between route advertisements and d the diameter of the network (the
maximum distance, or hops, between any two nodes).
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3.3 Information Tracking

To perform its main function a routers needs to keep track of different informa-
tion, mainly the shortest path to each other router it can reach and the areas
these routers cover.

Based on the received coverage area and the advertising router, each router
keeps a table that translates a geocast address to a set of destination routers
that (partially) cover that area.

As mentioned before, each router keeps a path table for each link it has.
This table tracks the best path to all other routers in the network reachable on
that link. A router also keeps a global table of the best and second best path
it knows to each router in the network (that it can see). The second best route
is needed for the routing algorithm to function. The best route table is used to
generate the route advertisement packets, unless the path contains the router it
is transmitted to. If this happens the second best route is used if it exists, letting
the neighbor know that there is another path. If there is no such path the best
link is used, this lets the receiving router know there is no other known path
except the return path to a certain other router.

3.4 Forwarding

The forwarding procedure is based on the known paths to the source and des-
tination(s). When a geocast packet is received the router checks its destination
address against its coverage table leading to a set of destination routers D. If
the current router is in D it is removed as the packet already reached that
destination.

For each destination d in D we evaluate the forwarding path. We combine our
best paths to the source and d into a candidate forwarding path. We compare
this path to a similar combination of paths reported by the candidate next hop
and the previous hop (this is the main reason we keep a path table for each
interface). If our candidate path is better than the other two options the packet
is forwarded on this path. This approach ensures that our path is indeed the
shortest path from source to destination based on our limited knowledge. Using
this method we can construct close to optimal shortest path trees through a
network.

4 Evaluation Approach

We want to evaluate our protocol during different convergence scenarios. In this
section we will describe the metrics we are interested in, the exact scenario that
will be used for the evaluation, and present overview of the tools used and our
method of variable selection.
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4.1 Evaluation Metrics

Our evaluation is focused on protocol convergence times and the behavior of
the system during convergence following a link drop or restore. We evaluate
our system on the following timing values related to convergence: Initial conver-
gence time, convergence time following a link drop, convergence time following
a restored link, and packet delivery restoration time following a link drop.

We further evaluate the number of packets that are lost during network
convergence. For this last metric we take into account the number of destinations
that did not receive a packet. Using this method we hope to accurately represent
the number of deliveries that were missed during convergence.

We will also look at the possible multi path issues during a convergence
phase, in which packets are delivered to a router over multiple paths. Ideally
this should never occur, but it is likely unavoidable during network convergence
due to incomplete or outdated networks knowledge in different routers.

4.2 Evaluation Scenario

We start each simulation run by giving the routing algorithm time to converge.
We have set this waiting time to 25 s as we have not observed the convergence
taking longer than this time. After this initial wait we start transmitting packets
from our randomly selected source to a randomly selected area. 10 s after the
transmissions start we drop a randomly chosen link on the routing tree for those
packets. We measure how long it takes the network to converge again and the
effect this has on the packets that were in transit during this time. 50 s after the
link drop we restore the link. We measure how long it takes for the network to
converge again and the number of packets lost during the entire run.

4.3 Networks and Variable Selection

We use real world network graphs taken from the Topologyzoo project [4] to
evaluate our protocol on a set of realistic networks. We used a total of 162 ranging
in size from 6 to 51 routers, with an average of 26 routers. We import these
networks into a Mininet virtual network [10] by generating a new node running
our routing implementation for each Vertex in the graph and establishing a link
(1 gbit/s Ethernet) between nodes if the corresponding graph has an edge.

The latitude and longitude location of the node is used to generate a coverage
area of a size corresponding to depth 10 of our addressing scheme (Sect. 2.1) to
ensure routers cover reasonable portions of a network. For each run within a
network a destination area is randomly generated. This area can cover between
10% and 95% of the bounding box containing all nodes in the network. We also
randomly select a source node for each run, this node can be inside or outside
the destination area.

To simulate a link drop we set both ends of a link to have a 100% packet
loss rate using the Linux network emulator [5] functionality. The link to drop
is chosen from the set of links on the shortest path tree from the source to
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Fig. 3. Normalized link usage in a converged network

the destination. With this link selection we try to guarantee that the dropped
link will at least have some effect on the forwarding situation. The dropped
link is chosen in such a way that is does not lead to a disconnected network,
so the algorithm can actually converge to the new situation and still reach all
destinations. Later in the run we restore this link by returning the loss rate on
both ends to 0%.

Routers are configured to exchange route advertisements every 0.5 s. Route
entries expire after two seconds, leading to a relatively fast update time.

5 Evaluation

We evaluate our networks in the way described in the previous section. In this
section we will present our results. We start with an overview of our algorithm’s
performance in a converged state and continue with the convergence time of the
protocol in different network states. We end the section with the performance
during different convergence situations.

5.1 General Link Usage

In general our algorithm establishes forwarding trees that use a comparable
number of links compared to a shortest path tree. The routing stretch factor for
single destinations is on average 1.046.

In Fig. 3 we plot the link usage of our implementation against the shortest
path tree and a Steiner tree for the same (source, destination) tuples. On the
y-axis we show an average of the normalized value of the link usage, meaning
the number of links used to reach all destinations divided by the number of
links in the network. The x-axis shows the number of destinations addressed
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and below that, the number of runs with this number of destinations in brack-
ets. The difference in number of runs is a consequence of our destination area
generation system, which chooses areas with a small number of routers in geo-
graphically large networks. The error bars show the 95% confidence interval for
that value. Runs with more than 10 destination were not numerous enough to
provide significant results.

In our 2505 runs there were 375 runs where the algorithm established a path
with a different number of links than the shortest path tree. In most of these
cases this path was one link longer, and in some rare cases one shorter. The
former can in some cases be explained by minor inefficiencies while most cases,
and the latter difference can be explained by situations where there are multiple
shortest paths from the source to a single destination. If the chosen path overlaps
with that of another destination the resulting link usage can be lower compared
to the situation where the other path was taken.

We can conclude that our protocol performs mostly as expected with respect
to the number of links used to construct a forwarding tree.

5.2 Convergence Time

One of the more important aspects of any routing protocol is the time it takes to
converge following a change in the network. The correlation between the network
size (the amount of routers in the network) and the time convergence takes during
the evaluation is shown in Fig. 4. We can see that the initial convergence time
(blue line) of the network shows a strong correlation to the network size. As a
larger network mostly corresponds to more possible paths it correlates with the
time it takes for the algorithm to converge. On average the convergence time
after a link drop (red line) is significantly larger than that of adding or restoring
a link (green line) to the network. As noted before this can be explained by
the timeout of 2 s that needs to occur before link loss is propagated while new
links are advertised with at most a 0.5 s delay. The time it takes for full packet
delivery to be restored after a link drop (orange line) follows a similar pattern
as the convergence time but takes less time overall. This is likely caused by the
locality of the destination area, where especially in larger networks the area is
contains less routers relative to the number of routers in the entire network.
The most interesting thing to note in this graph is the time to convergence
after a link restoration is significantly lower than the initial convergence time
for larger networks. We expect this is caused by the locality of the change. In
larger networks a single link drop is not likely to affect path entries further away
in the network, although this does strongly depend on how well connected the
network is.

5.3 Behavior During Convergence

In Fig. 5 we show the convergence behavior in two different networks. On the
left y-axis (blue line) we show the normalized distribution tree cost where 100%
corresponds to the link usage of the initial distribution tree. On the right y-axis
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Fig. 4. Convergence times of all runs in the evaluation (Color figure online)

(yellow line) we show packet loss as the number of destination routers that did
not receive a packet at a certain time. The x-axis shows the elapsed time from
the start of the packet transmissions in seconds. The time of the link drop is
marked as a dotted red vertical line and the link restore time with a dotted
green vertical line. The dotted blue vertical lines mark the time the network had
converged to the new situation. We can see that immediately following the loss
of a link there is a period of packet loss, but packet delivery is restored before
the network has fully converged. This can be explained by the fact that the link
loss occurs on a path that is used, resulting in local convergence before the entire
network has had time to converge. A similar pattern can be seen following the
link restore, but the packet loss is minimal here. This is likely caused by the fact
that information about new link propagates faster compared to information of
lost links due to the way that timeouts function. The small red lines that can
be seen following the link restoration represent packets that arrived multiple
times at a router in the network. Packets are sometimes routed over multiple
paths during convergence, temporarily increasing link usage as can be seen in
the graphs.

As can be expected, during the convergence directly following a link drop a
number of packets is not delivered to the destination routers. We plot these losses
in Fig. 6a. In this figure the red dots represent the number of routers that did
not receive a packet in a certain simulation run at that time. The intensity of the
red color corresponds to the number of runs in which this number of packets was
lost for that particular time, with the barely visible dots representing a single
occurrence. The blue line represents the percentage of runs in which packet loss
occurred at that time. Note that while we plot the red and green dotted line to
represent the link drop and restore this does not correspond to the exact drop
time in all simulation runs, as can be seen by dropped packets that occur earlier
than expected. This is caused by varying startup time in the emulation, mostly
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(a) Example run 1 (b) Example run 2

Fig. 5. Examples of convergence behavior on different networks (Color figure online)

(a) Packet loss (b) Duplicate packets

Fig. 6. Loss and duplicate delivery data over all simulation runs (Color figure online)

depending on network size. Note that packet loss mainly occurs after a link drop,
and link restoration barely leads to any lost packets.

While our routing system should not route packets in a loop it does in some
specific conditions route packets to a single router through multiple paths. This
effect can occur during convergence when the network is temporarily in a config-
uration that allows a multi path situation to occur. This effect can be observed
in Fig. 5a and b as a solid red line. We can see this line corresponds to the small
peak in path cost directly following the restoration of a link. We show the overall
duplicate packet delivery rate in Fig. 6b. In this figure the red dots represent the
number of routers in a certain run that received a certain packet twice, or more
times. The time represents the time at which the packet was sent from the source
router. The blue line represents the percentage of runs in which a packet was
received multiple times by any router. As we can see this effect mainly occurs
when a link is restored (or added) to the network.

Compared to unicast routing we avoid certain issues, like the count to infinity
problem, by relying only on path information. Packets are simply not forwarded
anymore if a router finds itself on anything but the shortest path from its point of
view. On the topic of network change we can conclude that our protocol correctly
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reestablishes a forwarding tree with only temporary multipath problems in some
cases following a link restoration.

6 Conclusion

In this paper we have presented an implementation of a geographic routing
protocol. We have shown that the protocol forwards packets along a close to
optimal shortest path tree in situations where the network is stable. We have
also shown that during periods where the network changes our algorithm can
recover in a reasonable time. The time it takes our algorithm to recover depends
on factors like network size and how well connected the network is.

During network convergence due to link failure we lose packets as can be
expected, the algorithm does however recover from this state in a reasonable
time. Following a link restoration there is only minimal packet loss. The protocol
does deliver packets over multiple routes to a destination in this situation. While
this effect is not desirable it seems limited to certain network topologies and does
to a some degree prevent packet loss from occurring.

For future work we are planning to improve our information distribution
method. In the current implementation coverage area and the path to the cover-
ing router are tightly linked. We would like to completely decouple these things
to increase scalability. Coverage area information does not need to be advertised
as often as path information, and this change could thus decrease overhead. In
general our routing protocol, especially with these improvements, can provide
another step in enabling Internet-wide geocast in the future.
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Abstract. REACT is a distributed resource allocation protocol that
computes a max-min allocation of airtime for mesh networks. The alloca-
tion adapts automatically to changes in local traffic load and in local net-
work views. SALT, a new contention window tuning algorithm, ensures
that each node secures the airtime allocated to it by REACT. REACT
and SALT are extended to the multi-hop flow scenario with the intro-
duction of a new airtime reservation algorithm. With a reservation in
place, multi-hop TCP flows show increased throughput when running
over SALT and REACT compared to running over 802.11 DCF. All
results are obtained from experimentation on the w-iLab.t wireless net-
work testbed in Belgium.

1 Introduction

Wi-Fi network performance is known to degrade dramatically when node density
is high, and when flows are sustained over multiple hops. These conditions arise
when multiple networks coexist [10,21] and when large access infrastructure
is deployed [3,17]. The degradation results from the starvation and unfairness
associated with carrier sense multiple access (CSMA) based protocols. This is
attributed to a mismatch in the local views of the wireless medium among the
nodes, and due to high levels of contention when the network is congested [12].

To mitigate such problems several approaches have been proposed. These
include adopting rate limiters on nodes [4,7], using multi-hop reservations [16],
using different access priorities for data and control traffic [8], and exploiting
admission control [22].

Airtime measures the channel time in which a link is sensed busy because
of frame transmissions. Airtime measurements are position-dependent, because
channel attenuation differs for each transmitter-receiver pair. Airtime has been
applied in routing in mesh networks [7,9], and in admission control [18].

This paper makes two contributions. First, we use a measurement driven
approach to control the airtime allocated to each node in a wireless network
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computed by the REACT protocol [19]. REACT negotiates airtime allocations
among the nodes on the basis of traffic requirements and local views of the
network. In order to achieve its allocated airtime we develop SALT, a mechanism
for dynamically tuning the contention window of each node.

There has been much work on contention window tuning but with different
objectives. Among the first may be MACAW [1], replacing the binary exponen-
tial backoff with a multiplicative increase and linear decrease (MILD) of the
contention window (CW) size to improve fairness. Other work tunes the CW
to achieve a theoretical throughput limit [6]. Our goal here is different: Our
aim is to tune the contention window at each node to realize a specific airtime
allocation.

REACT and SALT are both compatible with the 802.11 standard [15] and
have been implemented on legacy devices. Extensive experimentation in the
w.i-Lab.t wireless network testbed [5] shows that the tuning approach is able
to align allocations to those negotiated.

The second contribution is an extension of REACT to reserve an allocation
along the path of a multi-hop TCP flow. This requires that neighbours of the
nodes along the forwarding path take the reservation into account as part of
their own allocations so that they do not interfere with the multi-hop flow.
Multi-hop wireless mesh networks present many challenges for TCP. In addition
to the unreliable wireless transmission at each hop, contention from hidden and
exposed nodes in a wireless network constrain the TCP throughput achievable
over a multi-hop path [11]. To the best of our knowledge, Gupta et al. [14] is one
of the few works conducting experimentation with TCP in a physical wireless
network. However, their emphasis is on how TCP throughput is affected by
routing, user mobility, and the number of hops in the network rather than on
the impact of the MAC protocol. While no performance advantages for TCP
were found in their results [14], we have achieved higher TCP throughput in
running the flow over REACT combined with SALT, than over 802.11.

The rest of this paper is organized as follows. In Sect. 2, we describe the
REACT protocol for negotiating channel airtime. Section 3 presents SALT, a
new tuning algorithm, its implementation in legacy commercial Wi-Fi cards, and
an evaluation of how well it achieves the airtime allocation. Section 4 provides
an algorithm to reserve airtime for a multi-hop flow over the REACT/SALT
framework and evaluates the algorithm using a multi-hop TCP flow. Finally, we
summarize and propose future work in Sect. 5.

2 Realizing a REACT Allocation

REACT is a distributed resource allocation protocol that uses the metaphor of
an auction [19]. When used in the context of mesh wireless networks, the resource
being allocated (or put up for “auction”) is airtime, the percentage of time a
node controls the medium over a given period. Each node runs an auctioneer and
a bidder algorithm concurrently; auctioneers offer capacity while bidders claim
capacity at adjacent auctions to satisfy their own airtime demand. Auctioneers
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update their offers to satisfy all nodes bidding at their auction while also ensuring
that all nodes receive a fair allocation of the resource. Bidders update their claims
to ensure that they are not consuming any more airtime than can be offered at
any adjacent auction. Nodes participating in REACT converge to a lexicographic
max-min airtime allocation [19]. A change in the local network view or traffic
load triggers REACT to run and adapt the allocation.

Lutz et al. [19] realize the REACT allocation in a schedule-based MAC proto-
col, in which a number of transmission slots at each node are selected at random
to correspond to its allocation. A node can recompute its schedule immediately
upon receiving a new allocation from REACT, rather than waiting for the end
of a frame, making it competitive with contention-based protocols. Their initial
evaluation was conducted in simulation where synchronization is not a challenge.

Hence, Garlisi et al. [13] instead realize the REACT allocation in a
contention-based MAC protocol. Because the channel access probability depends
on the average contention window (CW) size [2], a node’s REACT allocation is
realized by tuning the CW size. A legacy Wi-Fi node i can estimate its cur-
rent allocation si as a function of the total number ni of channel accesses it
makes, the total time Fi that its backoff is frozen, and the total airtime Ai in
an observation interval C:

si =
Ai

C
=

Ai

Ai + Fi + Wi/2 · σ · ni
(1)

where Wi/2 ·σ ·ni is an approximation of the total time required for the backoff
countdown. This suggests how the contention window can be tuned.

3 REACT Implementation with SALT Tuning

Different from [13], rather than modify 802.11 packet headers, we send control
messages to implement REACT periodically. The time period must be longer
than the amount of time it takes to update bids and offers. With this method
the overhead for control traffic does not increase when the data rate increases.

Our implementation of REACT is paired with a new contention window
tuning approach, described next.

3.1 Smoothed Airtime Linear Tuning (SALT)

Smoothed Airtime Linear Tuning (SALT) is a new contention window tuning
technique. As in [13], the contention window size is fixed unless and until a new
airtime is allocated to node i by REACT. The intuition is that a node’s channel
access behaviour should depend on its allocation, not on the packet outcome.

SALT measures airtime at
i at node i over observation interval t and uses it to

set W t+1
i , the contention window size for the next interval t + 1. However at

i is
not passed directly to the tuning component of SALT. Its value is first smoothed,
using an exponentially weighted moving average in Eq. (2) with parameter
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0 ≤ β ≤ 1, to produce St
i which is then used for tuning. Smoothing is done

to reduce the effect of random background noise.

St
i =

{
a1
i if t = 1

βat
i + (1 − β)St−1

i if t > 1
(2)

SALT’s tuning component is given in Eq. (3); sti is the airtime allocation for
node i from REACT, k is a constant scaling factor, and the maximum CW size
is 1024. The difference between St

i and sti is scaled by k to convert the difference
of unit-less airtime ratios into a contention window size value.

W t
i =

⎧⎪⎪⎨
⎪⎪⎩

0 if t = 0
�St

i − sti�k + W t−1
i if t > 0 and 0 ≤ �St

i − sti�k + W t−1
i < 1024

1023 if t > 0 and �St
i − sti�k + W t−1

i ≥ 1024
0 if t > 0 and �St

i − sti�k + W t−1
i < 0

(3)

3.2 SALT Implementation

SALT is implemented as a Python program running at user level on each Linux
testbed node in an experiment. It is part of the same program that is running
REACT, and the airtime allocation is passed from the thread running REACT to
the thread running SALT. The airtime measurement interval used is one second.
SALT is invoked after each of these one second intervals and uses data collected
by the networking subsystem to determine the airtime during the last interval.

The Linux kernel is modified to expose the minimum Wmin and maximum
Wmax contention window size to user level programs. The interface allows a user
level program to set these parameters; we set Wmin = Wmax = W t

i . The wireless
subsystem is also patched to accept CW sizes that are not powers of two.

3.3 SALT Evaluation

To evaluate SALT, we use the IMEC advanced w-iLab.t testbed, located in
Zwijnaarde, Belgium [5]. It is pseudo-shielded from external interference and
is equipped with various wireless technologies, including IEEE 802.11, IEEE
802.15.4, Bluetooth dongles, Software Defined Radios (SDRs), LTE femto cells,
among others. The w-iLab.t testbed uses the cOntrol Management Framework
(OMF) for resource allocation, hardware and software configuration, and the
orchestration of experiments. Measurement data are collected and stored in a
central database over a wired control network for further processing.

Configuring wireless topologies in such an indoor controlled environment is
important for benchmarking and for the reproducibility of the results. However,
it is a non-trivial task, because the distance at which nodes are able to interfere
can be much farther than the transmission range. In order to limit the physical
visibility of the nodes, we use the 802.11a PHY, at the central frequency of
5180 MHz with a transmission power of 1 dBm.

Tests are conducted to identify “zotac” nodes among the more than 90 avail-
able to match the logical topologies in Fig. 1. Each node is programmed to send
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zotacB2 zotacF3

zotacF1

zotacF4

zotacI4

(a) Star topology.

zotacB2 zotacF3 zotacI4 zotacM20

(b) Line topology.

Fig. 1. Logical testbed topologies used to evaluate SALT. Black lines correspond to
bidirectional links while blue arrows denote single-hop flows. (Color figure online)

(a) Star topology. (b) Line topology.

Fig. 2. Logical topologies from Fig. 1 mapped onto physical nodes in w-iLab.t.

broadcast pings in a dedicated time interval when all the other nodes are silent.
Nodes that can decode the ping (ICMP Echo Request and Response) are neigh-
bours connected by a bidirectional link. At the end of these tests, we build the
network topologies in Fig. 1; see [20] for more topologies. The physical location
of the nodes in w-iLab.t is shown in Fig. 2.

In each topology, each experiment conducted uses greedy UDP flows. These
flows are set up with a target 1 Gbps UDP bandwidth, far beyond the capabilities
of the wireless link (i.e., the channel is saturated).

Experiments to Select the Values of β and k. In order to determine values
for β and k in Eqs. 2 and 3, we conduct an experiment where we varied their
values over their range; we vary β from 0.1 to 1.0 in steps of 0.1 and k from 250
to 5000 in steps of 250, making for 120 trials on each of the topologies. Each
trial lasts 15 s and we measure airtime for each node in the trial over that time.
The heat maps in Fig. 3 show the convergence results for each topology and each
combination of β and k. The darker the square in the heat map the faster the
trial converged. We average the convergence time for each trial on each topology
for the same β and k and select the lowest average. This results in a β = 0.6
and k = 500, for the best average convergence time of 7.44 s; these values of β
and k are used in all subsequent experiments.
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(a) Star topology. (b) Line topology.

Fig. 3. β versus k “heat maps” by topology. The darker the square in the heat map
the faster the trial converged.

3.4 Experiment to Compare Tuning Algorithms

We conduct an experiment to compare SALT and the original tuning algorithm
[13], running along with REACT; 802.11 DCF is included as a control. The flows
in this experiment are greedy UDP flows set up as described in Sect. 3.3.

We present the results for the star topology in Figs. 4 and 5 because they
are representative; see [20] for more detail. Figure 4 plots airtime as a function
of time. As expected, the airtime of nodes running 802.11 is unequal and highly
variable for each node. In this topology, the allocation computed by REACT for
each node is 20%. The original tuning algorithm converges more quickly than
SALT but not as tightly. Moreover, each node running SALT oscillates around
the allocated airtime whereas in the original tuning algorithm some nodes are
unable to reach their allocated airtime of 20%.

Figure 5 plots per-node throughput, jitter, drop rate, and aggregate through-
put for the star topology. The high variability in airtime for 802.11 is reflected in
the per-node results: The throughput, jitter, and drop rates from node to node
are also highly variable. The tighter convergence of SALT leads to the higher
throughput and lower jitter than the original tuning algorithm. Both tuning
algorithms have a near zero drop rate while 802.11’s drop rate is extremely high,
well above 90% for three of the four nodes. Despite the high drop rate for 802.11,
it still leads in aggregate throughput of 67.96 MiB; one node (zotacF4), which
obtains around 60% of the airtime, is almost solely responsible for the higher
aggregate throughput achieved. SALT has throughput of 55.57 MiB with the
original tuning algorithm achieving 49.72 MiB.

We now examine a more challenging multi-hop scenario.

4 Multi-hop REACT and Multi-hop Reservations

Until now, nodes running REACT have only taken into account their own traffic
needs. In the auction a node’s bid secures airtime for itself, but if there are
multi-hop flows in a network this is insufficient because it does not take into
account the fact that a node might need to forward traffic ultimately destined to
other nodes. We present a multi-hop airtime reservation protocol that addresses
this issue.
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(a) 802.11. (b) Original tuning [13].

(c) SALT.

Fig. 4. Airtime versus time for the star topology for 802.11, the original tuning algo-
rithm, and SALT.

Without a reservation algorithm a node could try to predict how much air-
time to reserve for multi-hop flows passing through it. Nodes store each of their
neighbour’s claims and could speculate how their demand should reflect the pos-
sibility of multi-hop flows. Unfortunately claims provide no information on the
directionality of flows, multi-hop or not. A claim is sent to every node within
broadcast range and only informs the receiver that the sender is currently expect-
ing to utilize the amount of airtime claimed. Claims also do not tell a node any-
thing about the demands of nodes beyond their one-hop neighbourhood, where
the multi-hop flow could be originating. Multi-hop reservations allow the origina-
tors of multi-hop flows to inform nodes of the additional traffic they are expected
to forward. Nodes along the reservation path can also inform the originator of
resource saturation. The REACT auction itself is a convenient mechanism that
can be used for the purpose of making these reservations.

Each auction in the REACT protocol allocates the channel capacity. In our
multi-hop reservation algorithm, a reservation is made by reducing this capacity
by the reservation amount at nodes along the path and at their neighbours. Once
the reservation is placed nodes along the reservation path they each increase their
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Fig. 5. Per-node throughput, jitter, and drop rate for each of 802.11 (in blue), the
original tuning algorithm (in green), and SALT (in red), in addition to aggregate
throughput, for the star topology. (Color figure online)

allocation by the reservation amount. This secures airtime for the flows that will
be passing through the node while still maintaining the standard REACT auction
for allocating airtime in the neighbourhood. Section 4.1 provides a more precise
description of this process and Sect. 4.2 presents our evaluation of it.

4.1 Multi-hop Reservation Algorithm

The Reserve algorithm is recursive, with parameters s, r and d, where s and d
are the source and destination of the multi-hop flow, requiring a reservation of r.
First, the source reserves r for the multi-hop flow. If it is unable, the reservation
fails. If it is successful, then it requests each of its one-hop neighbours, except
the next-hop along the multi-hop path, to reserve r for the multi-hop flow. If any
neighbour cannot reserve r it returns failure, causing the reservation to fail and
recursively release the reserved resources. However, if all neighbours succeed in
making a reservation, then Reserve is called recursively with the source equal
to the next-hop node along the multi-hop path. If the next hop is the destination,
then the reservation has succeeded at each node along the path, and the success
propagates back to the source of the multi-hop flow. The pseudocode for the
Reserve algorithm is provided in Algorithm1.
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Algorithm 1. Reserve(s, r, d)
1: if (capacitys − r) ≤ 0 then
2: return false
3: end if
4: capacitys ← capacitys − r
5: if (s == d) then
6: return true
7: else
8: status ← true
9: for each n ∈ (Neighbours(s) \ Next Hop(s)) do

10: status ← status and Neighbour has Capacity(n, r)
11: end for
12: if (status == true) then
13: return Reserve(Next Hop(s), r, d)
14: else
15: tear down any completed reservations made by neighbours of s and s itself

for this multi-hop flow
16: end if
17: end if

Fig. 6. A three-hop line topology used in the multi-hop reservation experiment. (Color
figure online)

4.2 Multi-hop Reservation Evaluation

To evaluate the reservation process, experiments were conducted on the line
topology with a multi-hop TCP flow. Figure 6 shows the line topology used
with the multi-hop flow indicated in green. In the trials that used REACT,
the TCP flow is started only after successful reservation along the path. In
our experiments, we auction 80% of the channel, not 100%, leaving 20% for the
control traffic; this is the same data/control traffic split used in [13]. The interior
nodes of the line (e.g., zotacF4), must split 80% of the channel among three
nodes (itself, and its previous and its next hop along the line). The reservation
is placed for 80

3 ≈ 26.6% airtime, which is close to the maximum amount of
airtime that can be reserved in this scenario, assuming no other traffic flows.
The TCP flow lasts for 120 s in both the REACT and 802.11 trials. Multi-hop
routing is static with each node having neighbour information before the flow
starts.

Figure 7 plots the airtime graphs for both REACT and 802.11 in the multi-
hop scenario. The reservation of 26.6% airtime was placed after 0.9063 s and
REACT converged after 9.041 s. Line topologies suffer both hidden and exposed
node problems, with the airtime of 802.11 being highly unstable; in a multi-hop
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(a) 802.11 (b) REACT with reservation.

(c) Multi-hop TCP throughput comparison.

Fig. 7. Multi-hop TCP results: The airtime of 802.11 and of REACT with reservation
over the life of the multi-hop flow, and the multi-hop TCP throughput.

flow, the relatively high airtime of zotacF3 cannot help the throughput of the
multi-hop flow. The more consistent airtime and lower jitter for REACT leads
to higher TCP throughput over REACT than over standard 802.11. Specifically,
802.11 achieved throughput of 0.86 Mbps, while multi-hop REACT achieved
0.91 Mbps.

5 Summary and Future Work

A new tuning algorithm, SALT, converges more tightly to REACT’s airtime
allocations, and tighter convergence leads to reductions in unfairness and jitter
compared to 802.11 DCF. A new multi-hop reservation algorithm that lever-
ages the airtime allocation and realization capabilities of this combination was
proposed. With a reservation in place we have shown that REACT and SALT
achieve higher throughput in a multi-hop TCP flow than in one that runs over
802.11 DCF.
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There are several avenues of future work. To date, no real-world implementa-
tion of REACT handles nodes leaving an auction. This could occur if a node goes
offline unexpectedly, or moves out of the range of the auctioneer. In simulation,
Lutz et al. [19] used neighbour timeouts to determine when to evict nodes from
the auction.

At present, SALT converges slowly. Perhaps combining SALT with the orig-
inal tuning algorithm to leverage the lower jitter and faster convergence of each
could be explored.

The reservation algorithm must be adapted to work with a dynamic routing
protocol. This would likely require communication between REACT and the
routing software.

All of these directions would contribute to the promising results of REACT
with SALT to enabling fair, scalable mesh networks.

Acknowledgements. This work is supported in part by the U.S. National Science
Foundation under Grant No. 1421058.
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Abstract. When a link fails in Software Defined Networks (SDN), the
flows that use the failed link need to be rerouted over other paths. To
achieve this rerouting task, researchers have proposed reactive and proac-
tive recovery approaches. In reactive approach, upon failure, SDN con-
troller computes new paths for the affected flows and installs them on
demand. In proactive approach, the SDN controller pre-calculates backup
paths and installs them on the switches in advance. While proactive
approach minimizes packet loss and delay, it introduces a new problem,
namely excessive usage of limited TCAM memory at SDN switches. In
this paper, we consider two promising techniques (namely source rout-
ing and segment routing), and propose a new proactive technique called
Segmented Source Routing (SSR). SSR uses source routing but in a seg-
mented manner: one from the failure detecting node to an emergency
node and one from emergency node to the destination. After address-
ing various challenges in placing emergency nodes and assigning emer-
gency nodes to flows, our simulations shows that SSR maintains the same
level of performance of pure source routing while significantly reducing
the memory overhead, computation overhead, and the packet sizes as it
shortens the source routes and avoids storing them at every node.

Keywords: SDN · Link failure · Source routing · Segment routing

1 Introduction

One of the key issues in SDN is how to re-route the flows on a failed link through
other paths. Formally, this problem can be stated as follows.

Definition 1. Link Failure Handling (LFH) Problem: Consider a network
that is represented by a directed graph G = (V,E), where V is the set of
nodes/switches and E is the set of links. Let n = |V | be the number of nodes
in the network and m = |E| be the number of edges in the network. Each
link (u, v) ∈ E is associated with a cost parameter c(u, v). Suppose the SDN
controller accurately maintains this network state information and uses it to
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compute the shortest paths for each flow request that goes from a source node
s to a destination node d. Suppose there are F flows passing through a link
(u, v). If that link fails, all the flows using the failed link (u, v) will be affected as
the packets belonging to these flows get lost and/or delayed. Given a failed link
(u, v), the LFH problem is how to quickly and efficiently reroute all the affected
F flows to other paths so that we can avoid or minimize the packet loss and
delay.

In response to addressing the LFH problem, researchers have proposed vari-
ous recovery mechanisms in the literature [1,6–12]. The existing techniques are
mainly of two types: Reactive (or path restoration) [12] and Proactive (or path
protection) [1,7–11]. In the case of reactive solutions, the controller needs to
be informed about the link failure. Upon receiving link failure notification, the
controller determines a new path and updates all the switches related to the
new path. The main advantage of the reactive approach is the fact that the
underlying switches do not need to store any extra backup paths or state infor-
mation besides the primary paths. Moreover, the found path will be the best
one under the given network state information. However, due to the extra times
required for conveying the link failure information to the controller, computing
new paths, and consistently updating/installing new forwarding rules [4,5], the
reactive techniques loose and/or delay many packets until the recovery is com-
pleted. To minimize the recovery time, Sharma et al. in [12] have proposed an
improvement where the controller pre-calculates all the backup paths and use
them on demand to reroute the affected flows. However, due the dominance of
delays in conveying link failure and updating new rules consistently, reactive
techniques would be still very slow to avoid packet loss and/or delay in practice.
As a mater of fact, Sharma et al. demonstrates that it is hard to obtain less than
50 ms recovery times when using a controller-based restoration approach [13].

To avoid (or minimize) packet loss and delay during recovery time, the
researchers have considered proactive techniques [1,7–11]. The basic idea here
is to have a backup path readily available so that the packets from the affected
flows can quickly be re-routed without waiting for the controller’s intervention.
The performance and the cost of this approach depends on how to determine
and maintain backup paths. At one extreme, while installing the primary path
for a flow, the controller computes and installs a backup path per flow from
every node on the primary path to the destination. Clearly, this extreme version
of proactive approach significantly speeds up the response time and thus totally
avoids the packet loss and delay as the backup path is readily available at each
node. However, this improvement comes at the cost of excessive memory usage
for storing and maintaining additional backup paths per flow on the underlying
switches, where the TCAM memory is limited and consumes significant amount
of energy [7–10]. For example, if we have F flows going through a link (u, v),
then we have to maintain at least 2F flow entries at node u, which will be a
significant memory overhead as F increases. Therefore, it is deemed necessary
to limit the number of backup paths for efficient use of memory space while
being able to quickly reroute the affected flows.
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With this in mind, researchers have investigated different proactive tech-
niques. For example, Capone et al. have considered utilizing the cranckback
routing idea to avoid maintaining backup paths at each node [1]. In this case,
some backup paths are computed from some selected nodes and installed through
the network. Upon a link failure, the failure detecting node uses cranckback rout-
ing to send the packets back. When the packets reach a node with a backup path,
that node re-routes the traffic. While this reduces the number of backup paths,
the reverse paths might be longer or congested, causing delays and loss. Sgam-
belluri et al. have proposed to use backup paths per destination rather than per
flow [11]. While these approaches reduce the number of backup paths and saves
some memory, they may still use significant amount of TCAM space for storing
and maintaining the backup paths or the backup path might not be the best
one.

To minimize the excessive TCAM memory overhead while using better paths,
researchers have considered new techniques based on source routing [8,10] and
segment routing [6]. In source routing, the controller calculates the shortest paths
from each source node to all other destination nodes and stores the complete
paths at each source node. When a particular flow is created, its source node
checks the destination and inserts the whole path to that destination into the
packet header. In SDN, VLAN tags can be pushed into the header to store the
whole path information, which contains either the IDs of nodes along the path
or just port IDs on each node of the path [8,14].

In [8], Liaoruo et al. have proposed to use source routing for maintaining
backup paths. In source routing, every switch u on the primary path of a flow
stores the complete backup paths to its destination rather than installing it
throughout the network. To do this, the controller eliminates each link (u, v)
on the primary path at a time, and computes the shortest paths from u to
the destination of the flow. It then stores the corresponding path on switch u.
So, if F flows are passing through u, then that switch has to store F source
routes (note that these backup paths are not installed throughout the network).
When there is a failure on link (u, v), node u will quickly detect the link failure
and (without waiting for the controller) it will reroute the incoming packets by
inserting the pre-stored source route from u to the destination into the packet
header and forward it to the next node. Clearly, source routing minimizes the
number of flow entries in the switches. But the length of each entry increases
since the whole backup path is stored per flow [8]. Effectively, each switch needs
to maintain F many backup paths, which will be costly as F increases. Moreover,
the authors in [8] propose to update these backup paths after some interval of
time based on the current status of the network, which further increases the
computation overhead on the controller. Another issue with pure source routing
is that it increases the packet size as the whole backup path is included into the
packets.

Segment routing (SR) [3] is similar to loose source routing (an IP option to
record the set of routers that a packet must visit). In contrast to the pure source
routing, SR inserts the IDs of a few nodes into the packet header and then tries
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to send a packet to the next node by using the paths determined and maintained
by the underlying routing protocol. The path between the consecutive nodes in
the header is called a segment. In [6], authors have considered using 2-segment
routing to deal with LFH problem. This approach limits the number of node IDs
in the header and the number of entries in the SDN flow tables. However, it relies
on the underlying protocol to compute new paths for the segments to deal with
the link failure. Unfortunately, when the failed link is on the segment that needs
to be used, this approach can still cause packet loss and delay until the underly-
ing routing protocol finds new paths, as in the reactive approach. Moreover, in
segment routing when link fails, all the paths on intermediate nodes need to be
updated consistently to guarantee loop-free and black-hole-free routing.

In this paper, we propose a new link failure handling technique called Seg-
mented Source Routing (SSR) by merging the best of the source routing and
segment routing. As in the source routing, SSR includes the path information
into the packet headers so that we can avoid memory overhead by not installing
backup paths through the network. However, to further minimize the number of
source routes maintained at each node and to minimize the length of the paths
included in the packet headers, SSR does this in a segmented manner and per
destination rather than per flow. In SSR, we first identify some nodes as emer-
gency nodes. The controller then pre-computes the shortest paths from every
node to the emergency nodes and from emergency nodes to every node. We
store these paths at their respective source nodes. When a flow request arrives,
the controller determines a primary path and installs it as usual. In contrast to
the pure source routing, which computes a backup path from each node on that
primary path [8], our SSR approach simply determines which emergency node
(say node e) to use at each node u. For each flow, this information is maintained
in the flow table at node u. Upon detecting a link failure, node u simply inserts
the source route from u to e into the packet headers of the affected flows and
sends them towards the corresponding emergency node e. Upon receiving such
a packet, emergency node e inserts the source route from e to d and sends it
towards d. In contrast to the pure segment routing, we do not rely on the under-
lying routing protocols to find paths for segments. Instead, we determine each
segment using source routing. In the following sections, we will further describe
the proposed SSR framework and address the challenges in it.

The rest of the paper is organized as follows. Section 2 gives the overview
of the proposed SSR framework. Section 3 addresses the challenges in SSR.
Section 4 presents the performance evaluation using simulation. Section 5 talks
about future work and concludes the paper.

2 The Proposed Segmented Source Routing Framework

To quickly and efficiently respond to the link failures, we propose a new tech-
nique called Segmented Source Routing (SSR). In essence, SSR is similar to
source routing. However, instead of including the whole source route into packet
headers, SSR divides the path into two segments and include the source route for
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each segment into packet headers one at a time. To be able to that, SSR desig-
nates some nodes in the network as the emergency nodes. Then, SSR makes every
emergency node store the list of source routes to all destinations while making
every other switch/node store only the source routes to all the emergency nodes.
Since the number of emergency nodes is expected to be significantly less than n,
we will avoid significant memory overhead when storing source routes. Moreover,
instead of storing source routes per flow as in [8], SSR stores source routes per
destination. This way SSR minimizes both the length of the path information
included into packet headers and the number of source routes stored. This will
significantly reduce memory overhead, particularly when the number of flows F
increases.

When installing the primary path for a particular flow, the SDN controller
needs to determine which emergency nodes to contact from each node on the
primary path. Emergency node information is included as part of the flow entry
at each node on the primary path. So when link (u, v) fails, node u can detect
the failure and identify the emergency node for each flow passing through this
link. Accordingly, node u inserts the first segmented source route from u to
the corresponding emergency node e into the packet header and sends it. Upon
receiving such a packet, the emergency node e inserts the second segmented
source route from the emergency node to the destination.

Fig. 1. An example for link failure handling.

For example, Fig. 1 shows a link failure scenario where primary shortest path
from the source S4 to destination D2 is {S4, S9, S13, S18,D2}. Suppose node
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e2 is the emergency node for that flow at node S13 and the link (S13, S18)
fails. In this case, the switch S13 detects the link failure and inserts the first
segmented source route {S13, e2} into the packets of that flow and sends them
to the emergency node e2. Upon receiving these packets, the emergency node e2
inserts the second segmented source route {e2, S12, S17,D2} into the packets
and sends them to the destination node D2.

Instead of using pure source routing per flow as in [8] or the pure segment
routing as in [3], we combine the best of these two mechanisms as segmented
source routing, which pre-computes and installs two segments of source routes:
segment(u, e) from every node u to each emergency node e; segment(e, d) from
every emergency node e to every destination node d. Then, when installing a
primary path, the SDN controller decides which emergency node to use for each
node on the primary path, and includes the ID of the selected emergence node in
the flow entry. So, when a link fails, the failure detecting node u simply includes
the corresponding segment(u, e) into the packets of the affected flows. Receiving
emergency nodes include the corresponding segment(e, d) into the packets and
send them.

The key goals of SSR are to (a) reduce the packet size by including shorter
source routes into the packets, (b) minimize the number of source routes main-
tained at each node, and (c) avoid the unnecessary path computations during the
installation of the primary path. While achieving these goals, the proposed SSR
method should maintain the same level of performance as the pure source rout-
ing. Using simulations, we show that SSR has almost the same performance in
terms of the cost of the backup paths used and the link utilization, while signifi-
cantly reducing the packet size, minimizing the number of source routes at each
node, and avoiding the unnecessary path computations. We should also note
that segmented-source routes are computed in a loop-free and black-hole-free
manner and can be changed independently without worrying about a network
wide convergence of the underlying routing protocol that maintains the paths
for the segments in the pure segment routing.

3 Challenges and Solutions in SSR

In this section, we discuss three crucial challenges that need to be addressed for
the SSR technique to efficiently handle link failures. Specifically, we consider:
(a) how to select and place emergency nodes, (b) how to compute the segmented
source routes from each node to emergency nodes and from each emergency node
to all destinations, and (c) which emergency node to assign to which flow at each
node on the primary path.

3.1 Emergency Node Selection and Placement Problem

Selection of emergency nodes and their placement play an important role in
improving the performance of proposed SSR technique. Intuitively, emergency
nodes need to be distributed evenly in the network so that a given node can
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access one of the emergency nodes with minimum number of hops. At the same
time, the emergency node should be able to access the destination with minimum
number of hops. In this paper, we will content with randomly selecting the
desired number of nodes as emergency nodes to achieve even distribution. In the
future, we will investigate how to optimally place them to further improve the
performance.

3.2 Segmented Source Route Calculation

Once the controller selects emergency nodes in the network, it calculates the
shortest paths for two segments. For the first segment, it computes the shortest
paths from every node to emergency nodes and stores these as source routes at
each node. For the second segment, it computes the shortest paths from every
emergency node to all destinations and stores these as source routes at each
emergency node.

We compute the shortest paths based on the same cost parameter used for
the pure source routing in [8]. Specifically, the cost of a link (u, v) is determined
as follows:

c(u, v) =
1

1 − ρ(u, v)
(1)

where ρ(u, v) represents the utilization of link (u, v) and computed using

ρ(u, v) =
D(u, v)
B(u, v)

(2)

where B(u, v) is the bandwidth capacity of link (u, v) and D(u, v) is the total
demand of the flows using link (u, v). In the future, we plan to also consider
different cost parameters that take into account the interference of backup paths
on the primary paths.

3.3 Per Flow Emergency Node Assignment

In the case of a link failure, the failure detecting node needs to know which
emergency node to contact for each affected flow passing through the failed link.
This decision should be made by the SDN controller, which determines a primary
path and installs the necessary flow table entries as usual. In the pure source
routing, the controller computes the shortest path from each node u on the
primary path to destination d as a backup path per flow, and stores that path
as the source route at node u. In contrast, SSR assigns an emergency node for
each node u on the primary path and saves this information as part of the flow
entry at node u. Since our segmented-source routes are pre-computed and stored
at each node per destination, the controller is not overloaded with backup path
computations per flow or sending these paths to each node while installing the
primary path. This way SSR significantly reduces the memory requirements at
each node while also decreasing the computation and communication overheads



Segmented Source Routing for Handling Link Failures in SDN 153

at the controller. Such reductions in the computational load and chattiness of
the controller will significantly improve its responsiveness and performance.

The selection of emergency node at each node is an important decision as it
will impact the overall performance when there is a link failure. So the controller
needs to carefully select the emergency node at each node on the primary path.
We formally define this problem as follows:

Definition 2. Emergency Node Assignment (ENA) Problem: Consider the net-
work model given in Definition 1. Let R be the set of emergency nodes, where
R ⊆ V . Suppose the controller has already computed and stored the shortest
paths (source routes) from each node u ∈ V to the emergency node e ∈ R; and
from each emergency node e ∈ V to every node u ∈ V . Upon receiving a request
for a flow going from s to d, the controller finds the shortest path (the primary
path) psd as usual. Given R, psd and the pre-computed segmented-source routes,
the EAN problem is to find/assign the best emergency node e ∈ R for each node
u ∈ psd = {s, . . . , u, v, . . . , d} such that the link (u, v) is not included in source
routes denoted by segment(u, e) or segment(e, d).

Ideally, we would like to select an emergency node e ∈ R for each node u ∈ psd
such that the sum of the cost of segment(u, e) and the cost of segment(e, d) is
minimum. However, since we would like to also minimize the packet size by
including a source route with minimum number of hop IDs, we should select the
segments containing less number of hops. To minimize both hop count and the
cost, we propose to select the emergency node e ∈ R for each node u ∈ psd based
on the following objective function:

min
∀e∈R

{C(u, e) ∗ H(u, e) + C(e, d) ∗ H(e, d)} (3)

where C(u, e) and C(e, d) represent the total costs and H(u, e) and H(e, d)
represents the hop counts of segment(u, e) and segment(e, d), respectively.

Regarding computational complexity, for each node u, this optimization can
simply be done in O(|R|) while the pure source routing requires the execution
of the shortest path algorithm with O(|E| + |V |log|V |). Note that |R| << |V |.

While the above heuristic finds an emergency node quickly in most cases,
it is possible that the source path from u to e or the source path from e to d
might include the failed link. We call such a path as a non-safe path. So, the
controller needs to eliminate such non-safe paths by simply checking it as follows.
Suppose we have a link (u, v) on the computed primary path. So when selecting
the emergency node e for node u, the controller needs to make sure that the link
(u, v) is not part of the source route from u to e or from e to d. Note that since
the controller has all the source routes that are stored in the switches, it can do
this locally. There is no communication between the controller and switches. In
our simulations, we always find a safe path. But in a rare case, if there is no safe
path through any emergency node, then we can use the pure source routing for
that case only.
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3.4 Computation Overhead and Memory Consumption

The major goals of the proposed SSR method is to reduce the computation over-
head on the controller and memory consumption on the switches. In [8], while
installing the flow entries for a flow, the controller calculates a backup path
(source route) for the possible failure of each link (u, v) on the primary path and
stores that source route from u to the destination d on the switch u. Moreover,
to keep these backup paths up-to-date, the controller runs a modified Dijkstra
for each switch after a particular interval, which further increases the compu-
tation overhead on the controller and the chattiness between the controller and
the switches. Since the backup paths are maintained per flow, each flow entry at
node u has to contain the full source route from u to d, causing significant mem-
ory overhead. In contrast, the proposed SSR method pre-computes the shortest
path per destination as in the segment routing. In contrast to segment rout-
ing, SSR stores the shortest paths as source routes. So these source routes can
be independently computed or updated without relying on the underlying rout-
ing protocols to determine and install them in a consistent manner as the pure
segment routing does.

Compared to the pure source routing, the proposed SSR approach involves
much less computation overhead and memory consumption. Another key advan-
tage of SSR is that since it includes a segment rather than the whole source
route into the packets, it decreases the packet size, resulting in efficient use of
resources and faster transfer. Despite these advantages, one natural question is
to find out how SSR performs in terms of other measures. In the next section,
we compare SSR against the pure source routing in terms of the cost of the
backup paths used and the level of increase in link utilization after the link fail-
ure. Clearly, the pure source routing would be better as it uses per flow backup
paths. However, our simulations show that the proposed SSR closely achieves
the same performance while using less resources and computation time.
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Fig. 2. Topology with n= 32, m = 110
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4 Performance Evaluation

4.1 Simulation Setup

We compared our proposed SSR method against the pure source routing (PSR)
in [8]. We implemented both methods in Python and compared them by using the
realistic network topology shown in Fig. 2, which is modified from ANSNET [2].

Our topology (shown in Fig. 2) has n = 32 nodes and m = 110 directed
edges. We first randomly select the bandwidth for each link from uniform (10,
20). We randomly select the source node s from uniform (1, 6), the nodes on
the left, while selecting the destination d from uniform (23, 32), the nodes in
the right. To test different load, we used two set of experiments with 20 flows
and 40 flows. Respectively, the demand of each flow is randomly selected from
the range uniform (1, 6) and uniform (1, 4). For the proposed SSR, we varied
the number of emergency nodes as 3, 6, 12 and selected the given number of
emergency nodes randomly. After installing the given set of flows, we do not
generate any new flow. But we fail randomly selected links one at a time and
re-route the affected flows through backup paths.

As the performance measures, we consider (a) the cost of the backup paths
at the time of link failures, (b) the increase in link utilization because of using
backup paths, and (c) the number of hop IDs included into the packets (hop
count). We repeated each experiments 10 times and took their averages.

Average Cost. Figure 3 shows the average cost of the backup paths used by
SSR and PSR with different number of flows while varying the number of emer-
gency nodes. The cost of a backup path is calculated using (1) at the time of
using that backup path. As shown in Fig. 3, the performance of SSR gets very
close to that of PSR as the number of emergency nodes increase from 3 (≈10%
of all nodes) to 6 (≈20% all nodes). With 12 emergency nodes (≈40% all nodes),
the average cost of backup paths provided by SSR is almost the same as that of
PSR.

(a) F=20 (b) F=40

Fig. 3. Average cost of backup paths at the time of link failures.
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(a) F = 20 (b) F = 40

Fig. 4. Link utilization distribution before and after link failures.

(a) F=20 (b) F=40

Fig. 5. Average number of hops carried by the packet

Utilization. Figure 4 shows the increase in link utilization for PSR and SSR
with 3, 6 and 12 emergency nodes after a failure happens. In the case of 3
emergency nodes, since all the traffic of backup paths goes through these 3
emergency nodes, SSR with 3 emergency nodes makes a few links heavily loaded.
But as the number of emergency nodes increases, SSR is able to distribute the
load as the PSR does and provide similar link utilization distributions.

Average Hop Count. One of the main advantages of the SSR method is the
reduction of hop count (i.e., the number of hops included into the packets). As
shown in the Fig. 5, SSR method reduces the number of hop information inserted
into the packets, particularly as the number of emergency nodes increases.

From Fig. 5, it can be seen that when the number of emergency nodes are
≈40% of the total number of nodes, each packet carries approximately 50% of
hop information carried by the packets in PSR. As shown in Fig. 5(b), even when
the network is highly loaded and there are 6 emergency nodes average hop count
is almost 50% of PSR. The main advantage of this reduced hop count is to reduce
the packet size, which improves transmission time and avoids unnecessary usage
of resources.



Segmented Source Routing for Handling Link Failures in SDN 157

5 Conclusion and Future Work

We proposed a failure handling method in SDN based on the best features of
source routing and segment routing. Through simulations, we showed that pro-
posed SSR method reduces memory overhead on the switches, computation time
at the controller, and the packet size while providing almost the same perfor-
mance of pure source routing in terms of the cost of the backup paths and the
link utilization increase after the failure.

To demonstrate the potential benefits of the proposed SSR framework, we
used simple heuristics in addressing various challenges in SSR. We now plan to
further investigate new algorithms to address these challenges. Both PSR and
our SSR simply computes the shortest path as a backup path. We plan to develop
new cost parameters that can take into account the interference of backup paths
on the primary paths.
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Abstract. Going beyond the traditional coverage-oriented Wi-Fi net-
work design, the recent Wi-Fi networks are designed for high traffic
demand with high density deployments. A university campus environ-
ment is particularly unique in that a large number of users with multi-
ple heterogeneous devices demand high capacity and performance from
a wireless network over a wide geographical area. From a network man-
agement perspective, not only should the network support heterogeneous
Wi-Fi protocols and devices, but high-density access points (APs) are
needed to handle the high traffic demands. To meet the rising demands
Wi-Fi AP upgrades are deployed incrementally over an extended period
to cover the vast area found in a campus setting, which is different from
a building-level Wi-Fi network.

In this paper, we present a measurement study to bring forth wireless
network management issues faced during incremental Wi-Fi deployment
on a university campus network. We discuss various design considerations
given to incremental deployments of Wi-Fi 802.11 (ac) including replac-
ing older Wi-Fi versions, and addressing compatibility, data rate, cov-
erage, and performance concerns. In addition, we perform pre-and-post
upgrade evaluations using different network performance analysis tools.
This study will shed light on heterogeneous large-scale Wi-Fi network
management issues, as these will become applicable with the increasing
prevalence of large metro area wireless networks.

1 Introduction

The availability of versatile and resilient wireless networks with high-speed
performance and Wi-Fi on-the-go service with always-connected features for
bandwidth-intensive applications is considered a basic necessity these days.
Faster connection and speedy performance are the bare requirements for emerg-
ing bandwidth intensive services like high resolution video uploading (i.e.,
YouTube), video streaming (i.e., Netflix), virtual reality, augmented reality,
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real-time updating data (i.e., Facebook), online gaming, and live stream video
(i.e. surveillance camera data). For example, Cisco announced [11] that it is
expecting the global traffic to extend to 3.3 ZB per year by 2021 or 278 EB
per month [11]. Devices and connections are growing at a 10 percent compound
annual growth rate (CAGR) [5], and North American growth is expected to be
the highest rate in the world [11]. Adaptation of IPv6 throughout the Inter-
net allows for an effortless interaction among the Internet of Things (IoT) [12].
Internet traffic is increased by internet video, video-streaming, gaming, video-
conferencing, and video specific applications. Most internet users use the internet
on their mobile devices such as tablets, phone, laptop, etc., and they get their
connection through wireless data services. They require high throughput and
seamless connectivity without outage from their network services. IEEE 802.11
[25] wireless network standards, which is the most publicly used, have evolved to
meet these growing requirements in terms of features like extended channel bind-
ing, multi-user Multiple In Multiple Out (MIMO) [26] ability, wide range of mod-
ulation, beam-forming, MAC modification, coexistence mechanisms, throughput
and much more [16].

Fig. 1. An example of
coverage map
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Fig. 2. Network traffic

University Wi-Fi network accommodate thousands of mobile and wireless
devices being used on a campus network. Multiple features of network utiliza-
tion such as device variation, bandwidth requirements, application variability,
operating system variability, user authentication and data off-loading, can be
observed in a campus network. Each university strives to provide the best net-
work service to its users despite the challenge of a fixed budget. To support the
growing demand, it was necessary to upgrade the Wi-Fi network to improve
coverage area, network speed, and throughput. The network team has taken two
major steps for this enhancement. First, increase the number of access points
(APs) to address the coverage gap. Second, upgrade the Wi-Fi network to 802.11
(ac) protocol to increase performance. In this paper, we conduct an extensive
measurement analysis of the Wi-Fi network condition throughout the access
layer of a university campus network, the University of Missouri - Kansas City
(UMKC). We found some interesting phenomena like the variety of user density
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in the different locations with diversified bandwidth demands, lacking coverage
in some area resulting in coverage gap, data rate degradation in certain points,
and protocol compatibility issues. Figure 1 represents the signal strength and
coverage map of a floor in a campus building prior to the upgrade. Furthermore,
our observation indicates that between December 2016 and October 2017, the
network’s traffic (upstream and downstream) has increased by up to 20%, even
though the number of clients has decreased, as illustrated in Fig. 2.

The remainder of the paper is organized as follows. Section 2 discusses
the related work. Section 3 outlines the deployment consideration and design.
Section 4 presents our evaluation of measurement and analysis. We conclude the
paper in Sect. 5.

2 Related Work

2.1 Wi-Fi Performance

Performance measurement analysis research done by [24] on IEEE 802.11 (ac)
Wi-Fi in a large 24-node indoor test-bed reveals the impact of channel width,
network deployment density, and type/volume of traffic on the achieved net-
work performance in dense indoor deployments [27]. A Framework of Hetero-
geneous Network(HetNet) for Mobile cloud computing (MCC) has been intro-
duced by [21], and they discuss the challenges for supporting MCC applications
in HetNet. A focused study of dual-band APs performance in heterogeneous
client adapter was done in [14] with a goal to understand the characteristics
of 802.11 (n) networks in heterogeneous deployments. Their result reveals that
dual band routers can effectively help in reducing the negative effects of adapters
heterogeneity as well as providing backward compatibility.

Wi-Fi network supports varying levels of performance, depending on the tech-
nology standard. Research [22] introduces a key mandatory and optional PHY
features, as well as the MAC enhancements of 802.11 (ac) over the existing 802.11
(n) standard in the evolution towards higher data rates. They compare the MAC
performance between 802.11 (ac) and 802.11 (n) over three different frame aggre-
gation mechanisms, viz., aggregate MAC service data unit (A-MSDU), aggregate
MAC protocol data unit (A-MPDU), and hybrid A-MSDU/A-MPDU aggrega-
tion through numerical analysis and simulations. The result showed 802.11 (ac)
outperforms 802.11 (n) with maximum throughput by 28% (84%).

2.2 Wi-Fi Usage

Study on the usage of the Google Wi-Fi network deployed in Mountain View,
CA has been done by [15]. Their finding showed that usage naturally falls into
three categories based almost entirely on client device type, traditional laptop
users, fixed-location access devices, and PDA-like smart-phone devices and they
have a diverse set of mobility patterns that map well to the archetypal use cases
for traditional access technologies. In a study done by [19], for mobile clients
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to evaluate and select both APs and spectral bands in wide-spectrum networks
that provide access to four bands at 700 MHz, 900 MHz, 2.4 GHz and 5 GHz
by a single operational access network. Their finding showed under a diverse set
of operating conditions, mobile clients can accurately predict their performance
without a direct measurement at their current location and spectral bands. The
challenge to provide seamless mobility emerges as a key topic in various stan-
dardization bodies as explored by [18] discusses the support of seamless handover
between homogeneous networks. The continued effort in pursuit of gigabit wire-
less communications has been most noticeable in the IEEE 802.11 WLAN [20]
in recent years. In 2010, the Wireless Gigabit (WiGig) Alliance, formed by a
consortium of industry leaders, has completed the defined first draft of a unified
architecture to enable tri-band communications over the frequency bands of 2.4,
5, and 60 GHz in their WiGig specification [23].

Our research differs from these authors; we focused on usage behavior mea-
surement study of the access layer to bring light to the management issue
discovered during incremental Wi-Fi deployment. We analyze less known net-
work management issues such as coverage gap, bandwidth overload, and associ-
ation/authentication failures due to roaming in a campus network.

Note that while there are a number of Wi-Fi measurement works available
little studies have been done to provide insight on network management issues
resulting from incremental, heterogeneous high-density [8] Wi-Fi deployment.

3 Wi-Fi Deployment Design

Incremental deployments were done over four years period. How to design het-
erogeneous compatibility, data rate, coverage, and performance were factored
into the deployment plan and roll-out schedules [17].

Table 1. Data sets used

Data source Data size Duration

Syslog 15.3 billion records Jan 2014–Jan 2018

Cisco Prime (14 categories)/(126 items) report Oct 2016–Jan 2018

Ekahau survey map 41 buildings blue print & signals
of 1137 access points

Jan 2014–Jan 2018

Table 2. Data source and tools used for analyzing coverage, authentication and band-
width issues

Issues Coverage gaps Authentication failure BW overload

Analysis Ekahau Splunk & Syslog Cisco Prime & WLC

Data sources Survey map & Syslog Netflow Radius Logs

Tools Ekahau & Splunk Cisco Prime Ekahau
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3.1 Analysis Tool

Wireless devices need to be compatible with most of the wireless protocols and
decide to select the best channel and wireless protocol based on wide range
of parameters. The upgrade had to be backward compatible to accommodate
heterogeneous devices [27]. The University Information Services department use
network log events with Splunk and Ekahau Spectrum Analyzers to locate the
coverage gaps through out the campus Wi-Fi network. There were many errors
from re-authentication failure, and co-channel interference due to the wide range
of the 2.4 GHz APs. Additionally, Wi-Fi network faced bandwidth overload in
most of the 2.4 GHz APs due to the extensive coverage area which reaches too
many clients far more than the APs’ capacity. Deploying an upgrade to replace
the older APs which supported 802.11 (b/g/n) [13] with newer APs that sup-
ports both 802.11 (b/g/n/ac) and the adaptive 802.11 (r) [3] with FT feature
would address these rising concerns. There are several tools used for the anal-
ysis of the upgrade and the different issues resolved by the upgrade as listed
in Table 2. Table 1 discusses the data set used for our analysis. We had 15.3
billion records generated by Syslog server over four years period. The second
data source is Cisco Prime consisting of 1 h, 1 week, 1 month and/or 1 year
reports data from 14 different Categories, Autonomous AP, Clean Air, Clients,
Compliance, Composite, Device, Guests, Identity Service Engin, Mesh, Network
Summary, Performance, Raw NetFlow, Security and System Monitoring. There
are 126 items reports under these categories.

3.2 Channel Planning and Band Select Feature

Several questions came to mind while planning the Wi-Fi protocol. What chan-
nels do the heterogeneous devices in the campus network support? Many older
devices may not support the Extended channels and when that happens, the
upgrade should only be providing redundant coverage. What is the student
capacity in each class rooms? High density deployments were needed in some
of the large auditoriums, which required increasing the number of APs in addi-
tion to the Wi-Fi upgrade. Consideration was given for APs to be allocated
where coverage is optimized with minimum number of APs. Clients inside a pair
of APs need to be within coverage distance from at least one of APs.

The 2.4 GHz band covers a larger range than 5 GHz and is commonly used
on the campus network. Cisco APs by default send quicker probe response from
2.4 GHz band, resulting in more connection to 2.4 GHz band until the AP is
overloaded and can no longer accept new connections. To overcome this crowding
issue, Cisco introduced a feature called ‘Band Select’ [4], which allows dual-band
clients to prefer the 5 GHz band over the 2.4 GHz. Band selection works by
regulating probe responses to clients by making 5 GHz channels more attractive
to dual-band clients from delaying 2.4 GHz probe responses. For example, the
number of device association that is higher than N (our network set N to be
12) will have 2.4 GHz response suppressed M (our network set M to be 4) times
before allowing the clients to receive Probe Response from 2.4 GHz wireless band.
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This may cause a small delay for non-dual band 2.4 GHz only devices, however,
will alleviate the crowding issue of 2.4 GHz wireless band and send dual-band
clients to 5 GHz wireless band creating a more balanced network.

3.3 Addressing Roaming Issue

Wi-Fi 802.11 (ac) has the fastest data rate, 1300 Megabits per second (Mbps)
and compared to 802.11 (n) [25] typically 450 Mbps, it is 3x faster. Fast Tran-
sition(FT) [1], a feature of 802.11 (ac), makes roaming between two adjacent
5 GHz band seamless. However, if a client roams outside of 802.11 (ac) or even
between two adjacent 5 GHz band and 2.4 GHz band, there is bound to be a
delay. FT feature, included in the Wi-Fi deployment, permit continuous connec-
tivity aboard wireless devices in motion, with fast and secure hand-offs from one
base station to another while the client is roaming. FT will not be explored in
this work. However, it will be scoped as part of future works.

3.4 Managing Coverage Gap

It is part of the design process to locate the holes in the existing Wi-Fi coverage
area in order to identify the precise locations to place the new APs to provide the
ultimate coverage. The initial installation had the APs stacked in one location
of the building providing inefficiency and weak coverage to no coverage outside
of the stacked APs coverage area. The current design fans out these APs to
maximize the coverage area with minimum number of APs. Additional APs
were placed throughout the campus locations to manage the load capacity for
high-density areas.

Table 3. 802.11 (ac) wireless upgrade summary

Model Desc AP Count

1810 802.11 (ac) Wave 2 MU-MIMO 735

3802 I Decisions based on Wave 1 end-device activities 65

3702 Wave 1 150 Mbps 199

3602 Radio Dual-band 2.4/5-GHz - Wave 1 integrated radios 130

3.5 Wi-Fi Upgrade Summary

The incremental Wi-Fi upgrade targeted the wireless infrastructure of several
buildings including the university dormitories, and an off-campus network. There
were 1187 APs upgraded to 802.11 (ac). Several of the old APs were replaced by
the new APs with updated features. Majority of the APs (735), had Model 1810
Wave 2 with feature MU-MIMO [26]. MU-MIMO provides concurrent down-
stream communications to multiple wireless devices allowing client devices to
get on and off the network faster, enabling more clients to use the network. 199
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of the APs were with Model 3702 Wave 1 dual-band radios with a data rate of
150 Mbps. Table 3 lists the model and the number of AP which were deployed
over the summer/winter weeks targeting minimal impact to clients.

4 Evaluation

In this section we perform pre-and-post upgrade evaluation using different net-
work performance analysis tools. Cisco Prime Infrastructure reporting [9] is a
tools used by network team to help monitor the system and network health and
is used for troubleshooting network problems. To evaluate the sheer volume of
Syslog messages generated from the Wi-Fi network during the upgrade period
between 2015 and 2018, we use Big Data analytic tool named Splunk. We used
Ekahau Wi-Fi Site Survey tool to capture the coverage map before and after the
deployment. We used Wireshark to capture the packets of the roaming clients
and FT authentications. We also used Wireless LAN Controller (WLC) and
Radius logs to gather the Wi-Fi traffic activities.

Fig. 3. Campus network architecture with three layers: core, distribution, and access
layers

4.1 Campus Network Setup

The campus network is hierarchical with three layers which is a common practice
for campus or enterprise networks, illustrated by Fig. 3. UMKC network’s core
routing depends mainly on two core routers, one as primary and the second as
fail-over and load-balance. There is a third core router that is dedicated to the
University housing and eduroam network. The second or middle layer is the dis-
tribution layer, connects the core layer (using routers) to the access layer (using
switches). The lower layer includes all the edge switches, and APs which connect
to the end users. The Wi-Fi network extends from our main university campus
to nearby campus in downtown Kansas City, to Union Station of Kansas City,



166 H. Gebre-Amlak et al.

which is about 15 miles away. Within our university network, there are many
networks, each serving a specific service. UMKCWPA is the main SSID for the
UMKC wireless network. The eduroam is the network SSID for the educational
network access for all the eduroam [6] parties. eduroam (education roaming)
is an international roaming service for users in research, higher education and
further education. It provides a single authentication access for all the mobile
connectivity requirements of an institution across 78 countries in thousands of
locations. The Wi-Fi network is primarily accessed by students, faculty, staff.
Guest accounts use the guest network, which is dedicated for guests with very
limited temporary access. The media network is the network that connects the
media devices such as ROKUs [10], Firesticks [7], Chromecast [2], and Digital
Video Recorder (DVR) boxes.

Fig. 4. Impact of band redirection

4.2 Client Redirection of 2.4GHz to 5GHz Band

5 GHz band offers a lot more space compared to 2.4 GHz, though it is not
always fully utilized. Figure 4 illustrates authentication before and after the Band
Select Feature suppresses client’s association request to 2.4 GHz multiple times
guiding the requests to 5 GHz band. We can see that “Before: Band Redirect”
most clients where connecting to 2.4 GHz band by default. However, “After:
Band Redirect”, the dual band clients are guided toward the 5 GHz band. Our
campus analysis indicated that there we more 5 GHz band authentication than
2.4 GHz as most laptops are only 5 GHz enabled. Between October 2016 and
2017 we observe the gradual decline in use of 2.4 GHz band and increase in 5 GHz
band as illustrated by Fig. 6. Each dot on the graph represents the aggregated
authentication count for a week. The lower peaks are due to holiday seasons,
such as season break where student attendance is low. Comparing the first five
weeks of the graph with the last five weeks, we can see that the client using
5 GHz band increased by up to 1150 count a week while clients using 2.4 GHz
band decreased by up to 750 counts a week.
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4.3 Throughput: Total 802.11 vs 802.11 (ac)

There were several activities during the last year that impacted the throughput
to fluctuate during the Spring semester. The week of February 27th the WiFi
network faced brief outage causing a dip in the traffic report. However, the
controller/fail-over instantly corrected itself and traffic resumed. The week of
April 2nd following spring break, our campus network upgraded to a new router
resulting in short interruption. The third dip during April 23rd was due to
performance issue which caused the router to reboot. Total Wireless network
vs. 802.11 (ac) illustrated by Fig. 5 shows the weekly aggregated throughput in
Mbps (Mega bit per second) between February 2017 and October 2017, with
an increase in throughput for both Wi-Fi 802.11 (ac) and Total wireless (Wi-Fi
802.11) between spring and fall semester. Each dot on the graph represents the
value of aggregated throughput for one week. Shortly after the Wi-Fi upgrade,
throughput increased for both Wi-Fi 802.11 as a whole and 802.11(ac).

4.4 Coverage Gap

After the recent implementation in January 2018 which included installation of
several new APs to provide coverage to the red zone, the coverage improved
significantly. Figure 7 represents the initial coverage with 9 APs in 2014, where
the majority of the area was red and orange indicating coverage gaps. Figure 8
illustrates the coverage map in 2016 after 2 additional APs were installed and

Fig. 7. Coverage in 2014
(Color figure online)

Fig. 8. Coverage in 2016
(Color figure online)

Fig. 9. Coverage 2018
(Color figure online)
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coverage showed improvement. Figure 9, recent coverage representation January
2018, with total of 19 APs and majority of them were dual band high-density.
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4.5 Authentication Failure Due to Roaming

Figure 10 illustrates authentication failure due to roaming between February
2017 and January 2018. The highest failure event in the spring semester hap-
pened in April with the total of 87K messages. In the fall semester, the peak
month was September total failure message of 68.7K, showing a decrease of 18K
compared to the spring semester. The upgraded feature enables fast and smooth
roaming transition between 802.11 (ac), decreasing the authentication failure
caused by roaming clients.

4.6 Heterogeneous Protocols

Figure 11 illustrates the percentage of all the protocols used in the campus net-
work over a 31 days period grouped by sessions, clients, users, session time and
traffic. Although, the top three protocols were 802.11 (n) 2.4 GHz, 802.11 (ac)
and 802.11 (n) 5 GHz in respective order. Protocol 802.11 (ac) shows the highest
Session to Traffic ratio and the most Session Time with the least clients. Proto-
cols 802.11 (a/b/g) are the least used protocol in the campus network. However,
the campus network has to support these heterogeneous protocols to provide the
environment for all devices needing Wi-Fi access.

5 Conclusions and Future Work

We have conducted extensive analysis of heterogeneity issues encountered dur-
ing an incremental campus Wi-Fi protocol deployment. We have explored var-
ious design considerations for heterogeneous compatibility, data rate, coverage,
and performance. Furthermore, we discussed the issues around coverage gap,
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load balance, and roaming. This study of a campus incremental Wi-Fi deploy-
ment provides insights on the behaviors of Wi-Fi access network availability,
and potential end-to-end expectations for high-speed and bandwidth-intensive
clients. After the deployment, the most traffic is generated by 802.11 (ac) pro-
tocol. However, heterogeneous protocols such as 802.11 (a/b/g/n) still need to
coexist until all devices are 802.11 (ac) compatible.

In the future, we plan to explore fast transition, performance enhancement,
power saving, and time improvement benefits gained from upgrading to Wi-Fi
802.11 (ac) protocol.
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Abstract. Network emulators are used in many contexts of communication
networks for the design and the development of network management and
routing strategies as well as for the tuning of multimedia services as Voice
Over IP, video streaming, TV on-demand, to cite a few. These devices are
generally used for modifying, in a controlled way, data traffic flows by
changing, in real time, several critical parameters as delay, packet loss per-
centage, throughput, and so on. Due to very attractive features as high versatility
and configurability and low cost, the solutions based on general purpose hard-
ware platforms and free/open-source software are the most ones adopted in the
practice for implementing network emulators. Nevertheless, in such architec-
tures the complex interaction of software and hardware sections should affect the
accuracy and repeatability of such systems in correctly emulating the desired
network behaviors. Consequently, a suitable pre-characterization stage of such
kind of network emulators should be performed before they are used. In this
framework, the paper describes a methodological approach for designing suit-
able test-bed and measurement procedure able to reliably characterize the per-
formance of such systems. The final aim of the research activity is to provide a
suitable uncertainty model and a confidence level for the parameters provided by
network emulators, which can drive the final users in more reliably analyzing the
experimental results coming from their test campaigns and which involve the
network emulators.

Keywords: Network emulators � Delay � Packet loss � Network measurements
Metrological performance

1 Introduction

Computer and telecommunication networks are today involved in all main worldwide
applications as telephony, financial transactions, banking, TV, on-demand entertain-
ment services, Internet of Things, to cite a few [1–3]. In addition, the fourth industrial
revolution, also known as Industry 4.0, pushes for bonding communication networks
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with the industrial ones with the general aims of improving the performance, the level
of automation, the level of efficiency and quality of process and final products [4].

In these contexts, the design and management of communication networks are very
important tasks because they straight affect the correctness, the quality and the relia-
bility of the final services. Network active devices, algorithm routing strategies,
communication protocols performance assessment are fundamental in order to assure
that these services are correctly delivered to the final user by warranting the required
level of expectation. These aspects are crucial also in modern and very promising
Software Defined Networks (SDNs) [5].

Of course, due the complexity of the modern networks and the impracticability to
make both development and testing on real scenarios, a widely used approach for these
activities involves the use of suitable network emulators [6–8].

Unlike network simulation, where fixed models running on powerful computing
devices try to evaluate complex systems behavior and to simulate real scenarios, the
network emulation is able to introduce, in a controlled way, data traffic variations in
real time [9, 10] for changing critical parameters as delay, packet loss percentage,
throughput, and so on. By this way, performance devices/algorithms should be more
reliably assessed before their deployment in actual networks. Obviously, the expected
reliability improvement (with respect to simulators) can be achieved only if the emu-
lator is able to accurately reproduce the desired network scenarios.

As for network emulators, on the basis of the architecture they can be divided in
two main categories: Special Purpose Network Emulators (hereinafter SPNE) and
General-Purpose Network Emulators (GPNE). The devices belonging to the former
category are typically standalone devices, implemented on special purpose optimized
and customized hardware and software platforms. Thanks to these characteristics, these
solutions usually warrant very good performance, accuracy and repeatability even if
they are characterized by high costs.

On the contrary, GPNE are based on computer programs to be run on general
purpose hardware (i.e. Personal Computer) equipped with commercial interface cards
and common operating systems. Among devices belonging to this category we can find
both commercial and free/open-source software. Due to their cheapness and high
degree of flexibility and versatility, the second ones are very widespread in practice
[11] and, mainly thanks to the open-source feature, their employment is even more
increasing also in the field of research. However, since they are based on general
purpose platforms, their working strictly depends on the interaction of hardware and
software sections of the hosting platform and their performance cannot be a priori
guaranteed, as also proved in [12–15]. Therefore, prior to use such systems, a per-
formance characterization and validation should be made for certifying the ability of
these software to accurately reproduce the wanted network conditions. To this aim, a
methodological approach for metrological performance evaluation of network emula-
tors has not been adequately dealt in literature.

In this framework, focusing the attention on GPNE, starting from the past expe-
riences in metrological characterization of computer networks devices and services [9,
15–18], a methodological approach is proposed to measure and analyze the perfor-
mance of such systems. In a more detail, a suitable measurement setup is designed and
characterized for analyzing the performance of GPNE. In order to show the application
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of the proposed methodology, two very popular network emulators, i.e. NetEM [11]
and DummyNET [19] have been considered.

The paper is organized as follows: the proposed approach is reported in Sect. 2.
The main features of the considered network emulators are described in Sect. 3 and an
application example of the proposed approach is shown in Sect. 4. Finally, conclusions
are provided in Sect. 5.

2 The Proposed Approach

To characterize the emulating ability of a GPNE, it is necessary to analyze the output of
the network emulator when it is stressed with several inputs characterized by different
traffic settings. To this aim a proper measurement set-up and measurement procedure
are as illustrated in the next paragraphs. In particular, a three-step procedure is pro-
posed (see Fig. 1).

2.1 Measurement Set-Up Design and Realization

The proposed measurement set-up (i.e. step #1) is composed of three elements: a
Reference Generator (RG), a Measurement Receiver (MR) and the network emulator
under test (NEUT). As illustrated in Fig. 2, RG is connected to MR through the NEUT.
RG provides a continuous service that creates a stream of packets towards the RG that
acts as a sink. The characteristics of the traffic, like packet rate, packet loss, throughput
and so on, can be selected by the user with aim of creating a stimulus for the NEUT.
RM receives this stream of packets and measures the parameters of interest in order to
quantify the accuracy of the NEUT in emulating a specific network characteristic.

MEASUREMENT 
SET-UP DESIGN 

AND 
REALIZATION

PRELIMINARY 
SET-UP 

CHARACTERIZATION

NEUT 
ACCURACY 

EVALUATION

MEASUREMENT 
PROCEDURE

STEP #1 STEP #2 STEP #3

Fig. 1. The block diagram of the three-step procedure.
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2.2 Measurement Procedure

A sketch of the block diagram of the proposed measurement procedure is reported in
Fig. 2. It represents the logical sequence of the operations executed during both pre-
liminary set-up characterization (step #2) and NEUT accuracy evaluation (step #3).

Considering the importance of the clock synchronization of the host machine of the
RG and MR, to avoid errors in the measurement of important parameters like packet
delay, IPDV and so on, after a common initialization stage, NEUT is disabled, if it is
operative.

After this operation, a clock synchronization procedure is executed between RG
and MR inner clocks.

Once clock synchronization is over, NEUT is enabled. After this operation, MR is
active in order to acquire and measure the incoming packets.

In the next step RG is enabled starting to generate a packet stream addressed to MR.
MR stores measurement data when RG has finished to generate the packet stream.

The stored measurement data will be used to evaluate the parameters of interest related
to the accuracy of the NEUT.

Finally, the measurement procedure is iteratively repeated K times with aim of
improving the statistical significance of the obtained results.

2.3 Preliminary Set-Up Characterization

To preliminary characterize the system (i.e. step #2), some tests with the emulators off
have to be carried out. In particular, once selected the parameter to be tested by
adopting the figures of merit described in the following subsection, the intrinsic non-
idealities of the set-up itself and that cannot be imputable to the emulator capabilities
are evaluated. This step allows evaluating the systematic effects introduced by the
measurement set-up.
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Fig. 2. Sketch of the proposed measurement set-up and procedure.
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2.4 NEUT Accuracy Evaluation

To evaluate the accuracy of a NEUT in emulating a specific network condition (i.e. step
#3), it is important to perform a statistical analysis of the parameters of interest, for
example the experienced delay, the measured IPDV, packet loss and so on.

As a consequence, denoting with N the number of packets received during a test
and ni;j the parameter of interest measured and related to the to the packet j in the i-th
stream, the following quantities are evaluated:

ni ¼
XN

j¼1

ni;j
N

ð1Þ

ln ¼
XK

i¼1

ni
K

ð2Þ

rn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
K

XK

i¼1

ni � ln
� �2

vuut ð3Þ

m ¼ minni ð4Þ

M ¼ maxni ð5Þ

where

• ni is the average of the measures executed during the i-th test;
• ln is the mean value evaluated considering all the acquisitions;
• rn is the variability (standard deviation) of the mean value.

3 Considered NEUTs

In this paper we have considered two widely used GPNEs. They are free and open-
source, namely NetEM and DummyNET.

3.1 NetEM

NetEM is the acronym of Network Emulator. It is a software tool, developed by Linux
foundation, able to emulate the characteristics of a wide area network (WAN) such as
delay, packet loss, etc. [10, 11]. It is in most Linux distributions with Kernels version
2.6 and higher and it is an extension of Linux traffic control. It allows to control and set
the following traffic parameters: delay, packet loss, packet duplication, packet cor-
ruption and packet reordering.

Concerning delay, it can emulate fixed and random delay following different dis-
tributions (uniform, normal, Pareto and Pareto normal) and correlate successive delay
values, trying to perform an imitation of congestion effects [10].

As packet loss regards, random loss of packets can be set by the user.
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3.2 DummyNET

It is a tool developed at University of Pisa and originally designed for testing network
protocols. It can emulate, delays, packet losses, multipath effects and bandwidth lim-
itations. It runs on different operating systems like Windows, Linux and Mac OS.

It intercepts packets and passes them to object structures called pipes. A pipe
represents a communication channel with a fixed-bandwidth and it implements a set of
queues. Each queue emulates a packet queue in a network which delay or drop packets
when congestion occurs [10].

4 An Application Example

In this section, with reference to the proposed three-step procedure described in Sect. 2,
an application example is shown for analyzing and comparing the performance of the
NEUTs described in Sect. 3. The obtained performance of adopted network emulators
is provided as concerns the capability of emulating static delays and random packet
losses. In detail, results are provided in terms of mean and standard deviation of the
considered quantities over many trials for each test condition.

4.1 Measurement Set-Up Design and Realization

The hardware specifications of the proposed set-up are:

• RG and MR are PCs composed of: CPU Intel Pentium Dual Core E5400 @
2.700 GHz, 4 GB RAM and a Network Interface Card (NIC) Atheros AR8121/
AR8113/AR8114.

• NEUT is still a PC emulating a WAN having the same hardware characteristics of
the former two PCs, but it is furthermore equipped with a second NIC Realtek
RTL8169/8110.

The operating system (OS) installed on them is Scientific Linux 6.6. Each PC is
connected to the WAN emulator through a 1.5 m length UTP category 5 cable. The
network data rate has been set-up at 1000 Mb/s full duplex. To improve delay mea-
surements accuracy, a NTP-based synchronization has been adopted.

4.2 Measurement Procedure

This subsection reports the measurement procedure parameters. Some details about
their values (described in Sect. 2.2) are reported in Table 1.

Table 1. Numeric values of the experimental campaign parameters.

Feature Type Min Max Step

UDP traffic Packet rate 100 pkt/s 5000 pkt/s Logarithmic
UDP traffic Duration 15 s / /
Delay Static 1 ms 100 ms Logarithmic
Packet loss Random 1% 10% Logarithmic
Test repetitions No. of tests 50 / /
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In summary, traffic packets have been sent through the network with UDP protocol,
the streaming transmission for each test lasted 15 s; different packet rates have been
adopted to test the reliability of the NEUT under different stress conditions; during the
tests, the NEUT has introduced several non-idealities, as described in Table 1, in terms
of static delays and random packet losses. Delay and Packet Loss performance have
been tested independently.

Furthermore, traffic generation, reception and packet feature extraction has been
carried out by using software D-ITG [20].

4.3 Preliminary Set-Up Characterization

As described in Sect. 2.3 some tests with the emulators off have been carried out. The
obtained delays and packet losses (i.e. the parameters to be tested) have been measured
and reported. Such values constitute the intrinsic non-ideality of the set-up itself and
they cannot be imputable to the emulator capabilities.

In Fig. 3, evaluation of experimental set-up intrinsic delay is reported. In particular,
an error-bar-plot has been adopted to represent both the mean values (central points of
each vertical bar, joint by an interpolating line) and standard deviations (the half of
each vertical bar length), computed over the 50 trials for each test condition. It can be
stated that the intrinsic delay introduced by the system itself is quantifiable in about
80 µs and the standard deviation is about 10 µs, if the worst case is considered.
A decreasing trend is generally appreciable with respect to the packet rates. Best
condition is achieved at packet rate equal to 2000 pkt/s, where the mean value is 71 µs
and the standard deviation is equal to 5 µs. Anyway, by exploiting the concept of
measurement compatibility, stating that two different measures are compatible if the
intersection of their measurement intervals (evaluated as the numeric set obtained by
adding and subtracting the extended measurement uncertainty to its mean value [21]) is
not empty, it is possible to affirm that the intrinsic delay is not systematically changing
at different packet rates and it can be considered constant and taken as the mean value

Fig. 3. Obtained delays under different packet rates with disabled emulator.
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of delays obtained at different packet rates. This value should be generally taken into
account (and eventually compensated) when testing the delays introduced by the
NEUTs.

As for packet losses without emulator effect, we verified that the measurement
system does not intrinsically introduce any problem related to packet loss, since no
packets are lost in all tested conditions; therefore, following results, obtained with
active emulator action, do not need to be normalized in terms of lost packets, unlike
what happened for delay case.

4.4 NEUTs Accuracy Evaluation

In this section, results obtained by using the two considered emulators are reported. In
particular, the emulators have both been set to introduce the same delays and packet
losses to the network. Results are depicted in Figs. 4, 5, 6 and 7, and their presentation
is carried out by reporting the mean values (µ in the graph legends) and the 2-coverage-
factor curves (µ −2r, µ +2r), representing the trend of the mean values plus or minus
the double of standard deviation values. Such boundary curves define the measurement
interval where, under Gaussian hypothesis of the measurement distribution, the actual
value resides with 95% probability.

4.4.1 Delay Related Results
In Figs. 4 and 5, the obtained delays with NetEM and DummyNET emulators are
respectively reported. As stated in the introduction to this subsection, three curves for
each imposed delay condition are shown in the figures. Due to the small values of
standard deviations, in most cases such curves are superimposed, and a single curve is
visible.

Fig. 4. Obtained delays under different packet rates with NetEM emulator.
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As expected, the mean values for each test condition are correctly reproduced, and
they are pretty constant with respect to the packet rate. As regards NetEM (see Fig. 4),
some particular behaviors can be observed for very low packet rate (100 pkt/s) at 20 ms
imposed delay (green line) and at very high packet rate (5000 pkt/s) at 1 ms and
100 ms delay conditions (percentage standard deviations close to 5, 50 and 0.5%,
respectively). In these cases, the repeatability of the measurement (intended as the
capability to exhibit the same value under the same working conditions in repeated
trials) is slightly worse than in other situations, where no distance among coverage and
mean curves can be appreciated. Concerning DummyNET (Fig. 5), results are fully
aligned with the expected values, and measurements are also highly repeatable (per-
centage standard deviations always lower than 0.5%), for all analyzed situations.

4.4.2 Packet Loss Related Results
Unlike delay performance, results concerning packet loss, reported in Figs. 6 and 7,
show a particular behavior both with respect to the packet rate variation and repeata-
bility. In detail, a common trend of both emulators is the poor capability to keep the
packet loss constant and aligned with the imposed values, especially for high value of
packet rates and required packet loss. The observed decreasing trend leads to have a
measured packet loss equal to 8%, whilst the imposed one is 10% both for NetEM and
DummyNET. Such phenomenon is not appreciable for lower values of packet losses,
where the constant trend is kept for all packet rates condition. The second particular
phenomenon related to packet loss is the very poor repeatability of the measurement
results, revealed by the distance of the mean value and coverage curves, especially
visible in low packet rates conditions. The standard deviations become lower in high
packet rate cases.

This behavior has an important consequence: when packet rate is set to 100 pkt/s
and imposed packet loss is 1 or 2%, the obtained measurement intervals are partially
superimposed, thus providing compatibility among such measurements. This result

Fig. 5. Obtained delays under different packet rates with DummyNET emulator.
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implies that if one takes the measurement in those points cannot predict if the imposed
packet loss was 1 or 2%, because obtained behaviors are similar.

5 Conclusions

In this paper, a methodological approach for characterizing the performance of network
emulators based on general purpose platforms and free/open source software is
described. In particular, the measurement setup, the procedures for its preliminary
characterization and for carrying out the performance measurements are explained. To
show the application of the proposal, it has been applied to real case studies for
analyzing the performance of two popular network emulators, very widespread in the
academic research context. In particular, their ability in providing reliable packet loss

Fig. 6. Obtained packet losses under different packet rates with NetEM emulator.

Fig. 7. Obtained packet losses under different packet rates with DummyNET emulator.
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percentages and delays has been evaluated for different values of such quantities (i.e.
different imposed settings) and working conditions in terms of packet rate. The pro-
posed approach reveals as useful also for comparing in a systematic way the metro-
logical performance of such kind of network emulators.

Further developments will concern with the extension of the proposed approach to
further parameters typically considered in network emulation, as Throughput and
Internet Packet Delay Variation (together with their probability density functions) and
further network emulators with the aim of better identifying factors that influence the
accuracy of the emulated traffic. In addition, the possibility of providing a simple
accuracy model of the parameter emulated as a function of quantities of influence will
be investigated as well.
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Abstract. Today, one of the emerging trends for the next genera-
tion (5G) networks is utilizing higher frequencies in closer premises. As
one of the enablers, small cells appear as a cost-effective way to reliably
expand network coverage and provide significantly increased capacity for
end users. The ultra-high bandwidth available at millimeter (mmWave,
30–300 GHz) and Terahertz (THz, 0.3–3 THz) frequencies can effectively
realize short-range wireless access links in small cells. Those technologies
could also be utilized for direct communications for users in proximity. At
the same time, the performance of mobile wireless systems operating in
those frequency bands depends on the availability of line-of-sight (LoS)
between communicating entities. In this paper, we estimate the fraction
of LoS time for randomly chosen node moving according to different
mobility models in a field of N moving blocking nodes for both base
station and device-to-device (D2D) connectivity scenarios. We also pro-
vide an extension to the case of a random number of moving blockers.
The reported results can be further used to assess the amount of traffic
offloaded to other technologies having greater coverage, e.g., LTE.

1 Background and Motivation

Due to tremendous increase in traffic demand, researchers in both industry and
academia already focus on numerous advanced networking solutions such as
client-relaying [1], heterogeneous networking [2], the use of micro/pico/femto
cells [3] and Device-to-Device (D2D) communications [4–6] to satisfy the require-
ments of fifth generation (5G) mobile wireless systems. These mechanisms alone,
however, are limited in achieving the required data rates.

One of the initial steps forward is moving up in the frequencies from microwaves
to millimeter waves (mmWave, 30–300 GHz) [7] and further to the terahertz (THz,
0.3–3 THz) band [8] is considered as a viable solution to principally increase the
capacity of wireless channels and eventually satisfy the requirements of 5G-grade
networks. Operating at those frequencies could be described by the following
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features: (i) higher throughput; (ii) shorter propagation distances due to higher
attenuation; (iii) better spatial resolution due to smaller beamwidth; (iv) smaller
antenna size in general; and (v) higher blockage affection.

The principle discord between mmWave/THz systems, compared to
microwaves, is that there is an extreme difference in the received signal strength
in line-of-sight (LoS) and nLoS conditions [9,10]. Such systems are expected to
be installed in open indoor and outdoor environments such as conference halls,
lobbies, squares, crossroads, parks [11]. Nevertheless, as electromagnetic waves
cannot “travel around” the objects whose size is smaller than their wavelengths
while the human bodies serve as perfect absorbers [12], the crowd around the
receiver blocks the LoS. To understand performance bounds of mmWave and
THz systems, it is essential to predict the probability of having LoS at a par-
ticular instant of time as well as the fraction of time there is a LoS between
communicating entities in crowded mobile environments.

The question of the LoS propagation blockage has recently received particular
attention from the research and standardization community [13,14]. As demon-
strated by field measurements in [15], the loss of LoS path in mmWave systems
may result in sharp drops of the (up to 30–40 dB) in the received signal strength.
The first analytical studies on this topic addressed the question of LoS blockage
in environments with static users and static blockers [16,17]. These results have
been recently extended to the case of moving blockers and static users in [18]
as well as static blockers and moving users in [19]. In these studies, it has been
shown that the mobility of both blockers and users drastically affect the block-
age statistics leading to additional uncertainly in channel state. However, to the
best of the authors’ knowledge, there have been no studies addressing the case
when both blockers and users are simultaneously mobile.

In this paper, we derive the probability of having nLoS at a random instant
of time as well as the fraction of LoS for a user in a group of N + 1 blockers
moving around in closed indoor compartment according to the random direction
mobility (RDM) and random waypoint (RWP) models. We consider mmWave
access point (AP) and D2D scenarios and also sketch the extension to the open
outdoor scenarios, where a user and blockers may freely enter and leave the
service area of interest. The presented results can further be used to assess the
amount of traffic that needs to be offloaded to another type of connection.

The rest of the manuscript is organized as follows. Section 2 provides the sys-
tem model and depicts the scenarios of interest. Next, we elaborate on the appli-
cability of the model to dynamic conditions and extend it in Sect. 3. The numer-
ical examples are given in Sect. 4. The last section concludes the manuscript.

2 Indoor Closed Compartment Scenario

Two scenarios of interest are described in this section. We focus on both con-
ventional infrastructure-based case, where AP serves the tagged user and the
remaining ones act as potential blockers, and D2D scenario, where two users
are attempting to initiate direct link that could be blocked by other users. Both
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users and blockers are mobile and move according to a RDM mobility model
[20]. Recall that according to RDM a point first randomly chooses the direction
of movement uniformly in (0, 2π). Then, it moves in the chosen direction for
exponentially distributed time with constant speed v. The process is restarted
at the stopping point.

Fig. 1. Considered scenarios.

2.1 Access Point Scenario

In the first scenario, we assume N +1 mobile users (UEs), acting as blockers, that
randomly move according to RDM in the coverage area with radius r of a mmWave
or THz AP, which height is hTx (AP is selected as transmitter (Tx)). The height of
the blockers is assumed to be the constant and equal to hB . The radius of a blocker
is rB . The height of the receiver (Rx) associated with the tagged UE is hRx < hB.
We are interested in the probability of nLoS at the arbitrary time instant and the
fraction of nLoS.Note that these metrics are symmetric irrespective of which entity
(AP or UE) acts as Tx or Rx correspondingly.

We assume that UE is located at the distance x from the AP at time t, as
shown in Fig. 1(a). The LoS to the UE could be blocked by the blockers that are
located in the so-called LoS blocking zone, marked in gray. The length of this
zone is

d(x) =
x(hB − hRx)
hTx − hRx

. (1)
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Observing the top view of the scenario, Fig. 2(a), notice that the area of the
LoS blocking zone is more complicated than a rectangle. To prevent overlapping
there cannot be a blocker located closer than at 2rB to the user. The area of the
LoS blocking zone is

SB = 2rB [x − d(x)] − 2r2B − 1
2
πr2B . (2)

2rB

r

Rx

Tx

A

B

C

D
d(x)

(a) BS scenario

2rB

r

Rx

Tx

A

B

C

Dx

(b) D2D scenario

Fig. 2. Top view of the LoS blocking zone.

The existence of the zone around the UE prohibiting the presence of blockers
implies that the minimum distance from the AP resulting in non-zero LoS block-
ing zone is 2rB . Recall that the limiting distribution of the RDM is uniform over
the area of interest [20]. Observing the system in stationary regime, the proba-
bility of a point uniformly distributed in the circle hitting an LoS blocking area
is given by the ratio SB/πr2. Generalizing to N blockers, we arrive at

pB(N) = 1 −
(

1 − 2rB [x − d(x)] − 2r2B − 1
2πr2B

πr2

)N

. (3)

The probability density function (pdf) of a point uniformly distributed in a
circle of radius r is given by f(x) = 2x/r2. Thus, the probability of having nLoS
at a random instant of time, pnL, coinciding with the fraction of nLoS, fnL, is

fnL =

r∫
2rB

2x

r2

(
1 −

[
1 − 2rB [x − d(x)] − 2r2B − 1

2πr2B
πr2

]N
)

dx. (4)
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Integrating (4) we arrived at the final result in the following closed-form

fnL = 1 − 4r2B
r2

−
[
4(A−1)r2

B+B+πr2

r2

]N+1

[πr2 − 4(A − 1)(N + 1)r2B + B]

2πN (A − 1)2(N + 1)(N + 2)r2B
(5)

+

[
r(2(A−1)rB+πr)+B

r2

]N+1

[r(πr − 2(A − 1)(N + 1)rB) + B]

2πN (A − 1)2(N + 1)(N + 2)r2B
, (6)

where the shortcuts are

A =
(hB − hRx)
hTx − hRx

, B = 2r2B − πr2B
2

. (7)

2.2 D2D Scenario

Since the height of Tx and Rx is assumed to be the same, hTx = hRx < hB,
it suffices to consider two dimensional case, as shown in Fig. 2(b). Given the
distance x between Tx and Rx the area of the LoS blocking zone is

SB(x) = 2rBx − 4r2B − πr2B . (8)

Similarly to the AP blocking model, there is no blocking when Tx and Rx
are closer than 4rB . Recalling the stationary property of RDM model and the
fact that the distance between two points uniformly distributed in the circle of
radius πr2 is given by [21]

f(x) =
2x

r2

(
2
π

arccos
( x

2r

)
− x

rπ

√
1 − x2

4r2

)
, 0 < x < 2r, (9)

we have the following for the fraction of nLoS

fnL =
∫ r

4rB

f(x)

(
1 −

(
1 − 2rBx − 4r2B − πr2B

πr2

)N
)

dx, (10)

that also coincides with the nLoS blocking probability. Note that the integral
cannot be expressed in elementary functions but can be computed numerically.

3 Extensions and Applications

3.1 Outdoor Environment

The scenarios considered previously are unrealistic for outdoor deployments,
where blockers/user may freely enter and leave an area of interest. For AP sce-
nario this area coincides with the service area of aN AP while for the D2D case
this is the area, where D2D connectivity is feasible, e.g., UE proximity charac-
terized by the short-range radio coverage area. In this section, we address this
by introducing dynamics to the model.
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Let A0 be the circular service area of an AP and let A1 be the greater
circular area where N blockers are allowed to move according to RDM. We are
interested in the probability that a randomly chosen node currently located in
the AP service area is in nLoS state. This probability no longer coincides with
the fraction of nLoS as the latter needs to be obtained knowing the AP service
area residence time of a user.

Recall that in the stationary regime N nodes moving in A1 are uniformly
distributed in A1 [20]. Thus, the number of nodes in A0 follow binomial distri-
bution with parameter A0/A1 and these nodes are all uniformly distributed in
A0. Increasing A1 and N such that λ = N/SA1 is kept constant p = A0/A1 → 0
and the binomial distribution approaches the Poisson one with parameter λ.
Thus, the probability of having LoS at the distance x, pL(x), is given by the
void probability of a Poisson process with the area estimated in (2), i.e.,

pL(x) = exp
(

−λ

[
2rB [x − d(x)] − 2r2B − 1

2
πr2B

])
, (11)

where d(x) is provided in (1).
The probability that a node is moving according to RDM and located in A0 at

time t experiences nLoS conditions is obtained similarly to (4) with exponential
blocking probability replacing the binomial one. It is provided in (12). For D2D
scenario the integral for nLoS probability is similar to (10), with 1 − pL(x)
from (11) replacing the binomial blocking. It also cannot be solved in elementary
functions but can be numerically evaluated with any given accuracy.

pnL =
∫ r

2rB

2x

r2

(
1 − e−λ[2rB [x−d(x)]−2r2

B−π/2r2
B]

)
=

= 1 − eλrB([π+4]rB−2r)(2λrrB + 1) − 32λ2r4B
2λ2r2r2B

+
e(π−4)λr2

B

(
8λr2B + 1

)
2λ2r2r2B

.

(12)

To evaluate the fraction of nLoS for outdoor deployment, it is necessary to
obtain the time corresponding to the UE staying in the service area A0. This is a
first passage time in a circle for a random point moving according to RDM with
some initial position that depends on the size of A0 and parameters of RDM
model. Neither pdf nor mean of this metric can be obtained analytically [22].
Nevertheless, one could always use computer simulations or Brownian motion
approximation of RDM (see [22], Chap. 4) to quantify this metric.

3.2 Further Extensions

We specifically note that the the model proposed in this paper can be extended
in many different ways. First of all, one can use any mobility model having well-
defined stationary distribution, for example, random waypoint (RWP) mobility
model whose distribution in a square with side A is available in closed form [23],
i.e.,
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fX,Y (x, y) =
36
A6

(
x2 − A2

4

)(
y2 − A2

4

)
. (13)

The only additional step compared to the presented model is to determine
the distance to the mmWave AP or the distance between two nodes. This can
be done applying the random variables transformation technique. Notably, for
the AP to UE case, the transformation of interest reads as r(x, y) =

√
x2 + y2

and the procedure is reduced to finding the Jacobian of the transformation [24].
We also would like to specifically note that LoS blockage does not always lead

to the outage event, i.e., for a given propagation model the outage even may only
occur when the current distance between communicating nodes is higher than
the specific value. The result for a fraction of time can be extended to this case as
well. Considering AP to UE scenario as an example, we first obtain the fraction
of time UE is farther than a certain propagation distance D, then observe that
the UE position conditional on being farther than D is still uniformly distributed
in the ring (D,R) with density f(x) = 2x/(R2 − D2) and then determine the
fraction of LoS blockage time using f(x).

4 Numerical Illustrations

In this section, we illustrate the obtained numerical results. First, we consider
the LoS blockage probability for AP to UE communications scenario. We then
address D2D communications case. Finally, we consider the outdoor scenario
with a Poisson distribution of the number of blockers.

Consider first the AP to UE indoor communications scenario. Figure 4 illus-
trates the fraction of LoS blockage time as a function of systems parameters
including mmWave AP height, hA, and UE height, hU for a range of the number
of blockers in the compartment. In these illustrations, the height of Rx is set to
1.2 m, and the height of blockers is 1.7 m. The radius of the coverage is 30 m.
Expectedly, as the number of blockers increases the probability of LoS block-
age increases. Further, it is essential to observe that the change in AP and UE
heights does not drastically affect the blockage probability. The most significant
effect stems from the number of blockers in the area.

The effect of input parameters on the fraction of LoS blockage time for the
D2D scenario is illustrated in Fig. 4 as the function of the number of blockers
for different radii of the service area. Recall that in this scenario the height of
communicating entities is the same. Logically, by keeping the number of blockers
constant and increasing the service area of interest the fraction of LoS blockage
time increases. Finally, by comparing the results in Fig. 4 with Fig. 3(a) and (b),
we observe that the fraction of the LoS blockage time for the D2D scenario is
significantly bigger. The rationale is that in the case of D2D communications the
heights of entities are all the same implying that the area of the LoS blockage
zone is significantly larger.
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(a) Varying mmWave AP height
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(b) Varying UE height

Fig. 3. Fraction of LoS blockage time in AP to UE scenario.
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Fig. 4. The fraction of nLoS for D2D scenario.

Finally, we compare the fraction of LoS blockage time in indoor and outdoor
scenarios for AP to UE case. The comparison is facilitated by parameterizing
indoor model with the number of blockers corresponding to λSA, where SA is the
service area of interest, where λ is the density of blockers in the Poisson model.
The results are demonstrated in Fig. 5. As one may observe, the outdoor model
with a Poisson distribution of a number of blockers is characterized by a much
higher value of the fraction of the blockage time. The difference is maximized
for medium values of the blockers density in the range (0.10–0.25) blockers per
squared meter.
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Fig. 5. Fraction of LoS blockage time in indoor and outdoor scenarios.

5 Conclusions

In this manuscript, we derived the probability of nLoS and the fraction of time
a user spends in nLoS state in a group of N blockers moving according to RDM
in the indoor closed compartment for both AP and D2D connectivity cases.
We then provided the extension to the case for outdoor deployment, where UEs
freely enter and leave the service area. Our results apply to performance analysis
of mmWave and THz wireless systems.

The central application area of the proposed model is performance analysis of
traffic offloading in heterogeneous multi-layer wireless access networks featuring
mmWave and/or terahertz APs. Notably, the fraction of LoS blockage and/or
outage time characterize the amount of time resources of systems have larger
coverage, and usually smaller capacity needs to be used.
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Abstract. The paper considers a communication system consisting of a
communication node utilizing multiple antennas in order to communicate
with a group of receivers, while potentially facing interference from one
or more jammers. The jammers impact the scenario by possibly interfer-
ing some of the receivers. The objective of the jammers is to reduce the
throughput of nearby receivers, while taking into account the cost/risk of
jamming. The fact that jammers face a cost implies that they might not
choose to interfere, and thus the communication node faces uncertainty
about which of its receivers will be jammed. This uncertainty is modeled
by the communicator having only a priori probabilities about whether
each receiver will face hostile interference or not, and if he does face
such jamming, whether the jamming attack is smart or not. The goal of
the communication node is to distribute total power resources to maxi-
mize the total throughput associated with communicating with all of the
receivers. The problem is formulated as a Bayesian game between the
communication system and the jammers. A waterfilling equation to find
the equilibrium is derived, and its uniqueness is proven. The threshold
value on the power budget is established for the receivers to be non-
altruistic.

Keywords: Multicast communication · Jamming · Bayesian game

1 Introduction

Due to the openness of the wireless channel, wireless networks are vulnerable to
a variety of physical layer security threats, including interference in the form of
jamming attacks. For this reason, wireless security has continued to receive con-
siderable attention by the research community and one can find a comprehensive
survey of security threats in cognitive radio networks [1,2], particular, jamming

c© IFIP International Federation for Information Processing 2018
Published by Springer Nature Switzerland AG 2018. All Rights Reserved
K. R. Chowdhury et al. (Eds.): WWIC 2018, LNCS 10866, pp. 195–206, 2018.
https://doi.org/10.1007/978-3-030-02931-9_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02931-9_16&domain=pdf
https://doi.org/10.1007/978-3-030-02931-9_16


196 A. Garnaev et al.

threats, in [3]. One of the challenges in dealing with interference attacks is to
develop a strategy to cope with such interference, i.e. an anti-jamming strategy.
A popular tool to design anti-jamming strategies is game theory [4] since it gives
a framework involving competitive agents from which solutions can be formu-
lated. In game theory, the agents (say, a user and a jammer) are considered as
active, i.e., they respond to a variety of environmental parameters as well as
to the rival’s action. The main aim of such active jammers is to magnify their
jamming effect in the network they intend to jam, while also balancing the costs
associated with their efforts (e.g. they might aim to conserve their energy).

The term smart jammer is used to label jammers that aim to balance their
efforts against costs/risks, while naive jammer is used to for jammers that do
not consider their costs/risks. We now provide a quick, and wide sampling of
the research literature involving smart jammers. For example, in [5], applying
a Stackelberg game approach, the problem of maximizing the secure transmis-
sion rate between sensors and a controller while in the presence of a malicious
eavesdropper and smart jammer was investigated. In [6], interactions between
the user and a smart jammer with SNR as the user’s utility was modeled as an
anti-jamming Bayesian Stackelberg game involving uncertainties for the channel
gain and transmission cost, and in which the user acted as the game’s leader.
In [7], a modified Q-learning algorithm against a user’s fixed strategy and a
smart jammer for multi-channel transmission was developed and compared with
the corresponding Nash equilibrium. In [8], a jamming defense problem, in which
the jammer can quickly learn the transmission power for the user and adaptively
adjust its transmission power to maximize the damaging effect, was investigated.
In [9], an adaptive rapid channel-hopping scheme was introduced using the notion
of a dwell window and a deception mechanism to mitigate smart jammer attacks.
In [10], a smart jammer suppression algorithm for a GPS receiver was designed
combining spatial amplitude and phase estimation method and high resolution
coherent subspace estimation method. In [11], the interactions between a user
and a smart jammer regarding their respective transmit power choices was stud-
ied using prospect theory. In [12], the optimal user’s strategy is designed when
unknown whether the user faces with jamming or eavesdropping attack. In [13],
a jamming attack against an LTE network was modeled by a repeated game
where a smart adversary can be a cheater or a saboteur. The cheater intends
to gain more resources for itself, and thus the adversary’s intent is not to dam-
age the channel resources, but rather jams the network as a side effect of its
malicious activity by reducing competition among the other users, while the
saboteur intends to cause the most possible damage to the network resources. In
[14], the optimal bandwidth scanning strategy facing interference attacks aimed
at reducing spectrum opportunities is designed. In [15], the interactions between
a jammer and a communication node that exploits a timing channel to improve
resilience to jamming attacks is studied in a game-theoretic framework involving
a smart jammer who starts transmitting its interference signal only after detect-
ing activity by the node. In [16], an evolutionary algorithm is proposed to find
the equilibrium strategy of a collection of IoT devices seeking to thwart a jam-
ming attack by distributing power among communication subcarries in a smart
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way so as to decrease the aggregate bit error rate caused by the jammer. In [17],
the problem of secure multicast communications was formulated as Stackelberg
game where smart private jammers were allocated nearby to eavesdroppers to
increase the secrecy capacity of multicast communication.

In all of these papers, the players are assumed to be smart, i.e., rational,
which is reflected by employing the best response strategy in the actions taken
by the rivals. Recently, behavioral economics has challenged such rational and
selfish individual behavior [18]. It has suggested that human decisions vary across
time and space, and is subject to cognitive biases, emotions, and thus there may
actually be uncertainty regarding the motivations of the rivals. Thus, some play-
ers, for whatever reason might not apply the best response strategy in response
to their rival’s strategies, and thus can be considered as non-rational strategies.

In this paper, we explore a complementary aspect of designing anti-jamming
strategies for physical layer, multicast communication systems by recognizing
a new challenge for such a system that is motivated by the observation, inher-
ited from behavioral economics, that there may be non-rational behavior by the
agents. Namely, we investigate the impact that incomplete information regarding
a communication node (CN), whether its receivers face jamming attacks, and
whether these attacks are smart or not can have on the anti-jamming strategy.

In order to explore this impact, we examine the specific case of a multi-
cast system consisting of a CN employing multiple antennas to communicate
with a group of receivers. The communication with some of the receivers might
be targeted by jammers, and the CN knows only a priori probabilities about
whether each receiver will face hostile interference or not, and if he does face
such jamming, whether the jamming attack is smart or not. We formulate this
problem as a Bayesian game between the CN and several jammers that might be
allocated near the receivers. Existence and uniqueness of the equilibrium strate-
gies are proven, and a waterfilling equation to find the equilibrium strategies is
formulated.

The organization of this paper is as follows: in Sect. 2, the model is described.
In Sect. 3, auxiliary notation and results are given. In Sect. 4, uniqueness of the
equilibrium is proven, and then the waterfilling equation to find the equilibrium
is derived. Finally, in Sect. 5, conclusions are given.

2 Communication Model

We begin our formulation by considering an operational scenario involving a com-
munication node (CN) that is capable of supporting multiple antenna communi-
cation [19]. The multiple antenna interfaces allow this node to operate in a P2P
fashion with many receivers simultaneously. We suppose the CN is equipped with
n antennas allowing it to communicate with n receivers. We assume that the sig-
nals employed are orthogonal, and, thus, they do not interfere each other [20,21].
There is the possibility that a jammer might be present near each receiver, with
the intent to jam the communication. Thus, the number of jammers is at most n.
In our scenario, we assume each of the jammers is equipped with a single antenna,
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and he can jam only its neighboring receiver. We portray this scenario in Fig. 1.
In order to maintain the reliable communication with the receivers, the CN has
to allocate its total power P across the orthogonal signals so as to maximize the
total throughput. Thus, a strategy of the CN is a vector P = (P1, . . . , Pn) with
Pi being the power assigned to communicate with receiver i. Let Π be the set
of feasible strategies for the CN.

Fig. 1. The CN, receivers and jammers.

The strategy for jammer i is a power J employed to jam communication with
receiver i. Let qi be a priori probability that the jammer i is smart. Under the
case of a smart jammer, we assume that he employs the best response strategy,
i.e. he is focused on getting the best result. Thus, for a smart jammer the set of
feasible strategies is R+. In contrast, a naive jammer, which employs a constant
jamming strategy, i.e., a constant jammer, will be considered as our non-smart
jammer since he does not adapt, and in particular does not use the best response
strategy. Thus, for the non-smart jammer the set of feasible strategies is reduced
to the single point {J}. Let qi = 1 − qi be the probability that the jammer
i is non-smart. Let Gi(J) be the probability distribution function associated
with applying jamming power J by the non-smart jammer i. We include here
also an important particular case J = 0 which reflects the possibility that the
jammer might be missing (or not active), and thus communication with the
receiver might not suffer from hostile interference. Let J = (J1, . . . , Jn). Then,
the payoff to the CN is the expected total throughput, i.e.,

vCN (P ,J) =
n∑

i=1

(
qi ln

(
1 +

hiPi

σ2
i + giJi

)
+ qi

∫

R+

ln
(

1 +
hiPi

σ2
i + giJ

)
dGi(J)

)
,

(1)

where hi and gi are fading channel gains, while σ2
i is the background noise.

For a boundary scenario, where the feasible strategy for each non-smart jam-
mer is J = 0, the a priori probability qi is defined as the probability that the
jammer for receiver i is missing. Then, the payoff (1) can be simplified as follows:

vCN (P ,J) =
n∑

i=1

(
qi ln

(
1 + hiPi/(σ2

i + giJi)
)

+ qi ln
(
1 + hiPi/σ2

i

))
. (2)
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Since the smart jammer i intends to harm communication with receiver i,
this throughput can be considered as the smart jammer’s cost utility. Hence,
as payoff to the smart jammer i, we consider the difference between his payoff
utility (which is his cost utility multiplied by minus one) and the cost of the
employed jamming efforts, i.e.,

vi(Pi, Ji) = − ln
(
1 + hiPi/(σ2

i + giJi)
) − CiJi, (3)

where Ci is the jamming cost per power unit. Note that (3) is a classical payoff
for the jammer in CDMA-style transmission problems with resource power costs,
which has been studied in literature for different scenarios [8,22].

Each of the rivals wants to maximize its payoff, and thus we look for the
Nash equilibrium [4]. Recall that (P ∗,J∗) is an equilibrium if and only if, for
any (P ,J), the following inequalities hold:

vCN (P ,J∗) ≤ vCN (P ∗,J∗), (4)
vi(P∗i, Ji) ≤ vi(P∗i, J∗i) for i = 1, . . . , n. (5)

We may consider the smart jammer and non-smart jammer as a single jammer,
but able to have different types. From this perspective, the CN knows only a
priori probability about type of the jammer it faces with, and this allows us to
interpret the game as a Bayesian game between the CN and several jammers [4].

Theorem 1. The considered game has at least one equilibrium.

Proof. It is clear that vCN (P ,J) is concave in P , and vi(Pi, Ji) is concave
in Ji. Also, the set Π of feasible strategies for the CN is compact. To be in
the framework of Nash’s theorem for the existence of equilibrium [4], the set of
feasible strategies for each jammer also has to be compact, while it is R+. Note
that

∂vi(Pi, Ji)
∂Ji

=
hiPi

σ2
i + giJi + hiPi

gi

σ2
i + giJi

− Ci ≤ gi

σ2
i + giJi

− Ci.

Thus, ∂vi(Pi, Ji)/∂Ji < 0 for Ji > 1/Ci − σ2
i /gi. This means that none of

the strategies Ji > 1/Ci − σ2
i /gi can be an equilibrium strategy. Thus, the

set of feasible strategies for the jammer i can be reduced to the compact set
[0,max{0, 1/Ci − σ2

i /gi}], and the result follows. �

3 Auxiliary Notations and Results

Let us introduce auxiliary notations:

Li(Pi, Ji) :=
qihi

σ2
i + giJi + hiPi

+
∫

R+

qihi

σ2
i + hiPi + giJ

dGi(J), (6)

Mi(Pi, Ji) := higiPi/((σ2
i + giJi + hiPi)(σ2

i + giJi)). (7)

In the next two propositions, important properties of these functions Li and Mi,
which will be employed further to design the equilibrium strategy, are gathered.
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Proposition 1.(a) Li(Pi, Ji) is decreasing in Pi and Ji.
(b) Li(Pi, Ji) tends to zero, while Pi tends to infinity.
(c) Let 0 < ω ≤ Li(0, 0). Then

Li(Pi,Ji(Pi)) = ω for Pi ∈ [P i, P i], (8)

where

Ji(x) :=
hi

gi

qi

ω −
∫

R+

qihi/(σ2
i + hix + giJ) dG(J)

− σ2
i + hix

gi
,

(9)

and P i = P i(ω) and P i = P i(ω) are unique positive roots of the equations:

Li(P i(ω), 0) = ω,

Li(P i(ω),∞) :=
∫

R+

qihi/(σ2
i + hiP i(ω) + giJ) dGi(J) = ω.

(10)

(d) Ji(Pi) is strictly decreasing from infinity for Pi ↓ P i to zero for Pi = P i.
(e) P i(ω) is continuous and decreasing from infinity for ω ↓ 0 to zero for ω =

Li(0, 0).

Proof. (a) and (b) follow directly from (6). (a) and (b) jointly with (8) imply
(c). (a), (8) and (10) yield (d). (a), (6) and (10) imply (e), and the result follows.

�

Proposition 2.(a) Mi(Pi, Ji) is increasing in Pi and decreasing in Ji.
(b) Mi(P i(ω), 0) is decreasing from gi/σ2

i for ω ↓ 0 to zero for ω = Li(0, 0).
(c) If gi/σ2

i ≤ Ci then Mi(P i(ω), 0) < Ci for ω < �Li(0, 0), while if gi/σ2
i > Ci

then is a unique ωi ∈ (0, Li(0, 0)) such that

Mi(P i(ω), 0)

⎧
⎪⎨

⎪⎩

> Ci, 0 < ω < ωi,

= Ci, ω = ωi,

< Ci, ωi < ω < �Li(0, 0).
(11)

Let Ωi = 0 for gi/σ2
i ≤ Ci and Ωi = ωi for gi/σ2

i ≤ Ci.

Proof. (a) follows from (7). Proposition 1, (a) and (7) imply (b). (b) yields (c),
and the result follows. �

4 Equilibrium Strategies

In this section, to find the equilibrium and prove its uniqueness, we employ a
constructive approach. We first use a parameter (Lagrange multiplier) to describe
the form each equilibrium must have. This allows us to obtain a continuum of
candidates for the equilibrium. Then, we prove that only one of them is the
equilibrium.
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Proposition 3. Each equilibrium has to have the following form (P (ω),J(ω))
where ω > 0 is a parameter:

(a) If
i ∈ Ia(ω) := {i : Li(0, 0) ≤ ω} (12)

then
Pi(ω) := 0 and Ji(ω) := 0, (13)

(b) If
i ∈ Ib(ω) := {i : Ωi ≤ ω < Li(0, 0)} (14)

then
Pi(ω) := P i(ω) and Ji(ω) := 0, (15)

(c) If
i ∈ Ic(ω) := {i : ω < Ωi} (16)

then Pi(ω) is the unique root in [P i(ω), P i(ω)] of the equation

Fi(Pi(ω)) = Ci (17)

while
Ji(ω) := Ji(Pi(ω)), (18)

with
Fi(x) := Mi(x,Ji(x)). (19)

Moreover, Ji(ω) and Pi(ω) have the following monotonic properties on ω:

Property (Π − J): Ji(ω) is continuous and decreasing to zero ω = Ωi.
Property (Π − P ): Pi(ω) is continuous and decreasing on ω from infinity
for ω ↓ 0 to P i(ω) for ω = Ωi.

Proof. By (4) and (5), (P ,J) is an equilibrium if and only if these strategies
are the best response to each other, i.e., they are solutions of the following best
response equations:

P = BRCN (J) := argmax{vCN (P ,J) : P ∈ Π}, (20)
Ji = BRJ,i(P ) := argmax{vi(Pi, Ji) : Ji ∈ R+} for i = 1, . . . , n. (21)

Since (20) is a concave NLP problem, to solve it we have to introduce
a Lagrangian depending on a Lagrange multiplier ω as follows: Lω(P ) :=
vCN (P ,J) + ω(P − ∑n

i=1 Pi). Then, taking into account notation (8), KKT
Theorem implies that P ∈ Π is the best response strategy if and only if the
following condition holds:

∂Lω(P )
∂Pi

= Li(Pi, Ji) − ω

{
= 0, Pi > 0,

≤ 0, Pi = 0.
(22)



202 A. Garnaev et al.

Since (21) is an optimization problem involving one real variable Ji and vi is
concave in Ji, in notation (7), Ji is the best response strategy if and only if the
following relations hold:

∂vi(Pi, Ji)
∂Ji

= Mi(Pi, Ji) − Ci

{
= 0, Ji > 0,

≤ 0, Ji = 0.
(23)

By (23), if Pi = 0 then Ji = 0. Substituting both of them into (22) implies
that i ∈ Ia(ω) given by (12), and (a) follows. Thus, we have only to consider
separately two cases: (A) Pi > 0, Ji = 0 and (B) Pi > 0, Ji > 0.

(A) Let Pi > 0 and Ji = 0. Then, by (22) and (23),

Li(Pi, 0) = ω, (24)
Mi(Pi, 0) ≤ Ci. (25)

By Proposition 1(d), the Eq. (24) has a positive root if and only if

ω < Li(0, 0), (26)

and, moreover, it is equal to P i(ω). This implies (15). Substituting this Pi =
P i(ω) into (27) implies that the following inequality must hold:

Mi(P i(ω), 0) ≤ Ci. (27)

By Proposition 2(b) and (c), (27) holds if and only if Ωi ≤ ω ≤ Li(0, 0). This
and (26) yield that i ∈ Ib(ω) given by (14), and thus (b) follows.

(B) Let Pi > 0 and Ji > 0. Then, by (22) and (23),

Li(Pi, Ji) = ω, (28)
Mi(Pi, Ji) = Ci. (29)

Solving (28) on Ji implies that Ji = Ji(Pi) with Ji given by (9). By (28), Pi

and Ji are functions of ω, i.e., Pi = Pi(ω) and Ji = Ji(ω). By (8) and (28),

lim
ω↓0

Pi(ω) = ∞. (30)

By Proposition 2(a), the left side of (29) is increasing in Pi and decreasing in Ji.
Thus, to be a solution for (29), these Pi(ω) and Ji(ω) have to be either decreasing
or increasing simultaneously on ω. This and (30) imply that Pi(ω) and Ji(ω) are
decreasing on ω. By (8), (11), (28) and (29), Ji(Ωi) = 0 and Pi(Ωi) = P i(Ωi).
This, jointly with (30) yield properties (Π − J) and (Π − P ).

For a fixed ω, by (28), Ji is a function on Pi, namely, Ji = Ji(Pi). Sub-
stituting this Ji into (28) implies that Pi has to be the root of equation (17).
By Proposition 1(d), Ji(Pi) is decreasing from infinity for Pi ↓ P i to zero for
Pi = P i with P i and small P i given by (10). Thus, by Proposition 2(a), we have
that Fi(Pi) is increasing on Pi. Moreover, since limJi↑∞ Mi(Pi, Ji) = 0 for each
fixed Pi then



An Anti-jamming Strategy 203

Fi(P i) = Mi(P i,∞) = 0, (31)

Fi(P i) = Mi(P i, 0). (32)

Thus, since Fi is increasing, (17) has root if and only if Mi(P i, 0) > Ci. By (11),
this is equivalent to ω < Ωi, i.e., i ∈ Ic(ω) given by (16), and (c) follows. �

Proposition 4. (a) The function H(ω) :=
n∑

i=1

Pi(ω) is continuous and decreas-

ing from infinity for ω ↓ 0 to zero for L := maxi Li(0, 0).
(b) The following water-filling equation has the unique root in (0, L):

H(ω) = P . (33)

Proof. The result follows directly from Proposition 3. �
Theorem 2. The game has a unique equilibrium, namely (P ,J) =
(P (ω),J(ω)), with P (ω) and J(ω) given by Proposition 3 and ω given by (33).

Proof. Proposition 3 describes such a parameterized set of functions P : R+ →
R

n
+ that each CN equilibrium strategy belongs to. To ascertain whether each

of them is an equilibrium, we have to verify whether it utilizes all of the power
resource, i.e., whether (33) holds. By Proposition 4, (33) has the unique root,
and the result follows. �

If the total power budget is enough large then the CN can maintain commu-
nication with all the receivers, namely, the following result holds.

Corollary 1. Pi > 0 for all i if and only if P ≥ H(L) where L := mini Li(0, 0).

Proof. By Proposition 3, Pi(ω) > 0 for any i if and only if ω < L. Then,
Theorem 2 straightforward implies the result. �

Finally, the two boundary cases of Theorem2: (a) none of the jammers are
smart, and (b) each of the jammers is smart, can be simplified as follows:

Corollary 2.(a) Let qi = 0,∀i, i.e., none of the jammers is smart. Then, the
CN optimal strategy P = P (ω) is

Pi(ω) is

⎧
⎨

⎩

∫

R+

hi/(σ2
i +hiPi(ω)+giJ) dGi(J)=ω,

∫

R+

hi/(σ2
i +giJ)dGi(J)>ω,

0, otherwise.

(b) Let qi = 1,∀i, i.e., each jammer is smart. Then, the equilibrium strategies
P = P (ω) and J = J(ω) are:

Pi(ω) =

⎧
⎪⎨

⎪⎩

Cihi/((Cihi + ωgi)ω), ω < hi/σ2
i − hiCi/gi,

1/ω − σ2
i /hi, hi/σ2

i − hiCi/gi ≤ ω < hi/σ2
i ,

0, hi/σ2
i ≤ ω,

Ji(ω) =

{
(hi/gi)

(
1/ω − (σ2

i + hiPi(ω))/hi

)
, ω < hi/σ2

i − hiCi/gi,

0, ω ≥ hi/σ2
i − hiCi/gi.

In both cases, (a) and (b), ω is given as the unique root of water-filling equation∑n
i=1 Pi(ω) = P .
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5 Discussion of Results and Conclusions

In this paper, we formulated and solved a Bayesian game between a communicat-
ing node and several jammers that might be allocated near several receivers. Our
model also allowed for jammers to be smart (i.e. follow equilibrium strategy),
or non-smart. The considered game combines two types of strategies: (a) power
allocation akin to OFDM style for the CN, and (b) power assigning akin to
CDMA style for each jammer. It is interesting that the obtained equilibrium
strategies have a hierarchical structure although we look for the Nash equilib-
rium. Namely, in the first step, the CN equilibrium strategy is found by solv-
ing the water-filling Eq. (33). In the second step, the jamming strategies J are
designed as the derivative of P . In particular, it allows to establish the thresh-
old value on the power budget to maintain non-altruistic communication with
all the receivers. This makes the problem completely different from the OFDM
jamming problem in the general SNR regime, where a system of two water-filling
equations must be solved simultaneously [23], i.e., user and jammer strategies
have to be designed simultaneously. The equilibrium strategy of the considered
game coincides with the equilibrium in OFDM jamming problem only for a
boundary case where all the smart jammers are non-active due to high jamming
costs, i.e., when the CN strategy is classical OFDM transmission strategy [24].
It is interesting that although in OFDM jamming problem for the low SNR
regime the equilibrium jammer’s strategy also can be found in one step, mul-
tiple user equilibrium strategies might arise [25], while in the considered game
the equilibrium is always unique. Figure 2(a) and (b) illustrate the dependence
of the equilibrium strategies on a priori probabilities for the case when non-
smart jammers employ jamming power according to uniform distribution in [0, b]
with b = 0.1, and n = 5, P = 1, σ2 = (1, 1, 1, 1, 1), h = (0.5, 0.9, 0.6, 0.9, 0.7),
g = (1, 2, 1.3, 1.8, 0.9), C = (0.1, 0.04, 0.03, 0.05, 0.02), while a priori probabilities
are given as follows: q = (Q,Q,Q,Q,Q) with Q ∈ {0.2, 0.4, 0.6, 0.8}. Fig. 2(c)
illustrates zone in plane (b,Q) where the total power budget is enough for the
CN to maintain communication with all the receivers, i.e., when the CN strategy
does not assume altruistic behaviour for none of the receivers.

Fig. 2. (a) Equilibrium strategy of the CN, (b) equilibrium strategies of the jammers
and (c) zone where none of the receivers is altruistic.
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Abstract. Wi-Fi is often the easiest and most affordable way to get a
device connected. When a device connects to any Wi-Fi network its iden-
tifier (SSID) is stored in the device. These SSIDs are sometimes inten-
tionally exposed to the outside world during periodic network discovery
routines. In this paper we quantify the information leak that is present
in the current network discovery protocol. Our collected data shows how
common it is for a device to leak information and what can be derived
from the names of networks a user has connected to in the past. We
introduce a way to measure the uniqueness of an entity, which is based
on the set of leaked SSID names. We apply previously proposed methods
of MAC address randomization reversal on our data and evaluate entity
uniqueness. We show how unique SSID names backfire against attempts
to obfuscate user devices. Finally we evaluate an existing alternative
network discovery scheme that does not leak information.

1 Introduction

One of the most essential properties of smart phones and other mobile devices
is the ability to stay connected to the outside world. Cellular data can provide
connectivity in most areas where people spend their time. However, in many
countries cellular data can be quite expensive, which often motivates users to
utilize free Wi-Fi where ever it is provided by some local entity, e.g. shopping
mall, airport, cafe or hotel. This is especially true when travelling and data
roaming has an extra cost. Terms for using this kind of a public or free Wi-Fi is
often displayed to the user upon connection, and it is up to the user whether he
trusts the Wi-Fi provider.

What the user often does not know is that the name of each connected net-
work is stored on the device in a preferred networks list (PNL). Due to design
features in the IEEE 802.11 wireless standard [1] these network names are some-
times exposed to the outside world during so-called active network discoveries.
Privacy preserving ways of network discovery have been proposed [4,6], but
our collected data set for this paper shows that still 30–40% of collected probe
requests contain SSID names. Other studies [2,3,13] also show that probing is
still widely used. Another concern in wireless networking is traceability of users.
Since Wi-Fi is a wireless medium eavesdropping is trivial with any portable net-
worked device. It can even be done without the subject device never knowing that
c© IFIP International Federation for Information Processing 2018
Published by Springer Nature Switzerland AG 2018. All Rights Reserved
K. R. Chowdhury et al. (Eds.): WWIC 2018, LNCS 10866, pp. 207–218, 2018.
https://doi.org/10.1007/978-3-030-02931-9_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02931-9_17&domain=pdf
https://doi.org/10.1007/978-3-030-02931-9_17


208 O. Waltari and J. Kangasharju

frames it transmitted were recorded by a third party. This was exploited by Pang
et al. [9] over a decade ago. A popular countermeasure against tracking is MAC
address randomization [5,11], which has already made its way to recent mobile
operating systems (Android 6.0 and iOS 8). However, several studies [7,8,12]
have shown that MAC address randomization can be reversed.

In this paper we present a method to quantify the potentially private infor-
mation that is leaking through exposed SSID names. We show that the network
SSID names themselves have an impact on how unique a client device may
become. We present a classification of SSID names based on how unique they
are, and then introduce a measure to quantify the uniqueness of an entity based
on its PNL. We show the uniqueness distribution of entities in a data set we
collected. We apply de-randomization methods on our data set that reverses the
effects of MAC address randomization and quantify the information value again
and compare it to the results from the raw data. We also show how SSID leak-
age can be stopped with passive network discovery and measure the performance
impact it has compared to active network discovery.

The rest of this paper is structured as follows. In Sect. 2 we explain the
reasons why SSID names are exposed to the outside. Section 3 explains how we
collected our data set, how we reverse the effects of MAC address randomization,
and classify different types of SSID names. We also introduce a metric called
uniqueness, which indicates how unique an entity is based in its PNL. In Sect. 4
we discuss our findings. In Sect. 5 we evaluate an alternative way of network
discovery and evaluate it. In Sect. 6 we discuss related work, and finally conclude
the paper in Sect. 7.

2 Background

The IEEE 802.11 wireless standard [1] specifies a network discovery protocol and
a set of management frames designed for the purpose. A user device, or station
(STA), that is looking for networks to connect to is periodically broadcasting
probe request frames. A network access point (AP) may respond to the client
with a probe response. If the user device decides to connect to an AP that
responded the devices proceed to an authentication and association phase.

Probe requests can be either broadcast or directed. A broadcast probe has
the broadcast address (ff:ff:ff:ff:ff:ff) defined as the destination address
(DA), which also means that it can be received by anyone. Similarly, a directed
probe has its destination set to the broadcast address, but in contrast to broad-
cast probes it has a service set identifier (SSID) configured in a designated header
field. Addressing probe requests based on the access point MAC address would
not work since one SSID can be offered by several access points. When a STA
successfully associates with a surrounding network its name, i.e. its service set
identifier (SSID), is stored on the device in a preferred networks list (PNL). This
is a mechanism to keep track of networks that the device has connected to in
the past. IEEE 802.11 specifies that one extended service set (ESS) may consist
of more than two APs. Distinct APs in one ESS share the same SSID so that a
client can authenticate with any one of them.



Quantifying the Information Leak in IEEE 802.11 Network Discovery 209

In most cases APs transmit periodic beacon frames in order to advertise their
own SSID. However, it is not necessary for an AP to transmit beacon frames.
One may also wait quietly for incoming probe requests that carry a network
SSID that matches their own. This scenario would imply that the transmitter of
that probe request has knowledge of that network from before. These kinds of
WLAN networks are commonly known as hidden networks. They were designed
to be more safe and secure, but studies [10] have shown that the absence of
beacons from an access point did not increase safety against attackers, and was
merely a false impression of security.

Despite the fact that STAs can find out about surrounding networks by
listening to beacons sent by APs, and that hidden APs are a bad idea and
should not be configured to be that way, modern mobile devices still transmit
probes that contain SSID names of previously associated networks. Occasionally
some devices expose large portions, or even all entries from their PNL. This is
never explicitly told to the user and on most devices it happens automatically
in the background as long as Wi-Fi is enabled on the device.

Not only does SSID names and locations reveal sensitive information, but
a leaked PNL can also ruin the attempt of MAC address randomization. If a
sufficiently unique PNL is received from two seemingly different devices, we can
with high confidence map them back to the same user. Not necessarily the same
device, since some mobile operating systems can sync their PNL over the cloud
to multiple devices owned by the same user. Despite that, the user behind the
PNL is still the same.

3 Methodology

In this section we present the data set used for our findings later presented in
this paper. We also explain reverse randomization that we apply on our data
set, and classify different types of SSIDs present in our data.

3.1 Collecting the Data Set

The data set used in this paper consists of six distinct capture files collected at
different events and locations. For collecting the data we used a setup similar to
the one described in our previous work [13]. For the sake of portability we only
monitored channels 1, 6 and 11. These are the non-overlapping 2.4 GHz Wi-Fi
channels that are recommended to be used when establishing new access points.
Hardware we used for collecting the data was a Raspberry Pi 2 with three Wi-Fi
adapters dedicated for the channels to be monitored. Data was stored locally on
the device and it was powered from a USB power brick for wireless operation.

According to the findings in our previous paper [13] we do not have to moni-
tor all available channels to increase our chance to capture a probe from a client
device. Since devices scan for networks by transmitting bursts of probes in a
sweeping fashion through all available channels, we can safely assume that allo-
cating 100% reception time for three evenly spaced and non-overlapping channels
will capture the ongoing network discovery.
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Table 1. Data set described in numbers

# Data set Probe
count

Directed probes Unique
MACs

Total
entities

Leaked
PNLs

MAC address
randomizers

1 EuroSys 2017 101.1 k 42.2 k (41.8%) 3558 2077 55.1% 608 (29.3%)

2 Pop concert 129.4 k 42.7 k (33.0%) 5225 2280 28.8% 543 (23.8%)

3 Workers day 96.9 k 33.3 k (34.4%) 10363 5541 25.3% 1376 (24.8%)

4 Movie 108.6 k 31.1 k (28.7%) 5869 2540 29.9% 678 (26.7%)

5 Shopping mall 98.4 k 32.4 k (33.0%) 7787 5567 30.8% 1030 (18.5%)

6 University campus 205.5 k 88.5 k (43.0%) 6824 2606 39.1% 652 (25.0%)

Table 1 has a listing of the data sets along with some essential statistics of
the data. Set #1 was collected during EuroSys 2017 conference in Serbia. Set #2
was collected during a pop concert in Helsinki, with a predominantly teenage
audience. Set #3 is collected during workers day evening celebration in a large
outdoor park area in downtown Helsinki. Set #4 was collected in a movie theater
during the title Alien: Covenant. Set #5 was collected while walking around at
one of the busiest shopping malls in Helsinki. Set #6 was collected during two
seminars at the Department of Computer Science at Helsinki University. All of
the data sets are roughly the same size, except set #6 collected at our university
campus. It is twice as large likely because there were more active Wi-Fi users
(staff, researchers, students) present within range than in the other data sets.

3.2 Reverse Randomization

A recent feature on mobile devices is to use fake MAC addresses when perform-
ing network discovery [5,11], i.e. MAC address randomization. Purpose of this
convention is to prevent tracking based on a device’s static MAC address. This is
achieved by intentionally changing the local MAC address and making the client
device, i.e. entity look like several different entities. This would make it harder
for an external party to keep track of the entity since its MAC address keeps
on constantly changing. While a MAC address would be the obvious choice for
a primary identification handle for tracking, randomization of the address has
not been able to obfuscate entities completely. Studies have shown that MAC
address randomization can be reversed [7,12] and that it is not that effective.

For this paper we implemented de-randomization methods described by Van-
hoef et al. [12] and Martin et al. [7]. These methods are; (i) sequence control (SC)
continuity, (ii) information element (IE) fingerprinting, (iii) locally/globally
administered OUIs, and (iv) PNL matching. We applied these methods to de-
randomize our data set and compared characteristics of the set before and after.
Table 1 shows how much the data set was reduced and how many devices present
in the set use MAC address randomization.
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3.3 SSID Classification

The SSID of a network is decided by the party responsible for the network. In
companies and other organizations there may be a policy that defines naming
conventions, but for personal purposes there are no rules or guidelines for nam-
ing. The only restriction is that it may not be longer than 32 characters. While
the SSID is only an identifier for a service set (BSS/ESS), the choice of its tex-
tual content can reveal more than just the presence of that particular network.
Based on our data set we divide SSIDs into five categories.

Globally scattered SSIDs are often used by fast food restaurants, coffee
shops and other similar type big brand companies that have several locations
around the world. A free Wi-Fi provided by such entities often has the name
of the franchise, but does not indicate a particular site or location. From the
business point of view it makes sense, since once a user connects to their network
at one location, his device remembers the network in the next location and
the service is available instantly. Such SSIDs are for example “Starbucks” and
“McDonald’s”. The information value in these kinds of SSIDs is relatively low
since they cannot be pinned to a location. However, they count as elements in
the PNL vector.

Public location SSIDs are often present at sites like airports, hotels or
shopping malls. These kinds of SSID names can be mapped back to a place
somewhere. The name can be a subtle hint, or even explicitly tell what the
location is. Services like Wigle1 can assist in giving a location for the network in
case it is not explicit. An examples of such an SSID would be “Helsinki Airport
Free Wi-Fi”. If an SSID like this is exposed from a user via his PNL, it does not
reveal too much sensitive information about the user since travelling and using
available Wi-Fi is quite normal.

Private location SSID is one that has been set up by a household for
private use. These are often obvious choices, such as “Home Wi-Fi” for a home
network, which has a relatively low information value. Another common practice
is to include a name in the SSID, e.g. “Smith family Wi-Fi”, in which case the
information value is higher since it has a descriptor making it more unique. These
are not unique on a global scale, but can be used to mark out user involvement
with certain non-public locations.

A unique SSID is such that there likely is not another network by the same
name. Our collected data shows that imagination plays a major role in ending
up with a unique SSID. Another common way to unknowingly end up with a
unique SSID is to leave it as it is by default on several ISP provided access
points. The convention in this case is that the SSID has a suffix that matches
with the three right-most octets of its own MAC address. This half of a MAC
address is by design supposed to be unique, which gives high chances that SSIDs
like “Telenet-12-3A-BC” are globally unique.

Portable access point SSIDs are by nature mobile and no guarantees can
be made about their location. The typical most common instance of such network

1 https://wigle.net/.

https://wigle.net/
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names are “AndroidAP” and “Alice’s iPhone”. These are the default hot-spot
names when sharing a cellular data connection over Wi-Fi to other devices. No
conclusions can be drawn about the location of such SSIDs. However, generic
ad-hoc hot-spot SSIDs do count as elements in a user’s PNL vector.

3.4 Entity Uniqueness

In order to quantify how unique entities extracted from our data set are we
introduce a metric called uniqueness. The uniqueness value of an entity indicates
how likely there is not another entity that has PNL entries, i.e. known SSIDs
in common. Uniqueness values are normalized to be between 0 and 1. A high
uniqueness value means that the entity stands more out of the crowd and is less
likely to have common PNL entries with other entities. A low uniqueness value
indicates that the entity blends more into the crowd. For entities that do not
transmit a single SSID uniqueness is defined to be 0.

Let entity e have a PNL with k distinct SSID names (1) and rank of n be
the number of entities that have network n in their PNL (2):

PNLe = {n1, n2, ..., nk} (1)
rankni

= |ni| (2)

First we calculate a significance value S for each SSID in e’s PNL:

Si = min

{ |ni|1+ 1
k

T
, 1

}
,

where T is the total number of distinct SSIDs in the dataset. The lower the
significance value is, the more it contributes to the uniqueness of an entity.
Figure 1 shows the distribution of all SSID significance values with a PNL length
of 1. The figure also shows the average of every Si in each data set, which is the
same as the expected value for any given SSID. If the significance value is equal
to or higher than T it is not considered to be contributing to the uniqueness
of the entity. This is common in the case where an entity has a PNL length of
1, and that single SSID is a popular one. A popular SSID has a high rank by
nature, and k equals 1, which yields a high significance value. On the contrary, a
single unique SSID yields a small significance value regardless of the PNL length.

We calculate the uniqueness value for a given entity e with the following
formula:

uniquenesse = 1 −
(
S1 · S2 · ... · Sk

)
.

In Sect. 4 we use uniqueness as a metric to compare how much more unique
entities become after we remove the effect of MAC address randomization from
our data set.
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Fig. 1. Distribution of SSIDs significance values with an assumed PNL length of one.
Y-axis represents significance values of distinct SSID names presented along the X-axis.
Dashed line shows the average of all values. The lower the value, the more it contributes
to the uniqueness of an entity.

4 Findings

For the results presented in this paper we used our data set described in Sect. 3.1.
We analyzed each part of the data set separately in order to maintain spatial
context in each set. Our primary measure for quantifying the information leak
in 802.11 network discovery is uniqueness introduced in Sect. 3.4. In order to
measure the uniqueness of an entity, we calculate the significance value for each
SSID in that entity’s PNL. Figure 1 shows the significance values of all SSIDs
in the data sets. From the plots we can observe that the vast majority of dots
have a small value. This means that most SSIDs have been heard from only a
few different devices. The dots with higher values and closer to the top represent
SSIDs that were heard from many devices. Considering the log-log scale, these
are only about one percent of all SSIDs.

The CDFs in Fig. 2 illustrate the uniqueness distribution of entities before
and after de-randomizing the data set. The solid line is a cumulative distribution
function plot of uniqueness values from the raw data. Next to it, the dashed
line represents the same data, but after it has been de-randomized. After de-
randomizing the number of entities in that data set reduces. This is because
several MAC addresses can be mapped back to one single entity. Table 1 shows
how many devices presented in the data employ MAC address randomization.
The amount is based on entities in the de-randomized set that are linked to two
or more distinct MAC addresses. Based on our results, roughly one fourth of
devices use MAC address randomization.

From Table 1 we can also see that roughly 30–40% of all collected probes
are directed probes, which means that they carry an SSID in the frame header.
This number is about 10% points lower than what Barbera et al. [2] presented in
their measurement results back in 2013. Directed probes are the reason how and
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why PNLs are exposed to the outside world. That being said, about every third
frame captured should contain a piece of information from someones previous
network associations. Further textual analysis based on the SSID classification
presented in Sect. 3.3 would reveal the significance of a single leaked SSID name.

Entity uniqueness CDF

 0.2
 0.4
 0.6
 0.8 Eurosys 2017

derand.

 0.2
 0.4
 0.6
 0.8 Pop concert

derand.

 0.2
 0.4
 0.6
 0.8 Workers day

derand.

 0.2
 0.4
 0.6
 0.8 Movie

derand.

 0.2
 0.4
 0.6
 0.8

0 20 40 60 80 100

Devices (%)

Shopping mall
derand.

 0.2
 0.4
 0.6
 0.8

0 20 40 60 80 100

Devices (%)

CS Department
derand.

Fig. 2. Distribution of all entities’ uniqueness values. Y-axis represents uniqueness
values. Solid line represents the raw data set, and dashed line the same set with effects
of MAC address randomization removed.

5 Fixing the Leak

Active network discovery in 802.11 works through a protocol where the client
device sends out probe requests in hope for nearby access points to receive them.
These probe requests can be either broadcast or directed. A broadcast probe is
not addressed to any access point in particular, but may – as the name strongly
indicates – be received by any access point withing range. A directed probe
on the other hand is addressed to a particular service set (ESS/BSS). Due to
the design of service sets, discovery of networks should be done based on the
service set identifier (SSID). As the client does not initially know any access
point providing access to the service set, it prepares the frame with a broadcast
destination address (DA) and specifies the SSID in a designated field inside the
probe frame header. Because the frame has a broadcast link layer destination,
it is by design receivable by anyone. Since management frames, including probe
requests, are unencrypted anyone can read the content. This is how PNLs leak
to the external parties.

Passive network discovery is an alternative way of finding surrounding wire-
less networks. In this case it is required that the access point advertises itself
by transmitting beacons regularly. Beacons are broadcast so that any potential
client can receive the beacons. The beaconing interval can in many cases be user
configured, but our measurement shows that most access points send beacons
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Fig. 3. Comparison of discovery times (left side Y-axis) with both active and passive
network discovery. Beacon interval distribution (right side Y-axis) represents a sample
of roughly 600 access points.

with a 100 to 120 ms interval, which on a wide range of access points seems to
be the default setting. Once a client receives a beacon from an access point it
is willing to associate with, it already knows the MAC address of the AP since
it was the set as the source address (SA) in the beacon header. Passive network
discovery by design never broadcasts SSIDs from clients, and thus is safe from
potential privacy violating information leakage.

A downside with passive network discovery is that it is not as fast as active
scanning. Since access points can be configured on any channel, clients have to
listen to all potential channels for a predetermined time and wait for beacons.
If a client does not wait long enough it could miss a beacon. Another drawback
of passive network discovery is that it does not work with hidden access points.
However, hiding a network does not add any security or privacy, and is thus
considered to be a bad practice, or even a IEEE 802.11 protocol violation [10].

For this paper we measured association times with both an active a passive
configuration. We used two laptops, where one was configured as an access point
and the other one as a connecting client. Both hosts ran Debian Linux and used
wpa supplicant2 and hostapd3 on the AP side, which are the most widely used
IEEE 802.11 software backend components. Passive scanning is a built in feature
on recent versions of wpa supplicant, and thus does not require anything more
than a simple configuration parameter.

We measured the association times with both active and passive network
discovery, and also with different beaconing intervals configured, namely 50,
100, 200, 400, 600, 800, and 1000 ms. Figure 3 shows the difference between
association times between active and passive network discovery. The figure also
shows the distribution of beacon interval times recorded around our university
campus area and a nearby shopping mall and residential area. The capture file
contains beacons from over 600 different access points.

2 https://w1.fi/wpa supplicant/.
3 https://w1.fi/hostapd/.

https://w1.fi/wpa_supplicant/
https://w1.fi/hostapd/
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Our measurements show that passive network discovery takes only 0.6 s
longer in 98% of the cases compared to active scanning. Figure 3 shows that
the difference between active and passive scanning is neglible at beacon interval
values that the vast majority of access points are using. Since network discovery
is an infrequent procedure and may happen in the background, we argue that
this penalty has no impact on user experience.

6 Related Work

Probing characteristics have been studied since potential tracking and privacy
concerns emerged withing the wireless community. Barbera et al. [2] did large
scale measurements in public locations about probing routines in mobile devices
and looked for social-network properties in the data.

Freudiger et al. [3] studied how much probes modern cellphones transmit.
Their work shows that the rate at which probes are transmitted highly depends
on the brand and model of the device. They conclude that a frightening amount
of frames with potentially sensitive information can be collected efficiently with
different antenna and wireless interface configurations. In our recent work [13] we
explained and evaluated an multi channel scanning device that has full temporal
coverage each channel.

Since probing makes it possible to track users, MAC address randomization
has been proposed as a solution to preserve privacy. Gruteser et al. [5] pro-
posed the use of disposable interface identifiers, i.e. random MAC addresses to
obfuscate entities. Singelée et al. [11] proposes a more cryptographic approach in
random identifiers for WPAN networks, but can be applied in the same manner
to IEEE 802.11 networks aswell.

Randomization has been adopted by major operating systems (Android v.
6.0, iOS v. 8, Windows v. 10 and Linux kernel v. 3.18), and its implementation
differs slightly between the platforms. A study by Vanhoef et al. [12] analyzes
different implementations of MAC address randomization. Their major contri-
bution is about reversing the effect of randomization through fingerprinting dif-
ferent parts of frames. Work by Martin et al. [7] claims 100% success ratio in
reversing randomization by looking at low level control frame handling. They
exploit an existing design flaw in current wireless chipsets and present a break-
down of MAC address randomization techniques different platforms use. Matte
et al. [8] presents an alternative approach to reverse randomization by looking
at the timing between transmitted frames. Their approach claims a 75% success
ratio by only looking at the timing of received frames.

Privacy issues with the current IEEE 802.11 network discovery protocol has
been addressed earlier. Lindqvist et al. [6] proposed a privacy preserving access
point discovery protocol already back in 2009. Their solution builds on top of the
existing discovery protocol. It is a key exchange protocol where the nonce-based
keys are piggybacked inside probe request and response frames. The protocol
requires support from both parties, and to our knowledge has not been deployed
outside their lab.
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7 Conclusion

The network discovery protocol specified by the IEEE 802.11 standard has by
design a feature that can potentially leak sensitive information. Directed probe
requests carry names of SSIDs that the device has previously been connected
to. Despite the fact that they are directed, they are transmitted with a broad-
cast destination so that any access point can receive them. A privacy threat
emerges when an eavesdropper successfully collects the whole preferred networks
list (PNL). In this paper we presented a way to quantify the information leak
that is present in the current network discovery protocol. We introduced a met-
ric called uniqueness in Sect. 3.4. It is calculated based on the PNL leaked from
a mobile user. We collected a data set, consisting is six separate subsets, which
shows that roughly 30–40% of collected probes carry an SSID name. Also around
30% of seen entities broadcasted their PNL in the air. We calculated the unique-
ness value for all entities found in our data set. Detailed information of the data
set could be seen in Table 1.

MAC address randomization is a technique intended to reduce the trace-
ability of devices. A device employing it uses disposable MAC addresses as the
sender address in probe request frames. Several studies have shown that it is not
as effective as expected and due to e.g. design flaws the effect of randomization
can be reversed in various ways. In this paper we implemented our own version
of MAC address de-randomization based on techniques presented in by oth-
ers [7,12]. We de-randomized our data set and calculated the uniqueness values
for the data set again, and compared the uniqueness distribution to our earlier
results.

In order to prevent the information leak through PNLs, broadcast probe
requests with SSIDs should not be transmitted. Passive network discovery works
without actively sending probes. It works by listening to beacons sent periodi-
cally by access points. Passive network discovery is slower than active, but our
evaluation in Sect. 5 indicates that in the majority of cases the penalty is not
significant.
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Abstract. Pairing-based cryptography (PBC) has recently received
much attention, since the mathematical building block of pairings paved
the ground for devising efficient cryptographic protocols exploiting an
old inspiration, i.e., to produce the public key of an entity based on its
identity. The so-called Identity-Based Cryptography (IBC) simplifies key
management procedures, since it does not require certificate-based infras-
tructures. Moreover, it is an elliptic curve cryptosystem which entails
that it offers the same security levels as other public key systems with
much smaller key lengths. The above characteristics make it an attrac-
tive solution for resource-constrained environments such as the Internet
of Things (IoT), where strong confidentiality and signature schemes are
necessary. In this article, we conducted feasibility tests of pairing-based
cryptography for middle-class IoT devices, such as the Raspberry Pi 3
platform.

Keywords: Pairing-based cryptography · Identity-based encryption
Short signatures · Internet of things

1 Introduction

The Internet of Things (IoT) has overwhelmed the cyber-physical world with
billions of interconnected, fixed or mobile, devices ranging form wearables to
smartphones [1]. Providing access anytime, anywhere, anyhow, the IoT has the
potential to enable innovative application in many domains such as home or
building automation, automotive, transportation surveillance and health-care.
However, along with its scale, the IoT augments the security concerns due to
the ubiquitous nature of the IP-things which are sending private data to back-
end systems, e.g., edge or core cloud, and servers [2].

Let us consider a smart health-care system where patients’ wearables can
either communicate directly with a hospital’s IoT infrastructure or send collected
data to intermediate devices, e.g., a Raspberry Pi, which gathers and forwards
them to the cloud. In such a scenario, either the links, i.e., Internet connections,
c© IFIP International Federation for Information Processing 2018
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or the nodes, i.e., collaborating devices, can be untrusted. Thus, strong cryptog-
raphy is required to provide efficient confidentiality and authentication solutions.
At the same time, the resource-constrained nature of the IoT environment, both
in terms of low rate communication links and hardware-limited devices, strives
for lightweight cryptographic protocols.

Recently, pairing-based cryptography (PBC) has received much attention [3],
since pairings are revealed to be the mathematical tool which makes possible the
Shamir’s inspiration of certificate-less Public Key Cryptography (PKC) [4]. In
1984, Shamir proposed to authenticate an entity using some form of its identity,
e.g., the email address, instead of its certificate. The main advantage of Identity-
Based Cryptography (IBC) is that enables message encryption without the need
of previously distributed keys. Such a facility is attractive in IoT use-cases where
keys’ pre-distribution is impractical or raises security concerns. For example,
when the same key is shared among all “things”, the impairment of a single device
exposes the security of the whole network; or when a dedicated key is established
for each couple of “things”, the solution is not scalable. Moreover, the IBC
provides the feature of including date information to the identity which entails
revocation support without the use of certificate revocation lists (CRLs) [3].

Two fundamental protocols, which addressed in 2001 the issue of devising
efficient IBC schemes, are the Boneh and Franklin’s identity-based encryption
(IBE) protocol [5] and the Boneh, Lynn and Shacham’s (BLS) short signature
scheme [6]. IBC is public key cryptography in the sense that roughly a public
key is used for encryption and a private key for decryption. However, instead
of producing the public key from the private, IBC defines that public keys are
issued upon pre-existing identifiers. This entails no need of Certification Author-
ities (CAs). Instead, a Private Key Generator (PKG) authenticates the receiver,
generates his private key and provides public system parameters to the sender.

Motivated by the general advantage of IBC, i.e., it simplifies key manage-
ment procedures of certificate-based public key infrastructures, in this paper, we
evaluate the feasibility of the aforementioned pairing-based protocols on middle-
class IoT devices, such as the Raspberry-Pi 3 platform, through experimentation.
More precisely, we present the basic Boneh and Franklin’s IBE scheme, namely
BasicIdent and we implement its FullIdent version, which is Chosen-Ciphertext
Secure, using the Relic-Toolkit library [7]. In addition we evaluate the perfor-
mance of BLS short signature scheme in contrast with the Elliptic Curve Digital
Signature Algorithm (ECDSA) [8]. Thus, our work focuses on encryption and
decryption for IBE schemes, and on signing and verifying for signatures schemes.
Feasibility is expressed in terms of protocols’ execution time, memory usage and
energy consumption.

Our contribution can be summarized as follows:

1. we conducted real experiments to measure the resource requirements of fun-
damental pairing-based crytposystems in terms of CPU time, memory and
energy;

2. we implement the FullIdent IBE scheme inside the Relic-Toolkit library;
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3. we compare the performance of BasicIdent and FullIdent IBE schemes, as
well as of BLS and ECDSA signature schemes for different security levels;

4. we tested the feasibility of pairing-based algorithms for middle-class IoT
devices, such as the Raspberry-Pi 3 platform.

The rest of the paper is organized as follows. A motivating use-case scenario
along with pairings preliminaries are presented in Sect. 2. Section 3 reveals the
algorithms and computational overhead of the Boneh-Franklin’s protocols and
the BLS signature scheme, while Sect. 4 provides a discussion over the experi-
mental results. Section 5 is a brief overview of related studies. We conclude the
article along with some future work insights in Sect. 6.

2 Pairing-Based Cryptography

2.1 Pairings on the IoT

To demonstrate the features and advantages of PBC in real-world IoT environ-
ments, we consider a smart health-care scenario, illustrated in Fig. 1. A patient,
Peter, uses his smartphone to send some medical results to doctor David, who
is on-call on the hospital Hippocrates during Friday. With traditional public
key cryptography, Peter needs to know David’s public key. How can Peter be
sure that holds the valid David’s key, and not some other key substituted by a
malicious attacker? So far, certificates are the classical solution to authenticate
David’s key. In PBC, the string ID = David||Hippocrates||Friday could be a
form of doctor’s identity for his public key. Thus, without the need of previously
distributed keys, Peter can encrypt his private Message using the ID and public
parameters announced by the PKG, which is implemented in a base station of
the hospital’s infrastructure.

Fig. 1. An abstract view of pairing-based cryptography
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Once David received the Ciphertext in his smartphone, he should be firstly
authenticated and then proceed to data decryption. His ID can be exploited
both by the signature scheme and the decryption function, since it constitutes
part of his private key. The interesting feature is that the same doctor cannot
access the data from his home or two days later, since his public key can be issued
on-the-fly encoding information associated with his status. BLS instead of being
able to authenticate a user upon his identity, it produces short signatures, i.e.,
100s of bits in length. This is very attractive in low rates communications, since it
entails shorter transmission time and fewer energy consumption in transmitters.
Moreover, it is important when multiple authentication points exist. To clarify
the details behind the IBE and BLS schemes used in this scenario, we provide a
brief introduction to pairings.

2.2 Preliminaries on Pairings

Pairings are mathematical tools, widely used to implement the Shamir’s idea for
IBE and signature schemes that replace the public key of an entity with basic
information about it, e.g., an identity string [4]. In Cryptography, a pairing,
also called a (nondegenerate or admissible) bilinear pairing, is a bilinear map
e : G1 × G2 → GT where G1,G2 are additive groups and GT is a multiplicative
group, all of prime order p. We use groups in which the discrete logarithm
problem is believed to be adequately hard.

A pairing satisfies the following conditions:

1. bilinearity: i.e., ∀P ∈ G1, Q ∈ G2 and a, b ∈ Zp, it holds that e(aP, bQ) =
e(P,Q)ab. aP = P + P + · · · + P (a times) and it corresponds to the scalar
multiplication in the additive group.

2. non-degeneracy: i.e., ∀P �= OG1 and Q �= OG2 , e(P,Q) �= 1GT
, which

expresses the fact that the map does not send all pairs to the neutral (identity)
element of GT . OG1 ,OG2 and 1GT

correspond to the neutral elements of the
groups G1,G2 and GT , respectively.

In addition, pairings should be efficiently computable and are usually con-
structed on elliptic curves over finite fields. A pairing environment is considered
as a tuple (p,G1,G2,GT , P1, P2, e), where Pi is a generator of the group Gi.
When G1 = G2, the pairing is called symmetric. This type was well-used at
the dawn of PBC, but it has been gradually dismissed, since it mostly uses
supersingular curves over small characteristic finite fields, i.e., very large groups
for certain security levels. Thus, for efficiency reasons asymmetric pairings (i.e.,
G1 �= G2) are more attractive in practice [9].
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3 Confidentiality and Authentication Using Pairings

3.1 Identity-Based Encryption

An IBE scheme is a group of four algorithms:

– Setup: Run by the PKG. According to a security parameter, computes a
master key that is kept secret and a system’s public key Ppub, published as a
parameter. Outputs the system parameters.

– Extract: Run by the PKG, takes as input the master key and an entity’s
identity ID ∈ {0, 1}∗, outputs the entity’s private key dID. Private keys are
generated using the master key. It is the PKG’s role to generate and distribute
them to the communicating entities.

– Encrypt: Takes as input the system’s public key Ppub, an identity ID and a
message M and outputs the ciphertext C.

– Decrypt: Takes as input the system’s public key Ppub, the entity’s private
key dID and a ciphertext C and outputs the message M or a message of
failure.

3.1.1 Boneh-Franklin IBE Schemes

BasicIdent and CCA Security. The basic IBE scheme, named BasicIdent
proposed by Boneh and Franklin in [5] is secure against eavesdropping, however
it is susceptible to Adaptive Chosen Chiphertext Attacks (CCA). In a CCA, an
adversary may make adaptively queries and obtain decryptions of ciphertexts
different than the target ciphertext. The attack is successful when the adversary
manages to obtain some information about the plaintext that corresponds to the
target ciphertext.

A ciphertext C produced by the BasicIdent protocol has the following form:
C = (C1, C2) = (C1,M ⊕ H), where M is the message and H is the output
of a hash function, both in binary format. As we can see, the ciphertext is
malleable. The adversary can flip one specific bit of C2, make a query with
(C1, C

′
2) = (C1,M

′ ⊕H) and obtain the decryption of M ′. By flipping again the
same bit, the message M is recovered.

FullIdent. This scheme, also proposed by Boneh and Franklin in [5], uses the
Fujisaki-Okamoto transformation [10] which makes any cryptographic scheme
CCA-secure. Two more cryptographic hash functions are added, the structure
of the encrypted message is altered and one check at the end of the decryption
process determines if the decrypted message is accepted or not. The original
scheme contains symmetric pairings. In a more recent approach, the scheme is
slightly adjusted to make use of asymmetric pairings [11].

The FullIdent is the following scheme:

– Setup: The PKG chooses a random s ∈ Z
∗
p and keeps it as a master key.

Then computes Ppub = sP1 with P1 being a generator for G1. The system
parameters (p,G1,G2,GT , P1, P2, e), Ppub are published. The following cryp-
tographic hash functions are defined: H1 : {0, 1}* → G

∗
2, H2 : GT → {0, 1}l,

H3 : {0, 1}l × {0, 1}l → Zp* and H4 : {0, 1}l → {0, 1}l.
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– Extract: For an identity ID, QID = H1(ID) ∈ G
∗
2 is computed and dID =

sQID ∈ G
∗
2 is the recipient’s private key.

– Encrypt and Decrypt: The encryption and decryption algorithms are given
by Algorithms 1 and 2, respectively.

Algorithm 1. The FullIdent encryption algorithm
Input: Message M with length l, system key Ppub, identity ID.
Output: Ciphertext C = (U, V, W ).
1: Compute QID = H1(ID)
2: Choose a random string σ with length l
3: Set r = H3(σ, M)
4: C = (rP1, σ ⊕ H2(g

r
ID), M ⊕ H4(σ)), where P1 is a generator of G1 and gID =

e(Ppub, QID) ∈ GT .

Algorithm 2. The FullIdent decryption algorithm
Input: Ciphertext C = (U, V, W ), entity’s private key dID.
Output: Message M or Failure message.
1: Compute σ = V ⊕ H2(e(U, dID))
2: Compute M = W ⊕ H4(σ)
3: Set r = H3(σ, M)
4: Check that U = rP1. If not, the ciphertext is rejected. Alternatively, the algorithm

outputs the message M .

Based on the properties of pairings, the protocol is correct since:

e(U, dID) = e(rP1, sQID) = e(P1, QID)sr

= e(sP1, QID)r = e(Ppub, QID)r = grID

The performance of the scheme depends on the cost of pairing calculations.
One pairing is calculated by the sender in step 4 of Algorithm1 and one by the
recipient in step 1 of Algorithm 2. The exponentiation in step 4 of the encryption
algorithm also demands notable calculation. This entails that the encryption is
more time demanding compared to the decryption, and the experimental results
derived confirm it.

3.2 BLS Short Signature Scheme

The BLS signature scheme produces short length signatures and it makes use
of pairings only during the verification process. More precisely, this signature
scheme is a group of four algorithms:

– Setup: The system parameters (p,G1,G2,GT , P1, P2, e) and one crypto-
graphic hash function H : {0, 1}∗ → G1 are defined and published.

– Key Generation: Run by the signer. A random x ∈ Z
∗
p is picked as the

private key. The public key pk is computed as pk = xP2 ∈ G2 and published.



Pairing-Based Cryptography on the Internet of Things: A Feasibility Study 225

– Signing: Takes as input a message M and the private key x and produces a
signature σ ∈ G1 as σ = xH(M).

– Verification: Takes as input a message M , a public key pk and a signature σ.
Checks the equality e(σ, P2) = e(H(M), pk). If it holds, it returns a succesful
verification message.

In the next section we compare the performance of BasicIdent and FullIdent
IBE schemes, and we evaluate BLS in contrast to the ECDSA signature scheme.
We tested the feasibility of pairing-based algorithms in terms of CPU time,
memory and energy requirements for different security levels.

4 Experimental Results

We conducted our experiments on the Raspberry Pi 3 platform which has a 4
core ARM-Cortex, 1.2 GHz processor, 1 GB Memory and Raspbian GNU/Linux
8 OS. We use the elliptic curves BN12 and BLS12 from the Barreto-Naehrig
and Barreto-Lynn-Scott family, respectively [12]. The curves are defined over a
finite field Fq and are of the form E/Fq : y2 = x3 + b with b ∈ Fq, embedding
degree k = 12 and a sextic twist for faster computations. We provide results
for the security levels 78, 112 and 160-bits which are defined in line with the q
length. Pairing-based protocols use the efficient Optimal Ate pairing [3].

Feasibility in our study is expressed in terms of protocols’ execution time,
memory usage and energy consumption. The statistical evaluation of our results
indicates a small standard deviation in case of IBE schemes. Therefore, the corre-
sponding graphs depict mean values. In case of signature schemes, the standard
deviation is non-negligible and, thus, both mean value and standard deviation
are calculated over 1000 samples.

Figure 2 compares the encryption and decryption algorithms of the BasicI-
dent and FullIdent protocols’ implementation in Relic-Toolkit library.

– Execution Time: In both protocols, encryption is more demanding than
decryption, due to the overhead of the exponentiation grID in step 4 of Algo-
rithm1. The hash function H1 that maps a value to a curve’s element also
consumes considerable time. It is interesting that the FullIdent protocol is
chosen ciphertext secure with almost non time-overhead. Using hash functions
and XOR operations it secures the BasicIdent efficiently. A slight deteriora-
tion in decryption is owed to the scalar multiplication rP1 and an equality
check in the additive group G1. The parameter that has serious impact on
time is the security level. Moving from 112 to 160 bits adds around 550ms
in the encryption process and almost 250ms in the decryption process. This
is because pairing computations and scalar multiplications become time con-
suming in large groups of elliptic curve elements.

– Energy Consumption: Energy consumption is proportional to the execu-
tion time, since E = P × T , where P is the power consumption and T is
the algorithm’s execution time. To obtain this measurement we put a USB
detector between the power supply and the Raspberry Pi, and a constant
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(a) BasicIdent and FullIdent encryption protocols (b) BasicIdent and FullIdent decryption protocols

(c) BasicIdent and FullIdent encryption protocols (d) BasicIdent and FullIdent decryption protocols

(e) BasicIdent and FullIdent encryption protocols (f) BasicIdent and FullIdent decryption protocols

Fig. 2. Execution time, memory usage and energy consumption of pairing-based
encryption and decryption on the Raspberry Pi 3 platform

P = 1702mW was observed due to the protocols’ execution. During encryp-
tion, lower security levels demand less than 200mJ , while 160 bit security
level increases the energy demands at 1100 mJ for both BasicIdent and FullI-
dent protocols. Decryption is more efficient, since it requires less than 100 mJ
in low security levels and around 500−600mJ for 160 bit security. These lev-
els of energy consumption indicate that the execution of protocols is feasible
in our platform.
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– Memory: The main part of the memory being used is reserved for the integra-
tion of the Relic-Toolkit library in Contiki. Thus we measured the memory
overhead caused by the protocols themselves. We observe that, during the
encryption, the FullIdent protocol is more memory-demanding compared to
the BasicIdent especially in higher security levels. Both protocols decrease
their requirements in decryption below 5KB. It can be noted that the mem-
ory used in decryption seems quite indifferent of the security level.

Figure 3 compares the signing and verification algorithms of the BLS and
ECDSA protocols’ implementation in Relic-Toolkit library. Both protocols use
elliptic curves, but only BLS is pairing-based.

– Execution Time: BLS and ECDSA exhibit similar performance in signature
production. This is also confirmed from Table 1, where mean values and stan-
dard deviations have been recorded (due to space limitations similar statistics
for verification process are omitted). Signing includes hash functions’ compu-
tations and scalar multiplications in both protocols. BLS verification is slower
due to the calculation of two pairings. Keeping in mind that this process is
typically executed in base stations, BLS is a good candidate given the advan-
tage of short signatures which have impact on time and energy transmission.

– Energy Consumption: Both protocols demand lower than 20mJ during
signing for low security levels. This raises to 95 mJ for the BLS protocol and
to 80mJ for the ECDSA when the security level ups to 160 bit. Verification
by the BLS is more demanding than ECDSA in every security level, with a
noticable difference at high security.

– Memory: The BLS protocol seems to be memory efficient, since it requires
around 3.5KB and 1.5KB during signing and verification process, respec-
tively, irrelevantly to the security level.

Table 1. Mean CPU time and standard deviation for signature schemes (msec)

Security level Mean BLS Std. Dev. BLS Mean ECDSA Std. Dev. ECDSA

78 3.189 0.047 3.036 0.233

112 10.349 0.742 8.0217 0.341

160 69.252 4.429 54.681 4.322

To summarize, all protocols evaluated through experimentation are shown to
be feasible in middle-class IoT devices, such as the Raspberry Pi 3. Moreover,
pairing-based protocols have features that make them attractive for such devices,
e.g., short signatures.

5 Related Work

There is a large body of work on security and privacy issues for the IoT environ-
ment; we refer to [2] for a survey. Broadly, the Advanced Encryption Standard
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(a) BLS and ECDSA signing protocols (b) BLS and ECDSA verification protocols

(c) BLS and ECDSA signing protocols (d) BLS and ECDSA verification protocols

(e) BLS and ECDSA signing protocols (f) BLS and ECDSA verification protocols

Fig. 3. Execution time, memory usage and energy consumption of pairings and not-
pairings signing and verification on the Raspberry Pi 3 platform

(AES) is used in association with public-key cryptosystems to provide confiden-
tiality, while elliptic curves’ signing schemes are dominating, since an 160-bit
ECC key is roughly equivalent to an 1024-bit RSA key. A step forward, our
work is motivated by a recent report of the National Institute of Standards and
Technology (NIST) about PBC [3]. Two seminal cryptographic schemes that use
pairings on elliptic curves are introduced in 2001; i.e., the Boneh and Franklin’s
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IBE protocol [5] and the BLS short signature scheme [6]. Our work elaborates
on the BasicIdent and FullIdent IBE protocols, and the BLS scheme in an effort
to experimentally evaluate them on middle-class IoT devices. To the best of our
knowledge, this is the first feasibility test of the aforementioned fundamental
protocols on the Raspberry Pi 3 platform.

In [13], Szczechowiak et al. explore the application of PBC on Wireless Sen-
sor Networks (WSNs) and their results show that pairings can be implemented
in real motes, although at a high computational cost. In a more theoretical app-
roach [14], Mandal et al. discuss decisions regarding pairings, arithmetic field,
curves and key-size which influence the feasibility of PBC on WSN. A pairing-
based protocol for Home Area Networks was proposed in [15], while Oliveira et al.
introduced the TinyPBC, a WSN authentication scheme based on pairings [16].
Private mutual authentication and private service discovery in mobile IoT are
addressed in [17] and two new protocols are introduced. This work as well as the
study of Attribute-Based Encryption (ABE) for access control in IoT [18] use
pairings as cryptographic primitives and Raspberry platform, among others, as
IoT platform for protocols’ evaluation.

6 Conclusions and Future Work

In this paper we evaluated the feasibility of fundamental PBC schemes and
concluded that they can be adopted by the IoT resource-constrained devices.
We implemented and evaluated the FullIdent IBE scheme in contrast to the
BasicIdent. Results show that the overhead of using the extended CCA-secure
is negligible. In addition, we compared the BLS short signature scheme with the
well-known ECDSA. The BLS algorithm seems to be approximately equivalent
to ECDSA in the signing process, while it is more time and energy consuming
in the verification process.

Our future work plans include the feasibility study of pairing-based cryp-
tography on low-class IoT platforms, e.g., Zolertia RE-Mote 2 devices, which
are resource-constrained. Challenges derived by devices’ communication and
messages’ exchange worth further research. Finally, we plan to evaluate more
pairing-based protocols, which according to the bibliography are more efficient
because they require a single pairing evaluation during decryption instead of one
for encryption and a second for decryption.
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Abstract. In the era of the Unmanned Aerial Vehicles (UAVs) several
kinds of applications were born to make use of these autonomous vehi-
cles, from surveillance to emergency management, from entertainment
to package delivery. All these systems are based on the autonomous
capability of the unmanned vehicles. The common factor of such sys-
tems is the use of an ad-hoc wireless network that enables the commu-
nication among the vehicles. However, guaranteeing an effective level of
Quality-of-Service in the UAVs wireless network is hard to reach because
of the unpredictable nature of such a system. Multiple solutions have
emerged to address this problem, like enhanced communication proto-
cols or mobility control systems that exploit the autonomous mobility of
such vehicles. Nevertheless, none of those solutions have real affect on
the end-to-end QoS performance. This paper aims to address the issue of
guaranteeing the wireless network connectivity while providing Quality-
of-Service at network layer, i.e., the proposed system will dynamically
adapt its topology in order to increase the end-to-end network perfor-
mance by using nature-inspired algorithm.

Keywords: Mobility system · UAV · Wireless network · QoS
Coverage · Nature-inspired

1 Introduction

In recent days we observe the proliferation of Unmanned Aerial Vehicles (UAVs)
due to the miniaturization and cost reduction of this kind of devices. Many appli-
cations have been proposed that make use of autonomous UAVs: from video
surveillance to target recognition, from static area coverage to goods deliver-
ing, from public safety systems to disaster recovery management. In most cases,
UAVs are deployed in swarms: a fleet of autonomous UAVs that self-organize
themselves in order to accomplish the target task. In such systems, the main
challenge is the creation of a wireless communication network that enables the
cooperation among the UAVs. In literature these kind of network are called Fly-
ing Ad-Hoc Networks (FANETs) [9] and they differ from the legacy Mobile Ad-
Hoc Networks (MANETs) because of the flying nature of the devices involved.
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The challenge of using a fleet of UAVs, instead of a single one, is that vehicles
need to coordinate themselves through a network that can be difficult to main-
tain. A key issue in most of the mentioned applications is the self-organizing
capability of the flying vehicles in order to meet the Quality of Service (QoS)
requirements of the user applications [5].
One of the most prominent application for self-organizing UAVs networks is the
search and rescue during emergency operations [15]. In this case a fleet of UAVs
is in charge of searching for survivors in the aftermath of a natural/man-made
disaster and then to provide wireless connectivity to the rescue team in order
to cooperate during the rescue operations. During these emergency operations,
a temporary wireless communication network is created by the swarm of UAVs.
The main goal of such network is to maintain the network connectivity among the
whole network while guaranteeing the QoS requested by the rescue operations,
e.g. end-to-end data rate to support audio/video streaming. Guaranteeing end-
to-end communication QoS in a multi-hop wireless network is, in fact, still an
issue for self-organizing FANETs.

Solutions for this kind of problem can use two different approaches: (i) at
communication level by designing specific protocols that are able to deal with the
fast movement of a UAVs network, and (ii) at mobility control level by designing
a mobility control system that is able to exploit the autonomous controlled
mobility of UAVs for improving the network performance. While the former
approach can only adapt its parameter to the dynamics of the network, the
latter approach is able to directly change the topology of the system, one of the
most impact factor for the performance of a wireless communication network.

This paper focuses on the definition of a communication aware mobility con-
trol system that is able to both guaranteeing the QoS at the physical layer, i.e.
guaranteeing the network connectivity among the whole network, and to enhance
the QoS at higher communication layers in order to meet the end-to-end QoS.
For these issues, we rely on the well known nature-inspired algorithm of the
virtual spring forces that will enable the scenario exploration while maintaining
the mesh connectivity. We first describe the algorithm that is capable of guar-
anteeing the network connectivity and then we improve this method to enhance
the performance for the end-to-end communications.

The rest of the paper is structured as follows. In Sect. 2 we review the related
literature in emergency communications and in the field of communication aware
mobility systems. In Sect. 3 we introduce the system model and we describe
the system we use for guaranteeing the QoS at both physical layer and higher
layer. In Sect. 4, we analyze the proposed system through extensive simulations.
Finally, in Sect. 5, we draw the conclusions.

2 Related Works

The use of UAVs have gained the attention of the public safety systems due
to self-capability and the fast deployment especially for emergency and dan-
gerous scenarios [10]. These vehicles, in fact, can drastically reduce the human
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risk by avoiding the direct participation of human operators. Due to the 3-
dimensional nature of their movement and the possibility of line-of-sight link
connections inside the aerial network, the UAVs wireless communication net-
works has become a hot research topic for temporary and emergency communi-
cation networks [15].
However, given the complexity of the UAVs movement and the high velocity that
these vehicles can reach, different issues must be addressed in order to further
exploit the capability of these kind of networks [9]. One key issue of a UAVs
wireless network is to maintain and guarantee the connectivity of the network,
i.e., trying to keep all the UAVs connected. In order to achieve this goal, there
exist two main possibilities: using a mobility-aware communication protocol or a
communication-aware mobility control system. The aim of the first strategy is to
use network protocols that are able to foresee/react to the nodes movement, and
so to a possible change of the network topology. Instead, the second strategy aims
to control the motion of the nodes in order to preserve the network constraints.

In the first case, to cope with the frequent variability of the network topol-
ogy, several solutions consider the possibility to redefine the routing tables by
including directly inside the routing algorithms some kind of mobility-aware
information. For instance, authors of [13] present P-OLSR, an enhanced ver-
sion of the OLSR routing protocol [2], where the link-state index also takes into
account the nodes position and their speed. Another approach, proposed in [17],
considers long term link-stability indexes, since nodes disseminate their link sta-
bility and load indexes through the network. In the context of reactive routing
protocols, the idea is to exploit Route Request (RREQ) message in the route
creation operations, in order to avoid routes that are considered less stable [1].

In the second case, the UAVs mobility control system deals with the commu-
nication constraints. Typically, in these research works, the network communi-
cation ability of UAV is modeled with a fixed radius disk area. Communication
between two nodes exists if and only if the two vehicles involved are respec-
tively in the communication radius of each others. Several solutions have been
deployed to guarantee the communication between nodes by guiding their move-
ments, like for instance [16], where vehicles act as repelling and attractive forces,
i.e., keeping a minimum safe-distance to avoid collision, and not going beyond a
maximum distance to avoid disconnections. Of course, this strategy can be made
more accurate if the communication ability is modeled keeping into account also
some communication metrics, like the link budget [15], or the Signal-to-Noise-
and-Interference-Ratio (SNIR) [4], or the bit-error-ratio, instead of considering
only fixed and constant values for the vehicles inter-distances.

Another important aspect in the design of UAV networks is the possibil-
ity to guarantee service differentiation with Quality of Service (QoS), i.e., that
particular set of features that lets the system manage multiple kinds of communi-
cation flows while enabling the deployment of reliable services. Also in this case,
in order to implement the QoS, multiple solutions have been deployed through
the modification or the adaptation of the communication protocols involved. For
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instance, a specific network transport layer introduced by [14] is used by a robust
routing protocol to provide a minimum amount of data to each node.
Dealing with high mobility in an unmanned vehicles network, an efficient routing
architecture is required in order to face the frequent topology change of the net-
work. For this reason, geographical routing can be considered a good solution,
since it can define route paths basing on the positions of the destination nodes.
Hence, there is no need for the network to maintain all the route information. Of
course, it requires a good accuracy and reliability of the positions information,
whose knowledge and management cannot be considered a trivial problem [8].
One of the most common scenario where QoS is required in a UAVs network is
the video streaming application, like in the case of monitoring or surveillance.
Despite the huge number of works in the video streaming use case, only few
works focus in the video streaming aspects in an autonomous unmanned vehi-
cles network, especially concerning also the Quality of Experience (QoE) of the
video. Some adaptive video streaming techniques have been designed basing on
the transmission quality estimation [7]. This is computed taking into account
the amount and the delay of the acknowledgments received for the video frames
transmitted. Instead, in [12] a different approach based on the routing level is pre-
sented. In particular, the authors designed a cross-layer protocol that enhances
the video transmission flows by using a geographical routing protocol combined
with a path quality estimator. This lets the protocol foresee the quality deterio-
ration and react by creating a new path before the link expires and so avoiding
a video stop during the streaming.

In this paper we extend the work done in [15] by introducing a new method
to improve the emergency wireless communication links and, hence, giving the
rescue team a reliable and more effective communications network during the
emergency operations.

3 System Model

In this Section we introduce the system model and the terminology we use
throughout the paper. Let U = {u1, u2, . . . , uNUAV

} be the set of the avail-
able UAVs. Each UAV ui ∈ U has, at each time instant, a specific position
pi = 〈xi, yi〉 defined in Euclidean space. We assume a limited scenario of dimen-
sion SmaxX × SmaxY . During an emergency, all the UAVs ui ∈ U are deployed
into the scenario by the public safety organizations. Let PS be the static wireless
point managed by the public safety team. The UAVs are then released in the
emergency scenario starting from the station PS. All the UAVs have the capabil-
ity of adjusting their position and moving autonomously in the scenario. With-
out loss of generality, we assume a connected communication network among the
UAVs during the deployment operations. We assume that each UAV is equipped
with a GPS sensor and an on-board camera that is able to generate a video
streaming of the emergency scenario. The generated video streaming is then
sent toward the public safety station PS through the UAVs multi-hop wireless
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network. The UAVs organize themselves in a multi-hop mesh network where an
UAV uj ∈ Neigh(ui) if there is a 1-hop direct connection between UAV ui and
UAV uj .

The objective of this paper is to formulate a distributed mobility model that
is able to maintain the connectivity of the UAVs mesh network during the whole
network lifetime and provide a QoS on the end-to-end network performance.

3.1 Distributed Mobility Model

In this Section we describe the distributed mobility model used by each UAV
for the autonomous movements. At each time instant, on each UAV ui, ni =
|Neigh(ui)| multiple forces act on it, i.e.

−→
F i,1,

−→
F i,2, . . . ,

−→
F i,ni

, where the sum
of these forces defines the next position that the UAV ui will try to reach. More
formally, the total force

−→
F i that is acting on the UAV ui is given by the sum of

all the acting forces: −→
F i =

∑

uj∈Neigh(ui)

−→
F i←j (1)

We modeled the acting forces
−→
F i←j as virtual spring forces, i.e. forces that

act as springs. We use the well know Hooke’s law as force definition:

−→
F = −k · −→x (2)

where −→x is the displacement of the virtual spring from its relaxed position l0.
The constant k defines the stiffness of the spring, i.e. the responsiveness at the
spring displacement. We keep the value of k as a constant system parameter;
we plan to further investigate such parameter as future work. We modeled the
relaxed position l0 with two different methods:

– Algolow: l0 = l0,low. Here, l0,low is a system variable that is in charge of
guaranteeing the network connectivity among the UAVs network. In Algolow
we let l0 be equal for all the forces

−→
F i←j

.=
−→
F low

i←j , ∀ui, uj ∈ U (described in
Sect. 3.2).

– Algohigh: here l0 is no more constant among all the forces
−→
F i←j

.=
−→
F high

i←j ,
but it is a function of l0,low and of the communication network conditions. In
this case the spring relaxed position will modify each communication link in
order to meet the higher levels QoS (described in Sect. 3.3).

3.2 Physical Layer Quality of Service

We introduced the spring forces to enable the UAVs network to maximize the
coverage of the scenario while maintaining the UAVs communication network
connected. In this Section we describe in more details the Algolow where the
relaxed position of each virtual spring force is: l0 = l0,low.
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We derived this technique from [3,15], where the virtual spring force acting
on the UAVs ui and generated from the UAV uj , located respectively in positions
pi and pj , is defines as follow:

−→
F low

i←j = −k · Δli←j(l0,low) ·
−−−−−→
(pj − pi)

|−−−−−→
(pj − pi)|

(3)

where k is the stiffness characterizing the spring forces and Δli←j(l0) is the spring
displacement between the actual length of the spring, li←j , and the relaxed, or
natural, length of the spring l0, that is defined by l0,low in Algolow.
For the definition of the

−→
F low

i←j spring force length we used the link budget (LB)
index that UAV ui receive from the UAV uj . The LB index, or fading margin
[11], captures the physical layer QoS because it defines the reliability of the
communication link and indicates whether it is going to break or not. Here,
l0 = l0,low is the user defined parameter that indicates the requested QoS at
physical layer and li←j defines the actual value of the LB index. The li←j index
is evaluated on UAV ui after receiving a message from UAV uj and is calculated
as follow:

li←j = P rx
i←j − Rthr

i (4)

Here, P rx
i←j is the power received by UAV ui from a message sent by UAV uj ,

while Rthr
i is the radio receiver threshold that indicated the minimum amount

of energy that a receiver device needs in order to be able to properly receive a
message. Without loss of generality, we assume homogeneous characteristic of
the radio receiver, i.e. ∀ui ∈ U , Rthr

i = Rthr. Finally, the spring displacement
Δli←j(l0) is calculated as follow:

Δli←j(l0) =

⎧
⎪⎪⎨

⎪⎪⎩

1 − α

√
l0

li←j
if li←j < l0

α

√
li←j

l0
− 1 if li←j > l0

0 otherwise

(5)

where α is the propagation decay exponent that describes the propagation char-
acteristic of the environment. Figure 1 shows the Δli←j(l0) value for different
environment characteristics.

We can notice from Eqs. 3 and 5 that the force
−→
F low

i←j is repulsive against the
UAV uj when the received message is too strong (li←j > l0) and is attractive if
the calculated LB index is too low (li←j < l0).

In order to execute the Algolow method, each UAV ui ∈ U , every tbeacon
seconds, broadcasts a BEACONlow message to inform the neighborhood of its
position. The beacon message sent by the UAV ui is formed as follow:

BEACONlow = 〈IDi, pi〉 (6)

where IDi is the identifier of the UAV ui.
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Fig. 1. The displacement Δli←j for different values of α as a function of li←j . Here, l0
is set to 15 dBm.

3.3 Higher Layer Quality of Service

The forces defined in Algolow and introduced in the previous Sect. 3.2 are able
to guarantee only a low level of QoS, i.e. they are able to maintain the UAV
network connected and to keep a user-defined LB value on each communication
link. However, these forces are not able to guarantee any application layer QoS,
like throughput, packet delivery ratio (PDR), end-to-end delay, etc. For this
reason, in this paper, we propose a model that is able to exploit the autonomous
vehicle mobility to improve the aforementioned QoS indexes.

We saw in previous Sect. 3.2 that in Algolow, the value of the reference link
budget used as natural spring length l0 is constant and defined by the system
variable l0,low. This method, however, manages all the communication links in
the same way, without taking in consideration of the network condition of each
particular link. In this Section we describe the Algohigh that is capable of exploit
the difference between each communication link improving the network perfor-
mance. The calculus of the spring forces is similar to the Eq. 3:

−→
F high

i←j = −k · Δli←j(l
i←j
0,high) ·

−−−−−→
(pj − pi)

|−−−−−→
(pj − pi)|

(7)

with the only difference in the definition of the spring relaxed position that is no
more the constant l0,low, but the value li←j

0,high that is different for each link i ← j.
Before defining the li←j

0,high value, we need to describe the network variables used
in this context. In Eq. 4 we saw how an UAV ui is able to easily calculate the
link budget li←j of the link i ← j. We can also assume that the UAV ui is able
to estimate the packet error rate (PER) peri←j on the link i ← j [6]. While the
link budget is useful for the connectivity issue since it indicates if a specific link
is going to break, the PER index gives more information about the link state
specifying the error probability on the link.
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Moreover, we modify the beacon message by including more network infor-
mation. More specifically the BEACONhigh message is formed as follow:

BEACONhigh = 〈IDi, pi, listi(〈uk, datak←i〉)〉 (8)

where listi(〈uk, datak←i〉), with uk ∈ Neigh(ui), is the list of the ui’s neighbors
toward which the node ui is generating data at datak←i[MB/s]. Here uk is
not the destination node of the packets, but the next-hop node in a multi-hop
routing algorithm. Furthermore, the generated datak←i includes both the packet
generated by ui and the data that the node ui is forwarding in the multi-hop
communication network. We assume that the UAV ui will include its neighbor
uk in the listi only if datak←i > 0.

Let dataNeigh(ui)\{k}←i be the sum of all the generating data that the UAV
ui has to send to its neighbors except for the UAV uk. We can now define the
li←j
0,high. For each UAV uj ∈ Neigh(ui) we have:

li←j
0,high =

⎧
⎪⎨

⎪⎩

inci←j
LB if datai←j > 0 OR dataj←i > 0

deci←j
LB if dataNeigh(uj)\{i}←j > 0 AND dataNeigh(ui)\{j}←i > 0

l0,low otherwise
(9)

Essentially, the Algohigh will increase the reference link budget if ui is trans-
mitting data towards uj , or vice versa, while it will decrease the reference link
budget if ui and uj is transmitting data towards any other UAV. If both ui and
uj are not transmitting the Algohigh will behave like Algolow. The functions
inci←j

LB and deci←j
LB are defined as follow:

inci←j
LB =

((
lmax
0,high − l0,low

) ·
(

1 − 1
edatai↔j ·peri←j

))
+ l0,low (10)

deci←j
LB =

((
l0,high − lmin

0,low

) · 1
edatai�j ·peri←j

)
+ lmin

0,high (11)

where lmin
0,low and lmax

0,high are user defined variable, such that lmin
0,low ≤ l0,low ≤

lmax
0,high. Furthermore, we need to define datai↔j = max(datai←j , dataj←i) and
datai�j = max(dataNeigh(uj)\{i}←j , dataNeigh(ui)\{j}←i). In Fig. 2(a) and (b)
we draw the inci←j

LB and deci←j
LB functions, respectively. In Fig. 2(a) we see that

the value increases asymptotically till the value of lmax
0,high. We notice also the effect

of the peri←j index on the resulting reference link budget: the less the peri←j is,
the faster the reference link budget increase. In this way a poor quality link will
be recovered faster due to an higher reference link budget. On the other side, if
the link has already a good quality, there is no need for increasing the reference
link budget. In Fig. 2(b) is shown the deci←j

LB function. In this case the UAVs
ui and uj have data to transmit, but no data packet for each other and hence
we need to reduce the interference among them. In order to do this, we reduce
the reference link budget that will distance the two UAVs. Also in this case, if
the link quality index is poor (high peri←j), we move the UAVs farther away to
reduce the interference.
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Fig. 2. Example of inci←j
LB (a) and deci←j

LB (b) with l0,low = 12 dBm, lmin
0,low = 4 dBm

and lmax
0,high = 20 dBm for different value of peri←j .

In Fig. 3 we show a possible scenario with NUAV = 8. In this example scenario
we have that the UAV u1 and u4 are generating the streaming video for the PS
station. The data flow generated by u1 is passed through u2 and u3, while the
data flow generated by u4 is passed through u5. Here we can appreciate how the
Algohigh works: since there is a flow along the path u1 → u2 → u3 → PS, the
communication link belonging to this path becomes shorter due to the increment
of the reference link budget (see Eq. 9). The same happen to the path u4 → u5 →
PS. On the other side, the links between these two data flow paths (u1 ↔ u4,
u2 ↔ u4, u2 ↔ u5, u3 ↔ u5), become longer to reduce the interference among
the them. The UAVs u6, u7, u8 are not affected by these data flows and their
links length remain constant.

Fig. 3. Example of Algohigh in action. In this scenario UAVs u1 and u4 are streaming
the video toward the station PS.
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4 Simulation Results

In this Section we evaluate the system model presented previously through a
simulation study. To this purpose, we modeled in OMNeT++ the scenario intro-
duced in Sect. 3. We considered 1000m×1000m map where we placed the public
safety wireless point station PS at the center of this scenario. Unless speci-
fied otherwise, we use these values for the system parameters: l0,low = 12dBm,
lmin
0,low = 4dBm, lmax

0,low = 20dBm, k = 50, NUAV = 14 and tbeacon = 0.5 s.
We analyze the throughput and the end-to-end delay indexes for the simulated

scenarios. These indexes, in fact, reveal if the system is capable of supporting
the video streaming on a multi-hop UAVs wireless network. We compare both
the algorithms described in Sect. 3:

– Algolow where the natural spring length of the forces l0 is constant and set
to l0,low;

– Algohigh where the natural spring length of the forces l0 is parametric to the
wireless link characteristic between each pair of UAVs ui, uj .

At the beginning of each simulation test, we release the set U of UAVs close
to the station PS, assuring an initial connectivity of the wireless mesh. Dur-
ing the initialization phase of 60 s, we let the UAVs move without generating
any video stream. In this way, the UAVs will cover the emergency scenario
forming the wireless covering mesh. After this initialization phase, each UAV,
with probability pS , will generate a video streaming flow of 400 kB/s toward the
station PS.

Fig. 4. The throughput (a) and the end-to-end delay (b) indexes comparing Algohigh
and Algolow.

In Fig. 4(a) we can notice the improvement that Algohigh has over the
Algolow. Here we set pS = 0.75, i.e. each node is transmitting the video stream
with probability 0.75. We can notice how, in the first part of the graph (simula-
tion time 70 s to 100 s), the two algorithms behave almost the same. However, as
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soon as the UAVs using the Algohigh activate the adaptive value of l0, the per-
formance of the system improve meaningfully. On the other side, the throughput
index for the Algolow method, remains almost stable during the time. Figure 4(b)
shows the average end-to-end delay index of the network varying the transmitting
probability pS of the UAVs. We can notice that at low traffic load, the difference
between the two algorithms is neglectable. However, when more UAVs start the
video streaming, the Algolow is no more able to support the streaming. On the
other side, we have that the Algohigh that is capable of halving the end-to-end
delay, giving hence more support for real-time video streaming. In Fig. 5(a) and
(b) we show the network performance changing the number of deployed UAVs.
As we can see, the Algohigh outperforms always Algolow in both the through-
put and the end-to-end delay indexes. In Fig. 5(a) we have that the throughput
decrease while increasing NUAV because of the multiple generation of stream-
ing data and hence the number of packet collisions in the wireless channel. In
Fig. 5(b) we notice that in Algohigh the end-to-end delay remains approximately
half of the Algolow.

Fig. 5. The throughput (Fig. 4(a)) and the end-to-end delay (Fig. 4(b)) indexes com-
paring Algohigh and Algolow varying the number of UAVs.

We want to point out that the proposed mobility algorithm Alogohigh is
agnostic on the routing protocol that is being used, because the only thing
that the algorithm needs to know is the next-hop node in the multi-hop wireless
network. In the previous settings we used AODV as routing protocol. In Fig. 6 we
changed the routing algorithm with the GPSR protocol. As we can see from the
figure, also in this case there is a significant improvement in both the throughput
and the end-to-end delay performance indexes.
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Fig. 6. The throughput and the end-to-end delay indexes comparing Algohigh and
Algolow using GPSR as routing protocol.

5 Conclusions

In this paper, we addressed the problem of improving the end-to-end QoS in a
flying ad-hoc network using a distributed mobility control system that is able to
exploit the autonomous mobility in order to increase the UAVs network perfor-
mance. We proposed nature-inspired distributed algorithm that addresses two
different issues: (i) it guarantees the flying communication network connectivity
by using virtual spring forces based on the communication links quality, and
(ii) it improves the end-to-end QoS by adapting the virtual spring forces to the
actual characteristics of the wireless link.

We deployed the fleet of UAVs in an emergency scenario in which the vehicles
are able to stream the video recorded directly from the field towards the public
safety team.

We showed through extensive simulation the QoS improvement that the net-
work gains by using the proposed method. The results pointed out that main-
taining the network connectivity is not enough to support the rescue operation
during an emergency scenario. The communication network, in fact, needs of
additional improvement to be capable of supporting the emergency operations,
especially for real-time data streams. Our work goes exactly in this direction by
exploiting the self-organizing capability of the UAVs network.
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{borey.uk,david.konam,clement.passot}@etu.utc.fr,
{milan.erdelj,enrico.natalizio}@hds.utc.fr

Abstract. The development of Unmanned Aerial Vehicles (UAV) along
with the ubiquity of Internet of Things (IoT) enables the creation of sys-
tems that can provide real-time multimedia and data streaming. How-
ever, the high mobility of the UAVs introduces new constraints, like
unstable network communications and security pitfalls. In this work, the
experience of implementing a system architecture for data and multi-
media transmission using a multi-UAV system is presented. The system
aims at creating a bridge between UAVs and other types of devices, such
as smartphones and sensors, while coping with the multiple fallbacks in
an unstable communication environment.

1 Introduction

The development of UAVs and their applications in different domains opens
new possibilities in natural disaster management [1,2]. In UAV-assisted disas-
ter management applications, UAVs not only report the affected area but also
establishes and maintains a communication network between multiple types of
actors, like smartphones or web clients.

This work describes the communication architecture for a system of sys-
tems composed of UAV, smartphones, and sensors to transmit telemetry and
data streaming, which we proposed in the framework of the project IMATISSE
(Inundation Monitoring and Alarm Technology In a System of SystEms). The
main contributions of this work are the following:

1. We review the state of the art of the technologies for multimedia streaming
in dynamic networks;

2. We identify a set of technologies that can be used within a framework com-
posed of different kinds of mobile communication devices;

3. We propose a whole novel communication architecture for disaster manage-
ment that includes UAVs, smartphones and sensors.
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In the rest of the paper, multimedia streaming approaches are reviewed in Sect. 2,
we present the data transmission architecture in Sect. 3 and its implementation
in Sect. 4. Conclusions are drawn in Sect. 5.

2 Background on Multimedia Streaming

This section, first, surveys the existing protocols for video streaming. It ranges
from protocols designed for Video on Demand to real-time low latency protocols.
Then, it presents the encoding/decoding algorithms that play an important role
in providing low latency and high quality multimedia transmission.

2.1 Network Protocols

Streaming Protocols - RTSP/RTMP. Back in the 90s, videos served over
HTTP needed to be fully downloaded before they can be played. The creation
of progressive download - video can be played as soon as a fragment of video is
downloaded - helped a bit with giving a sense of streaming. However, function-
ality was still limited. As an example, there was no look-ahead seeking control.

The RTSP (Real Time Streaming Protocol) stack was designed in the 90s as
an answer to these issues, and is composed of the following protocols:

– RTP (real time transport protocol): transport layer, built on top of UDP;
– RTCP (real time control protocol): session layer, quality control;
– RTSP (real time streaming protocol): presentation layer, “network remote

control”.

This suite of protocols was the basis for the RTMP (Real Time Messaging
Protocol), the leading protocol for multimedia streaming at the time. The main
concept of RTSP and RTMP is to create a stateful connection between the server
and the client. Thus, the protocol offers multimedia functionality to the client,
like fast-forwarding or rewinding. Moreover, as the protocol suite has control over
the transport, session and presentation layer, it performed better than HTTP
at the time. Transfer rates were faster and bandwidth was saved, in comparison
to HTTP Progressive Downloading. Latency was also fairly low, averaging delay
in seconds. However, RTMP and, by extension, RTSP, had heavy restrictions
regarding the client and server. Indeed, as RTMP is based on another protocol,
it required the use of a special player and server, and the stateful connection
implied increased network usage. This need of an additional infrastructure and
lack of compatibility with HTTP was a burden for the clients and the servers.
As Adobe Flash (the main technology mandatory for RTMP) is being phased
out and is now unsupported by a rising numbers of device and software, the need
for a replacement started to grow.
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HTTP Streaming - HLS and DASH. As described in [12], there was a
need for a user-convenient video streaming protocol, which can be used without
using any other software than a web browser. One of the first “new generation”
HTTP-based streaming technology alternative to RTMP was HLS (HTTP Live
Streaming), a protocol developed by Apple. It used the “Progressive Download”
design, by breaking the stream into small files, letting the user play each file
at a time. It also adapted the bit-rate according to the internet connection:
more than Progressive Download, HLS was Adaptative Streaming. As HLS was
proprietary and designed by Apple, it was not widely supported by other devices
or browsers.

DASH (Dynamic Adaptive Streaming over HTTP) is now the open-source
standard protocol for HTTP Video Streaming. The main concept is the same
than HLS, but differs in the sense that it is codec agnostic, open-source, and
clearly defined by a international standard [4]. DASH is now a standard tech-
nology and is used by Netflix or YouTube, as described in [4].

In [5], the usage of DASH for low-latency communications is described. DASH
was not designed as a low-latency solution, in fact it rather targets multimedia
usages like video serving on YouTube. DASH has, on average, more latency
than RTMP solutions, as described in [13], mainly due to the segmentation
and downloading process. However, by tweaking the segment size and other
parameters, the authors of [5] achieve a best-case 240ms lag on a local network.
It is important to note here that DASH relies on HTTP/1.1, which has a lot of
overhead for real-time communications.

HTTP/2, Websockets and WebRTC. HTTP/2 is the successor of
HTTP/1.1, defined by the IETF (Internet Engineering Task Force) in 2015. Since
the 90s, Internet and its content has changed: from text and images, Internet
is now mainly composed of multimedia content, like video and audio. HTTP/2
aims at removing the protocol overhead of HTTP/1.1 while reducing latency,
lowering the number of connections and enabling data streaming [14]. Further-
more, HTTP/2 introduces server push, which means that a server can push data
to the client. HTTP/2 seems to be the ideal transport protocol for DASH, which
is currently implemented over HTTP/1.1. Indeed, the implementation of DASH
over HTTP/2 is still a work in progress.1 While we are waiting for HTTP/2 to
become mainstream, there are other ways to have real-time communication in a
web browser, like WebRTC or WebSockets.

WebRTC is a browser-based real-time protocol API for web browsers. It is
still in a draft state but the main web browsers support it.2 WebRTC provides
peer-to-peer communication between two browsers and at a transport layer, it
can transfer any type of data (sound, video, binary data, etc). However, WebRTC
does not include signaling, therefore a user would still need a signaling server to

1 A draft is available here https://www.iso.org/obp/ui/#iso:std:iso-iec:23009:-6:dis:
ed-1:v1:en.

2 Support for iOS browsers was added with iOS 11, while Google Chrome, Mozilla
Firefox and (partially) Microsoft Edge supports WebRTC.

https://www.iso.org/obp/ui/#iso:std:iso-iec:23009:-6:dis:ed-1:v1:en
https://www.iso.org/obp/ui/#iso:std:iso-iec:23009:-6:dis:ed-1:v1:en
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coordinate data exchange between two browsers.3 Furthermore, WebRTC also
requires the use of “STUN” and “TURN” servers: the “STUN” server exposes
a public IP for each of the peers whereas the “TURN” server is a cloud fall-
back server which is used if a peer-to-peer communication cannot be used. As a
consequence, WebRTC can be quite complex to deploy and use. Still, an imple-
mentation of DASH over WebRTC is described in [11]. In this paper, authors
achieve a latency of 170ms, which is lower than described in [5].

The WebSocket protocol was standardized in 2011 by the IETF. Like
WebRTC, it enables full-duplex communication between a web browser and a
server. Even if the WebSocket protocol differs from the HTTP protocol, they
are compatible. WebSocket is not inherently designed for multimedia commu-
nication, and may be less performing than WebRTC for video transmission.
Nevertheless, WebSocket is supported by all the browsers, and is simpler to use
than WebRTC. A solution for low-latency video streaming would be to use Web-
Sockets to transfer raw video data and use the browser to decode it, which is
the solution proposed in this paper.

2.2 Encoding and Decoding

Each multimedia container format supports different video, audio formats and
compression types. There are numerous video file formats, each with different
features and benefits.

Encoding with FFmpeg. FFmpeg is a multimedia framework, able to decode,
encode, transcode, multiplex and stream multimedia flows. It supports the most
obscure ancient formats up to the cutting edge. It is also highly portable –
FFmpeg compiles, runs under a wide variety of build environments, machine
architectures, and configurations.

Decoding with JSMpeg. JSMpeg is a video player written in JavaScript,
that consists of MPEG-TS demuxer, MPEG1 video and MP2 audio decoders,
WebGL and Canvas2D renderers and WebAudio sound output. JSMpeg can
load static videos via Ajax and allows low latency streaming via web sockets. It
can work in any modern browser (Chrome, Firefox, Safari, Edge). JSMpeg can
connect to a web socket server that sends out binary MPEG-TS data. When
streaming, JSMpeg tries keeping latency as low as possible - it immediately
decodes everything it has, ignoring video and audio timestamps altogether.

We need to keep in mind that MPEG1 is not as efficient as modern codecs.
MPEG1 needs quite a bit of bandwidth for HD video (for example, 720p video
quality begins to look acceptable at 2 Mbits/s throughput). Also, the higher the
bitrate, the more work JavaScript has to do to decode it.

3 http://io13webrtc.appspot.com/.

http://io13webrtc.appspot.com/
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2.3 Image Processing

In the context of natural disaster management, in addition to receive the video
stream in real time, it could be useful to notify the users of a web application
with information related to the detection of human beings hit by the disaster or
the detection of the source of the disaster (fire for instance). For this reason, in
the following subsections we will review some solution for image processing.

WebAssembly. WebAssembly (or wasm) is a portable and load-time-efficient
format suitable for compilation to the web. It is currently being designed as an
open standard by a W3C Community. It is efficient and fast because the wasm
stack machine is designed to be encoded in a size-binary format. WebAssembly
executes at native speed by taking advantage of common hardware capabilities
available on a wide range of platforms.

OpenCV. OpenCV (Open Source Computer Vision) is a library of program-
ming functions mainly aimed at real-time computer vision for all the operation
related to image processing. The library is composed of around 3000 algorithms,
which include a set of both classic and cutting edge computer vision and machine
learning algorithms. These algorithms can be used to detect and recognize faces,
identify objects, classify human actions in videos, track camera movements, track
moving objects, extract 3D models of objects. The architecture proposed in this
paper relies on this technology due to its richness in the algorithms it offers.

3 Data Architecture

We will now focus on the data side of the solution we want to build. Other
than video streaming, our system has to manage telemetry data and commands
message, so we have to decompose our system into functional blocks.

3.1 Functional Architecture

In the target system, 4 segments can be identified: UAVs, UAV server, web
server, and clients (smartphones and web browsers), as in Fig. 1.

The UAVs are gathered by fleets, where each fleet of UAV sends telemetry
data, while each UAV sends its video. All the data sent by the UAVs is received
by the UAV server, which is connected to the UAVs through a local wireless
network. In return, the UAVs receive Mavlink commands from the UAV server.
The UAV server centralizes all the data sent by the UAVs. Additionally, it also
exposes each videostream for the web clients and also receives the command
messages sent by the web server. The Web server is the main element of the
architecture: it stores telemetry and stream processing data into a database, and
also provides an API to the web clients. The core of the web server is a program
written in Golang which is responsible for launching the different modules in
several threads. The web server comprises the following modules:
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Fig. 1. Proposed architecture

– API: Responsible for exposing a RESTful API to the clients. Enables two-
way communication between the clients and the UAVs. On one hand, the
web application can query the database through the API module to retrieve
data such as the last telemetry of a UAV or retrieve a snapshot of the video
stream. On the other hand, clients can also send commands to the UAV fleet.

– Processing modules: This set of modules are responsible for processing data
coming from the UAV fleet. Each type of data is assigned to a specific sub-
module:
• Streaming: Manages the websocket stream video servers. Synchronizes

the different video inputs (UAV streams) with the outputs (video players
which are requesting a given stream).

• Screenshot: Manages the reception of the snapshot resulting from the
video stream and its analysis by OpenCV (use of face-detection algo-
rithm). It also allows the recording of streaming information into the
database (addresses where UAVs publish their streams, and the addresses
where the web client can retrieve them).

• Telemetry: Process telemetry data received and stores them in a
database.

3.2 Dataflow and Encoding

As described in [7], there are three ways of communicating between software
blocks, using a database, services, or messages. In our architecture, we make use
of these three ways:

– Communication through a service is used between the API module and the
clients;
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– Communication through a database is used between the API module and the
Processing submodules;

– Every other communication uses messages with ZeroMQ.

Encoding protocols is also described in depth in [7]. In this part, we will
explain which data encoding technologies we chose for each block, by describing
their general usage and their use in our implementation.

JSON. JSON is the short for JavaScript Object Notation. It is a human-
readable, text-based file format, which is independent of any programming lan-
guage. A JSON object is composed of a set of key/value pairs: a key is a string
while a value can be a string, a number, a boolean expression, an array contain-
ing a value or even another JSON object. As JSON is simple to comprehend,
it boasts a wide range of compatibilities. Every modern programming language
has a library implementing JSON encoding/decoding, which makes this format
effortless to use. However, even if JSON is lighter than XML, it is still heavier
than other binary formats, like FlatBuffers.

Protocol Buffers. Protocol Buffers. - or protobuf - is a binary encoding tech-
nology. Protocol Buffers functions with protocol buffer message types, which are
language-agnostic files defining the messages that the user want to serialize.
These protocol buffer message types are then used with a specific compiler, pro-
toc, which generates an encoding/decoding library for the majority of modern
languages - C++, Java, Go, Javascript, etc.

Protocol Buffers was designed by Google, and is tightly coupled with gRPC,
a RPC-based framework also developed by Google and based on HTTP/2. How-
ever, Protocol Buffers is also usable without gRPC as a serialization framework.
Indeed, a message encoded with Protocol Buffer is generally lighter than the
equivalent in JSON, thus faster to transfer over the network. The use of gener-
ated encoder/decoder functions also ensures speed, compared to JSON. Never-
theless, using a binary protocol like Protocol Buffers also have some drawbacks:
each party wanting to communicate with this type of encoding technology has to
be compatible with it. We also need to generate files for each language that we
want to use, and so we have to ensure that Protocol Buffers is compatible with
the target programming language. These issues are common to every binary seri-
alizing technology. However, Protocol Buffers also have room for improvement:
the decoding step can be avoided to lead to a greater speed. That is the goal of
the successor of Protocol Buffers: FlatBuffers.

FlatBuffers. It is an efficient cross platform serialization library and it was
originally created at Google for performance critical applications. What makes
FlatBuffers special is that it represents hierarchical data in a flat binary buffer, in
such a way that it can still be accessed directly without parsing and unpacking,
while also still supporting data structure evolution. FlatBuffers require only
small amounts of generated code, and just a single small header as the minimum
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dependency, which is very easy to integrate. According to benchmarks, it is
lighter than JSON.

3.3 Storing Data

MongoDB. MongoDB is an open-source document-oriented database program.
It supports sharding, which permits horizontal scaling by dividing a collection
of documents across a cluster of nodes, thus making reads faster. In addition,
Mongo offers replication in two modes: master-slave and replica sets. Mongo
is schema-less, that means it will store any document you decide to put into
it. There is no upfront document definition requirement. Ultimately, documents
are grouped into collections, which are equal as tables in a relational database.
Collections can be defined on the fly as well. Documents are stored in a binary
JSON format, called BSON, and encapsulate data represented as name-value
pairs. JSON documents in Mongo do not force particular data types on attribute
values. That is, there is no need to define the format of a particular attribute.
Working with MongoDB is not without challenges. For starting, Mongo requires
a lot of memory, preferring to put as much data as possible into working memory
in order to have fast access. Besides, data is not immediately written to disk
after an insert and a background process eventually writes unsaved data to disk.
This makes writing extremely fast, but corresponding reads can occasionally be
inconsistent. As a result, running Mongo in a non-replicated environment courts
the possibility of data loss. Furthermore, Mongo does not support the notion of
transactions, which is a touchstone of the database world. As with traditional
databases, indexing in Mongo must be thought through carefully. Improperly
indexed collections will result in degraded read performance. Moreover, while
the freedom to define documents at will provides a high degree of agility, it has
repercussions when it comes to data maintenance over the long term. Random
documents in a collection present search challenges.

InfluxDB. InfluxDB is a time series, metrics, and analytics database. Time
series databases are designed to tackle the problem of storing data resulting
from successive measurements made on a period of time. This data consists of
items such as system metrics. The longer a system operates, the greater the
amount of data accumulated. InfluxDB provides a solution for efficiently stor-
ing this data. Indeed, the InfluxDB data model has key-value pairs as labels,
which are called tags. In addition, InfluxDB has a second level of labels called
fields, which are more limited in use. InfluxDB supports timestamps with up to
nanosecond resolution. InfluxDB uses a variant of a log-structured merge tree for
storage with a write ahead log, sharded by time. This is much more suitable to
event logging. Influx accepts queries via an SQL-like query language. It already
supports filtering using where clauses, in addition to aggregates using group
by, merge and join. InfluxDB also includes a feature called continuous queries,
which allows users to “precompute expensive queries into another time series in
real-time”. Language bindings already exist for Javascript, Ruby, Python and
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Node.js. However, according the purpose, we may find that interacting directly
with the HTTP API was already simple enough. Coupled with Grafana which
is a visualization tool, InfluxDB allows data visualization by producing graphs
and charts.

ElasticSearch. Elasticsearch is a distributed search engine based on Apache
Lucene. It has become one of the most popular search engines, and is commonly
used for log analytics, full-text search, and operational intelligence cases. When
coupled with Kibana, a visualization tool, Elasticsearch can be used to provide
real time analytics using large volumes of log data. Elasticsearch offers REST
API, a simple HTTP interface, and uses schema-free JSON documents making
it easy to index, search, and query data. Elasticsearch uses an index to achieve
fast search responses.

4 System Implementation

The technologies chosen for the proof of concept system are the following:

– Database: ElasticSearch
– Data visualisation: Kibana
– Data format: Flatbuffers
– Communication library: ZeroMQ
– Programming languages: NodeJS and Golang
– Image processing library: OpenCV
– Video reading library: JSMPEG.

4.1 Multimedia Transmission

The system implements a multimedia server in Node.js that offers an access
point available to UAVs allowing them to send their video streams, and an
access point to allow web clients to retrieve the stream. With this method using
the publisher/subscriber pattern, the server automatically manages the different
UAVs in a completely independent and transparent way (Fig. 2).

4.2 Architecture Adaptation and Fault Tolerance

The autonomy of UAVs in the system facilitates two aspects of fault tolerance:

– Error confinement with the isolation of the suspected faulty agent so as to
preserve the system reliability;

– System readjustment – agents have adaptability capacities that will ensure
in case of loss of some agents, the continuation of services.
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Fig. 2. Multimedia transmission architecture.

Fig. 3. Multi-agent system approach.

Our architecture includes different units that can be called agents with the
multi-agent system approach. Indeed, these units are independent and operate
autonomously, the whole communicating via ZeroMQ. We can notice that the
architecture has been sufficiently decomposed so that the units have well identi-
fied services. For example, the UAV emitter only takes care of sending informa-
tion and video streams while the screenshot unit deals only with snapshot and
image processing (Fig. 3).

4.3 Security

The purpose of this part is to enumerate quickly the security vulnerabilities
that have been considered in our architecture and that motivated some of our
technologies choices. As described before, the data-streaming architecture relies
on two encoding technologies: Mavlink and FlatBuffers.
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Mavlink. Security-wise, the Mavlink protocol offers a 12-round RC5-based mes-
sage encryption. Such encryption is considered efficient for text up to 244-bit
length. Mavlink security issues are tackled extensively in [9,10].

FlatBuffers. Messages are binary-encoded but not encrypted by default. Thus,
we need to encrypt messages with a symmetric key, which we can encrypt itself
with an asymmetric key. RSA encryption is recommended for its reliability.

5 Conclusion

This paper presents an overview of technologies useful for building a system
architecture for data and video streaming with UAVs. It also details the design
and the implementation of a system of this kind by properly selecting the right
technology.
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Abstract. The use of unmanned aerial vehicles (UAVs) with a nano commu-
nication networks can significantly expand the network’s capabilities. In addi-
tion, UAVs can automate the process of data collection and reduce its cost. This
article expands the application that uses UAV to collect data from passive
nanosensor devices. The article considers the specifics of the THz frequency
range for the energy supply of nanodevices, as well as for communication with
them. The paper presents a mathematical model of these processes and simu-
lation results.

Keywords: Nanonetworks � Nanosensors � UAV

1 Introduction

At this point, developments in wireless sensor networks have achieved significant
results. These networks consist of numerous miniature nodes, equipped with a trans-
ceiver, microprocessor, power unit, and sensor. This article considers one of the types
of wireless sensor networks – passive wireless sensor networks. In this case, sensor
units do not have an onboard power supply. The energy harvested from electromag-
netic waves provides sufficient power for the functioning of the passive sensor unit and
the signal transmission to the gateway (reader).

Passive sensor units do not require any maintenance, have a long service life, and
low cost. That is why they continue to gain popularity in many industries including
medicine, production processes monitoring, smart cities, etc. The development of
nanotechnologies has served as an impetus for the improvement of sensor unit tech-
nologies, with many efforts being devoted to the development of devices for nano-
communication networks. Several of these devices use the unique properties of
graphene to transmit data in the THz frequency range, with some elements having been
patented [1]. The devices have microscopic dimensions; an example is the passive
acoustic graphene nanosensor [2, 3], the elements of which are placed on a graphene
board with geometric dimensions of 200 � 200 lm.
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Many problems and questions are associated with methods of data collection from
passive sensor units since they do not possess a permanent communication channel
with other network elements. To communicate, these devices should be provided with
energy levels sufficient to both perform the measurement by integrated sensor and
transference of the measured values to the network gateway. In many cases, this is done
manually with the help of employees who bring readers to the sensor devices. An
alternative is the use of automated means, such as UAVs.

In this article, we will consider communication aspects of data collection from the
passive nanosensor devices located in a specific area, by means of UAVs, using a THz
frequency range for wireless communication.

The article is organized in the following way: Sect. 2 describes the application, its
operating principle, structure, and aims. Section 3 considers the mathematical model of
data collection in the THz frequency range. Section 4 presents results of a simulation
using the developed model. In conclusion, the results of the work are analyzed, with
ideas for future research being considered.

2 Application Description

To begin with, we can assume that there is a field (or a particular surface), which needs
to be monitored. In this application, sensor devices are being used for monitoring
purposes. These devices can measure physical parameters. To seed sensor devices on
the field, the UAV (Fig. 1) deposits them randomly. When we are ready to take
measurements from sensors, we will also use the same UAV. It is already oriented to
fly over the field, utilizing the existing sensors in a predetermined route using GPS
(Fig. 2) and then communicates with the sensors.

Fig. 1. Sensors installation

Wireless Nanosensor Network with Flying Gateway 259



Flying over the territory where passive nanosensor units are randomly located, the
UAV emits electromagnetic (EM) waves of the THz range, the energy of these waves
accumulates in the sensor devices by converting the SPP waves into electricity (NOTE:
the electrical characteristics of nanosensor devices are not considered in this article).
The reason of using of THz range is small size of the sensor devices, in particular
plasmon nanoantenna based on graphene [1] After accumulating enough energy, the
nanosensor measures a certain parameter and sends a report to the flying gateway
(UAV acts as a flying gateway), using the THz frequency range. The use of THz
frequency range is determined by the need to minimize the sensor device size. When
collecting data, the UAV’s current position is taken into account, and therefore data
from sensors are identified with geographic coordinates. An example of this structure
and data are shown in Table 1. The UAV then sends a report to the remote server
through an Internet channel.

For the passive nanosensor unit to accumulate enough energy, it should be located
in the UAV service area – an area that is determined by the propagation length of EM
waves with respect to the ground plane. In this article, when developing a model, the
boundaries of the UAV service area are taken nominally; in a practical situation, the

Fig. 2. Collecting data from sensors

Table 1. Structure and data example

Type of sensor Sensor model Data Location Time Date

Temperature XFD3112 34.211 59.903176, 30.491099 12:32:03 22.09.2017
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boundaries can depend on parameters like the THz transmitter capacity, the opening
angle and the antenna gain parameter, as well as the UAV’s altitude, and flight speed
among others.

The system is adaptable and can be useful for many spheres of industry. For
instance, better control of the soil conditions in agriculture, monitoring environmental
pollution and remediation, or control of constructed linear objects (pipelines, dams,
dikes). The information obtained will allow a more exact determination of potential
accidents or breakdowns, predicting them and fixing before they worsen.

3 Modeling

To determine the total delay time ttot between the entry of the passive nanosensor unit
into the flying gateway service area and the receipt of a sensor report, it is necessary to
take into account the time tch, during which the nanosensor accumulates enough
energy, as well as the delay in data transmission tsg:

ttot ¼ tch þ tsg ð1Þ

The time for data transmission tsg is an integral index that directly depends on the
size of the packet being transferred, data transmission technology, time for processing
and encapsulation; it is assumed as tsg = 10 ms. The time spent for accumulating the
energy by nanosensor can be characterized by the formula (2)

tch ¼ Etot

Prxrc
ð2Þ

where Etot – total energy demands required for transmission of the one sensor report;
Prx – amount of energy, being receiving by passive nanosensor per second. It is
necessary to take into account the conversion coefficient of electromagnetic energy into
electric energy rc = 0.5.

In order to calculate electric energy expended by the passive nanosensor unit for
transmission of one sensor report to the flying gateway, it’s necessary to take into
account energy expended on maintaining the nanosensor in working order (until it
measures the required parameter), for processing the information received, and the
encapsulation of data and sending the packet to the UAV (3) [4].

Etot ¼ Es þEp þEpacket�tx ð3Þ

where Es – energy demands of nanosensor device for measuring the indicator value;
Ep – energy demands for data processing; Epacket-tx – energy demands for sending the
data packet to the flying gateway.

During modeling, the values for energy consumption of nanosensors values of the
Ultra-Low-Power Smart Visual Sensor [5] were used, as its energy consumption is
quite low. Thus, Es = 1.06 lJ and Ep = 0.73 lJ.
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In order to calculate energy expended for sending one data packet there is offered
[6] an Eq. (4) depending on its volume

Epacket�tx ¼ NbitsWEpulse�tx ð4Þ

where Nbits – the number of bits contained in the transmitted packet; W – the code
weight, i.e., the probability of transmitting the pulse (“1”) instead of keeping the mute
mode (“0”), Epulse-tx – the energy expended for transmission of one pulse.

Using the THz range has a number of features that affect the power of received
signal (5)

Prx ¼ PtxG fð Þ
A fð Þ þNT fð ÞþNmol fð Þ ð5Þ

where Ptx – power of the transmitted signal; G(f) – antenna gain parameter; A(f) – total
attenuation ratio; NT(f) – thermal noise; Nmol(f) – molecular-based absorption noise.

The thermal noise of graphene antennas has yet to be fully explored, but it is
suggested to be negligibly small due to the inherent features of this material [7].

For the calculation of the attenuation ratio, it is necessary to take into account not
only the attenuation of the signal during propagation in the Afspl space but also the
molecular-based absorption Amol [8–10]. Thus, the total attenuation ratio can be
characterized by the formula (6):

A fð Þ ¼ Afspl fð ÞAmol fð Þ ð6Þ

Free space losses consider attenuation because of wave propagation in the envi-
ronment [8]. Signal attenuation during propagation in space can be defined as follows:

Afspl fð Þ ¼ 4pfd
c

� �2

ð7Þ

where d – distance from the transmitter to receiver; f – transmission frequency; c – light
velocity.

A feature of using the THz range for wireless communication is the presence of
molecular-based absorption, caused by the vibrations and rotation of molecules.
Molecular-based absorption of the EM energy is an effect that occurs when the signal is
transmitted at frequencies close to, or equal to, the resonance frequencies of molecules,
which absorb part of the signal energy and produce noise Nmol(f) at the same fre-
quencies due to the internal kinetic energy of the molecules [4].

Amol fð Þ ¼ ek fð Þd ð8Þ

where k – the average absorption coefficient.
The molecular-based absorption coefficient determines the ability of a molecule to

absorb energy and is determined by its physical properties (molecular communications,
spatial orientation, etc.) [7]. According to [8], the losses of the molecular-based
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absorption are calculated depending on the transmission frequency, the distance
between the receiving and transmitting antenna, and the environmental conditions
where the signal propagates. In this article the molecular-based absorption coefficient
was determined by means of the HITRAN database [11, 12] for ambient conditions
corresponding to the “USA model, mean latitude, summer”, H = 0 (mixture correla-
tions: H2O = 1.860000%, CO2 = 0.033000%, O3 = 0.000003%, N2O = 0.000032%,
CO = 0.000015%, CH4 = 0.000170, O2 = 20.900001%, N2 = 77.206000%) at a
temperature of 296 К and a pressure of 1 atm.

Thus, according to (5–8), we have

Prx ¼ PtxG fð Þc2
4pfdð Þ2ek fð Þd þNmol fð Þ ð9Þ

As a result of research [7, 8] it was determined that in some frequency ranges the
absorption is excessively large and can cause a significantly reduced communication
distance. However, there are transparency windows, where the absorption is much less
than in other parts of the spectrum. It is worth noting that k does not depend on the
transmission distance, but only on the ambient conditions and the frequency of the
transmitted signal.

In accordance with [7] when the transmittance coefficient values are lower than
94.5% (equivalent to the absorption coefficient values of the environment higher than
5.5%), the molecular-based absorption noise Nmol becomes equal to the maximum
value of −203.89 dB/Hz (�10−20 W/Hz), which corresponds to the Johnson-Nyquist
thermal noise level.

Since there is no need to use high transmission speeds for sensor reports, and
therefore no current need to use a broadband channel, a bandwidth of 100 kHz per one
nanodevice is used in the model. This article considers the frequency range of 0.1–0.15
THz. Consequently, taking into account that the environment transmission coefficient in
the transparency windows is always above 95.5% at small and medium distances, and
the molecular-based noise per 1 Hz of the used frequency band is about �10−20 W, we
obtain Nmol = 1 fW, which allows considering the molecular-based noise value as
negligibly small.

As mentioned above, the model considers the frequencies of the first transparency
window f1 = 0.1 THz and f2 = 0.15 THz. It’s also assumed that during the entire flight
the distance between the passive nanosensor device and the flying gateway varies from
the minimum distance dmin = 40 cm to the maximum distance dmax = 50 cm, and
therefore, calculations are made for these two distances, and the interference capacity
of the flying gateway Ptx * G = 10 mW. The results of the calculations performed, as
well as the values of the primary parameters, are presented in Table 2.

According to [13], the number of “1” and “0” bits in the packet is approximately
the same, and therefore, W = 0.5. The energy of one pulse is equal to Epulse-tx = 1 pJ
for transmission to a distance of 10 mm [14]. In this article, the distance from the
passive nanosensor to the flying gateway d directly depends on the UAV’s flight
altitude h, and therefore taking h = 40 cm and the radius of the UAV’s service area
R = 30 cm. Consequently Epulse-tx, min = 1.6 nJ and Epulse-tx, max = 2.5 nJ. Thus, taking
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into account that the total packet volume containing the sensor report is taken to be
Vs = 16 bytes, Nbit = 128 bits, [15] it became possible to calculate the energy of one
packet Epacket-tx, min = 0.21 lJ and Epacket-tx, max = 0.32 lJ. Therefore, in accordance
with (3), the total energy demands for transmission of one sensor report is about
Etot, min � 2 lJ and Etot, max � 2.11 lJ.

4 Simulation Results

The simulation model was designed using Python software, the positioning data of the
passive nanosensor is unknown and set randomly, and the UAV moves linearly at a
constant speed v and a service area radius R.

Table 2. Variables, constants and their units of measure

Name Identification Value

THz-reader capacity Ptx * G 10 mW
Transmission frequency (1st case) f1 0.1 THz
Transmission frequency (2nd case) f2 0.15 THz
Frequency band width Df 100 kHz
Minimum distance between the passive nanosensor and the
flying gateway

dmin 0.4 m

Maximum distance between the passive nanosensor and the
flying gateway

dmax 0.5 m

Absorption factor (0.1 THz) k1 2.58 � 10−5 m−1

Absorption factor (0.15 THz) k2 1.01 � 10−4 m−1

Energy demands of the passive nanosensor for transmitting
one sensor report (40 cm)

Etot, min 2 lJ

Energy demands of the passive nanosensor for transmitting
one sensor report (50 cm)

Etot, max 2.11 lJ

Capacity at the input of the passive nanosensor (0.4 м, 0.1
THz)

Prx1, min 3.57 nW

Capacity at the input of the passive nanosensor (0.4 м, 0.15
THz)

Prx2, min 1.59 nW

Capacity at the input of the passive nanosensor (0.5 м, 0.1
THz)

Prx1, max 2.28 nW

Capacity at the input of the passive nanosensor (0.5 м, 0.15
TГц)

Prx2, max 1.01 nW

Time of charging the passive nanosensor (0.4 m, 0.1 THz) tch1, min 0.011 s
Time of charging the passive nanosensor (0.4 m, 0.15 THz) tch2, min 0.025 s
Time of charging the passive nanosensor (0.5 m, 0.1 THz) tch1, max 0.019 s
Time of charging the passive nanosensor (0.5 m, 0.15 THz) tch2, max 0.041 s
Time of data transmission from the passive nanosensor to
the flying gateway

tsg 0.010 s
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The number of packets received by a flying gateway directly depends on the time of
the passive nanosensor presence in the UAV’s service area, tex (10):

tex ¼ D
v

ð10Þ

where D (D � 2R) – data exchange range.
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Fig. 3. Dependence of packet losses (A) and redundancy (B) on the UAV’s velocity at the
transmission frequencies of 0,1 THz and 0,15 THz (D = 0,4 m)
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What is more, if the condition tex � (tch + tsg) is not fulfilled packet loss occurs.
However, if tex � n(tch + tsg), one nanodevice transmits ‘n’ copies of packets, the
energy accumulation and report transmission cycle succeeds several times. This can
result in data redundancy.
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Fig. 4. Dependence of packet losses (A) and redundancy (B) on the UAV’s velocity at the
transmission frequencies of 0,1 THz and 0,15 THz (D = 0,5 m)
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For determining the distance D, the circle line picking method is used [16]

D ¼ 2Rðp
2
F sð ÞÞ ð11Þ

F sð Þ ¼ 2
p
arcsin

s
2

� �
þC ð12Þ

where F(s) – probability density function within a circle; s – the distance between two
points on the circle of the UAV’s service area; C – constant.

In the capacity of the simulation results the dependency diagrams of losses and
redundancy of the transmitted packets on the UAV’s velocity for two frequencies
(Figs. 3 and 4):

From the simulation results it can be seen that when operating at a frequency of 0.1
THz and low UAV flight speeds (2–4 m/s), the considered data collection system has a
loss of no more than 20%, which can likely be compensated by the redundancy in the
number of nanosensor devices. In order to reduce losses, it is possible to have the UAV
“hovering” in the air over the sensor field area. However, it should be taken into
account that the UAV has a limited battery capacity and therefore a limited operating
time.

Regarding the redundancy in the number of sensor reports transmitting to the flying
gateway, creating high traffic in the “flying gateway – user” channel, it is possible to
use an algorithm that considers data accumulation and its transmission as one large
packet [17]. Such an algorithm uses the Internet connection more efficiently since it
reduces the amount of transmitted signaling information (packet headers).

5 Conclusion

Integration of wireless sensor networks and UAVs can reduce the cost and simplify the
data collection process through automation. The usage of nanotechnologies will expand
the scope of application of such networks for those industries where the size of the
sensor devices is the primary consideration.

This article analyzed the use case of data collection from passive nanosensor
devices using a flying gateway, which the UAV is an example of, and uses the THz
frequency range for both energy harvesting and data transmission. The article takes into
account the characteristics of signal transmission in the THz frequency range, calcu-
lates the energy expended by the sensor device, and also presents the numerical results
of the simulation. The application of graphene-based components will reduce energy
consumption. Since device charging will take less time, the delay time in the collection
and transmission of sensor reports will also decrease, which will further reduce the
resulting packet losses. At the same time, the model presented in this article does not
take into account the possible influence of the weather and the presence of additional
obstacles between a UAV and the sensors; these factors will be taken into account in
future works. Moreover, for future research it’s expected that technological enhance-
ments will bolster the UAV’s characteristics (battery capacity and energy consump-
tion), application prototyping and practical testing.
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Abstract. Utilization of Unmanned Aerial Vehicles (UAVs), also known
as “drones”, has a great potential for many emerging applications, such
as delivering the connectivity on-demand, providing services for public
safety, or recovering after damage to the communication infrastructure.
Notably, nearly any application of drones requires a stable link to the
ground control center, yet this functionality is commonly added at the
last moment in the design, necessitating compact antenna designs. In
this work, we propose a novel electrically small antenna element based
on the 3D folded loop topology, which could be easily located inside
the UAV airframe, yet still delivering good isolation from the drones
own noise sources. The complete manufacturing technique along with
corresponding simulations/measurements are presented. Measurements
and evaluations show that the proposed antenna design is an option to
achieve genuinely isotropic radiation in a small size without sacrificing
efficiency.

1 Introduction

Unmanned Aerial Vehicles (UAVs) are viral today in a variety of applications,
ranging from civilian entertainment all the way to the military use [1–4]. In all
of those cases, it is critical for the UAV to keep the telemetry/control link with
its operator at all time (in case the flight is not fully autonomous), as to ensure
that the UAV remains in controlled flight [5].

In addition, for certain applications of drones reliable communication is the
whole point of operation (even if the drone itself is automated). For instance,
an area may be left without any connectivity due to the natural disaster [6].
To address this, a cell relay [7] or a stand-alone base station (BS) [8] may be
considered. However, this is always very costly to do [9], and thus the use of
UAVs [10] as relays may be attractive.

The primary challenge of any ground-to-air comms could be formalized as
that most of the antennas utilized today are not isotropic, and thus their gain
may vary depending on the orientation of the UAV relative to the operator [11].
Preferably, a UAV should be equipped with an isotropic antenna, as to ensure
predictable levels of radio signal irrespective of the orientation. In addition, the
number of antennas used should be minimal to save weight.
c© IFIP International Federation for Information Processing 2018
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Of course, merely placing an isotropic antenna onto the UAV does not solve
the problem, since the body of the aircraft is not entirely transparent to radio
signals, and thus will block the signal depending on the position of the antenna.
Due to small sizes of the typical UAV’s compared to larger aviation, the design
requirements for the antenna become very strict [12], as it also has to fit inside
the UAV body for best aerodynamic performance.

The primary goal of this work was to design an antenna system for a fixed-
wing UAV that would ensure uniform illumination around the airplane, while at
the same time minimally interfering with the other aspects of UAV design. The
results, however, are equally applicable to quadrotors and ground vehicles.

The remainder of the manuscript is as follows. First, we explain the key
constraints in more details in Sect. 2. Section 3 provides the design process, dis-
cussion and simulation results. Then, we continue to the actual manufacturing
process description and measurement results in Sect. 4. The last section con-
cludes the manuscript.

2 Antenna Requirements

As stated before, the goal of this work is to develop an antenna system for a
UAV. We aimed at the airplane structure built with a conventional aerodynamic
scheme in mind (single straight wing with classic tail assembly), keeping in mind
that similar structure should be applicable to rotorcraft as well. The schematic
drawing of the airframe is given in the Fig. 1.

Fig. 1. Selected UAV schematics.

The key requirements chosen for the developed system are summarized as
follows:

– Isotropic radiation pattern in the far-field around the airplane;
– At least −20 dB isolation from the electrics inside the airplane body;
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– Mounting inside the airfoils of the airplane (no parts of antenna sticking
outside of the plane);

– Small size and weight (wire antenna preferred to horns and patches);
– Single operating frequency around 2.5 GHz;
– At least 95% radiation efficiency (for maximal coverage).

The requirements listed before are based on the previous experience making
UAV’s for entertainment purposes, and problems observed with RF interferences
as a result thereof. Further, we referred to the commercial examples of UAV
antenna design [13].

As discussed above, the isotropic radiation pattern is key to the sustained,
reliable control of the airplane. The isolation requirement stems from the fact
that most of the avionic controls are brushed electric motors, which are known
for massive commutation noise levels. Similarly, control units employ Pulse-
width modulation (PWM) techniques to change the power supplied to the pri-
mary motors, which, in turn, use MOSFET switches, all of them creating high-
frequency noise harmonics.

Further, large lengths of wires and metallic structural components such as
landing gear in the airplane could interfere with the operation of the antennas if
not taken care of properly, while carbon fiber elements are excellent RF absorbers
at certain frequencies. Therefore, it is highly preferred to isolate the airplane
from the antenna altogether, as to simplify its design. As a direct consequence
of these requirements, we may easily identify the locations best suited for the
antenna placement. Those are located in the wing tips and are highlighted in
gray in Fig. 1. The wingtips are far away from most motors, and are usually
composed of plastic (and are thus transparent to the radio waves of the selected
frequency). Furthermore, they are mostly empty inside since they have very low
structural load. In what follows, we will use the wingtip geometry (see Fig. 1) as
our guideline for the size limits on the antenna elements. Mainly, we are limited
by the wingtip height being about 15 mm for most consumer-grade UAVs.

One should note that in commercial airplanes it is commonly preferred to
position the antenna outside of the fuselage since the body is made of aluminum
and is not RF-transparent. Further, the relatively small antenna elements do not
cause significant drag compared to the plane itself. In small gliders and UAV’s,
however, even thin wire antennas cause significant aerodynamic drag and thus
should be positioned inside the body of the airplane.

Based on the proposed use-case, the antenna system should provide uniform
coverage in a horizontal plane (3 dB fluctuations are OK), and near-uniform
coverage in a vertical plane (5 dB fluctuations are OK). Next, based on the
geometry of our example aircraft, the antenna elements must be located in areas
120 × 15 × 200 mm in size symmetrically on the tips of the airplane wings. The
spacing between antennas is approximately 800 mm.

From the efficiency and cost point of view, the Standing wave ratio (SWR)
for the antenna must not exceed −20 dB; antenna should be matched to 50 Ohm
for coupling with standard radios.
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3 Antenna Design – 3D Folded Loop

The simplest wire antenna - a dipole - does not provide the desired performance
due to its high vertical size (much more than allowed 15 mm), inappropriate
coverage pattern and potentially high coupling to the airplane electrics. However,
two dipoles separated by λ/4 can produce a cardioid pattern, and its null can be
used to negate the coupling with airplane electrics, thus addressing most of the
requirements. The only questions then become (a) how to make the dipoles fit
into the wing’s 15 mm height without losing efficiency, and (b) how to address
the lack of coverage strictly downwards, which could be important for some
applications.

The most natural alternative to a conventional dipole is the loop
antenna. Unlike comparable dipole, it better conforms with the shape of
the wing. Controversially, the diameter of the loop ends up being so large
(c/2500 MHz/pi ≈ 38 mm), that the two loops needed to produce a cardioid
pattern (c/2500 MHz/4 ≈ 30 mm) overlap with each other. Of course, there is
a possibility to bend the loop antenna into a more “rectangular” shape with-
out changing its radiation pattern too much, but unfortunately, this results in
mutual coupling between loops, and the desired array pattern is not achieved.

Faced with the problem of making a loop antenna even smaller, one has two
paths that can be followed: (i) To place the loop on dielectric substrate as to
reduce its size (sacrificing efficiency); (ii) To fold the loop even further to make
it electrically small.

Since the dielectric substrate option inevitably causes loss of efficiency, we
have taken the challenge to follow the second path, and design an array element
that would be small enough to fit into a wing and stay isolated from the other
element, yet at the same time be efficient as a full-size antenna. The antenna we
have used is commonly known as 3D folded loop (3DFL) structure.

In practical engineering, 3DFLs are sometimes used by amateur radio enthu-
siasts to make small-size, long-wavelength antenna due to the simplicity of man-
ufacturing and modeling with NEC-like tools [14]. Academically, however, the
3DFL theory is very poorly developed in the literature (the only example is
found in work [15]), and thus does not find wide commercial use. However, it is
straightforward to explain the fundamental principles behind 3DFL antennas.

3DFL antenna is a 3D hybrid structure combining loop and meander antenna
principles, and consists of at least three components:

– The first radiating loop, which is smaller than the full wavelength and would
normally radiate at a very high frequency. This loop is fed in the middle and
matched to 50 Ohm feed line;

– The connecting structure, which acts as transmission line and delays the wave,
thus effectively enlarging the antenna;

– The second radiating loop, which complements the first one and balances the
entire structure. The second loop may be oriented almost arbitrarily with
respect to the first one, but best characteristics are usually achieved when it
is coplanar to the first one.
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Overall, the full wire length of the 3DFL antenna is almost equal to the
resonant wavelength, and electrically it acts as a resonant, free-space antenna.
Externally, however, it ends up being smaller than its dipole or loop counterparts.

Fig. 2. Conventional (left) and bent (right) loop antenna current distributions.

The design starts with a conventional, resonant loop antenna. It is clear
that there are two active zones based on the current intensity distribution, as
shown in Fig. 2, and two regions which barely have any current flow at all. Those
can be folded and bent in any way desired with minimal effects on the current
distribution, antenna pattern or efficiency. The amount of bending that can be
done with minimal impact is quite generous, and the optimal amount is a subject
of separate research.

Fig. 3. 3DFL transition: bending off-plane (left) and completed 3DFL (right).

The logical next step is to bend the antenna off its plane, transitioning from
flat into the 3D structure, as it is shown in Fig. 4. This allows to further work
towards a truly 3D structure, as can be seen in Fig. 3. As before, the pattern
and operating frequency are almost unaffected by those manipulations as long
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as the antenna perimeter (i.e., the full length of all wires) remains constant,
and bending occurs at the points with minimal current density. As there is no
clear way to analytically model 3DFL structures, through the bending process,
one must constantly check the resonant frequency of the resulting antenna, and
adjust its structure as needed, trying to meet the dimensional constraints of the
design. Clearly, for isotropic pattern one must minimize the bounding volume of
the resulting structure.

Fig. 4. Antenna bending and dimensions.

Note, that 3D bending design can produce a structure which is essentially
a cube, and thus has the maximal surface area with minimal volume, which is
the desired effect. In fact, the completed 3DFL antenna has almost three times
smaller side than equivalent planar structure, occupying just 11 × 11 × 15 mm
volume (see Fig. 4), compared to planar loop’s 38 mm diameter. As a result,
resonant 3DFL structure has nearly isotropic pattern (since it is so small), and
can be packed much tighter to other element, including desired λ/4 spacing
needed to produce cardioid pattern.

On the other hand, just like full-size loop structures, they have reasonably
good resonant characteristics and are very robust to near-field obstructions. Fur-
ther, due to the feed positioning on the bottom of the structure, it is easy to run
the feed lines for this sort of antennas when used in array.

Fig. 5. Radiation pattern for 3DFL: horizontal (left) and vertical (right) patterns.
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The resulting 3DFL structure, even though it is resonant, does have several
curious properties. First and most important one is that it is essentially a perfect
isotropic radiator. As can be seen from Fig. 5, the pattern is indeed uniform in
every direction within 1 dB(!) tolerance. There are no hidden nulls/cavities in
this pattern, and it is only natural that this antenna radiates in such a way. Since
its radiating parts are so much shorter than λ, in fact as short as λ/8, it is as
an electrically small antenna and thus has near isotropic pattern. On the other
hand, just like a full-size resonant antenna, it has near about 99% theoretical
radiation efficiency, since no dielectric was used to reduce its size.

On its own, the 3DFL antenna is not well-matched to 50 Ohms and requires
external lumped component matching network. However, the typical component
values are minimal (5 pF capacitors and 5 nHenry inductors) and present no
significant engineering issue. With the lumped component matching network in
place, 3DFL antenna shows outstanding performance at operating frequency, as
shown in Fig. 6.

Fig. 6. Radiation pattern for 3DFL structure.

Array matching of 3DFL antennas is a somewhat tedious process, as they
couple to each other and there is a need to perform matching after the array is
constructed. In addition, at this stage one needs to balance the impedances and
ensure correct power distribution between elements (otherwise one element tends
to radiate more energy, harming the array performance). However, resulting
system shows good performance within our test airplane (see Fig. 7 for crucial
performance data).

Electrically, the resulting antenna array is a narrowband (about 1% fractional
bandwidth), resonant structure with high efficiency. Even though the matching
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Fig. 7. Simulations of the finalized antenna array: horizontal (left); vertical (right).

Fig. 8. Matching characteristics of the completed array.

would hold over a larger bandwidth, the array can only be operated with narrow-
band signals due to element spacing and phases of the feeds, as shown in Fig. 8.

Another interesting observation may be found in Fig. 9. Here, when oper-
ating under incorrect frequency, the antenna pattern of individual sub-arrays
turns into quasi-omnidirectional, with a spectacular set of grating lobes. There-
fore, even though antenna elements do radiate fine under different frequencies,
their use within arrays must be targeted at one specific frequency. However,
two individual elements may be used if motor noise isolation is not required to
provide isotropic coverage.
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Fig. 9. Off-frequency array operation (+35 MHz).

4 Measurements and Resulting Antenna Element
Specification

4.1 Post-manufacturing

Since the development of the entire array structure with equipment avaialbe
proved to be a complex task, we have decided to evaluate a single antenna ele-
ment as to prove the feasibility of the design. Single elements of this antenna
require matching after manufacture and can be tuned in the wide range of fre-
quencies. In this example, we have tuned a testing antenna to operate at 2.5 GHz
(see Fig. 10).

Fig. 10. Measured characteristics of the manufactured antenna before/after matching.

The practical antenna appears to be insensitive to interfering metal objects at
distances above 3 cm. Thus, it is a very robust antenna for applications requiring
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small footprint with a high number of obstacles around. Such tight near field
also means that this antenna is ideally suited for the near-field measurement
applications. The manufactured and matched antenna was taken to SATIMO1

StarLab measurement site, and its field pattern was thoroughly measured.

4.2 Radiation Pattern Measurements

In the far field, a single element should have (according to the simulations) an
almost perfectly isotropic pattern. Thus, we have thoroughly tested that the
manufactured element conforms to this requirement. One of the main concerns
was the effect of the feed point, where the coaxial cable could interfere with the
antenna radiation. Since SATIMO equipment does not allow for full 360◦ vertical
sweep, the radiation pattern was measured with two different orientations of the
antenna, and two different antennas, as shown in Fig. 11.

Fig. 11. Radiation field measurement setups.

The two antennas have been both tuned to the same frequency, and oriented
such that the feed point loop is oriented vertically in the XZ plane (with the
feed coming from negative Z direction) or horizontally in the XY plane (with the
feed coming from positive Y direction). Since their patterns are omnidirectional,
the precise alignment of the orientation was not necessary.

To better numerically see how the pattern differs for various mount orienta-
tions, one can refer to Figs. 12 and 13. The scale used here is −15 : 15 dB, to
more clearly see how uniform the radiation pattern is. While making measure-
ments of such antennas, one must take care to always use the right scaling on all
axes, as most software tends to over-emphasize the irregularities in the pattern.

1 Microwave Vision Group: StarLab: http://www.mvg-world.com/en/products/
field product family/antenna-measurement-2/starlab.

http://www.mvg-world.com/en/products/field_product_family/antenna-measurement-2/starlab
http://www.mvg-world.com/en/products/field_product_family/antenna-measurement-2/starlab
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Fig. 12. Measured radiation pattern, vertical slices

Fig. 13. Measured radiation pattern, horizontal slices

The antenna element radiation pattern is nearly isotropic. The isotropic prop-
erty holds in both orientations (A and B) and with changing the measured
antenna element. The minimal observed gain has been −2.5 dB, the maximal
observed gain was +2.0 dB. We believe that the final element design well meets
its design specifications, despite limitations of manufacturing facilities.

Finally, the efficiency of the antenna is, as expected, very good at the oper-
ating frequency, which can be seen from Fig. 14. Numerically, the efficiency is
about 90% for all produced antenna elements.
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Fig. 14. Radiation efficiency

5 Conclusions

Today, the analysis of the drone applications is a trend in both industrial and
academic communities. Currently utilized antennas to maintain the drone flight
may be affected by the interference delivered by the UAV itself, as well as by
undesired nulls towards ground control site. In this manuscript, we have designed
a complete antenna system for a drone. The design has the following key fea-
tures: (i) allows the UAV to communicate with targets in all directions with
minimal gain fluctuations; (ii) isolates the antennas from electrics in the plane
itself, avoiding self-interference; (iii) allows deployment completely inside the
airplane body; (iv) completed antenna is very lightweight (2 g with foam sup-
port structure).

The antenna system uses a novel type of element, 3D folded loop, which
is a state of the art antenna structure, only recently becoming popular. The
manufacturing technique was also developed to produce the 3DFL antennas
in the lab environment with minimal equipment available. Singular elements
have been successfully produced and tested, confirming their unique properties
(minimal size of λ/10 with 90% measured radiation efficiency, isotropic pattern).
This manuscript delivers a complete set of instructions to produce the 3DFL
antenna along with its properties.

Measurements and evaluations show that 3DFL is a relatively easy way to
achieve truly isotropic radiation in a small size without sacrificing efficiency.
We believe that 3DFL-based antennas will often be used for UAVs and other
size-weight-critical systems. However, we would not recommend producing such
structures without appropriate equipment, such as metalization 3D printers.

Acknowledgment. The publication has been prepared with the support of the
“RUDN University Program 5-100”.
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Abstract. Within the framework of a Device-to-Device (D2D) data
offloading system for cellular networks, we propose a Content Deliv-
ery Management System (CDMS) in which the instant for transmit-
ting a content to a requesting node, through a D2D communication, is
selected to minimize the energy consumption required for transmission.
The proposed system is particularly fit to highly dynamic scenarios, such
as vehicular networks, where the network topology changes at a rate
which is comparable with the order of magnitude of the delay tolerance.
Through extensive system level simulations, we compare the energy con-
sumed by the devices to perform D2D data offloading using the proposed
scheme with the energy consumed when using a benchmark scheme (pro-
posed in previous works) without optimal transmission instant selection.
The results show that, in specific scenarios, compared to the benchmark
system in which the transmission instant is not optimized, the proposed
system allows a reduction of the energy consumed for D2D communica-
tions above 90%.

Keywords: D2D data offloading · Power control
Delay-tolerant applications · Radio resource management

1 Introduction

Device-to-Device (D2D) data offloading in cellular networks [1] is a powerful
means to decrease congestion at the base stations, reduce the energy consump-
tion of the overall system, and increase spectral efficiency. The idea is that,
whenever a content is requested by a node, if the content is available at any of
its neighbors, it must be obtained from it, rather than from the network infras-
tructure. We indicate the nodes that can potentially hand the desired content
to a requesting node as potential content providers. The set of potential content
providers, for a given content request, depends on scenario parameters, like the
node density and the content popularity, and on the specific protocol design.
For delay-tolerant applications, an interesting protocol design option is that, in
case a node issuing a content request has no potential content provider in its
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neighborhood at the time of request, it waits for a predefined interval, called
content timeout, within which it is still possible to obtain the content from a
new neighbor, encountered in the meantime [2,3]. Only at the expiration of the
content timeout, if the content has not yet been obtained, it is transmitted by
the infrastructure nodes through an Infrastructure-to-Device (I2D) transmission.
This approach is particularly effective in highly dynamic scenarios, such as vehic-
ular networks, where the network topology changes at a fast rate. The use of a
content timeout allows to increase the population of potential content providers
beyond the set of the requesting node’s neighbors at the time of request, extend-
ing such population to the nodes that will become its neighbors in the future.
In this way, the system obtains an increase of the offloading efficiency, defined
as the percentage of contents delivered by using D2D communications between
peer nodes (vehicles), rather than using I2D transmissions from the infrastruc-
ture nodes, bringing along the aforementioned system-level benefits.

In our prior works [4,5], we have shown that the considered type of D2D data
offloading protocols for delay-tolerant applications, are very effective in reducing
the overall energy consumption at system level. More in general, this is true for
most D2D data offloading protocols, especially when power control is in use.
However, there is still significant room for improving the performance of D2D
transmissions, by taking full advantage of the delay tolerance of requests.

Consider two nodes, and let us define them as neighbors if and only if their
distance is less than or equal to a (nominal) maximum transmission range dmax.
In previous works that follow the above described approach, in the case at the
time of a content request there are no potential content providers within a range
dmax from the requesting node (i.e., no neighbor has the requested content in its
cache), as soon as the requesting node encounters a potential content provider,
the content is transmitted. In this case, it is clear that the transmission takes
place at the maximum transmission range of the devices. Therefore, in a system
with distance-based power control, all the requests that are not fulfilled at the
time of request, inherently require the use of the maximum D2D transmit power.
Furthermore, in the opposite case, in which at the time of request there is already
a potential content provider, say at distance d < dmax, the content delivery
requires a transmit power that is higher than what would be required if the
delivery was postponed to a later instant, at which the involved (or any other)
content provider would be closer than d to the requesting node.

Motivated by this observation, in this work we propose the following app-
roach. When a new request arrives, a controller, running, e.g., at the eNodeB
(eNB), exploits knowledge of nodes positions and predicted movements in the
near future (in the following content timeout window), to estimate which poten-
tial content providers will be in radio range of the requesting node within the
content timeout. The content transmission is scheduled with the potential con-
tent provider that is predicted to be at the minimum distance from the requesting
node, at the point in time when this will happen. In this way, provided that a
distance-dependent transmit power control is in use, the smallest possible trans-
mit power will be required. We will show that using this approach the energy
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consumption of the considered protocol for delay-tolerant application can be
dramatically reduced.

The paper is organized as follows. We position our work with respect to
the recent research trends in this area in Sect. 2. In Sect. 3 we describe our
system set-up and a possible MAC (adapted from an existing solution) for an in-
band implementation of the proposed D2D Data offloading scheme. In Sect. 4 we
present the proposed Content Delivery Management System (CDMS). In Sect. 5
we evaluate the performance of the proposed system through the analysis of
system-level simulations results, in terms of the average energy consumption per
content delivery required to satisfy a given system-wise traffic demand. Finally,
Sect. 6 concludes the paper summarizing our contribution.

2 Related Work

The use of D2D communications to offload traffic from infrastructure nodes has
been investigated for years by the researchers of different communities. Works
like [6,7] aim at investigating scaling laws and network throughput from a fun-
damental limits perspective. Works like [8,9] (amongst many others), aim at
devising radio resource allocation strategies, and/or other physical layer param-
eters, like coding rates and transmit power levels, assuming that D2D and/or
I2D links to be accomodated are given as an input to the problem. More spe-
cific protocol-oriented works have been appearing in the last years as well. The
interested reader may want to check, e.g., [1] for an extensive survey. In these
works, the objective is to determine and schedule I2D and D2D offloading com-
munications as a function of the request patterns (as opposed to the above
mentioned works, in which the link to schedule are an input to the problem).
In [2], the peculiarity of D2D data offloading for delay-tolerant applications
was first addressed. In [3], a CDMS for contents originated from delay-tolerant
applications, suited to a vehicular network scenario, was proposed. In [10], in a
scenario in which content delivery mostly relies on D2D-offloading, a strategy
for I2D re-injection of contents in the network is proposed to mitigate the effect
of temporal content starving in a certain areas. In [11], in the framework of a
content dissemination problem (i.e., when contents need to reach all the nodes,
without having been explicitly requested), the authors propose a mixed I2D-
multicast and D2D-relaying reinforcement-learning-based strategy, which deter-
mines which users should receive the contents through a direct I2D transmis-
sion or through D2D relaying from a neighboring device. The above mentioned
works, although providing interesting insights from the perspective of offloading
efficiency maximization, devote less attention to performance metrics which are
closer to physical quantities, like energy consumption and spectrum efficiency.
Our work is motivated by the need to take into account such metrics in the
system design, and optimize it to maximize them. With the focus on energy
consumption minimization, we have been working on a CDMS inspired by [3],
and evaluated analytically its performance in [5]. The work in [5] investigates
the effect of content popularity and vehicles speed on the D2D transmit power
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by proposing and validating an analytical model for computing the offloading
efficiency and the energy consumption, and then selecting the best value for
the maximum D2D transmission range. The CDMS considered in [5] does not
optimize the D2D transmission time, letting the nodes transmit a requested
content as soon as they encounter a node requesting it. In this work, differently
from the above mentioned ones, we leverage the degree of freedom entailed by
delay tolerance by deferring the D2D transmission instant to the time it will
require the lowest power, thus achieving impressive performance gains in terms
of energy consumption. Finally, we deem it appropriate to take into account
accurate channel models, since using relatively simplistic models may result in
an inaccurate estimation of the performance gain of a particular design [4]. Fur-
thermore, we consider it necessary, when dealing with the type of performance
metrics discussed above, to integrate in the performance evaluation an actual
radio resource management technique. Among the many available, we found it
useful to implement the solution proposed in [9].

3 System Model

3.1 Network Topology, Node Mobility, and Content Requests

We consider a Region of Interest (ROI) consisting of a bidirectional street chunk
which vehicle enter, traverse, and exit from both ends, as shown in Fig. 1.

Fig. 1. Sketch of the considered scenario.

Vehicles enter the street according to a given stationary temporal arrival
process, with an average arrival rate of λt vehicles per second (λt/2 vehicles per
second on each end). Each vehicle n traverses the ROI at an average speed vn,
selected as a random variable with probability density function pV (v). Partic-
ularly, we select pV (v) as a uniform random variable in a limited speed range
[vmin, vmax]. Each vehicle has onboard a mobile device, which can be either a
human hand-held device or part of the vehicle equipment. Along the street, a
set of eNBs is regularly placed. At each instant, each device (vehicle) is under
the coverage of an eNB. Each device issues content requests according to a given
stationary content request process with an average content request rate of λZ

requests per second, by sending requests messages to the eNB it is associated to
at the time of request. The specific content being requested is drawn according
to a content popularity distribution pZ(z). Similarly to [2,3], we assume that the
content requests can be fulfilled with some delay tolerance, i.e., they must be
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served at most within a content timeout τc. A request may be fulfilled either by
a potential content provider, through a D2D communication, or by an eNB. In
this work we assume that, within the content timeout, the first option (delivery
through D2D) is always privileged, and I2D content deliveries are performed
only at the end of the content timeout, if it has expired before any potential
content provider has been found. The rationale of this is that, in this way, we
maximize the advantage of D2D transmissions in offloading traffic from the cel-
lular infrastructure, which is one of the primary goals of any offloading system.
A final important notion to introduce is that of the sharing timeout, τs. This is
defined as the time each device keeps a received content in its cache, available for
other nodes that it encounters, and after which, to avoid an indefinite increase
of the cache occupation, it removes.

The above assumptions are quite general. It is clear that, for the purpose of
performance evaluation, specific models need to be assumed for all the involved
random processes. For the sake of readability, we leave the description of the
specific assumptions used for our performance evaluation to Sect. 5.

3.2 MAC and Physical Layer Implementation

The purpose of this work, besides the presentation of the proposed CDMS, is
also the evaluation of its performance with realistic medium access control and
radio resource management strategies, also including physical layer aspects such
as multipath frequency selective fading of the radio channels. We focus on in-
band D2D offloading, in which D2D communications and I2D ones share the
same spectrum. We have considered a LTE-like multi-carrier system in which
the radio resources are organized as a time-frequency grid of Physical Resource
Blocks (PRBs) of fixed bandwidth and duration. We have selected a very flex-
ible Radio Resource Reuse (RRR) scheme, which allows concurrent D2D and
I2D communications. Particularly, we have implemented, with some modifica-
tions, the resource-sharing oriented scheme recently proposed in [9]. However,
we adapted the algorithms in [9] to use different transmit power levels across
concurrent links, and included multiple eNBs and spatial frequency reuse for I2D
communications (besides D2D ones) in the design. Additionally, it is worth men-
tioning that the solution proposed in [9] is evaluated under a flat fading channel
assumption, whereas our implementation includes frequency selective channels.
Further details on the considered channel model are provided in Sect. 5.

Time is organized in control intervals. In each control interval, a set of ID2
and D2D links have to be scheduled for transmission. The set of I2D and D2D
links to schedule in each control interval is determined by the CDMS according
to the procedure described in Sect. 4. Radio Resource allocation is performed by
a RRR agent residing at the eNBs. We assume that the position of each device
is known to the RRR agent, and hence, it can compute the distance between
any node pair.

First, the RRR agent, taking in input the distance d between transmitter and
receiver of each link to be scheduled, computes the transmit power of each link.
This is done by inverting an expression for the nominal per-subcarrier capacity
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C, of the kind C = log2(1+Pcg(d)/σ2
c ), with respect to the per-subcarrier trans-

mit power Pc. In the above expression, σ2
c is the thermal noise power on each

subcarrier1 and g(d) is a nominal (deterministic) path loss expression2, which
is selected by the system according to the deployment scenario (urban, dense-
urban, rural, micro-cell, macro-cell, I2D, D2D, etc.). The so obtained value of Pc

is increased by a suitable link margin M , which is required to compensate the
presence of random fluctuations and frequency selectivity, and of the interfer-
ence that may come from concurrently transmitting links. Note that both these
effects are taken into account in the implementation we used in our performance
evaluation.

Second, the set of links is partitioned3 into RRR sets in order to satisfy a set
of cross-interference mitigation constraints. The constraints are computed using
an estimation of the interference across links obtained by computing the nominal
channel gain g between any link transmitter and any link receiver among the
set of links to be scheduled. A suitable amount of PRBs is assigned to each
RRR set. This amount is a function of the number and size of the contents
that have to be transmitted by each link in the RRR set. D2D links in the
same RRR set can use the same radio resources, since their belonging to the
same set stands for the fact that their cross-interference is sufficiently low not to
compromise the communications. I2D links originating from the same eNB are
assigned radio resources in an exclusive way, selected as a portion of the pool
of PRBs assigned to the RRR set they have been included in. In its portion of
PRBs, however, each I2D link is subject to the interference coming from the
D2D links included in the same RRR set. Finally, I2D links originating from
different eNBs, that are included in the same RRR set, can be assigned the
same portion of PRBs within the pool of PRBs assigned to that RRR set. If
the RRR set partitioning and consequent PRBs allocation to each RRR set, due
to the cross-interference constraints and to the limited number of PRBs in a
control interval, prevent to accomodate the transmission of all the data required
by any of the links, the data to be transmitted are pruned until reaching a
feasible amount. The pruned transmissions will be rescheduled in the next control
interval. Pruning is performed giving a higher scheduling priority to content
deliveries related to requests whose content timeout is closer to expire. Therefore,
I2D communications have a higher priority then D2D ones, since they are by
design related to content requests whose timeout has already expired. If, due to
pruning, the content timeout of any content request expires, the corresponding
delivery is redirected to be performed by an eNB.

1 σ2
c is computed as the thermal noise power spectral density N0 = −174 dBm/Hz,

plus a 10 dB receiver noise figure, times the subcarrier bandwidth.
2 The function g(d) is one of the components of our channel model, the other compo-

nent being random frequency selective fluctuations added on top of g(d), see Sect. 5.
In this work, we assume that g(d) is computed according to Eqs. 5-4, 5-5, and 5-6
in [12]. Interestingly, the considered channel model distinguishes between I2D and
D2D channels, using different path loss functions in the two cases. This is one of the
main reasons to opt for this model.

3 The RRR set partitioning algorithm is similar to [9, Algorithm 1].
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A more detailed description of the considered RRR scheme and physical layer
model is outside the scope of this work, and will be provided in a future work.

4 Content Delivery Management System with Optimized
Delivery Time

In this work, we assume that the proposed protocol is executed under the super-
vision of an entity that we call CDMS. This is a distributed software agent under
the control of the network operator. Most of its functions, explained in the fol-
lowing of this section, are executed at the eNBs. Whenever a content request
is generated by a user, it reaches the CDMS, which is responsible for handling
it from the time it is issued by a device until its fulfillment, deciding how and
when the content request will be satisfied, either through D2D or through I2D
communications. The basic functions of such a CDMS have been described in
detail in our previous work [5] (see also [13]). The main contribution of this
paper, thus, consists in a novel algorithm used by the CDMS to estimate the
optimal transmission instant for D2D communications.

The CDMS acts on a distributed database containing the up-to-date list
of each node’s position and an estimation of their trajectories for the next τc

seconds. Each device may obtain a running estimation of its speed and trajectory
in the next seconds, either through the use of GPS or, if it is part of the vehicle
electronic equipment, directly from the speedometer, and send it periodically
to the eNBs. Alternatively, the devices can send the GPS information only to
the eNB, leaving the burden of trajectory estimation to the CDMS. In general,
different combinations are possible, whose details are outside the scope of this
work. In this way, essentially, the CDMS has a picture of how the network
topology will evolve in the next seconds4. Each device k has an internal content
cache Ck populated with previously downloaded contents. We assume that, at
any time, the CDMS also has an index of the contents in each node’s cache,
and the instants at which each content will be removed from the node’s cache
due to the expiration of the associated sharing timeout. Each eNB keeps the
above described information for all the nodes in its coverage and all the nodes in
the adjacent eNBs cells. This is obtained by a periodic exchange of information
among eNBs performed through high speed fiber connections, or dedicated radio
channels, forming a mesh-type backhaul network. A high level abstraction of the
CDMS architecture is depicted in Fig. 2.

On a coarse timescale, with respect to a given content request, the requesting
node and the proposed CDMS act as follows. Upon receiving a request of content
z from a node j, the eNB performs the following operations:

1. It compares the estimated trajectory of the requesting node j, for the next
τc seconds, with those of all the nodes that have content z in their caches. In

4 In this work, we assume a perfect prediction of the vehicles’ trajectory for an amount
of time equal to the content timeout, leaving the evaluation of the robustness of the
system with respect to trajectory prediction errors to a future work.
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practice, the set of potential content providers is limited by a maximum speed
parameter vmax, the content timeout τc, and the maximum D2D transmission
range dmax. These parameters are system parameters known to the CDMS
and which determine the set of nodes that the requesting node j is supposed
to encounter before the content timeout for the request of content z expires.

2. It truncates the estimated trajectory of each potential content provider with
the instant its sharing timeout for content z will expire, if such instant comes
before the expiration of the considered request content timeout, obtaining
what we call “filtered” trajectories.

3. On the basis of the filtered trajectories of all the potential content providers,
it computes which potential content provider, say device k, will reach the
shortest distance from device j, the value of such distance, say d

(z)
(j,k), and the

instant t
(z)
(j,k) at which the two nodes are going to find themselves that close

to each other.
4. It schedules the transmission of content z from the potential provider k to

the requesting node j at the time instant t
(z)
(j,k).

5. During the content timeout, the CDMS, with respect to the considered con-
tent request, keeps track of any device other than j and k which (i) is not
included in the initial set of potential content providers and (ii) is supposed
to encounter node j within the content timeout. If any such node receives
the same content z during the content timeout, the closest distance it will
reach from node j is computed, and if it is found to be shorter than d

(z)
(j,k), the

content delivery is rescheduled to be performed by the newly found potential
provider, say k′, at the time it will supposedly be at the newly found shortest
distance.

Fig. 2. High level abstraction of the distributed CDMS.

The requesting node, upon issuing a request, just waits for the content to be
delivered to it. At the end of the content timeout, if it has not yet received the
content, it will anyway receive it from the network infrastructure through an
I2D transmission.
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On a finer time scale, the operations described above are executed, in prac-
tice, in discrete-time, according to control intervals of duration typically much
lower than the content timeout. For instance, the content timeout can be in the
order of one minute, and the control interval duration is in the order of 1 s. The
scheduled content delivery instants t

(z)
(j,k) are hence computed in terms of number

of control intervals, and mapped to the future control intervals, contributing, at
the prescribed time, to the input to the RRR and allocation scheme described
in Sect. 3.2.

5 Performance Evaluation

To evaluate the performance of our system, we used a custom simulator written in
Matlab5. Our simulator implements a state of the art frequency selective channel
model selected from [12,14], which includes random Lognormal shadowing and
Rician small scale multipath fading6.

We considered a two-lane street chunk of length 1.8 Km and width 20 m.
The two lanes correspond to opposite marching directions. Four eNBs are placed
at the horizontal coordinates of 0, 600, 1200, and 1800 m, respectively, at the
center of the street (see Fig. 1), with height 10 m. The distance between the
center of the two lanes is 10 meters. This is also the closest distance a vehicle
can get to any vehicle marching in the opposite direction. We modeled the vehi-
cles arrival as a temporal Poisson Point Process (PPP). In all the simulations
whose results are presented in the following, the vehicle arrival rate was kept
fixed at λt = 1/3 vehicles per second. Similarly, we used a PPP for modeling
the request arrival process of each node, and kept the content request rate per
device fixed at λZ = 1/6 requests per second (10 content requests per minute).
The content requests processes of different devices were set to be statistically
independent. The selected content popularity distribution was a Zipf distribution
with parameter α = 1.1, i.e., pZ(z) ∼ 1

ζ(α)z
−α, truncated to a library size of 104

contents. The sharing timeout was also fixed and equal to τs = 600 s. The con-
tent size was fixed and equal to a payload of 500 KBytes, which we assumed to

5 The reason to use a custom simulator, as opposed to classic network simulators like
ns-3 or OMNET++, is to obtain a fine grain control on the physical layer aspects,
retaining an acceptable level of scalability, using a state of the art channel model.

6 We implemented the Geometry-based Stochastic Channel Model (GSCM) described
in [12,14], up to the detail of generating the spatially correlated large scale param-
eters (LSPs): delay spread, shadow fading standard deviation, and Rician K-factor
mean and variance, according to the procedure described in [12]. These parameters
are then used to generate the random component of the set of spatially correlated
frequency selective channels between any two points in a square grid with spatial
step-size of 5m, representing the region of interest. The frequency response expe-
rienced by each transmission is obtained by adding the so generated random com-
ponent on top of the deterministic path loss component g(d) described in Sect. 3.2,
taking the random component between the grid points closest to the transmitter and
receiver, respectively.
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be encoded in a packet of 625 KBytes using a FEC coding rate equal to 0.8. The
MAC parameters we used (see Subsect. 3.2) are as follows: each control interval
lasts one second, and is divided in time slots of duration 1ms. Each PRB lasts
for 1 time slot and has width 200KHz. In each PRB bandwidth, there are 12
subcarriers, the overall system bandwidth is 10 MHz, and in each control inter-
val, a maximum of 50000 PRBs could be scheduled to concurrent I2D and D2D
transmissions (possibly spatially reusing the same PRBs across non-interfering
links).

The following set of results shows the performance obtained by letting a
system parameter vary while keeping the rest of the parameters fixed. We focus
on three parameters: the speed range [vmin, vmax] in which each vehicle’s speed
falls, the content timeout τc, and the maximum D2D transmission distance.
For each value of the varying system parameter, we run 10 independent i.i.d
simulations, each lasting 1 h, reinitializing the random number generator seed
with the same state at the beginning of each batch of 10 simulations. Each
simulation is initialized with a random number of vehicles, positions, speeds,
and cache content of each node according to the results in our previous work
[5], in which we computed the steady state average number of vehicles and
cache content distribution. In each simulation, we used a different independent
realization of the whole set of random component of the channels between any
two points in the grid, and between any eNB and any point in the grid. The
next figures show the average value of the offloading efficiency and of the energy,
ED2D, consumed by D2D transmissions, measured in dB Re 1mJ7. Each value
is displayed along with the related 95% confidence interval. Dark bars refer
to a benchmark scheme, in which offloading is performed as soon as there is a
potential content provider within range. Light bars refer to the proposed scheme.

Figure 3 shows the system performance with different selections of the speed
range (measured in m/s). The increase in offloading efficiency with increasing
vehicles speed, although a higher speed entails a lower vehicles’ density (if the
vehicle arrival rate is the same), is due to the fact, with higher speeds, the
rate at which vehicles encounter each other increases, and hence the number
of potential content providers met during the content timeout increases. From
the energy consumption point of view, it can be seen that the proposed system
allows for a more than 10 dB reduction of the energy consumed by the devices,
on average, to deliver contents to their neighbors. This reduction is considerable,
since it represents a more than 90% energy saving, and is consistent across the
different selected values of the speed range.

Figure 4 shows the behavior of the two systems with different values of the
maximum range dmax within which potential content providers, for each content
request, are searched by the CDMS. The offloading efficiency increases accord-
ingly to the increase of dmax, but the energy consumption increases as well. This
happens because the additional D2D offloading opportunities obtained by widen-
ing the potential content providers search space, come at the price of a higher

7 ED2D[dB Re 1mJ] = 10 log10(ED2D[mJ]), e.g, a value of 10 dB Re 1mJ means that
ED2D[mJ] = 10 mJ. A value of -10 dB Re 1mJ, means that ED2D[mJ] = 0.1 mJ.
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Fig. 3. Offloading efficiency and energy consumption with varying speed range. Bench-
mark offloading scheme (dark bars) and proposed scheme (light bars).

Fig. 4. Offloading efficiency and energy consumption with varying maximum D2D
transmission distance dmax. Benchmark offloading scheme (dark bars) and proposed
scheme (light bars).

required transmit power (for those additional opportunities), since the related
involved transmission range is inevitably higher. Keep in mind that, due to the
finite content timeout, the requesting node cannot wait indefinitely for those
additional, farthest, potential content providers, to come close to it. The rela-
tive gain of the proposed D2D offloading transmission instant selection scheme,
however, is consistently in the order of magnitude of 10 dB, with worst case
7 dB, which represents an 80% energy saving.

Finally, Fig. 5 displays the performance trend with respect to an increase of
the content timeout. As expected, for both the benchmark and the proposed sys-
tem, the offloading efficiency increases, since possibility of encountering potential
content providers, within a larger time window, obviously increases. What is even
more interesting, however, is the increase of the relative gain, in terms of energy
consumption, of the proposed system with respect to the benchmark, with larger
content timeouts. This happens because, with larger a time window, the proba-
bility that a potential content provider comes very close to the requesting device
increases, thus entailing a lower transmit power during the content transmission.
With a content timeout of 120 s, the energy saving for D2D offloading transmis-
sions achieves 97%.
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Fig. 5. Offloading efficiency and energy consumption with varying content timeout.
Benchmark offloading scheme (dark bars) and proposed scheme (light bars).

6 Conclusion

We have proposed a content delivery management system for D2D data offload-
ing in cellular networks tailored to scenarios, such as vehicular networks, where
the topology varies at a fast rate, and to delay-tolerant applications. We eval-
uated the system level performance using an accurate system level simulator
which includes a radio resource reuse scheme for allocating resources over a
time-frequency radio resource grid, and incorporates a quite detailed channel
model including small scale frequency selective fading. The proposed system,
in which the D2D transmission instant is selected to minimize the transmission
range, allows energy savings of around 90% in most of the considered settings,
peaking at 97% for a delay tolerance of 2 min. The proposed system exploits
the availability of nodes mobility predictions at the CDMS. As a future research
direction, we plan to investigate the effect of trajectory prediction mismatches.
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Abstract. In a VANET communication, link stability can neither be guaranteed
nor make the established route link permanent due to the dynamic nature of the
network. In V2V communication without the involvement of any infrastructural
units like RSU access points or gateway, the probability of successful link
establishment decreases when vehicle’s speed varies, red traffic light increases,
cross-road increases and finally when the density of the running vehicles is
sparse. To ensure route establishment and control route request broadcast in a
sparse VANET with cross-road layout, RSUs are used in this paper for route
discovery within one gateway zone when a next hop vehicle to relay the route
request packet is unavailable. RSUs are static but the vehicles are dynamic in
nature, so relying completely on RSU for forwarding data is not recommended
because chances of link failure, link re-establishment, and handoff overhead will
be high. So, in this paper, RSUs and Gateways are evoked for route discovery
and data forwarding only when necessary. Moreover, a local route repair is
attempted in this paper when the path length is high to reduce or avoid loss of
buffered packets along the route and to maintain a more stable link with the help
of RSUs.

Keywords: VANET � RSU � Gateway � Ad Hoc Networks � Local link repair

1 Introduction

In building and integrating a smart traffic management system and incorporate each
vehicle to become a part of the Internet of Things (IoT) entity, Vehicle Ad Hoc
Network (VANET) is a vital component. In a dynamic multi-hop wireless network
environment where vehicles can stop, speed up, slow down, take different turns and
may collide, the density of the vehicles along any road or highways can vary depending
on the time, situation, surrounding events and environmental factors like rain, snow,
cyclone, accident etc. In such environment, setting up a stable end-to-end link is a
challenge because the state of the network may change dynamically over time. So, a
topology based reactive routing protocol like AODV [1] suits well in such dynamic

© IFIP International Federation for Information Processing 2018
Published by Springer Nature Switzerland AG 2018. All Rights Reserved
K. R. Chowdhury et al. (Eds.): WWIC 2018, LNCS 10866, pp. 298–310, 2018.
https://doi.org/10.1007/978-3-030-02931-9_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02931-9_24&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02931-9_24&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02931-9_24&amp;domain=pdf
https://doi.org/10.1007/978-3-030-02931-9_24


network settings [2]. However, route undiscoverable situation in V2V is not uncom-
mon especially when vehicle density is too low, and the destination is too far away
because the probability of missing next hop link increases because of the dynamic
nature of the vehicles in VANET and the physical structure of roads and highways
(straight, cross-road, curve etc.). Since the hop count of a path is inversely proportional
to the end-to-end throughput [3] in a Multi-hop Ad-Hoc network, the route with the
least possible hop should be considered. In a V2V communication, to collect local
information of the passing vehicles and to distribute information, Road Side Units
(RSU) is installed and their mobility is restricted in general.

Some may argue that without RSU, information collection and distribution from
and to the vehicles can be executed directly using internet; however, in a bandwidth
hungry world with limited wireless network resources, RSUs and Gateways play a
crucial role in collecting and disseminating information from and to the vehicles by
targeting only the region of interest. RSUs can help in ensuring safety and security by
monitoring speed limits and vehicles activity, provide traffic condition information,
report accident or road blockade etc. all in real time with least possible delays and
without interrupting internet bandwidth. In fact, RSUs offload the internet bandwidth
and make the V2V communication viable by optimizing the utilization of limited
wireless bandwidth. Activities of road or highway can be relayed to the gateway
through RSUs to propagate and distribute information via Wide Area Network
(WAN) or internet to enhance connectivity with the rest of the region or globally if
necessary.

In a multi-hop VANET communication as shown in Fig. 1, if the vehicle density is
high and the distribution is uniform then a communication link is stable. However, if
vehicle distribution density is low and if one of the potential relay vehicles accelerate or
slows down or take a turn in the ring road as shown in Fig. 2, the link stability between
the source and destination decreases. In order to ensure a more stable link, this paper
proposed a routing mechanism which uses the support of RSUs in absence of next hop
relay vehicle and conducts a local link repair if the link is broken closer to the

Fig. 1. V2V communication in a high dense
VANET.

Fig. 2. V2V communication in a low dense
VANET.
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destination to reduce route discovery overhead and overall data loss. However, the
limitation of the model is the use of RSUs for routing in absence of vehicle to relay.

The remainder of the paper is organized as follows. Related work is presented in
Sect. 2 and assumptions are listed in Sect. 3. In Sect. 4, an adaptive routing is pro-
posed. It is followed by simulation results and discussion in Sect. 5; and finally,
conclusion and future directions are highlighted in Sect. 6.

2 Relevant Background Study

The RSUs are static and available always, so various authors take an advantage of the
presence of RSUs and use in discovering path between a source and a destination.
However, it should be clear when to use and when to avoid RSUs for packet forwarding
otherwise RSUs purpose will be redefined and the V2I or I2V or I2I bandwidth usage
will be overloaded. The authors of [4] use RSU backbone to route packets to in VANETs
by using geographic forwarding. However, the authors depend on the RSU backbone
network to relay packets to distant locations. It was investigated in [5] that even with a
small number of RSUs, the probability of network connectivity, delay and the message
penetration time are significantly improved in VANET. In general, RSU are place for
information dissemination, so it is vital to understand the number of RSU requirement
and placement for better connectivity as analyzed in [6]. Moreover, the connectivity of
VANET is not determined only by RSU, but rather there are other factors like vehicle
density, distribution, traffic lights, vehicles speed and communication range in governing
the connectivity in VANET [7]. The authors of [8] investigate the Network dwell time
(Time Before Handover and Exit Time) by considering the overlapping RSUs trans-
mission ranges, to help in predicting the handover time and make a successful proactive
handover to maintain a better connectivity. In order to increase network performance, a
hybrid (vehicle-to-vehicle and vehicle-to-RSU) communications scheme is designed in
[9] where two nodes can communicate only when they have consensus about a common
idle channel and next hop node has the minimum message delivery time. However, in an
ever-changing dynamic network due to high mobility maintaining accuracy about
minimum message delivery time to relay within its neighborhood will be a challenge.
The path from source to destination is made by using road id’s and Gateway nodes assist
in locating the destination and forward packets from one segment of a road to other [10].
In order to ensure limited delay, bound packet forwarding, RSUs are used by placing
minimal number of RSUs in the system at the right spots [11]. Many authors used RSUs
to forward packets, however in this paper RSUs will be invoked if and only if the next
hop vehicle is not within its transmission range and conduct local route repair if nec-
essary to reduce packet loss when link is broken.

3 Assumptions

In implementing and testing to validate the proposed routing mechanism, using net-
work simulator NS2, there are some assumptions considered about the test environ-
ment. As described by the authors of [12], this work also follows a simple wireless
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communication model with a perfect radio propagation channel as used in academic
practice with the following assumptions:

i. The surface of communication is flat.
ii. A radio’s transmission area is circular.
iii. If node A can hear node B, then node B can also hear node A (symmetry) when

nodes don’t move and use same transmission power.
iv. If node A can hear node B at all, node A can hear node B perfectly.
v. Signal strength is a function of distance.

Other assumptions include, vehicles travel with the same average speed at all time
and the RSUs are functional at all time and a local gateway is installed in every ring-
road as shown in Fig. 3.

4 Proposed Adaptive Routing

The proposed routing protocol is called an adaptive V2V routing with RSUs and
Gateway support (AV2VR) where the RSUs are invoked for routing only when one or
more vehicles connecting the source and destination are missing or if the link is broken
due to acceleration or slow down or due to changing direction in cross road. It is a
reactive routing protocol like AODV. The proposed mechanism is to ensure connec-
tivity in a sparse V2V network either in highways or in city traffic as shown in Fig. 5.
In order to maintain efficient network traffic management, information distribution, and
storage, a local gateway can be assigned for each zone or for multiple zones depending
on the area size and traffic condition of a highway or city traffic as shown in Fig. 3. In
this paper, the study covers the aspect when a next hop vehicle in V2V communication
between source and destination is mission; it also covers the aspect when a link is
broken around the destination so that a local link repair could be conducted. However,
the study does not cover the aspect when the destination is not within the same zone as
the source. Nodes are considered to be within the same zone when they all lie within a
same local gateway as shown in Fig. 5.

In a V2V communication, RSUs are generally used to disseminate or collect
information from or to the vehicles; however, in this proposed routing mechanism
RSUs are used to define additional responsibilities as highlighted below:

• Firstly, it records the identity of all the vehicles passing within its vicinity along
with its speed, so that RSU can keep track of the destination and either stop
rebroadcasting of route request (Rreq) or forward as deemed necessary to reduce
route discovery overheard. If the destination is not recorded in RSU then the Rreq is
forwarded only to the RSUs or local Gateway by using a unique ID tag of RSUs or
Gateway to increase the chances of discovering the destination as shown in the
flowchart of Fig. 4. A route reply (Rreply) is initiated only when a destination is
discoverable within a zone via V2V or via RSUs or mixture of V2V and RSUs.
Moreover, in this study, if the Gateway could not locate the destination within the
surrounding RSUs of a ring-road, the Rreq is not forwarded to other gateways of
other zones.
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• Secondly, RSUs are invoked and involved in route discovery when next hop vehicle
to forward the route request are unavailable or link is broken due to missing of
possible relay vehicle because of acceleration or slow down or changing movement
direction or halt due to accident.

Another contribution of this paper is that when link failure occurs due to broken
link or vehicle acceleration or slow down or changing direction, link repair is initiated
from a point where link failure occurs and local link repair is performed if and only if

and in this study, where is the path length of the route and is the number
of hops up to the point of failure from the source and where Δ is the number
of hops from the point of failure to the destination. It means that link repair is con-
ducted only for high path length and when a link failure point is closer to the desti-
nation compared to the source’s hop count. The reason is that if the link failure occurs
closer to source, it’s better to re-initiate the route discovery since number of buffered
packets along the route will be less compared to a high hop path length where buffered
packets along the route is high and if new route is established from the source then all
the old buffered packets along the earlier route will be lost and local repair can also
avoid a fresh generation of heavy flooding route request initiating from the source.

In a real V2V network scenario, unavailability of next hop vehicle is highly likely
because it is not realistic to always assume that there will be a continuous presence of
vehicles along a highway or any city road. Thus, during a route discovery RSU are
involved in forwarding the route request packets if and only if a next hop possible relay
vehicle is missing. Thus, the approach is a hybrid of V2V, V2I, I2V, and I2I for
effective route establishment in a very dynamic and a sparse VANET. In the process,
the IDs of the vehicles, RSUs, and local Gateways are given different tags to associate,
represent and uniquely identify their own category during route discovery and route
reply process. The local Gateway keep track of all the RSUs associated within a zone.

Fig. 3. An Architecture of VANET with infrastructural RSU and communication backbone
setup.
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In an event of missing next hop vehicle in V2V communication, during the route
request initiation, the route request packets are not forwarded throughout the network
in this study, rather the relay or forwarding of the route request packets are restricted by
the record in RSUs or local Gateway. If the RSU does not hold the record of a
destination, then the route request is forwarded via the neighboring RSUs or the local
Gateway. When the RSUs could not locate the destination and the local Gateway of a
zone could not get respond from surrounding RSUs of the ring-road then the for-
warding of route request is terminated to reduce unnecessary flooding of route request
broadcast activity. When one of the RSUs respond to the local Gateway about the
destinations, the rest of the other RSUs in the ring-road terminates the route request
broadcast. If the search of destination is to be expanded beyond the zone, then the route
request is forwarded to gateways of other zones (this aspect is however not covered in
this study as mentioned earlier). The route reply steps are like that of a reactive AODV
routing protocol, however, the destination initiate route reply through V2V link if the
route exists, otherwise, a route with a combination of V2V and RSUs (V2I, I2V, and
I2I) are considered as shown in Fig. 5.

Thus, RSUs, local Gateway and the next hop vehicles are used in discovering route
and if a route is discovered through V2V then the route discovered via RSUs are
ignored, because when a route is established via moving vehicles, the chances of link
stability is higher compared to route discovered via RSUs which are static in nature.
However, when vehicles don’t move in same direction or have a broken link due to
acceleration or slow down then RSU can help in providing a better connectivity
especially when vehicle density is sparse, and which is the motivation of this paper. So,
the RSUs are considered only when a next hop vehicle is missing or not available to
forward or relay packets. Relying completely on RSU for packet forwarding is not

Fig. 4. Flow chart of route request in presence of V2V, V2I, I2I, and I2V.
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practical because vehicles are always in motion while the RSUs are static in general.
So, the paper uses RSU only when a route via V2V is not discoverable. The detail
algorithm in the form of a flowchart for route request model is depicted in Fig. 4. Thus,
if a V2V communication cannot discover a route due to unavailability of a next hop
vehicle to relay then the proposed routing mechanism AV2VR is triggered to increase
the probability of route discovery using RSUs and local Gateway of a zone.

In order to avoid frequent re-routing or re-discover of route due to vehicle’s speed,
direction, density and limited transmission range of the vehicles, the transmission range
of the RSUs can be made much higher to maintain longer link stability and provide
better scope of handoff since RSUs are stationary in nature. However, in this paper, the
transmission power of all the vehicles and RSUs are made equal to 250 m.

5 Network Settings, Results, and Discussion

To analyze the performance of the proposed routing protocol a network topology of
Fig. 5 is considered, where vehicles are sparsely spaced and tested with an average
speed of 20 m/s and 40 m/s. The simulation is conducted using NS2 with CBR traffic
and each round of simulation is conducted for 100 s each. The distance between the
moving vehicles and the consecutive RSUs are 200 m apart. The distance between the
local Gateway and RSUs of a ring-road of a given zone is also considered as 200 m.
The path length between the source and the destination is separated by at least six hops
and the data packet size is a constant 1000 bytes. Moreover, after the selected desti-
nation is traveled for 1 km, it turns left in a roundabout and proceeds with the same
initial speed while the source and rest of the vehicles continue traveling on the same

Fig. 5. Link support via RSU in a sparse VANET communication.
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straight road. For a RSU with a transmission range of 250 m, a vehicle with a speed of
20 m/s will take 25 s to cover from one end to the other i.e. 500 m [Time = Dis-
tance/Speed]. Since the transmission range is fixed, the duration of link stability will
also depend on the speed of vehicle, quickness of seamless handoff and duration of
local link repair. The proposed AV2VR is compared with a local link repair AODV
based routing protocol [13]. The network parameters used in the simulation is listed in
detail in Table 1.

As shown in Fig. 6, the end-to-end network performance increases as the offered
load increases, however, the network gets saturated above 750 kb/s offered load. The
saturation point will be different depending on the path length of the route since the
throughput is inversely proportional to the hop. The local link repair AODV yield
comparatively low throughput because once the link is broken and if the link repair
cannot be completed the source may continue to send packet up to the point where the
link is broken with a hope of repairing the broken link. However, in a sparse network
environment where there is no next hop vehicle to forward or relay then the packets
will never get delivered to the destination. Unlike LL Repair AODV, the proposed
AV2VR uses the nearest RSUs in absence of the next hop vehicle to forward and relay
packets when link is broken by establishing a route via the available RSUs to deliver
the packets to the destination vehicle. When the offered load is 1000 kb/s, the end-to-
end throughput is approximately 1.6 times the performance of LL Repair AODV. Even

Table 1. Network simulation setup parameters.

Parameter Value/protocol used

Grid size 10,000 m2

Routing protocol LL repair AODV/AV2VR
MAC IEEE 802.11b
Queue type DropTail
Queue size 100
Bandwidth 11 Mb/s
SIFS 10 µs
DIFS 50 µs
Length of slot 20 µs
Default power (Pt) 24.49 dBm
Default RXThresh −64.37 dBm
Default CSThresh −78.07 dBm
CPThresh 10.0
MaxRetry 7
Simulation time 100 s
Traffic type CBR
Frame size 1000 bytes
Speed 20 m/s and 40 m/s
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if the vehicles are moving and destination is moving on different direction as shown in
network topology of Fig. 5, the overall network performance is increased despite the
increased in the path length because of forwarding the packets via RSUs in absence of
next hop relay vehicle in V2V communication.

In a distributed data communication of wireless networks, loss of data is mainly due
to buffer overflow, data collision, exceeding the data retransmission limit and total link
failure leading to loss of buffered packets. The loss rate is depicted in Fig. 7 when the
average speed of the vehicles is 20 m/s. Here in this study, the loss is focused on the
buffer overflow and loss due to link failure. In LL repair AODV based routing the loss
is evident from low offered load of 100 kb/s to a high network offered load of

Fig. 6. Network performance when the average speed of the vehicles is normal i.e. 20 m/s.

Fig. 7. Average loss rate along the route when the average speed of the vehicles is normal i.e.
20 m/s.
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1000 kb/s as shown in Fig. 7. When the offered load is high i.e. 1000 kb/s, the loss is
as high as nearly 50% of the offered load. In this network setup, with a speed of 20 m/s,
the destination vehicle turns to left direction of a ring road at the 50th second i.e. after
traveling 1 km from its initial position. It means that shortly after the half of the
simulation time, the destination vehicle breaks the link. Once the link is broken by the
destination vehicle because of moving in different direction and due to sparse vehicle
density, it becomes impossible to re-establish a route in LL repair AODV. So, packets
keep forwarded from the source vehicle hoping to eventually repair the broken link, but
it never happened, rather the buffer gets overflowed and packets get dropped eventu-
ally, leading high loss rate as the offered load increases. Unlike LL repair AODV
protocol, in the proposed mechanism AV2VR, when a link is broken, it conducts a
local link repair by using the nearest RSU to relay the packets and eventually forward
to the destination. When the offered load is up to 500 kb/s there is hardly any loss of
packets because the rate of forwarding was faster than the packet buffering rate. When
the offered load is high i.e. 1000 kb/s, the loss due to buffer overflow is only
approximately 20% in the proposed AV2VR routing mechanism, but the loss in LL
repair AODV is as high as approximately 50% because LL repair AODV could not
conduct local link repair because of lack of next hop relay vehicle in a sparse vehicle
density. Thus, the approach of using nearby RSU to route packets in absence of next
hop relay vehicle is proven to be effective.

As shown in Fig. 8, when the speed of the vehicles is increased to high speed i.e.
40 m/s which is 144 km/h, the end-to-end throughput drops heavily in LL repair
AODV and performs under 200 kb/s irrespectively of the offered load. This is mainly
because the link breakage point reaches faster as the speed increases. In this network
setting, the destination vehicle reaches the crossroad at the 25th second before taking a
turn and move in different direction and breaks the link and due to the absence of
potential relay neighborhood vehicle, the local link repair could not be conducted in LL
repair AODV. Due to early link breakage and inability to recover the link state, the

Fig. 8. Network performance when the average speed of the vehicles is high i.e. 40 m/s.
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end-to-end performance sinks as the speed of the vehicle increases. However, in the
proposed AV2VR routing mechanism, in absence of next hop relay vehicle in a sparse
vehicle density, a neighbor RSU is discovered to relay packets to the destination. Thus,
a high end-to-end throughput is achieved without much loss. As the offered load
increases beyond 500 kb/s the throughput saturates between 400 kb/s to 500 kb/s for
AV2VR. The performance of AV2VR routing provides much higher throughput
compared to LL repair AODV and achieve a throughput of 3 times more with any
given load.

When the link breakage occurs faster and local link repair could not be conducted
due to lack of relay vehicle then it is expected to have a lesser end-to-end throughput
and a higher loss rate as shown in Fig. 9. The loss of packets along the route in LL
repair AODV is much higher compared to that of the proposed AV2VR routing
mechanism, because in AV2VR protocol, as soon as a link breakage occurs, a link
repair steps is carried out by considering the RSU as a next hop relay entity in absence
of a next hop forward vehicle. In this network setting, the path length is initially at least
6 hops and it increases as the destination moves away in different direction, and the
vehicles are moving at a higher speed of 40 m/s, so the loss rate is above 742 kb/s
when the offered load is 1000 kb/s in case of LL repair AODV, while with the pro-
posed AV2VR, loss rate is only 256 kb/s. In case of AV2VR routing, there is no buffer
overflow loss until the offered load crosses 500 kb/s and when the offered load is
750 kb/s, the loss rate stands only at 87 kb/s while LL repair AODV loss rate stands
above 500 kb/s. It is also observed that the loss rate of the proposed AV2VR routing
mechanism is low irrespective of the speed of the vehicles because of successful link
repair which is conducted with the help of the RSUs in absence of the next hop relay
vehicle unlike LL repair AODV which could not conduct local link repair in absence of
the relay vehicle. When a local link repair could not be conducted and a new route is
established then all the earlier buffered packets along the older routes are dropped, so

Fig. 9. Average loss rate along the route when the average speed of the vehicles is high i.e.
40 m/s.
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local link repair is a must when path length has high hop, which is the reason why a
local link repair is conducted in AV2VR if the route path length .

6 Conclusion and Future Direction

The proposed AV2VR routing mechanism which uses the support of RSUs in absence
of next hop relay vehicles in a sparse VANET ensures a much higher end-to-end
throughput with less packet loss rate irrespective of the offered load or the speed of the
vehicles. It is also observed that if a local link repair could not be performed as seen in
LL repair AODV, sources should be informed about the indiscoverable or unrecov-
erable link state otherwise the loss rate increases, and end-to-end throughput decreases
because source forward packets with a hope that link can be recovered locally, but it
never happens in absence of relay neighborhood.

This work is an initial study to reduce the broadcast route request and increase the
link stability in absence of next hop relay vehicle with the help of RSUs and conduct
local link recovery if link failure occurs. Future work will cover discovery of an
unrecorded destination within a zone and conduct a well-informed smart routing with
least possible route discovery overhead. The future work will also cover the opti-
mization of path length, RSU installation and explore its corresponding theoretical
analysis aspect. The extended work will cover an estimation of energy consumption
and cover the detail analysis with different data traffic model, different data rates,
different network density and build an average requirement of RSUs based on trans-
mission ranges and established a relationship between RSUs requirement and vehicle
density. In future, when a local route repair fails then the buffered packets will be
redirected to reduce or avoid any possible loss and inform the source to reduce the
overall loss of packets and reduce unnecessary network contention leading to
unprofitable network congestion.
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Abstract. Vehicular Ad-hoc Network (VANET) has emerged as a promising
solution for enhancing road safety. Routing of messages in VANET is chal-
lenging due to packet delays arising from high mobility of vehicles, frequently
changing topology, and high density of vehicles, leading to frequent route
breakages and packet losses. Previous researchers have used either mobility in
vehicular fog computing or cloud computing to solve the routing issue, but they
suffer from large packet delays and frequent packet losses. We propose Dynamic
Fog for Connected Vehicles (DFCV), a fog computing based scheme which
dynamically creates, increments and destroys fog nodes depending on the
communication needs. The novelty of DFCV lies in providing lower delays and
guaranteed message delivery at high vehicular densities. Simulations were
conducted using hybrid simulation consisting of ns-2, SUMO, and Cloudsim.
Results show that DFCV ensures efficient resource utilization, lower packet
delays and losses at high vehicle densities.

Keywords: Fog computing � Cloud computing � VANET � Connected vehicles

1 Introduction

Intelligent Transport Systems (ITS) recently developed applications to enhance vehicle
safety based on vehicle-to-vehicle (V2V) and vehicle-to-infrastructure communication
(V2I). V2V and V2I communication in Vehicular Ad-hoc Network (VANET) depend
on Dedicated Short Range Communication (DSRC) [1] which consists of a set of
protocols for transmitting messages between vehicles and between vehicles and the
roadside infrastructure in a connected vehicular environment. As a result, VANET
emerged as the most promising wireless network for a variety of applications from road
safety to entertainment.

In a connected vehicular environment, information transmitted among the vehicles
in terms of messages. However, many challenges still exist due to the difficulties in
deployment and management of resources [2]. In specific, the current techniques for
V2V and V2I communications do not provide guaranteed message delivery resulting in
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messages being dropped before reaching the destination. It is due to an instability of
DSRC, arising from the frequency band used by DSRC, as the number of vehicles
increases. Furthermore, the current techniques for message dissemination have limi-
tations such as the efficient utilization of resources, delay constraints due to high
mobility and unreliable connectivity, and Quality of Service (QoS) [3].

Previous authors used either mobility in vehicular fog computing or cloud com-
puting techniques to solve the instability, resource utilization and QoS problems
mentioned above. Wang et al. [4] and Grewe et al. [5] illustrated the possibility of
mobility based fog computing for broadcasting information in a vehicular environment.
However, the authors did not address various scenarios, including fog-split and fog-
merge, in a connected vehicular environment. Moreover, the proposed approach for
broadcasting messages [4, 5] has limitations, such as high delay and frequent loss of
connectivity. Agarwal et al. [6] discussed techniques to transmit the information
between the clouds but creates instability in the cloud if the load increases. In addition,
the approach is not suitable for the highly dynamic vehicular environment.

To address the shortcomings, we introduce a fog-based layered architecture, called
Dynamic Fog for Connected Vehicles (DFCV) for the dissemination of messages. It
consists of two emerging paradigms: (1) fog computing (also known as edge com-
puting), and (2) cloud computing. In contrast to previous methods, DFCV incorporates
all possible scenarios for disseminating the messages, including split and merge, in a
connected vehicular environment. The difference between DFCV and the previous
approach [4–6] is the techniques used in deployment and management of resources
including broadcasting messages. Previous methods used either cloud computing or
mobility in vehicular fog computing to solve the problems, whereas, DFCV uses a
three-layered architecture consisting of fog computing and cloud computing tech-
niques, thereby ensuring efficient resource utilization, rapid transmission of messages,
decreases in delay and better QoS.

Our objective is to lower the delay and to provide guaranteed message delivery at
high vehicle densities in a connected vehicular environment. To the best of our
knowledge, we are the first to implement the dynamic fog for the dissemination of
messages in a connected vehicle environment. The messages are broadcasted to
intended recipients using single-hop or multi-hop. Once the message is successfully
transmitted, DFCV dismantles the fog. We considered three previously used schemes
for comparing with DFCV: (1) Named Data Networking (NDN) with mobility [4],
(2) Fog-NDN with mobility [4], and (3) PEer-to-Peer protocol for Allocated REsource
(PrEPARE) protocols [7].

The simulations are performed using network simulator (ns-2), Simulation of Urban
Mobility (SUMO) and Cloud Simulators (cloudsim). Our results lead to an exciting
conclusion that the DFCV provides guaranteed message delivery and reduce latency
and performs up to 35% better than the current techniques at high vehicle densities and
simulation times. The contributions of the paper are: (1) developing a framework to
broadcast the messages in a connected vehicular environment with guaranteed message
delivery, less delay and improved QoS and (2) comparative analysis of the schemes
based on the mobility in fog computing.

The rest of this paper is organized as follows: We first discuss related work in
Sect. 2. The proposed system model and the various scenarios involved in it are
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illustrated in Sect. 3. Based on the proposed approach, we analyze the performance of
our algorithm in Sect. 4. Performance evaluation of our system is discussed in Sect. 5.
We validate our analysis through extensive simulation in Sect. 6, before concluding the
paper in Sect. 7.

2 Related Work

This section is divided into two main subsections: (1) mobility in vehicular fog
computing, and (2) cloud computing.

2.1 Mobility in Vehicular Fog Computing

In vehicular fog computing, nodes are equipped with enhanced storage space, com-
munication and computational capabilities at the edge of the internet, usually Road
Side Unit (RSU) or base station [8]. Roman et al. [9] illustrated the possibility of fog
computing based mobility support, in other words, Mobile Edge Computing
(MEC) regarding bringing the resources close to the vehicles in a connected vehicle
environment. Furthermore, the authors mentioned about advantages of mobility support
in fog including location awareness, availability, low latency, etc. Sun et al. [10]
proposed a hierarchical fog computing architecture associated with Virtual Machines
(VM) to handle the data generated from terminals such as vehicles, smartphones, etc. at
the mobile-edge. Chaudhary et al. [11] explained resource allocation management in
fog computing for different application requirements along with the mobility nature of
fog users. However, the existing approaches [8–11] has the following limitations:
(1) high overhead due to frequent loss of connections and packets and (2) high delay.

2.2 Cloud Computing

Botta et al. [12] discussed the integration of cloud computing and the internet of things.
Also, they illustrated the service available in the cloud regarding both proprietary and
open platforms along with future directions. Paranjothi et al. [13] discussed the per-
formance and outcomes of the mobile cloud in allocation and management resources
along with the integration of mobile cloud computing and internet of things. Agarwal
et al. [6] proposed a system to perform automatic data placement across geographically
distributed data centers. Moreover, the authors discussed various services given by the
cloud to its users. The shortcomings of existing approaches [6, 12, 13] are: (1) high
maintenance cost, and (2) delay associated with accessing and allocating resources in
the cloud.

3 Proposed Architecture of DFCV

In this section, we discuss the system model and the scenarios involved in evaluating
DFCV.
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3.1 System Model

Our proposed fog-based layered architecture, called DFCV, is shown in Fig. 1. DFCV
consists of three layers: (1) Terminal layer, (2) Fog layer, and (3) Cloud layer.

Terminal Layer. This layer closest to the physical environment and end user. It
consists of various devices like smartphones, vehicles, sensors, etc. As the motive of
our approach is to broadcast the messages in a connected vehicular environment, only
vehicles are represented in the terminal layer. Moreover, they are responsible for
sensing the surrounding environment and transmitting the data to the fog layer for
processing and storage.

Fog Layer. Fog layer is located at the edge of a network. It consists of fog nodes,
which includes access points, gateways, RSUs, base station, etc. In DFCV, RSUs and
base stations play a major role in disseminating the messages. Fog layer can be static at
a fixed location or mobile on moving carriers such as in the vehicular environment.
Also, they are responsible for processing the information received from the terminal
device and temporarily store it or broadcast over the network.

Cloud Layer. The main function of the cloud computing in DFCV is to keep track of
the resources allocated to each fog node and to manage interaction and interconnection
among workloads on a fog layer, popularly known as fog orchestration.

DFCV. In our approach, the vehicle senses surrounding environment and when it
encounters a situation like potholes, road accident, icy road, brake failure, etc. it sends
the information to the fog layer or acquires the properties of resources such as RSU and
base station from fog layer to broadcast it. As we broadcast the messages in a highly
dynamic connected vehicular environment, we coined our approach as DFCV. Our
approach supports one to one, one to many and many to many communications.

Fig. 1. Three layers of our proposed DFCV architecture for dissemination of messages.
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3.2 Scenarios Involved in Evaluating DFCV

Case 1: Split. Fog split will occur in two scenarios: (1) either the capacity of the
DFCV is greater than the threshold capacity (Sect. 5.2), or (2) the distance between the
vehicle increases from the view of the sender, also known as first observer. One
possible situation explained in Fig. 2. At time interval (t1), the vehicles V3 and V4
connected to RSU 1 and vehicles V1 and V2 connected to RSU 2 respectively. Assume
the vehicle V3 need to transmit messages to vehicles V2 and V1. First, messages from
V3 transmitted to RSU 1, and then, it relayed to the base station. From the base station,
the messages disseminated to the vehicles in it. The cloud monitors the resources used
in this activity and keeps track of resources allocated to fog layer.

Consider the same scenario at a time interval (t2), since the vehicles are continu-
ously moving in a forward direction and due to frequent topology changes, vehicles V3
and V4 connected to RSU 2 and vehicles V2 and V1 connected to RSU 3 respectively.
Here the RSUs are connected to different base stations, and thus, the fog layer splits
vertically into two different layers fog layer 1 and fog layer 2. The messages from V3
transmitted to the target base station where the intended recipients (V2, V1) are located
using a handshaking technique.

Case 2: Merge. Fog merge will occur in two scenarios: (1) either the capacity of the
DFCV is lesser than the threshold capacity, or (2) the distance between the vehicles is
lesser than the minimum distance. At time interval (t1), consider the vehicles move in
both directions. The vehicles V3 and V4 connected to RSU 2 and vehicles V1 and V2
connected to RSU 1 respectively. Since vehicles V3, V4, and V2, V1 located in a
region of different base stations, it gets connected to two different fog layers; fog layer

Fig. 2. The split scenario of our proposed architecture DFCV for splitting the fog into multiple
fogs.
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1 and fog layer 2 as represented in Fig. 3. Assume the vehicle V1 need to transmit
messages to the vehicles V3 and V4 respectively. First, messages from V1 transmitted
to RSU 1and then relayed to the base station. Since the intended recipients associated
with the different base stations, a handshake needs to be performed between them to
receive the transmitted message.

Assume the same scenario at a time interval (t2). Since the vehicles are continuously
moving in both directions, and due to frequent topology changes, vehicles V3 and V4
belong to fog layer 2 and vehicles V2 and V1 belong to fog layer 1 are merged as they
come close to each other and forms a single fog layer (fog layer1). The DFCV destroys
the fog after successful transmission of messages.

4 Proposed Algorithm of DFCV

This section describes our proposed algorithm (DFCV). It is implemented in each cell
with the help of fog and contains the information of all the vehicles in the given
scenario including the location. The notations used in DFCV are represented in
Table 1.

DFCV aims to transmit the messages to the neighboring vehicles using fog com-
puting technique. It mainly concentrates on merge and split scenarios as discussed in
Sect. 3.2. The split is a primitive operation performed by DFCV using split() function.
The steps are as follows: First, the distance between the vehicles is calculated using the
distance() function. It is calculated based on the distance from the sender, and then, the
capacity of the DFCV is determined using th_cap() function based on the equation
formulated in Sect. 5.2. The split accomplished when the distance exceeds the mini-
mum distance (dmin) or the capacity of the DFCV (fc) surpass the threshold capacity.
Here, a single fog will split into two parts. After the split, messages are relayed to the

Fig. 3. The Merge scenario of our proposed architecture DFCV for merging multiple fogs into a
single fog.
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base station with the help of the RSU and send() function is used to send the input
message to the vehicles in a corresponding base station (bsi).

Merge is another primitive operation performed by DFCV using merge() function
based on the following constraints: the distance is lesser than the minimum distance
(dmin), or the capacity of the DFCV (fc) is lesser than the threshold capacity (Sect. 3.2).
It combines two or more fog layers under the same base station (bsi) into a single fog
layer. Then, the messages are broadcasted to the neighboring vehicle using send()
function.

Table 1. Notations used in DFCV algorithm.

Variables Purpose

vehsend Set of the vehicle(s) that need to transmit messages
vehrec Intended recipient(s)
input_msg Input message from vehsend to Vehrec
dmin The minimum distance between the vehicles
fc DFCV capacity
bsi Base station associated with vehsend
v 2 c Set of vehicles belongs to the communication range of base station
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5 Performance Evaluation

The performance of DFCV is evaluated using two different analyses: (1) analysis of
DFCV and (2) capacity of DFCV. Each analysis is formulated and explained briefly in
the following subsections.

5.1 Analysis of DFCV

In this analysis, we calculated the probability of failure. Failure of the system can occur
due to loss of connectivity or a resource, insufficient capacity of fog, and excessive
delays, etc. The probability of system failure (Psysfail) is calculated by:

Psysfail ¼
Xnv;tmax

i¼0

nv;tmax
i

� �
dif 1� df
� �nv;tmax�i ð1Þ

Where nv; is the number of vehicles in the fog, tmax is the maximum time taken by
the vehicles to get connected, and df is the probability of success in the fog. Like
Quality of Service (QoS), the probability of system failure contributes to the perfor-
mance of the system. A minimum number of failures leads to the maximum perfor-
mance of the fog.

5.2 Capacity of DFCV

In this analysis, the capacity of DFCV (fc) calculated, and compared with the threshold
capacity of the fog (thcap). The threshold capacity is calculated based on the resources
allocated to the fog node. If the DFCV capacity (fc) is less than the threshold capacity
(thcap), the communication link established between the vehicles located in that region.
Otherwise, a new fog created. The capacity of DFCV is given by:

fc ¼ nv
tv

ð2Þ

fc � thcap; establish a communication link between vehicles
fc [ thcap; split the fog

�

Where fc is the DFCV capacity, nv is the number of vehicles connected to the fog; tv
is the total vehicles located in the region, thcap is the threshold capacity of the fog.

6 Simulation Results

The simulation results to evaluate DFCV are divided into two subsections: (1) simu-
lation setup, explains the various parameters considered for the simulation of DFCV,
(2) simulation results, depicts the outcome of our experiments performed using various
simulators.
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6.1 Simulation Setup

Simulation of DFCV algorithm (Sect. 4) is accomplished based on the architecture and
scenarios discussed in Sect. 3. The analyses of DFCV illustrated in Sect. 5 are used in
simulation to measure the stability of the system (Sect. 5.1) and to specify when the fog
split should occur (Sect. 5.2) in a given scenario. To simulate the trace of vehicles
movements, we used open source traffic simulator SUMO. The output of the SUMO
simulator (i.e., the trace of vehicles) given as input to the ns-2 simulator. NS-2 is a
discrete event simulator, consisting of many modules to perform the simulation. Fol-
lowing modules are considered for simulation: (1) node deployment model for dynamic
placement of nodes, (2) node mobility model for dynamic network topologies,
(3) wireless signal propagation model for transmitting radio waves between the vehi-
cles, and (4) packet loss model to identify the number of packets dropped in trans-
mission. Finally, the cloudsim simulator is used to deploy a cloud to monitor the
resources allocated to the fog. The simulations are performed based on the parameters,
represented in Table 2.

6.2 Simulation Results

We performed simulation in two parts, (1) urban scenario and (2) highway scenario.
The urban scenario shows the results of the simulation in an urban environment where
splitting or merging takes place less frequently, and the highway scenario shows the
results of a simulation performed during the fog split in a highway environment
(Fig. 2). As mentioned in Sect. 3.2, fog split takes place when the distance between the
vehicle increases or the capacity of DFCV increases in a region.

Urban Scenario. Simulation of DFCV in an urban scenario is performed based on the
metrics such as (1) end-to-end delay, (2) probability of message delivery, and (3) col-
lision ratio. During the simulation, DFCV is analyzed based on the equation formulated
in Sect. 5.1 to ensure the stability of the system.

Table 2. Parameters used in simulation of DFCV.

Parameters Value

Road length [m] 1000
Number of vehicles [#] 40–240
Number of lanes [#] 4
Vehicle speed [mph] 30–65
Transmission range [m] 300
Message size [bytes] 256
Simulator used ns-2, SUMO, cloudsim
Data rate [bps] 2 M
Technique used Multi-hop, Fog, Cloud
Protocol IEEE802.11p
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End-to-end Delay. The DFCV is aware of the location of the intended recipients;
hence, it reduces the time taken for an initial setup across a network from source to
destination and disseminate the messages much quicker than existing approaches such
as fog-NDN with mobility, NDN with mobility and PrEPARE protocols. Thus, the
end-to-end delay of the DFCV is relatively low, represented in Fig. 4a. The end-to-end
delay is calculated against the number of vehicles, and it increases as the number of
users increases in the system due to a large number of messages need to be delivered
within a specific time interval.

Probability of Message Delivery. In our approach, we considered the probability of
message delivery with respect to the number of vehicles. For each user, the probability
of message delivery is distributed in the range of (0–1), as represented in Fig. 4b. From
the figure, we can observe that the probability of message delivery decreases mar-
ginally as the number of users increases due to the increase in load on the fog.
Moreover, DFCV outperforms existing approaches at high vehicle densities.

Collision Ratio. To observe the number of packets colliding before reaching the
destination, we performed this experiment at a time interval (t) and observed that the
collision ratio of our approach is lower at high vehicle densities, and it increases
slightly as the number of users increases in the system, as shown in Fig. 5a. It is due to
the additional packets generated being more likely to encounter another packet and
resulting in a collision.

Highway Scenario. Simulation of DFCV in a highway scenario (split condition) is
performed based on the metrics discussed in an urban scenario. As the vehicles are
moving at high speed, handover occurs frequently, leading to the fog split situation, as
represented in Fig. 2. We displayed two possible areas of the split during the simu-
lation in Fig. 5b. It is calculated based on the equation formulated in Sect. 5.2. If the
split occurs in the yellow region (split 1), the probability of message delivery and end-
to-end delay of DFCV is not affected due to the fewer number of vehicles. Whereas, if
the split occurs in the blue region (split 2), as the number of vehicles is higher, the end-
to-end delay increases when compared to the split 1. However, the performance of

Fig. 4. Simulation results of DFCV: (a) comparison of end-to-end delay in an urban scenario,
(b) comparison of the probability of message delivery in an urban scenario.
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DFCV does not deteriorate due to fog split. Furthermore, DFCV yields better perfor-
mance when compared to existing approaches such as fog-NDN with mobility, NDN
with mobility and PrEPARE protocols.

7 Conclusion

We studied Connected Vehicle challenges, such as poor resource utilization, increase in
delays and frequent vehicle disconnection notably in dense vehicle regions. To address
these problems in a connected vehicle environment, we used two emerging paradigms,
fog computing, and cloud computing. In this paper, we proposed a novel approach,
called DFCV, which ensures less delay and guaranteed message delivery to nearby
vehicles. DFCV also supports one to one, one to many, and many to many commu-
nications between vehicles. We have analyzed the probability of message delivery,
end-to-end delay and the collision ratio by modeling buffers at vehicles and performed
simulation using ns-2, SUMO, and cloudsim simulators. The results showed that
DFCV is robust, efficient and provides the best performance at all vehicle densities for
a number of current schemes available in the literature.
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Abstract. Content Delivery Networks (CDNs) enable the rapid web
service access by meeting the client requests using the optimal surrogate
server located at their nearby. However, the optimal surrogate server
can suddenly be overloaded by the spiky characteristics of the high-
bandwidth client requests. This accumulates both the drop rates and
response times of the client requests. To solve these problems and balance
the load on surrogate servers, we propose a Parametric-Decomposition
based request routing at the surrogate servers in CDNs. With the Para-
metric Decomposition method, we combine the high-bandwidth client
requests on origin server with our proposed Superposition and Queu-
ing procedures. Then, we split these requests into more than one surro-
gate server through proposed Splitting and Adjustment procedures. We
model the origin and surrogate servers based on G/G/1 queuing system
to determine the load status. In case of high congestion on the origin
server, we split client requests to the different surrogate servers instead
of selecting one. The split sizes of whole content are adjusted by defining
a novel splitter index parameter based on the queuing load and waiting
time of surrogate servers. The results reveal that the proposed strategy
reduces the load on surrogate servers by 42% compared to the conven-
tional approaches. Moreover, the latency and request drops are decreased
by 44% and 57% compared to the conventional approaches, respectively.

Keywords: Content Delivery Networks · Load balancing
Request routing · Queuing theory

1 Introduction

With the rise of next generation cloud networking, the usage of CDNs enables
higher throughput, accessibility, and bandwidth with smaller mean response time
in internet core infrastructure [1]. Here, the high number of client requests to
access web services may increase the congestion and bottleneck problems [2].
With the evolution of the CDNs, surrogate servers solve this congestion problem
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through content replication. In this way, client requests are intelligently routed
to get original content from the nearest server.

Request routing is one of the most crucial functionality of CDNs. The main
aim of the request routing is to direct the client requests to the nearest surrogate
server. In this way, clients can reach the requested content with smaller response
time and higher throughput. On the other hand, the nearest surrogate server may
not be the best server in every situation. Accordingly, the load status, response,
and waiting times of the surrogate servers must be taken into consideration
during the routing procedure to select the optimal server.

Fig. 1. Surrogate server overload caused by high-bandwidth requests

In some cases, clients can transfer many requests for high-bandwidth content.
If these requests are routed to a specific server, the queuing load on that server
is increased dramatically as shown in Fig. 1. This overload also increases the
waiting times of the client requests in the queue. At this point, drop rate and
response time of the clients begin to suddenly increase. These drops observed
during the transfers make the web latency 5-times slower [3]. This situation
causes a reduction in the client experience. For example, every 100ms increase
in latency will reduce the profits by 1% for Amazon [4]. Therefore, the selection
of optimal server without considering the request size decreases the performance
of the CDN.

Thus, through this paper, we aim to investigate the effects of a high band-
width client requests on the CDN request routing procedure. Also, we come up
with a complete novel method called as Parametric-Decomposition to overcome
this problem. The parametric-decomposition enable us to incorporate the high-
bandwidth client requests on origin server and split again into more than one
surrogate servers in a more autonomous way.

1.1 Related Work

As mentioned above, request routing distributes the client requests to the opti-
mal surrogate servers to achieve load balancing. There are different request rout-
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ing mechanisms in the literature as dynamic or static. Dynamic algorithms col-
lect information from the network and servers to use in the routing decision. On
the other hand, static algorithms cannot use any data gathering mechanism. As
summarized in [5], the Random algorithm distributes the requests to the surro-
gate servers with uniform probability as a static approach. In the Round Robin,
different surrogate servers are selected during each routing. Thus, the same num-
ber of the client request is transferred to each surrogate server statically. The
Least-Loaded algorithm transfer the client requests to the least loaded server [6].
Similarly, the work in [7] executes the routing according to the available band-
width and round-trip latency of the surrogate servers. Two Random Choices
algorithm route the request to the least loaded server among the two choices
[8]. The [9] proposes a network cost aware request routing to assign the user
requests by reducing the server charging volume. In [10], the client requests are
routed to other CDNs when the request for a video in a particular CDN could
not be found. Also, the proximity and load on the servers are considered dur-
ing these procedures. Similarly, [11] executes the CDN interconnection request
routing with the help of Application-Layer Traffic Optimization. The article [12]
solves the request mapping and routing problems at the same time with the
distributed algorithm based on Gauss-Seidel to optimize the performance and
cost. However, the routing of high-bandwidth client requests is not considered
in none of these works.

Contributions. In this paper, we propose a Parametric-Decomposition based
request routing in CDNs. With the Parametric-Decomposition, the incoming
client requests to the origin server can be combined and split again into the
different surrogate servers. We aim to route the high-bandwidth client requests
to more than one server with this strategy. In this way, we can reduce the load
on a specific surrogate server causing from high-bandwidth requests. Also, we
can reduce the latency and drop rates of the clients. The main contributions of
the paper can be summarized as follows:

– We model the origin and surrogate servers according to the G/G/1 queuing
system.

– In the modeling of the origin server, we define two procedures as Superposition
and Queuing to determine the load status. We use load information of origin
server in the content split decision.

– In the modeling of surrogate servers, we also define two procedures called as
Splitting and Adjustment. The Splitting enables the queue load and waiting
time parameters to the Adjustment procedure.

– In Adjustment procedure, the split content sizes are adjusted by a novel
proposed splitter index parameter based on the queue load and waiting time
of surrogate servers.

The rest of the paper is organized as follows: the proposed content delivery
network architecture is given in Sect. 2. In Sect. 3, the request routing model
is detailed. The performance of the proposed approach is evaluated in Sect. 4.
Lastly, we conclude the paper in Sect. 5.
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2 Content Delivery Network Architecture

In this paper, we use the partial-site approach as a basis for our CDN request
routing method. In this approach, client requests are transferred to the origin
server to return the main content. Then, the requests are sent to the optimal
surrogate server to take the high-bandwidth contents as shown in Fig. 2a.

Fig. 2. CDN Request Routing Architectures for Traditional and Proposed Approaches

At this point, instead of selecting only one server, we split the client requests
to different surrogate servers which are in the geographical proximity of the
client as shown in Fig. 2b. For this aim, in this paper, we consider a CDN network
architecture consisting of controller, clients, origin and surrogate servers as shown
in Fig. 2b. The origin server contains the original data and distributes it to
each of the surrogate servers accordingly. In this paper, we particularly use the
cooperative push-based approach for content outsourcing which is based on the
pre-fetching of content to surrogates [1]. The controller can communicate with
the client, origin and surrogate servers to manage the proposed request routing
approach as explained in the following section.

3 Request Routing Model

The proposed request routing approach is managed by the controller. For this
purpose, the controller consists of the Congestion Determination, Content Dis-
tribution, and Content Combination Modules as shown in Fig. 3. The details of
these modules are explained in following subsections.

3.1 Congestion Determination Module

In this module, first, the controller evaluates congestion level of the origin server
to apply the proposed request routing approach. If the client sends a request
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Fig. 3. Proposed system framework

for high-bandwidth content and the congestion level of the origin server rises
above the optimal threshold, then we use our proposed request routing model.
For this purpose, this module takes the client requests arriving at origin server
as input. Respectively, it gives the congestion status information of the origin
server. The congestion determination module also includes the Origin Server
Modeling submodule with Superposition and Queuing procedures as explained
in the following part.

Origin Server Modeling. In this paper, we use an approximation based on the
two-parameter characterization of the arrival processes [13]. For the origin server
two-parameter characterization, the first parameter λ is the mean arrival rate of
the client requests to the origin server and it is equal to the 1/E[A]. Here, A shows
arrival time of the client requests to the origin server. The second parameter C2

A

is the Squared Coefficient of Variation (SCV) of inter-arrival times. These two
parameters λ and C2

A are related to the first and second moment of interarrival
times. Correspondingly, we can observe the arrival characteristics of the client
requests by using these parameters. For this purpose, we decompose the origin
server modeling into two procedures as Superposition and Queuing as shown in
Fig. 3.

Superposition: The client requests cannot reach to the origin server in a specific
distribution. These requests come as random arrivals with high variability. Also,
the total arrival stream of client requests to the origin server is the superposition
of all requests transferred by the client. Therefore, we model the origin server
according to the G/G/1 queuing model. Appropriately, Nj(t) is the number of
transferred requests from the client to origin server by time t. The combined
arrival process to origin server is equal to the N(t) =

∑k
j=1 Nj(t), (k is the max-

imum request number of client). At this point, the total (N(t)) and each of the
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smaller streams (Nj(t)) are the renewal processes. By using these parameters,
the arrival rate of client requests to the origin server is λj ≡ lim

t→∞
E[Nj(t)]

t . Con-

sequently, the mean arrival rate λ =
∑k

j=1 λj equals to the lim
t→∞

E[N(t)]
t . After

finding the λ, we can reach the SCV of inter-arrival time to the origin server by
using the Eq. 1.

C2
A =

1
λ

k∑

j=1

λjC
2
j (1)

In the Eq. 1, C2
j represents the SCV between the departures from client to

the origin server and C2
j = ϑi/λj . Here, the ϑj is limiting factor and calculated

as ϑj ≡ lim
t→∞

V ar[Nj(t)]
t . Furthermore, the service rate of the origin server is the

μ = 1
E[S] and here, S is the random service time of the origin server. Then, the

SCV of service distribution at origin server is the C2
S = V ar[S]

E[S] .

Queuing: The client requests first arrive at the origin server, receive basic con-
tent, and then transferred to the surrogate servers through the controller for
taking the high-bandwidth contents. Hence, the SCV between departures (C2

D)
from the origin server is found as given in Eq. 2.

C2
D = ρ2C2

S + (1 − ρ2)C2
A, (ρ =

λ

μ
) (2)

According to the G/G/1 queuing model, the approximation of queue waiting
time (Wqo) for the origin server is found as given in Eq. 3.

Wqo = E(S)
ρ

1 − ρ

C2
A + C2

S

2
, (ρ =

λ

μ
) (3)

Also, by using Eq. 3, I = Wqo

E(S) is defined as the congestion index of the origin
server. If the congestion index approaches to 1, then the origin server starts
to be congested and this is an indicator of the heavy traffic (asymptotically
exact as ρ ↑ 1). Similarly, the values of C2

A and C2
S show variability level of

the arrival and service distributions. The variability accumulates congestion,
therefore, higher values of these parameters show congestion on the origin server.
Therefore, in addition to the I, the controller uses C2

A and C2
S parameters to

determine congestion status of the origin server. In the overload case, we split
the client requests to different surrogate servers. At this point, the calculated
C2

D value is transferred to content distribution module for use in the client
request splitting procedure to the surrogate servers as explained in the following
subsection.

3.2 Content Distribution Module

In this module, first client requests leaving from the origin server are split to
the different surrogate servers in equal sizes through the controller. Then, the



Parametric-Decomposition Based Request Routing in CDNs 329

split content sizes are determined with the splitter index parameter by consid-
ering the queue load and waiting time of the surrogate servers by the aid of
SCV parameters. For these purposes, the content distribution module includes
the Surrogate Server Modeling submodule with Splitting and Optimization pro-
cedures as explained in the following part.

Surrogate Server Modeling. We also use the G/G/1 queuing system for
modeling the surrogate servers. The arrival and service times of the surro-
gate servers are independent and identically distributed (IID). Accordingly, the
arrival and service rates of the surrogate servers are λi = 1

E[Ai]
and μi = 1

E[Si]
.

Here, Ai and Si represent the arrival and service times of the surrogate servers,
respectively.

Splitting: The client requests for high-bandwidth contents are split to differ-
ent surrogate servers by the controller. The SCV between these routed arrival
requests to the specific surrogate server is calculated by using the Eq. 4.

C2
i = RiC

2
D + (1 − Ri), ∀i = 1, ..., N (4)

In this equation, C2
D is obtained from the Queuing procedure as given in

Eq. 2. Also, we define a R parameter called as splitter index based on the queue
load and waiting time of surrogate servers to determine the split piece sizes of
whole content in Adjustment procedure. Subsequently, to determine the splitter
index (Ri), we require the queue loads and waiting times of the surrogate servers.
According to the G/G/1 queuing model, the queue waiting time approximation
of the surrogate server is found as given in Eq. 5.

Wqi = E(Si)
ρi

1 − ρi

C2
i + C2

Si

2
, (ρi =

λi

μi
) (5)

In Eq. 5, C2
Si = V ar[Si]

E[Si]
is the SCV of the service distribution at the surro-

gate server. Moreover, according to the Little’s theorem, the queue loads of the
surrogate servers are found as given in Eq. 6.

Lqi =
ρ2i

1 − ρi

C2
i + C2

Si

2
, (ρi =

λi

μi
) (6)

Adjustment: As explained above, the high-bandwidth client request is split into
different surrogate servers and Ri is the splitter index to determine the optimal
split size of the whole content to a specific surrogate server.

Initially, we take the splitter index parameters of surrogate servers are equal
(Ri = 1

N , i = 1, 2, .., N) and so, the content is divided into pieces of equal sizes
(KN , K: size of whole content). Then, to determine the optimal split sizes of
content, we adjust the splitter index according to the queue loads and waiting
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Table 1. Key notations

Notation Explanation

λ, μ Arrival and service rates of origin server

λi, μi Arrival and service rates of surrogate servers

Ri Splitter index

C2
A, C2

S SCVs of inter-arrival time and service distribution at origin server

C2
D SCV between departures from origin server

C2
j SCV between departures from client to origin server

C2
i , C2

Si SCVs of routed arrival requests and service distribution at surrogate server

times of surrogate servers by the aid of SCV parameters. Therefore, we define
the splitter index as a function of the queue load and waiting time as given in
Eq. 7.

Ri =

Lqi
(C2

i ,C
2
Si)∑N

i=1 Lqi
(C2

i ,C
2
Si)

+ Wqi
(C2

i ,C
2
Si)∑N

i=1 Wqi
(C2

i ,C
2
Si)

2
,∀i = 1, 2, .., N (7)

In the definition of Ri, the first parameter in sum is obtained from the queue
load based Ri adjustment. After finding the Ri = 1

N , we calculate the C2
i values of

the corresponding surrogate servers with Eq. 4. Then, the calculated C2
i is used

in Eq. 6 to find Lqi . These procedures are executed for all surrogate servers and
corresponding load values are collected to obtain a total load value. The second
parameter in sum comes from the queue waiting time based Ri adjustment. Here,
the same procedures are executed on the Wqi parameter. Finally, we take the
average of the load and queue waiting time-based adjustments to find the splitter
index. Therefore, the splitter index (Ri) parameter of each surrogate server is
found as given in Eq. 7. Finally, each splitter index (Ri) is multiplied by K to
find the split size of whole content to that server. The procedures to adjust the
split content size is also summarized in Algorithm 1. Also, the key notations used
in all equations through the paper is given with Table 1.

3.3 Content Combination Module

As mentioned above, the controller transfers split content to different surrogate
servers according to the calculated splitter index (Ri) parameters. Before trans-
ferring whole content to the client, the controller should combine split content
pieces taken by these surrogate servers again. To ease the combination of content
pieces, we define a sequence range in the packet header. Accordingly, the con-
troller should add the sequence range to the header of each transferred content
piece according to Ri parameters. Therefore, the controller combines content
pieces according to these sequence ranges before transferring the client as given
in Fig. 3.
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Algorithm 1. Content Size Splitting
1: LT = 0
2: WT = 0
3: for i ←− 1 to N do
4: Calculate Ri = 1

N

5: end for
6: Queue Load Based Adjustment()
7: for i ←− 1 to N do
8: Calculate C2

i with Eq. 4
9: Calculate Lqi with Eq. 6

10: Add Lqi to LT

11: end for
12: Queue Waiting Time Based Adjustment()
13: for i ←− 1 to N do
14: Calculate C2

i with Eq. 4
15: Calculate Wqi with Eq. 5
16: Add Wqi to WT

17: end for
18: for i ←− 1 to N do
19: Ri =

Lqi
+Wqi

2(LT+WT )

20: Assign KRi to surrogate server i
21: end for

4 Performance Evaluation

4.1 Simulation Setup and Methodology

The efficiency of the proposed approach is evaluated through simulations by
comparing with Round Robin, Least-Loaded, and Two Random Choices request
routing algorithms. The simulations are executed by using the ns2 network sim-
ulator. To the best of our knowledge, the current simulators do not include
any tool for evaluating the different request routing mechanisms. Accordingly,
we benefit from the new library added to the ns2 network simulator during
the implementation of our request routing approach [14]. Also, we use network
topology of the Medianova Company. Each node on this network corresponds
to a surrogate server which connects to the end users and an origin server. The
metrics used to evaluate performance are queue load, the latency of client, and
request drops due to queue overflow.

4.2 Performance Results

Queue Load. We first evaluate the queue load behavior of a specific surrogate
server according to the time. The queue length of this server in time help us to
observe the load behavior and we use the Eq. 6 for this purpose. Here, requests
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from the client are transferred to this surrogate server in Round Robin, Least-
Loaded, and Two Random Choices request routing algorithms. In our approach,
we use other servers in addition to this server during the high-bandwidth client
requests.
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Fig. 4. Queue load behavior of a server

The Round Robin does not collect information about the network and server
status due to it is a static algorithm. Although the Least-Loaded and Two Ran-
dom Choices algorithms are dynamic, they do not consider the routing of high-
bandwidth client requests. Accordingly, as shown in Fig. 4, the transferred two
different high-bandwidth requests cause overloading of the server in these three
algorithms. On the other hand, we use other servers to meet the client requests
based on Algorithm 1. Accordingly, as shown in Fig. 4, we have roughly 42% less
load on this specific server compared to other three algorithms.

Latency of Client. We also evaluate the latency of client until the request is
met. We define this latency as the difference between the sending time of request
by the client and its response time by the surrogate server. During this dura-
tion, client requests are kept in the queues of the origin and surrogate servers.
Therefore, we use the waiting times of the client requests in these queues.

Accordingly, we use the Eqs. 3 and 5 for the origin and surrogate server
waiting times calculations, respectively. Additionally, the load status of the sur-
rogate servers affects the latency of the requested client. The increased number
of client accumulates the requests waiting in queues of servers. Therefore, we
investigate the latency according to the client number parameter. As shown in
Fig. 5, in the Round Robin, Least-Loaded, and Two Random Choices algorithms,
the latency of a client increases with growing request number. More specifically,
client observes more latency during the high-bandwidth request transfers. In
these durations, high-bandwidth requests of client and other increased requests
accumulates the latency and drops. On the other hand, we do not overwhelm the
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Fig. 5. Latency of a client with increased request numbers

specific server with high-bandwidth requests in a very demanding environment
based on Algorithm 1. Therefore, as shown in Fig. 5, we have roughly 44% less
client latency compared to other three algorithms.

Request Drops Due to Queue Overload. To show that our proposed app-
roach does not overload the queues of servers, we investigate the dropped requests
of clients by the surrogate servers. We observe the request drops again the client
number parameter. As explained above, loads of surrogate server queues are
accumulated with increasing client and request numbers. This load on the sur-
rogate servers increases the request drops of clients. For this reason, as shown in
Fig. 6, we observe an increase in the drops during the incoming of high-bandwidth
requests for the Round Robin, Least Loaded, and Two Random Choices Algo-
rithms. But, we do not overload a server with high-bandwidth requests in our
approach. Accordingly, we do not monitor an increase in dropped client requests.
Therefore, as shown in Fig. 5, we reduce the request drops roughly 57% according
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to other three algorithms. Also, in all evaluation results, the Round-Robin has
the worst performance compared to the Least-Loaded and Two Random Choices
algorithms because of the static characteristic.

5 Conclusion

In this paper, we proposed a Parametric-Decomposition based request routing
in CDNs. With this method, we can combine the high-bandwidth client requests
on origin server and split again to more than one surrogate server. We modeled
the origin server with superposition and queuing procedures based on G/G/1
queuing system to estimate the load status. The load information of origin server
is used for split decision of client requests. Moreover, the surrogate servers are
modeled with splitting and adjustment procedures based on G/G/1 queuing
system. The queue loads and waiting times of surrogate servers are used to cal-
culate the splitter index. We adopt the splitter index parameter to determine
the optimal content split sizes to the surrogate servers. According to the simu-
lation results, the proposed approach reduces the load on surrogate servers by
42% compared to the conventional approaches. Also, the latency and request
drops are decreased by 44% and 57% compared to the conventional approaches,
respectively.
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