
Gradient Correlation: Are Ensemble
Classifiers More Robust Against Evasion

Attacks in Practical Settings?

Fuyong Zhang1, Yi Wang1(B), and Hua Wang2

1 Dongguang University of Technology, Dongguan, Guangdong, China
{zhangfy,wangyi}@dgut.edu.cn

2 Institute for Sustainable Industries and Liveable Cities,
VU Research, Victoria University, Melbourne, Australia

hua.wang@vu.edu.au

Abstract. Pattern recognition is an essential part of modern security
systems for malware detection, intrusion detection, and spam filtering.
Conventional classifiers widely used in these applications are found vul-
nerable themselves to adversarial machine learning attacks. Existing
studies argued that ensemble classifiers are more robust than a single
classifier under evasion attacks due to more uniform weights produced
on the basis of training data. In this paper, we investigate the problem in
a more practical setting where attackers do not know the classifier details.
Instead, attackers may acquire only a portion of the labeled data or a
replacement dataset for learning the target decision boundary. In this
case, we show that ensemble classifiers are not necessarily more robust
under a least effort attack based on gradient descent. Our experiments
are conducted with both linear and kernel SVMs on real datasets for
spam filtering and malware detection.

Keywords: Adversarial machine learning · Ensemble classifiers
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1 Introduction

Learning-based classifiers are increasingly accepted as a versatile tool for data-
intensive security tasks [7,13,14,23–26]. They have been successfully deployed
in many cyber security applications such as biometric authentication, intrusion
detection, malware detection, spam filtering, detection of malicious Web page
and so on [16,28,29,32,34,36]. In these applications, binary classifiers are essen-
tial for the task of discriminating a malicious instance from a legitimate one.
To boost the accuracy performance, an ensemble approach may be adopted by
combining multiple classifiers together to form an integrated output [9,12,17].
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Unlike in other applications where the operating environment is static, these
security-related tasks involve intelligent adversaries who are able to analyse vul-
nerabilities of learning-based models and adapt their attacks in response to sys-
tem outputs. In such an adversarial setting, conventional learning-based classi-
fiers are found to be susceptible to evasion attacks among other security issues
[2,33]. In evasion attacks, the attacker is able to manipulate samples carefully to
circumvent system detections. For example, in spam filtering, attackers can dis-
guise their email behavior by misspelling bad words or adding normal words [35].
The PDFrate1, a real-world deployed, well-known PDF malware detection sys-
tem, can suffer substantial drops of detection accuracy when exposed to simple
attacks [20].

The growing evidence of adversarial learning in different application domains
has drawn significant attention of the research community in related fields
[6,8,31]. There are several theoretical attempts to understand the rationale of
inherent vulnerabilities in machine learning systems [6,22]. It was pointed out
that the success of attacks against learning algorithms crucially depends on the
amount and type of knowledge exposed to an attacker [6]. Regarding the targeted
system, there are four level of knowledge [6]: (1) the training data D; (2) the
feature set X ; (3) the learning algorithm f , along with the objective function L
minimized during training; and, possibly, (4) the targeted model parameters w.
Thus, the attacker’s knowledge can be characterized in terms of θ = (D,X , f,w).

Most of previously reported successful attacks assume that the attacker has
full knowledge of the targeted model, known as the “white-box” attack [6] or
the worst-case attack [5]. Recently, there are studies discussing evasion attacks
with limited knowledge of θ, mainly focusing on improving the robustness of
a single classifier in specific application domains [8,35]. These methods argued
that reducing the amount of knowledge available to the attacker or a proactive
response to potential exploitation of such knowledge should provide adequate
protection against adversarial data manipulation. Accordingly, several security
evaluation measures were proposed to indicate the robustness of a learning-based
classifier against evasion attacks. For example, hardness of evasion measure was
defined as the average minimum number of features that have to be modified
in a malicious sample to evade detection [35]. Another measure called weight
evenness was proposed in [5] based on the observation that some features are
highly discriminant than the others and if the adversary can identify them, e.g.,
by the associated weight values, it is not difficult to modify and get the malicious
sample misclassified as a legitimate one. Under these security measures, it was
shown that multiple classifier systems by averaging simpler classifiers such as
classic SVMs can be exploited to improve the robustness against evasion attacks
because more evenly distributed feature weights should require the adversary to
manipulate a higher number of features [4,5,27].

In this paper, we re-investigate the security evaluation problem from another
perspective. Our intuition is that, with small subsets or even zero knowledge of
the target training data D, ensemble learning may lead to a surrogate classifier

1 http://pdfrate.com/.

http://pdfrate.com/
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with less variation thus more accurate estimation of gradients when approxi-
mating the target decision boundary. Accordingly, we introduce a new security
measure called Gradient Correlation to evaluate the similarity of gradient esti-
mation between the surrogate and the targeted systems. We build the ensemble
on linear and kernel SVMs with averaging and voting strategies, respectively.
Our experimental results on real-world datasets indicate that, unlike expected
previously, ensembling base classifiers such as linear SVMs do not necessarily
improve the robustness of classifiers against evasion attacks under all circum-
stances.

2 Related Work

The problem of evasion attack at test time has been considered in the liter-
ature [6,22]. Most of the studies are focusing on individual classifiers, either
convex-inducing classifiers including SVM with simple decision functions [2,35]
or more complex neural networks [10,33], and defence methods in specific appli-
cation domains. There are relatively fewer discussions on the security of ensem-
ble classifiers. Ensemble classifiers were originally proposed to improve the clas-
sification accuracy by combining multiple weak classifiers to cope with more
complex hypothesis and nonlinear decision boundaries [11,30]. Because the fea-
ture weights can be more evenness through the combination of multiple single
classifiers and the decision boundary is hard to find [5,27]. From this perspec-
tive, previous studies showed that ensemble classifiers are more robust than a
single classifier under white-box attacks with full knowledge of the targeted sys-
tem [4,5].

The white-box attack is extended in [5] to more general attacks on multiple
classifiers. The paper proposed two limited knowledge attacks by assuming the
feature set in an attacker’s hand is not the same as the original one X . To
simulate the limited knowledge scenarios, the feature set X̂ assumed available
to the attacker was generated by shuffling half or all features in X at random.
However, it is not clear how attackers can obtain shuffled features in practical
classifier systems. The security evaluation therein is based on the weight evenness
which considers a classifier is more robust if the weights in w are more evenly
distributed so that the attacker cannot easily discover the most salient features.

In more realistic settings, the attacker’s knowledge is limited by restricting
the training data D available to the attacker [2,3,35]. It was assumed that the
available D̂ is either subsets of the original D or a surrogate collected from alter-
native sources with the same data distribution as the target. Gradient descent
attacks were proposed to increase the probability of successful evasion by exploit-
ing knowledge of the (estimated) decision boundary gained from the discriminant
function of the target classifier. However, again, these methods are evaluated on
a single SVM rather than ensemble classifiers and the security measures are in
general based on the hardness of evasion and the weight evenness.

Gradient information was exploited to attack tree ensemble classifiers in
[15,27]. It was shown that both gradient boosted trees and random forests are
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extremely susceptible to evasions under white-box attacks with full knowledge of
the original training dataset D [15]. On the other hand, the study in [27] shows
that an ensemble of classifiers, either decision trees or SVMs, can be used to
detect evasion attacks by checking diversity in the ensembles themselves. Due
to diversity and adjusting the voting threshold accordingly, ensemble trees are
considered more robust than a single classifier against evasion attacks [27].

3 Background

Before proceeding to the proposed approach, here we briefly review SVM-based
classifiers and introduce relevant notations used in this paper followed by the
general formulation of evasion attacks.

3.1 Support Vector Machines

Given a training dataset x1,x2, ...,xN , the primal problem of linear SVM is to
solve the following quadratic program:

min
w,b,ξ

1
2
||w||2 + C

N∑

i=1

ξi

s.t. yi(wTxi + b) ≥ 1 − ξi and ξi ≥ 0,

(1)

where w is the weight vector, b is the displacement, {ξi} are slack variables
defining the soft margin [11], and the regularization term C tunes the trade-off
between the classification error and margin maximization. Once the parameters
are solved, the discriminant function defining the decision boundary is given by

glinear(x) = wTx + b. (2)

The linear SVM can be extended to a more complex feature space by introducing
some kernel function on x. The discriminant function written in its dual form is

gkernel(x) =
N∑

i=1

aiyiK(x,xi) + b. (3)

where {αi} are Lagrange multipliers in KKT conditions. We consider a kernel
SVM with radial-basis function (RBF) where K(x,xi) = exp(−γ‖x − xi‖2).

To build ensemble SVMs, we follow previous studies [5,27] by bagging sub-
space features as it was reported to be more effective than bagging training
subsets [27]. We adopt two aggregation methods, namely averaging and voting,
to make the final decision over classification results of the independently trained
SVMs. The voting method aggregates the results of individual base classifiers by
majority votes. The averaging method has discriminant function as

gensem(x) =
1
M

M∑

m=1

[ N∑

i=1

am
i ym

i K(xm,xm
i ) + bm

]

=
1
M

M∑

m=1

N∑

i=1

am
i ym

i K(xm,xm
i ) + bavg

(4)
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where M is the number of base classifiers and bavg is the averaged displacement.
Note that the linear kernel is given by K(xm,xm

i ) =< xm,xm
i > in this case.

3.2 Evasion Attacks

In this attack mode, the attacker’s goal is to have a malicious sample misclassified
as benign at test time. To this end, the attacker needs to know the decision
boundary or similar boundary of the targeted system. Without loss of generality,
suppose that the discriminant function g(x) > 0 for detecting a malicious sample
x otherwise passing a legitimate one. The attack rationale is to find a sample x′

that yields g(x) < 0 by minimally manipulating the initial malicious sample x,
where the amount of manipulations is characterized by some distance function
d(x,x′) in feature space. This general formula can be written as [35]

A(x) = argminx′ d(x,x′), s.t. g(x′) < 0. (5)

In the case when the features are Boolean as used in the paper, d(·, ·) corresponds
to the Hamming distance which indicates the number of features that must be
added (i.e., flipped from 0 to 1) or deleted (i.e., flipped from 1 to 0) from the
initial attack sample x.

Recall that the attacker’s knowledge regarding the target classifier can be
characterized in terms of θ = (D,X , f,w) as introduced in Sect. 1. It should
be noted that only in white-box attacks the target g(x) will be known to the
attacker and the required d(x,x′) is minimal. In more realistic settings, the
attacker can only obtain an estimated ĝ(x) by constructing an approximated
learner f̂ with estimated parameters w trained on a surrogate training set D̂ =
{(x̂i, ŷi)}Ns

i=1 of Ns samples. The surrogate training data may be collected by
the adversary via sniffing network traffic or augmenting from other sources.
Sometimes, the attacker may obtain some true labels and/or subsets of the
original training samples. In any case, there must be bias in the estimation
should there be knowledge discrepancy about the target. It is intuitive that a
better approximation of the surrogate will make the attacker manipulate fewer
features to evade the detection and thus less secure/robust of the target classifier
against the attack.

4 The Proposed Attack Approach

In this paper, we evaluate the robustness of ensemble SVMs under gradient
attacks by assuming limited knowledge of the target’s training data available
to an attacker. As the surrogate dataset D̂ differs from D, more or less there
must be a distribution drift in attacker’s learning the surrogate classifier f̂ for
simulating attacks. It is anticipated that the more drift from D the more bias
in the learner estimate f̂ and parameter estimates in ŵ that are trained on the
surrogate dataset D̂. In any case, if the attacker can obtain from θ a better
discriminant function ĝ(x) that closely approximates the target g(x) he is able
to manipulate an evasion sample more effectively with fewer efforts.
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Accordingly, we consider two attack scenarios with respect to the attacker’s
knowledge on D. The first scenario is called the subset scenario which assumes
the attacker knows a subset of training data, i.e., D̂ ⊂ D. We gradually vary
the size of D̂ to evaluate the classifier’s robustness under evasion attacks with
respect to the distribution drift between the surrogate and the target datasets.
In particular, when D̂ = D it is equivalent to the “white-box” attack in which
the surrogate classifier can be regarded as a reproduction of the target and
ĝ(x) = g(x) yields the worst-case scenario for evasion with least efforts. The
second scenario is called the surrogate data scenario which assumes the attacker
does not know any instance of the original training data but is able to collect a
surrogate dataset D̂ resemble the data distribution of D.

To solve the optimization problem in (5), we assume ĝ(x) to be differentiable
almost everywhere and adopt the gradient descent attacks which were shown
to be effective against single SVMs [2,8]. For classifiers with binary features,
the procedure of gradient descent attacks can be found as follows. Firstly, the
gradients in g have to be sorted in descending order of their absolute values,
and feature values x of the malicious sample have to be sorted accordingly. We
denote the sorted gradients as g1, g2, ..., gn, and the features as x1, x2, ..., xn,
where |g1| ≥ |g2| ≥ ... ≥ |gn|. Then, for i = 1, 2, ..., d:

– If gi > 0 and xi = 1, set xi to 0;
– If gi < 0 and xi = 0, set xi to 1 (if it is possible);
– otherwise, xi is left unmodified.

The following subsections explicitly give the gradient formular of discriminant
functions for the comparing classifiers. We also propose a new evaluation measure
called gradient correlation to indicate the similarity of gradients between the
surrogate and the targeted systems for constructing evasion samples offline with
limited knowledge on θ.

4.1 Gradients of Single SVMs

The most important thing in gradient decent attack is to know the gradient of
a classifier. In this section, we give the gradient of single SVMs. The gradient of
ensemble SVMs is given in Sect. 4.2.

The gradient of linear-SVM is quite simple which is

∇g(x) = w (6)

For kernel-SVM, the gradient is

∇g(x) =
N∑

i=1

aiyi∇K(x,xi) (7)

For RBF kernel, ∇K(x,xi) = −2γexp(−γ‖x−xi‖2)(x−xi), so the gradient
of RBF-SVM is

∇g(x) =
N∑

i=1

aiyi[−2γexp(−γ‖x − xi‖2)(x − xi)] (8)
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4.2 Gradients of Ensemble SVMs

For averaging linear-SVMs, we can see that its discriminant function is still a
linear function. Its gradient is just like linear-SVM which is the averaged weight
vector wavg. We use the same gradient in voting linear-SVMs.

For averaging RBF-SVMs, the gradient is

∇g(x) =
1
M

M∑

m=1

N∑

i=1

am
i ym

i ∇K(xm,xm
i ) (9)

where
∇K(x,xi) = −2γexp(−γ‖xm − xm

i ‖2)(xm − xm
i ) (10)

This gradient is also used by voting RBF-SVMs.

4.3 The Gradient Correlation Measure

Kolcz and Teo [18] proposed a measure to evaluate the weight evenness of a
classifier which is

F (k) =
∑k

i=1 wi∑n
j=1 wj

(11)

where k = 1, 2, ..., n, wi is the absolute value of its original weight, and
w1, w2, ..., wn, denote the weights sorted in descending order of their absolute
value.

However, this measure is not a scalar. The weight distribution is most even
when every weight is identical, which corresponds to F (k) = k/n. The most
uneven distribution is when only one weight is not zero where F (k) = 1 for each
k. Accordingly, Biggio et al. [5] proposed a normalized measure (E) ∈ [0, 1],
called weight evenness, based on F (k).

The weight evenness measure was used in addition to hardness of evasion
to indicate the robustness of a linear classifier. It is worth noting that in more
practical settings the weight eveness measured on a surrogate classifier is not
necessarily the same as that on the target model. To address this problem, we
propose a more universal measure to evaluate the similarity of gradient estima-
tion between the surrogate and the targeted systems. The gradient correlation
(GC) measure is given by:

GC =
∑n

k=1 C(k)
n

(12)

where

C(k) =
∑k

i=1 g′
i∑k

i=1 gi

(13)

Let g+ denotes the original gradient vector of the targeted system, g is the vector
which sorted |g+| in descending order, i.e., g1 ≥ g2 ≥ ... ≥ gn. g′ is the gradient
vector of surrogate system with the absolute gradient value of targeted system
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Algorithm 1. Gradient Correlation
Input: [g+, f+], g+: the original gradient vector of targeted system, f+: the features
used in the targeted system; [g−, f−], g−: the original gradient vector of surrogate
system, f−: the features used in the surrogate system, f− ⊆ f+; n: the number
of features used in the targeted system; m: the number of features used in the
surrogate system.
Output: GC

1: [g, f] ← sort |g+| in descending order;
2: [g∗, f∗] ← sort |g−| in descending order;
3: j ← 1;
4: while j ≤ m do
5: p ← find the position of f∗

j in f if exist, otherwise p ← 0;
6: if p > 0 then
7: g′

j ← gp
8: else
9: g′

j ← 0
10: end if
11: j ← j + 1;
12: end while
13: if m < n then
14: g′

j ← 0, j = m,m + 1, ..., n;
15: end if
16: C(k) =

∑k
i=1 g′

i∑k
i=1 gi

, k = 1, 2, ..., n;

17: GC =
∑n

k=1 C(k)

n
.

for the same features between the targeted and the surrogate systems. n is the
number of features used in the targeted system. The detailed procedure is given
by Algorithm 1.

Form Algorithm 1, we can see that GC ∈ [0, 1], GC = 0 and GC = 1 cor-
respond respectively to the most uncorrelated and the most correlated gradient
distribution. Larger GC means attacker knows more about the gradient of tar-
geted system and the attacks are more effective.

5 Evaluation

In this section, we evaluate the robustness of ensemble SVMs and a single SVM
trained on the same dataset for spam email filtering and malware detection tasks.
In the subset attack scenario, we gradually increase the size of D̂ by 10%, 20%,
..., 100% of the original training dataset. The samples in D̂ are randomly selected
from D. In the second attack scenario of surrogate datasets, we also vary the
amount of attacker’s knowledge by portions but the training data is from an
alternative source rather than the targeted system. Each experiment was run 30
times and the results were averaged to produce the figures.

It is worth noting that for ensemble learning, the surrogate and the targeted
systems are different in each run for the features were selected randomly, albeit
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the target was trained on exactly the same dataset. Each ensemble classifier
contains 100 independent base classifiers. As suggested by Ho [12], using half of
the features resulting in the best or very close to the best accuracies. We set the
feature bagging ratio to 50% for all ensemble classifiers.

In our evaluation tasks, we do not restrict the attack ability which means the
attacker can manipulate a malicious sample using whatever computing and time
resources needed based on the available knowledge. For security evaluation, we
adopt both the conventional hardness of evasion [35] and the proposed gradient
correlation measures. The following shows our results performed on two real
application datasets.

5.1 Spam Email Filtering

Experimental Setup: The PU3 dataset was considered in spam email clas-
sification task [1,21]. There are 11 subdirectories in PU3 (part1, ..., part10,
unused) and the first 10 subdirectories, which consists of 1820 spam and 3310
legitimate emails, were used in our experiments. In PU3 dataset, the messages
are “encoded” with digital numbers. For the evaluation task, we first extracted
words (i.e., features) from emails in the first 5 subdirectories and more than
30,000 features were extracted. Then we reconstructed every email with binary
features, which is 1 or 0 represent a feature presence or absence respectively in
an email. For keeping computational complexity manageable, we used a feature
selection approach, information gain [19], to reduce the feature space to 200
features without loss the classification accuracy significantly.

After turned every email in PU3 to the new feature space, we split the 4130
emails into 3 different subsets. Subset 1 included 608 spam and 769 legitimate
emails, which was used as the training dataset. Subset 2 included 604 spam and
773 legitimate emails, which was used as the surrogate dataset. Subset 3 included
608 spam and 768 legitimate emails, which was used as the test dataset. Each
email in 3 subsets was different. The training data was used by the targeted
systems to train classifiers. The evaluation was carried out on the test data.
For linear-SVM and linear-SVM ensemble, the SVM regularization parameter
C was set to C = 1. For RBF-SVM and RBF-SVM ensemble, we set the SVM
regularization parameter C = 100 and the kernel parameter γ = 0.01.

Experimental Results: Table 1 shows classification accuracies achieved by the
targeted systems. We observe that ensemble classifiers improved the classification
accuracy as expected and that the base classifier using RBF-SVMs slightly out-
performs that using linear-SVMs. Figure 1 shows that, under the subset attack
scenario, ensemble SVMs are more robust than a single SVM when there is a
significant amount (more than 30%) of the original training data are exposed to
an attacker. When the available data is reduced to less than 30% ensemble clas-
sifiers become more susceptible to evasion for both linear-based and RBF-based
SVMs. Under the surrogate data scenario, which is shown on the right side of
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Fig. 1, the amount of surrogate data is not as critical as that in the subset sce-
nario. In this case, the ensemble classifiers are always easier to be compromised
by manipulating fewer features on average for evading the target classifier.

Table 1. Classification accuracy

Single
Linear-
SVM

Averaging
Linear-
SVMs

Voting
Linear-
SVMs

Single
RBF-SVM

Averaging
RBF-SVMs

Voting
RBF-SVMs

0.9440 0.9565 0.9573 0.9448 0.9599 0.9592
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Fig. 1. Hardness of evasion (i.e. average minimum number of modified words to let
all spam emails classified as legitimate) in the subset scenario (left) and the surrogate
data scenario (right).

Figure 2 plots gradient correlation measures for the two attack scenarios.
It can be seen that ensemble SVMs always have higher gradient correlation
scores than single SVMs, which supports the observation in Fig. 1. A higher
correlation score indicates a higher similarity level between gradient estimates of
the surrogate and the targeted systems, and thus more prone to be compromised
by evasion attack. In the subset data scenario, the gradient correlation score
rises with an increasing percentage of training data exposed to the attacker for



106 F. Zhang et al.

both single and ensemble classifiers. In the surrogate data scenario, however, the
change is rather flat as the distribution drift is determined by the nature of the
two data sources rather than the surrogate data size.

Another interesting observation in Fig. 2 is that an attacker can use less than
50% of the original training dataset to build a surrogate system of ensemble
classifiers that closely mimics the targeted system performance and acquire a
proactive response to a malicious input. Whereas for a single SVM system it
will require more than 80% of the target training dataset to build a resembled
surrogate system.
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Fig. 2. Gradient correlation GC for linear-based classifiers (left) and RBF-based clas-
sifiers (right).

5.2 Malware Detection in PDF

Experimental Setup: The other real-world task we considered is malware
detection. The PDF dataset used in [2] was considered in these experiments. In
their released library adversarialib v1.02, there are 514 malicious samples and
486 benign samples. The feature space includes 114 features (keywords) and the
feature value x ∈ [0, 1] which is the occurrence of a given keyword in a PDF
divided by 100. For less confusing, we simply modified the feature value to 1 if
the original value x > 0, or 0 if the original value x = 0. In this case, x = 1
means a given keyword is present in a PDF, and x = 0 means it is absent.

As discussed in [2], it is hard to remove an embedded object (keywords)
from a PDF file without corrupting its structure. But inserting new objects
(keywords) through adding a new version to a PDF file is quite easy [2,35]. In
our experiments, keywords only can be added cannot be removed which means a
feature value only can be modified from 0 to 1, cannot be modified from 1 to 0.
For this reason, only the original gradient value gi < 0 need to be considered
when calculating GC.

Following the experimental setup used in spam email filtering task, we
also split the 1000 samples into 3 different subsets. Subset 1 included 162
malicious and 171 benign samples, which was used as the training dataset.
2 http://pralab.diee.unica.it/.

http://pralab.diee.unica.it/
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Subset 2 included 182 malicious and 152 benign samples, which was used as
the surrogate dataset. Subset 3 included 170 malicious and 164 benign samples,
which was used as the test dataset. Also, each sample in 3 subsets was different.
For linear-SVM and linear-SVM ensembles, the SVM regularization parameter
C was set to C = 1. For RBF-SVM and RBF-SVM ensembles, we set the SVM
regularization parameter C = 100 and the kernel parameter γ = 0.01.

Experimental Results: For this dataset, the security measures in terms of
hardness of evasion are very close between the single and the ensemble classifiers
in Fig. 3. Nevertheless, it can still be observed that ensemble SVMs tend to
require fewer features modified on average for evasion when an attacker has less
knowledge on D. This is more obvious by the gradient correlation scores shown
in Fig. 4 where gradient estimations are more accurate by ensemble classifiers
for both linear- and kernel-based SVMs. This indicates that ensemble SVMs are
more susceptible to gradient descent attacks with limited knowledge. In all cases,
there is no much difference in security performance between the two aggregation
methods of averaging and voting.
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Fig. 3. Hardness of evasion (i.e. average minimum number of added keywords to make
every malicious PDF classified as benign) in the subset scenario (left) and the surrogate
scenario (right).
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Fig. 4. Gradient correlation GC for linear-based classifiers (left) and RBF-based clas-
sifiers (right).

6 Conclusion and Future Work

In this paper, we investigated the robustness of ensemble classifiers comparing
with single classifiers under evasion attacks with limited knowledge. We propose
a new security evaluation measure called gradient correlation to indicate the
accuracy of gradient estimation when building a surrogate system for simulating
proactive responses to malicious samples. Our experimental results showed that
ensemble classifiers require much less knowledge of the original training dataset
to build a surrogate classifier closely resembled the targeted system and thus
more susceptible to evasion attacks with limited knowledge in more practical
scenarios.

Our future work will focus on finding novel defence methods for ensemble
approaches. We also intend to extend the proposed gradient correlation measure
to study the security performance of other learning-based classifiers.
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