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Preface

This book includes extended and revised versions of a set of selected papers from
SMARTGREENS 2017 (6th International Conference on Smart Cities and Green ICT
Systems) and VEHITS 2017 (3rd International Conference on Vehicle Technology and
Intelligent Transport Systems), held in Porto, Portugal, during April 22–24.

SMARTGREENS 2017 received 70 paper submissions from 33 countries, of which
11% are included in this book. VEHITS 2017 received 77 paper submissions from 25
countries, of which 12% are included in this book.

The papers were selected by the event chairs of both events and their selection is
based on a number of criteria that include the classifications and comments provided by
the Program Committee members, the session chairs’ assessment, and also the program
chairs’ global view of all papers included in the technical program. The authors of
selected papers were then invited to submit a revised and extended version of their
papers having at least 30% innovative material.

The purpose of the 6th International Conference on Smart Cities and Green ICT
Systems (SMARTGREENS) was to bring together researchers, designers, developers,
and practitioners interested in the advances and applications in the field of smart cities,
green information and communication technologies, sustainability, energy-aware sys-
tems and technologies.

The purpose of the Third International Conference on Vehicle Technology and
Intelligent Transport Systems (VEHITS) was to bring together engineers, researchers,
and practitioners interested in the advances and applications in the field of vehicle
technology and intelligent transport systems. This conference focuses on innovative
applications, tools, and platforms in all technology areas such as signal processing,
wireless communications, informatics, and electronics related to different kinds of
vehicles, including cars, off-road vehicles, trains, ships, underwater vehicles, or flying
machines, and the intelligent transportation systems that connect and manage large
numbers of vehicles, not only in the context of smart cities but in many other appli-
cation domains.

The papers selected to be included in this book contribute to the understanding of
relevant trends of current research on smart cities, green ICT systems, vehicle tech-
nology and intelligent transport systems including: smart grids, monitoring data,
Internet of Things, electric vehicles, intelligent transportation systems, transportation
planning, and traffic operation.

With the advances of new and innovative technologies, the field of smart and
connected cities is expected to grow even further. Topics such as data privacy, Internet
of Things, and architecture or business models for smart cities are becoming increas-
ingly important for both researchers and practitioners. At the same time sustainability
and energy are two crucial aspects to consider for the advances and applications in the
field of vehicle technology and intelligent transport systems as well as smart cities. In
the next few years we can expect a range of innovative technologies and research



results for these topics within the area of smart cities and intelligent transportation
systems such as energy and vehicle analytics and autonomous and connected vehicles.

We would like to thank all the authors for their contributions and also the reviewers
who have helped ensure the quality of this publication.

April 2017 Brian Donnellan
Cornel Klein

Markus Helfert
Oleg Gusikhin

António Pascoal
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Towards an Integrated Development and
Sustainability Evaluation of Energy
Scenarios Assisted by Automated

Information Exchange

Jan Sören Schwarz1 , Tobias Witt2 , Astrid Nieße3 , Jutta Geldermann2 ,
Sebastian Lehnhoff1(B) , and Michael Sonnenschein3

1 Department of Computing Science, University of Oldenburg, Oldenburg, Germany
{jan.soeren.schwarz,sebastian.lehnhoff}@uni-oldenburg.de
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3 OFFIS - Institute for Information Technology, Oldenburg, Germany
{niesse,sonnenschein}@offis.de

Abstract. Today, decision making in politics and businesses should aim
for sustainable development, and one field of action is the transformation
of energy systems. To reshape energy systems towards renewable energy
resources, it has to be decided today on how to accomplish the transi-
tion. Energy scenarios are widely used to guide decision making in this
context. While considerable effort has been put into developing energy
scenarios, researchers have pointed out three requirements for energy
scenarios that are not fulfilled satisfactorily yet: The development and
evaluation of energy scenarios should (1) incorporate the concept of sus-
tainability, (2) provide decision support in a transparent way, and (3) be
replicable for other researchers. To meet these requirements, we combine
different methodological approaches: story-and-simulation (SAS) scenar-
ios, multi-criteria decision making (MCDM), information modeling, and
co-simulation. We show how the combination of these methods can lead
to an integrated approach for development and sustainability evalua-
tion of energy scenarios assisted by automated information exchange.
We concretize this approach with a sustainability evaluation process
(SEP) model and an information model. We highlight, which artifacts
are developed during the SEP and how the information model can help
to automate the information exchange in this process. The objectives are
to facilitate a sustainable development of the energy sector and to make
the development and decision support processes of energy scenarios more
transparent.

Keywords: Co-simulation · Energy scenarios · Information model
Multi-criteria decision making (MCDM) · Ontology
Scenario planning · Story-and-simulation (SAS)
Sustainability evaluation
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1 Introduction

The intended phase-out from nuclear and fossil power and the transition to
renewable energy resources in Germany pose new challenges. With the EU
and the federal government of Germany having set targets for reducing energy
demand and greenhouse gas (GHG) emissions until 2030 and 2050 [5,12], deci-
sion makers in politics need to initiate and project the transition process today to
achieve these targets. The goal of this transition process is to reshape the energy
infrastructure and related planning and operation processes while also consider-
ing sustainable development. Thus, an approach to evaluate and compare future
scenarios and corresponding transition paths regarding their sustainability char-
acteristics is needed to provide guidance to the politically intended transition
process.

Long-term energy scenarios, which are a tool to investigate the “possible
future development (or a future state) of the energy system” [15, p. 9], have long
been used to guide decision making in this context. Researchers have already
put considerable effort into developing these scenarios. For example, the German
database “Forschungsradar Energiewende”1 lists more than 920 publications on
energy transition research in Germany from 2011 to 2017. This database also
includes publications on EU and global levels, which are also relevant for the
German debate, e.g., the World Energy Outlook [17]. Based on these energy
scenarios, different transition paths can be distinguished for the development
of the future energy system. Therefore, energy scenarios help to develop long-
term strategies by describing how the set targets of the energy transition can be
achieved. However, the development and evaluation of energy scenarios should
meet some basic requirements:

– A concept of sustainability should be defined and operationalized with rele-
vant dimensions in the evaluation process.

– The decision support process should be transparent and easy to understand.
– The development and decision support processes of energy scenarios should

be replicable.

In the article at hand, we will show an integrated approach for development
and sustainability evaluation of energy scenarios assisted by automated infor-
mation exchange addressing these requirements. Our approach is based on the
sustainability evaluation process (SEP) developed in the research project NEDS
[4]. The SEP combines qualitative future scenarios with quantitative simulation
and multi-criteria decision making (MCDM)2. To facilitate the required repli-
cability, we introduce an information model, which supports the automation of
information exchange in the SEP.

The remainder of this article is structured as follows: In Sect. 2, we elab-
orate on the requirements for energy scenarios. In Sect. 3, we describe related
methodologies that we will combine to meet these requirements: We describe

1 http://www.forschungsradar.de/studiendatenbank.html (accessed August 17, 2017).
2 Also called multi-criteria decision aiding/analysis (MCDA).

http://www.forschungsradar.de/studiendatenbank.html
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story-and-simulation (SAS) scenarios, review approaches for integrating scenar-
ios with methods from multi-criteria decision making, and describe the appli-
cability of information modeling in the context of energy scenarios. In Sect. 4,
we combine the reviewed methodologies in our conceptual solution to set up the
SEP as an integrated process with continuous tool support. After that, we give
details on this solution regarding the SEP in Sect. 5, and regarding the infor-
mation model supporting the SEP in Sect. 6. In Sect. 7, we show how the three
above-mentioned requirements are met by our solution.

2 Requirements for Development and Evaluation
of Energy Scenarios

The development and evaluation of energy scenarios should satisfy three basic
requirements: They should include a definition and operationalization for sus-
tainability, provide decision support in a transparent way, and be replicable for
other researchers. In this section, we elaborate on these requirements in more
detail and point out that many energy scenarios do not satisfactorily fulfill them.

Usually, a triad of objectives including supply security, economic viabil-
ity, and environmental compatibility is used to guide decision making in the
energy sector. For example, in Germany these objectives are stated in the
“Energiewirtschaftsgesetz” (Energy Sector Act) [10]. Meanwhile, the concept
of sustainable development is also used to guide decisions in multiple fields of
politics. According to the triple-bottom-line interpretation of sustainability, eco-
nomic prosperity, social justice, and environmental quality need to be achieved
simultaneously [11]. If both approaches are integrated, technical, economic, envi-
ronmental, and social criteria are all relevant to operationalize sustainability in
the energy sector. However, the majority of recent research on energy transitions
focuses on selected aspects and consequently fails to consider all relevant aspects
simultaneously - see [16,18,21] for reviews of considered aspects in Germany and
the UK. Therefore, these studies might not be suitable to guide political deci-
sion making towards sustainable development of the energy sector, due to the
multi-criteria nature of sustainability.

Many studies aim at providing decision support for political decisions to pro-
mote sustainable development of the energy system. However, there are obsta-
cles impairing transparent decision support: Firstly, most energy scenarios do
not explicitly evaluate energy scenarios’ contributions to sustainable develop-
ment, e.g., by conceptualizing the sustainability of energy scenarios as a multi-
criteria decision problem. For example, in their review on 24 energy scenarios
in Germany, Kronenberg et al. [21] point out that an integrated sustainability
assessment would increase the usefulness for decision support, but is missing
in most of the reviewed energy scenarios. Secondly, most energy scenarios do
not specify decision alternatives and delineate them from external uncertainties.
Thirdly, shareholders’ preferences are not included in the evaluation of energy
scenarios. Overall, this means that the process of generating recommendations
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from energy scenarios, i.e., the underlying decision support process, is not trans-
parent [15]. To this end, transparency of the methods and models used in the
scenario evaluation process is needed. To overcome these obstacles, Grunwald et
al. [15] proposed to introduce standards for energy scenarios in terms of scientific
validity, transparency and openness of the results.

Replicability is crucial to achieve scientific validity of energy scenario studies.
It allows other researchers to repeat calculations and simulations of scenarios
with the same parameters to replicate the results. Therefore, all information
about the scenarios should be documented and published including input data,
models, and assumptions [15]. This enables researchers to take an energy sce-
nario and vary input data, models, and assumptions. For example, newer data
or data from another country could be used. Models could also be interchanged
or new models could be added to expand the focus of the scenario. This way,
replicability also allows to reuse scenarios and to compare different scenario stud-
ies. Furthermore, in combination with a transparent decision making process, it
allows other researchers to replicate scenarios while also considering further cri-
teria. During scenario development, simulation, and evaluation, various data is
exchanged between different actors, models, and software. Due to the complex-
ity of these processes (in particular the integration of simulation models from
various domains), the information exchange is highly prone to error. This calls
for tool-support and automation with all data flows and dependencies being well
defined and documented. This would significantly improve the replicability, as
requested in [15].

3 Related Work

Since the publication of the Brundtland report [7] in 1987, many sustainability
assessment tools have been introduced with different focus. As can be seen in the
review from Singh et al. [30], the main work has focused on developing indicators,
composite indicators, and appropriate scaling and weighting systems.

In July 2017, the United Nations Development Group published an online
compendium on different sustainability development goals assessment methods,
tools, and indicator systems as one of the actions within the 2030 agenda3. With
the collected tools, all relevant aspects of sustainability-related decision mak-
ing and planning are supposed to be covered. Nevertheless, we argue that the
presented tools do not fulfill the requirements for the evaluation of energy sce-
narios. For example, the Integrated Sustainable Development Model simulation
tool (iSDG4) developed by the Millenium Institute complies with the first and
second requirements as defined in Sect. 2 only in parts, as there is no support for
the definition and weighting of shareholders’ preferences. Furthermore, the iSDG
needs input values that can be derived only from an integrated simulation of the
underlying system (in our case: the energy system comprising a vast amount

3 https://undg.org/2030-agenda/sdg-acceleration-toolkit (accessed August 17, 2017).
4 http://www.isdgs.org (accessed August 17, 2017).

https://undg.org/2030-agenda/sdg-acceleration-toolkit
http://www.isdgs.org
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of components). An appropriate automation of the data transfer from simula-
tion models to an evaluation system – as requested in the third requirement in
Sect. 2 – is not supported within any of the presented tools. Additionally, the
integration of a scenario planning tool is missing.

To address this issue, we suggest integrating methodologies for scenario plan-
ning and sustainability evaluation based on system simulations. We will describe
this conceptual solution further in Sect. 4. In the remainder of this section, we
will introduce appropriate methodologies and discuss possibilities to integrate
them:

Firstly, we describe the concept of story-and-simulation scenarios, which are
based on qualitative future scenarios and quantitative simulation. Secondly, we
discuss the integration of multi-criteria decision making (MCDM) and scenarios.
Thirdly, we point out how information models are used to support simulation
and evaluation processes.

3.1 Story-and-Simulation (SAS) Scenarios

One methodology to set up energy scenarios is the SAS approach [1]. While
this approach stems from environmental modeling, it is increasingly used in the
energy context [37]. SAS scenarios combine qualitative stories and quantitative
data for simulation studies. On the one hand, the storyline of SAS scenarios
allows the involvement of shareholders in the scenario development process. On
the other hand, the technical simulation can provide numerical estimates of the
future development. The variation of quantitative attributes within the SAS
scenarios leads to adapted simulation model parametrization. To this end, it
should be clear, why certain quantitative parameters of a simulation are varied
and others are not, based on a storyline.

For the sake of transparency, a well-defined process for creating these stories
is necessary, which can be found, for example, in scenario planning5. This is an
expert-based management tool, which originates from strategic planning on the
company level in the 1970s [34]. Based on this prior work, Gausemeier et al. [14]
proposed the following process for the development of future scenarios (we will
call this scenario planning process)6:

Firstly, participating domain experts discuss factors influencing a scenario
and define the so-called “decision and scenario fields”: The factors are sepa-
rated into internal and external factors: If the development of factors can be
influenced (decision alternatives), these are called internal factors and form
the decision field. If the development of factors cannot be influenced (external
uncertainties), these are called external factors and form the scenario field. As
an example, the German Federal State of Baden-Württemberg defined special
regulations that apply when a new heating system is installed in a house. These
force the owner to either base the new system at least partly on renewables or to

5 Also called scenario management.
6 In the remaining sections, definitions are highlighted in bold typesetting at their

first occurrence.
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take substantial steps to increase energy efficiency (e.g., roof insulation). But if
subsidies are allocated by the Federal Government, no decisions can be taken in
that field by one of the federal states. Thus, these subsidies are excluded from the
decision alternatives. Nevertheless, there are enormous effects of these external
uncertainties. Therefore, they have to be taken into account during evaluation
of the decision alternatives, but do not themselves define decision alternatives.
With this classification, three different types of future scenarios can be distin-
guished: External scenarios comprise only external factors, and can therefore be
used to describe the development of the environment of decision alternatives.
Internal scenarios comprise only internal factors, and can therefore be used to
derive possible decision alternatives. Systems scenarios include both external
and internal factors, and can therefore be used to describe the development of
complex systems.

Having described the decision and scenario fields, the experts systematically
identify the key factors. Afterward, they identify the key factors’ projections,
which are possible developments up to a certain point in time to span a broad
range of possible future developments, and describe them. These different pro-
jections are checked by the experts for consistency and the results are recorded
in a consistency matrix. Based on this matrix, scenario software uses cluster
analysis to build projection bundles, which represent consistent combinations
of projections and thus possible future scenarios. In the last step, the domain
experts write storylines, i.e., textual descriptions, for all future scenarios.

The second part of the SAS scenarios is simulation, which is defined by Robin-
son [26] as “Experimentation with a simplified imitation (on a computer) of an
operations system as it progresses through time, for the purpose of better under-
standing and/or improving that system” [26, p. 4]. In SAS scenarios, simulation
is used to substantiate the previously introduced future scenarios with numerical
estimates of the future state for better understanding. While future scenarios give
a textual description of possible developments in the future, simulation scenar-
ios describe the configuration of a concrete simulation, which includes simulation
models and how they are connected and parametrized.

Typically, one single simulation software, e.g., Matlab, is used. This makes
it hard to integrate simulation models from different domains, because most
domains use specific software and languages [27]. For a holistic simulation of the
energy system, material flows (e.g., coal or biogas for power plants), information
flows (e.g., in smart grid control strategies), and electric power flows have to
be considered. Additionally, the behavior of consumers should be included to
achieve realistic results. Therefore, various simulation models have to be cou-
pled to represent this complex, dynamic, sociotechnical system. An approach
for solving this issue is co-simulation, which is defined as “an approach for the
joint simulation of models developed with different tools (tool coupling) where
each tool treats one part of a modular coupled problem” [2]. An example for a
co-simulation framework with focus on the energy domain is mosaik7 [23,25]. It
allows to couple different simulators, provides an application programming inter-

7 http://mosaik.offis.de (accessed August 17, 2017).

http://mosaik.offis.de
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face (API) for different programming languages, and handles the scheduling and
information exchange between the simulation models during runtime.

3.2 Integration of Scenario Planning and MCDM

According to Belton and Stewart [3, p. 2], MCDM is “an umbrella term to
describe a collection of formal approaches, which seek to take explicit account of
multiple criteria in helping individuals or groups explore decisions that matter”.
We shall highlight three characteristics in this definition, which show the applica-
bility of MCDM for energy systems planning: Firstly, as stated in Sect. 2, techni-
cal, social, environmental, and economic aspects are relevant for energy systems
planning (“multiple criteria”). Secondly, the decision for a future energy system
affects many shareholders with conflicting objectives. In this context, MCDM
can help to structure and inform debates (“individuals or groups”). Thirdly, the
energy system is fundamental for sustaining modern societies (“decisions that
matter”).

Researchers have already applied MCDM extensively in sustainable energy
planning, e.g., Wang et al. [36] and Oberschmidt et al. [24] provide overviews.
Surprisingly, the integration with scenario planning has not been in the focus of
research. Stewart et al. [32, p. 682] identify four concepts for scenarios, which
are more or less well-suited for integrating MCDM and scenarios:

1. external situations affecting consequences of policy actions (this concept
equals the aforementioned “external scenarios”, see Sect. 3.1),

2. exploration of future conditions or environments (this concept equals the
aforementioned “future scenario”, see Sect. 3.1),

3. advocacy of particular courses of action,
4. representative sample of future states.

Stewart et al. [32] also provide general guidelines for integrating MCDM and
scenario planning. Most notably, they point out that “it is essential that the
scenarios reflect external driving forces (events, states) which are separated from
the policies or actions under consideration” [32, p. 683]. This implies the exter-
nal scenario concept. However, they do not provide a procedure for integrating
MCDM and future scenarios, and therefore it remains unclear, how external
scenarios can be generated in energy scenarios.

For example, Kowalski et al. [20] integrate scenario planning and MCDM
and apply it to energy systems planning in Austria. However, they do not dif-
ferentiate between decision alternatives and external uncertainties, but rather
use the scenarios from scenario planning directly as decision alternatives. This
is identical to the “internal scenarios” described by Gausemeier et al. [14]. This
means that Kowalski et al. [20] do not consider external uncertainties (and there-
fore also do not use the external scenario concept). Particularly for long-term
decisions, we argue that this does not adequately reflect planning uncertainties
for such a complex system.
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3.3 Information Modeling

In the aforementioned development, simulation, and evaluation of energy scenar-
ios, various model parameters, dependencies, and data flows have to be defined.
Because of the energy system’s complexity, this modeling has to include multiple
domains and is crucial for the replicability. As multi-domain modeling is a com-
plex task, automating the exchange of data would highly improve the usability.
In other fields of application, this is usually done by defining an information
model, which is described in [22, p. 1] as “a representation of concepts, relation-
ships, constraints, rules, and operations to specify data semantics for a chosen
domain of discourse.”

Caused by the involvement of different domain experts in the scenario devel-
opment, the challenge is not only to model information but also to collect domain
knowledge, as a single term can be used in different domains with different mean-
ings. Therefore, the terms and relationships between them should be defined. A
common concept for this representation of domain knowledge is the use of ontolo-
gies, which “have been developed to provide a machine-processable semantics of
information sources that can be communicated between different agents (software
and humans)” [13, p. 3].

Information models are widespread in industry to allow interoperability,
e.g., the Common Information Model (CIM) in the energy domain [33]. It
contains a data model (domain ontology), various interface specifications,
technology-specific instantiations of the ontologies (communication and serial-
ization), and allows automated communication between components of smart
grids.

The common processes and languages for information modeling and ontology
development require the user to be experienced in their usage. To avoid this
barrier for experts from different domains, who most likely do not have this
expertise, some approaches use concept maps for the instantiation of ontologies
[8,29].

The knowledge collected in an ontology should also be usable for the data
management and evaluation of an energy scenario. In this context, ontology-
based data management (OBDM) is a relatively new approach [9]. It is based on a
three-level architecture containing an ontology, sources, and a mapping between
them. This way, OBDM faces the challenge of data heterogeneity by replacing
a global scheme in data management with the ontology describing the domains.
Kontchakov et al. [19] describe an ontology-based data access with databases,
which uses an ontology to query databases. In this approach, queries can use the
vocabulary of the ontology and are rewritten according to the vocabulary of the
relational database (RDB).

4 Conceptual Solution

In Sect. 2, we have defined three main requirements for the development and
evaluation process of energy scenarios: A definition and operationalization of
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sustainability, a transparent and easily understandable decision support process,
and replicability to ensure comparability.

Against this background, the main purpose of the process is to deliver a sus-
tainability evaluation of decision alternatives (see Sect. 3.1). On the left-hand
side of Fig. 1, we can see possible configurations of the future energy system,
which are described within qualitative descriptions of future scenarios. These
future scenarios are systems scenarios and therefore also include external uncer-
tainties. On the right-hand side, the desired output of the process is displayed: A
sustainability-based order of decision alternatives. We assume that the configura-
tion of the future energy system can be influenced and thus, different configura-
tions of the future energy system form the decision alternatives. We consequently
interpret factors outside the future energy system as external uncertainties.

The main task to be solved in this context is to define a process that leads to
a sustainability-based order of decision alternatives by (1) defining the different
inputs needed for this process and (2) defining the process steps to generate
the outputs from these inputs. Part of this task is to define, which shareholders
are included in such a sustainability evaluation, a crucial aspect, when societal
aspects are supposed to be part of the evaluation result as well.

Fig. 1. Methodological challenge: from qualitative future scenarios to a sustainability-
based order of decision alternatives [4, adapted].

To close the gap between qualitative future scenarios and a sustainability-
based order of decision alternatives (see Fig. 1), we propose to use SAS scenarios
in combination with the scenario planning process for the story and integrate
the following two approaches:

Firstly, to increase the transparency of the decision support process and
to cope with the multi-criteria nature of the decision problem, we propose to
integrate SAS scenarios and MCDM. This allows to simultaneously consider the
relevant (and usually conflicting) criteria that make a sustainable energy system.
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Furthermore, decision support can be given in a transparent way by structur-
ing the decision problem and taking into account shareholders’ preferences. To
quantify the relevant sustainability criteria from different domains, we suggest
using multi-domain co-simulation for the simulation part of SAS scenarios (see
Sect. 3.1). For the integration of scenarios and MCDM, Stewart et al. [32] pro-
vide an overview of approaches from the 1990s and early 2000s aiming at an
integrated sustainability assessment. However, today only few energy scenarios
build upon these approaches and differentiate between decision alternatives and
external uncertainties. One obstacle might be the lack of a process model, which
integrates SAS scenarios and MCDM. While there already exist some guidelines
for constructing SAS scenarios [1,37], these guidelines do not integrate MCDM.
In the research project NEDS, a novel process model has been introduced for
the integration of MCDM and SAS scenarios for sustainability evaluation: the
sustainability evaluation process (SEP) [4]. We will describe a revised version of
the SEP and its resulting artifacts in more detail in Sect. 5.

Secondly, the complexity of energy scenarios calls for tool-support and
automation of the process. Therefore, we propose an information model to struc-
ture the data flows and dependencies in the scenario development and evaluation
processes, organize the communication between experts from different domains,
and collect their knowledge. To allow the participation of domain experts with-
out having them to learn new complex description languages and techniques in
detail, the information model uses a mind map for the representation of knowl-
edge. For integration in the process, we use the modeled information to instan-
tiate an ontology and make the information available in a machine readable
format, which is the basis for data management.

5 Sustainability Evaluation Process (SEP)

Having presented our general solution approach for integrating SAS scenarios
and MCDM, we now concretize this in terms of a process model for the SEP
[4]. An overview is given in Fig. 2. It is subdivided into four parts that will be
explained in the following subsections. Two different entry points are given, each
on the left-hand side of Fig. 2. In the various steps8 of the SEP, different artifacts
are created. Table 1 provides an overview of the different types of artifacts with
the respective types of data, short descriptions, required inputs, and related
outputs. The first digit of the numeration indicates the part of the SEP, in which
the artifact is listed. For the types of data, we differentiate between unstructured
data, such as text documents, and structured data. Structured data can be stored
in the information model, a scenario database, or used by an MCDM tool. The
information model and the scenario database will be described in Sect. 6.

5.1 Preparatory Steps

The first part of the SEP serves to prepare for the sustainability evaluation of
potential future energy systems, and is therefore separated into two sub-parts:
8 For better readability we use the term “step” to describe subprocesses of the SEP.



Towards an Integrated Development and Sustainability Evaluation 13

F
ig
.
2
.

S
u
st

a
in

a
b
il
it
y

ev
a
lu

a
ti

o
n

p
ro

ce
ss

(S
E

P
)
(d
a
rk

bl
u
e
le
ge
n
d
ic
o
n
s
gi
ve

in
fo
rm

a
ti
o
n

o
n

th
e
se
m
a
n
ti
cs

u
se
d
w
it
h
in

th
e
d
ia
gr
a
m
).

(C
o
lo

r
fi
g
u
re

o
n
li
n
e)



14 J. S. Schwarz et al.

The first sub-part is the preparation of the sustainability evaluation. As a
requirement for any MCDM method, the researchers need to define the criteria,
in terms of which the performance of alternative energy systems can be measured
[3]. Since the criteria should reflect the different aspects of sustainability, we
name them sustainability evaluation criteria (SECs).

For the collection of relevant SECs, we propose a two-step procedure: Firstly,
related literature on MCDM in the energy context can provide input for the
SECs. SECs should also be collected with public participation, e.g., by using
questionnaires in a public symposium. Secondly, the researchers should condense
the collected SEC to avoid redundancies and define them.

The criteria should be structured hierarchically so that the first level of the
hierarchy represents the overall objective, e.g., identifying a sustainable power
system. The second level should represent the aspects as defined in Sect. 2 (tech-
nical, economic, environmental, and social). The lower levels of the hierarchy
should represent sub-goals, which are ultimately broken down into quantifiable
SECs. For example, climate protection and biodiversity protection are sub-goals
in the environmental domain, which can be broken down into GHG potential,
particulate matter formation, land use etc.

The second sub-part is the development of future scenarios. To that end, the
researchers define system boundaries for the modeled energy system, according
to the general objective of the scenario study. In energy scenarios, temporal,
spatial, and energy sector-related system boundaries are typical. For example,
the system boundary could be defined as the power and heat supply system
(energy-sector related boundary) in Germany (spatial boundary), up to the year
2050 (temporal boundary). In the next step, the scenario planning process (see
Sect. 3.1) is used to develop qualitative future scenarios for this future energy
system. Notably, these future scenarios are systems scenarios, since they include
the development of both internal and external key factors.

The resulting artifacts of this part of the SEP are (see Table 1): (1.1) a list
of SECs, (1.2) system boundaries, and (1.3) future scenarios.

5.2 From Story to Simulation

The second part of the SEP deals with the quantification of future scenarios
with concrete numerical assumptions. This closes the gap between qualitative
scenario descriptions and numerical assumptions needed as input for simula-
tion models and for the sustainability evaluation in the subsequent parts of the
SEP. Also, as a requirement for the application of MCDM methods, the decision
alternatives and external uncertainties need to be separated (see Sect. 3.2). To
that end, external scenarios need to be defined, which only include the external
uncertainties. These external scenarios have an impact on the performance of
decision alternatives regarding the SECs, and can therefore be used as scenarios
in MCDM methods.

The first step is the deduction and classification of attributes, which will be
used to quantify the future scenarios developed in the first part. There are two
ways to deduce attributes: Firstly, the attributes can be deduced from key factors
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of the future scenarios. Secondly, attributes can also be deduced by inferring the
attributes that will be needed to calculate the values of the SECs.

As systems scenarios contain both decision alternatives and external uncer-
tainties, a classification of attributes is needed. On its left-hand side, Fig. 3
provides an overview on the different types of attributes.

In terms of key factors, the definition of decision and scenario fields in the sce-
nario planning process allows to differentiate between decision alternatives and
external uncertainties (see Sect. 3.1). We can also use this definition to allow to
differentiate between decision alternatives and external uncertainties in terms of
attributes: As stated in Sect. 4, we assume that the configuration of the future
energy system can be influenced. Thus, attributes describing the configuration
of the future energy system are classified as endogenous attributes, e.g., the
shares of renewable energy technologies in the energy mix. A combination of
values for all endogenous attributes consequently constitutes a decision alterna-
tive. In contrast, attributes, which characterize the environment of the future
energy system, reflect external uncertainties, e.g., the development of prices for
crude oil on the world market. We further distinguish external uncertainties into
scenario-specific framework conditions and general framework condi-
tions. A combination of values for all scenario-specific framework conditions
constitutes an external scenario. For example, prices for crude oil might be a
scenario-specific framework condition, while the demographic development might
be a general framework condition, i.e., one value applies to all scenarios. Since
general framework conditions are not included in the external scenarios, they also
do not have an impact on the decision between alternatives. While endogenous
attributes, scenario-specific framework conditions, and general framework condi-
tions all provide input for simulation models, the values of derived attributes
are calculated as output of simulation models. All attributes are collected in a
list of attributes, which is implemented in the information model.

Derived 
attributes

Transformation 
functions

General 
framework 
conditions

Scenario-
specific 

framework 
conditions

Endogenous 
attributes

exogenous

endogenous

scenario-static scenario-variable

Attributes

Quantified 
sustainability 

evaluation 
criteria (SECs)

Fig. 3. Overview of attribute classification in different types and the data flows of their
values (Source: [28]).

The next step is to define a transformation function for each SEC to
determine the quantified SECs for each decision alternative (see the right-hand
side of Fig. 3). This function transforms derived and non-derived attributes into



16 J. S. Schwarz et al.

T
a
b
le

1
.
D

es
cr

ip
ti

o
n

o
f
a
rt

if
a
ct

s
d
ev

el
o
p
ed

d
u
ri

n
g

th
e

S
E

P
(I
M

=
in
fo
rm

a
ti
o
n
m
od
el
;
D
B

=
sc
en

a
ri
o
d
a
ta
ba
se
).

#
A

rt
if

ac
t

N
am

e
T

yp
e 

of
 D

at
a

D
es

cr
ip

ti
on

R
eq

ui
re

d
In

pu
t

In
pu

t
fo

r

1.
1

Su
st
ai
na
bi
lit
y

E
va
lu
at
io
n
C
ri
te
ri
a

(S
E
C
s)

St
ru
ct
ur
ed

da
ta

(I
M
)

C
ri
te
ri
a,
w
hi
ch

ar
e
us
ed

to
ev
al
ua
te
th
e
su
st
ai
na
bi
lit
y
of

fu
tu
re

en
er
gy

sy
st
em

s
w
ith

M
C
D
M

m
et
ho
ds

D
efi
ni
tio

n
an
d
co
nc
ep
tf
or

su
st
ai
na
bi
lit
y,
sh
ar
eh
ol
de
r

in
vo
lv
em

en
t

2.
2,
4.
1

1.
2

Sy
st
em

B
ou
nd
ar
ie
s

U
ns
tr
uc
tu
re
d
da
ta

Te
m
po
ra
l,
sp
at
ia
l,
an
d
en
er
gy
-s
ec
to
r
re
la
te
d
bo
un
da
ri
es

of
th
e
m
od
el
ed

en
er
gy

sy
st
em

G
en
er
al
ob
je
ct
iv
es

of
en
er
gy

sc
en
ar
io

st
ud
y

1.
3,

2.
1

1.
3

Fu
tu
re

Sc
en
ar
io
s

U
ns
tr
uc
tu
re
d
da
ta

Q
ua
lit
at
iv
e
fu
tu
re

sc
en
ar
io
s
de
sc
ri
be
d
w
ith

a
st
or
yl
in
e,
de
ta
ili
ng

th
e

in
te
rp
la
y
be
tw
ee
n
ke
y
fa
ct
or

pr
oj
ec
tio

ns
1.
2,
Sc
en
ar
io

pl
an
ni
ng

pr
oc
es
s
2.
2,
2.
3

2.
1

G
en
er
al
Fr
am

ew
or
k

C
on

di
tio

ns
St
ru
ct
ur
ed

da
ta

(I
M
)

B
ou
nd
ar
y
co
nd
iti
on
s
na
rr
ow

in
g
do
w
n
va
lid

de
ci
si
on

al
te
rn
at
iv
es

1.
2

2.
3

2.
2

L
is
to

f
A
ttr
ib
ut
es

St
ru
ct
ur
ed

da
ta

(I
M
)

C
ol
le
ct
io
n
of

(d
er
iv
ed

an
d
no
n-
de
ri
ve
d)

at
tr
ib
ut
es

qu
an
tif
yi
ng

th
e

de
ve
lo
pm

en
to

f
qu
al
ita

tiv
e
ke
y
fa
ct
or
s
in

nu
m
er
ic
al
te
rm

s
1.
1,
1.
3,
4.
1,

cl
as
si
fic
at
io
n
of

at
tr
ib
ut
es

2.
4,
4.
1

2.
3

L
is
t o

f
R
el
ev
an
t

Fu
tu
re

Sc
en
ar
io
s

U
ns
tr
uc
tu
re
d
da
ta

R
ed
uc
ed

se
to

f
fu
tu
re

sc
en
ar
io
s,
af
te
r
co
m
pl
ia
nc
e
w
ith

ge
ne
ra
lf
ra
m
ew

or
k

co
nd
iti
on
s
is
ch
ec
ke
d

1.
3,
2.
1

2.
4

2.
4

Q
ua
nt
ifi
ed

Sc
en
ar
io

A
ss
um

pt
io
ns

U
ns
tr
uc
tu
re
d
da
ta

R
ef
er
en
ce
s
an
d
ra
tio

na
le
fo
r
nu
m
er
ic
va
lu
es

fo
r
al
la
ttr
ib
ut
es
,i
nc
lu
di
ng

ge
ne
ra
lf
ra
m
ew

or
k
co
nd
iti
on
s,
sc
en
ar
io
-s
pe
ci
fic

fr
am

ew
or
k
co
nd
iti
on
s,

ra
ng
es

fo
r
en
do
ge
no
us

at
tr
ib
ut
es
,a
nd

fin
al
di
sc
re
te
de
ci
si
on

al
te
rn
at
iv
es

2.
2,
2.
3,
ex
pe
rt
in
vo
lv
em

en
t,

re
la
te
d
en
er
gy

sc
en
ar
io
s

2.
5

2.
5

E
va
lu
at
io
n
O
bj
ec
ts

St
ru
ct
ur
ed

da
ta

(D
B
)

Sp
ec
ifi
ca
tio

n
of

si
ng
le
de
ci
si
on

al
te
rn
at
iv
es

fo
r
ea
ch

ex
te
rn
al
sc
en
ar
io
,a
ls
o

in
cl
ud
in
g
ge
ne
ra
lf
ra
m
ew

or
k
co
nd
iti
on
s
to

pr
ov
id
e
pa
ra
m
et
ri
za
tio

n
fo
r

si
m
ul
at
io
n
sc
en
ar
io
s

2.
4

3.
1,
4.
2

3.
1

D
er
iv
ed

A
ttr
ib
ut
es

St
ru
ct
ur
ed

da
ta

(I
M

an
d
D
B
)

A
ttr
ib
ut
es
,w

ho
se

va
lu
es

ar
e
ca
lc
ul
at
ed

in
si
m
ul
at
io
n
sc
en
ar
io
s,
w
ith

si
m
ul
at
io
n
m
od
el
s
of

th
e
en
er
gy

sy
st
em

2.
5,
si
m
ul
at
io
n
m
od
el
s

4.
2

4.
1

T
ra
ns
fo
rm

at
io
n

Fu
nc
tio

ns
St
ru
ct
ur
ed

da
ta

(I
M
)

Fu
nc
tio

ns
m
ap
pi
ng

at
tr
ib
ut
es

an
d
de
ri
ve
d
at
tr
ib
ut
es

on
to

SE
C
s

1.
1,
2.
2

2.
2,
4.
2

4.
2

Q
ua
nt
ifi
ed

SE
C
s

St
ru
ct
ur
ed

da
ta

(D
B
)

V
al
ue
s
fo
r
th
e
SE

C
s
de
sc
ri
bi
ng

th
e
pe
rf
or
m
an
ce

of
al
te
rn
at
iv
es

re
ga
rd
in
g

su
st
ai
na
bi
lit
y
w
ith

in
ex
te
rn
al
sc
en
ar
io
s

1.
1,
2.
5,
3.
1,
4.
1

4.
4

4.
3

W
ei
gh
tin

g
of

SE
C
s

St
ru
ct
ur
ed

da
ta

(M
C
D
M

to
ol
)

Su
bj
ec
ti v

e
w
ei
gh
ts
of

SE
C
s
re
pr
es
en
tin

g
sh
ar
eh
ol
de
rs
’
pr
ef
er
en
ce
s

be
tw
ee
n
cr
ite

ri
a

C
ho
ic
e
of

w
ei
gh
tin

g
m
et
ho
d,

sh
ar
eh
ol
de
r
in
vo
lv
em

en
t

4.
4

4.
4

Su
st
ai
na
bi
lit
y
O
rd
er

of
A
lte
rn
at
iv
es

U
ns
tr
uc
tu
re
d
da
ta

R
an
ki
ng

of
de
ci
si
on

al
te
rn
at
iv
es

an
d
re
co
m
m
en
da
tio

ns
ac
co
rd
in
g
to

M
C
D
M

ag
gr
eg
at
io
n
m
et
ho
d,
gi
ve
n
th
e
de
ci
si
on

ta
bl
e
an
d
sh
ar
eh
ol
de
rs
’

pr
ef
er
en
ce
s

4.
2,
4.
3,
ch
oi
ce

of
M
C
D
M

m
et
ho
d,
sh
ar
eh
ol
de
r

in
vo
lv
em

en
t

—



Towards an Integrated Development and Sustainability Evaluation 17

concrete values for the SECs. To define the transformation functions, it is impor-
tant that the SECs fit the simulation models or rather that this fit is established:
In the best case, researchers can choose, expand, or design simulation models
in such a way that all SECs can be calculated. If this is not possible, exter-
nal studies might provide input for the transformation functions. For example,
studies on life-cycle assessments could provide input for the environmental cri-
teria. However, in this case, the researchers need to check whether the system
boundaries of the life-cycle assessment fit to the system boundaries of the future
scenarios (see Sect. 5.1).

Reducing the scenario set is the next step. To that end, scenarios are eval-
uated against the general framework conditions, e.g., targets for reducing GHG
emissions, which set boundaries for identifying valid decision alternatives. This
is necessary, because the future scenarios are designed to reflect a broad range of
future projections. In this step, future scenarios may be discarded, if it is obvious
that they will not comply with all general framework conditions. For example,
if a future scenario exists, in which the shares of renewable energy technolo-
gies stay on today’s levels and energy demand increases, it is quite obvious that
GHG reduction targets cannot be met. However, such a scenario may be used
as a reference scenario, depending on the objective of the evaluation.

The next step is to quantify the different types of attributes in such a way
that they reflect a future scenario. Accordingly, attribute specifications can be
gained from related quantitative energy scenarios, if the assumptions fit the
selected future scenarios. For general framework conditions, a single value has to
be defined. For scenario-specific framework conditions, multiple values have to
be defined (a single value for each external scenario). For endogenous attributes,
ranges of possible values have to be defined for each external scenario, so that
multiple discrete alternatives can be determined afterward. This discretization
is important, because it limits the minimum number of simulations, which need
to be run to provide input for the sustainability evaluation of decision alterna-
tives. The discrete attribute values should be chosen in such a way that they
reflect discrete decision alternatives. According to the SAS procedure proposed
by Alcamo [1], fuzzy set theory can be used for this step.

In the last step of this part, the quantified general framework conditions,
quantified external scenarios, and quantified decision alternatives are combined
to form the evaluation objects. These will be used as input parameters for the
simulation models to simulate a particular configuration of the energy system
(decision alternative) within a defined environment (general framework condi-
tions and external scenario).

The resulting artifacts of this part of the SEP are (see Table 1): (2.1) gen-
eral framework conditions, (2.2) a list of attributes, (4.1) a set of transforma-
tion functions, (2.3) a list of relevant future scenarios, (2.4) quantified scenario
assumptions, and (2.5) evaluation objects with quantified decision alternatives
and quantified external scenarios illustrating the associated uncertainties.
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5.3 Modeling and Simulation

In the previous part of the SEP, attributes have been deduced, classified, and
quantified with the help of related literature. This part deals with simulations
of the future energy system, which provide the values of derived attributes.
These attributes are produced by simulation models, which are parametrized
with the evaluation objects. As mentioned in Sect. 3.1, co-simulation facilitates
the integration of simulation models from different domains. Since modeling is
done differently in every domain and this is not the focus of this paper, only a
rough specification of this part is shown here.

Firstly, the different simulation models have to be set up and the input
data has to be prepared, e.g., scaled to the scope of the simulation scenario.
As indicated by a feedback loop in the process, models may have dependencies
between each other that have to be considered. After simulation is set up, it can
be started and the values of derived attributes are provided.

The resulting artifacts of this part of the SEP are (see Table 1): (3.1) values
of derived attributes.

5.4 Sustainability Evaluation

The last part of the SEP is the sustainability evaluation, which is assisted by
MCDM methods. The first step in this part is to provide a decision table for
a MCDM method in the form of quantified SECs. This step is assisted by the
transformation functions defined earlier (see Sect. 5.2). The quantified SECs rep-
resent the performance of a decision alternative within a given external scenario
in terms of these criteria for a certain year. For example, a typical SEC for
energy systems is “CO2-emissions”. To calculate CO2-emissions for a specific
decision alternative, the installed capacities of different power plants and a spec-
ified demand curve for a year, e.g., 2050, are given as input for a simulation of
this alternative. Then, schedules of these power plants in 2050 can be determined
in the simulation by matching supply with demand. From these schedules, the
CO2-emissions in 2050 can be calculated for this decision alternative (installed
capacities of power plants) with a transformation function, on condition that
the CO2-emissions for specific power plants are also known and normalized to a
reference unit, e.g., [t CO2-eq/MWh]. In this example, the demand curve could
be a scenario-specific framework condition and thus altered to reflect different
future scenarios.

With the researchers having collected and structured the SECs, shareholders
need to assign weights to reflect their preferences [3]. Wang et al. [36] provide an
overview on standard procedures for assigning weights in MCDM. While directly
asking single particular shareholders is the straightforward approach, involving
different shareholder groups is also possible [31].

Lastly, the actual evaluation of the decision alternatives is performed by
aggregating the quantified SECs of the different alternatives with the weights
associated with them. To that end, different aggregation methods exist in
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MCDM. A suitable method in this context is the Preference Ranking Organi-
zation Method for Enrichment Evaluation (PROMETHEE) [6], since it is easily
understandable and therefore also transparent. The result of this method is a
(partial or total) ranking of the decision alternatives. This order can then be
used to generate recommendations. Furthermore, sensitivity analysis of the SEC
weights can be used to check the robustness of the results.

The resulting artifacts of this part of the SEP are (see Table 1): (4.2) quanti-
fied SECs for each combination of alternatives and scenarios, (4.3) a weighting of
the SECs, and (4.4) a ranking of alternatives and recommendations for further
action.

6 Information Model

Having presented the SEP of energy scenarios, we shall point out how an informa-
tion model can help to automate the information exchange during this process.
Our approach for the information model implemented in a mind map is explained
in the following sections. For our implementation, we chose the mind mapping
tool XMind. It can be extended with plug-ins and is available as open source soft-
ware. In the following subsections, we describe the information model’s general
structure and concretize it with an example. To allow the automated integration
of the modeled information, we also show its machine readable representation
as an ontology and explain the automated generation of a scenario database
schema.

6.1 Structure of the Information Model

The information model links future scenarios and simulation scenarios to the sus-
tainability evaluation. The connections of the quantified attributes from both of
these scenarios to the evaluation are implemented with transformation func-
tions, which provide the dependencies and mathematical descriptions by map-
ping derived and non-derived attributes onto the SECs.

The structure of the information model is depicted in Fig. 4. The boxes with
rounded edges are the main nodes for the different objects and the rectangular
boxes represent the instances of the objects.

The left-hand side represents the domains of interest within the future sce-
narios and simulation scenarios and consists of different levels ordered from left
to right. On the first level, the domains are listed. Each domain is subdivided
into domain objects (second level), which represent objects of the real world.
The domain objects consist of derived and non-derived attributes (third level),
which describe them. Attributes have certain units and are instantiated with
values for each external scenario and decision alternative. To represent the con-
nection between attributes and the scenario planning process, the key factors
influencing an attribute are annotated with their number. Also, the different
categories of attributes are annotated by their first letter to document their def-
inition in the SEP: general framework condition (G), scenario-specific framework
condition (S), and endogenous attribute (E).
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Fig. 4. Structure of the information model.

The next part at the bottom represents the simulation models. Their data
flows are modeled by arrows. The inputs of a simulation model are connected
with incoming arrows, which show the data flows from the attributes to a sim-
ulation model. The outputs of a simulation model are connected with reversed
arrows from the simulation model to the derived attributes. These derived
attributes are annotated with cogwheel icons to allow to distinguish them from
other attributes.

The right-hand side represents the evaluation part of the SEP. On the first
level, the major objective is defined – in our case, sustainability. The objective
consists of different facets on the second level (e.g., technical, economic, envi-
ronmental, and social as introduced in Sect. 2). Every facet is subdivided into
various SECs on the third level as described in Sect. 5.1.

The last part at the top represents the transformation functions, which may
have derived and non-derived attributes from the left-hand side of the informa-
tion model as input and map these onto the SECs.

6.2 Example

An exemplary, simplified excerpt of the information model from the project
NEDS is shown in Fig. 5 to illustrate the information model on practical level.
On the left-hand side, the domains ICT, policy, market, user, and energy are
depicted.

In this excerpt, the SEC “GHG emission” is chosen, which is part of ecological
sustainability. To give an example of the interdisciplinary simulation models, four
simplified models are shown: a smart home model from electrical engineering, a
macro-economic market model, a bottom-up power system market model, and an
operational control model from energy informatics. These models from different
domains are coupled for a holistic simulation of a future power system.

The domain “user” contains the domain object “lifestyle” with the attribute
“utilization frequency of electrical equipment” representing the user behavior.
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Fig. 5. Example of the information model.

This attribute is scenario-specific and based on a key factor from the scenario
planning process. It represents possible changes in the user behavior in the future
and is used as input for the smart home model, which contains various models
of consumer devices encapsulated in a smart home. Based on the user behavior
the smart home model offers “flexibility”, which is used by the operational con-
trol to schedule the Building Energy Management Systems’ (BEMS) electricity
consumption or production. The schedule yields the “demand for electricity in
households”, which is input for the economic market model and the energy mar-
ket model. Both market models also have the “energy mix” as input, which
consists of the amount of energy generated by the different primary energy
sources. As output they provide the “carbon dioxide emissions” of the power
plants and the overall economy. The “carbon dioxide emissions” is input of the
transformation function for the SEC “GHG emissions”.

This example illustrates how modeling scenarios with the information model
works. However, modeling a complete scenario is highly complex and therefore
needs assistance and automation. Thus, the next section describes the ontological
representation of the information model.

6.3 Ontological Representation

To allow the automated integration of the modeled information in the SEP,
the information has to be made available in a machine readable format. As
described in Sect. 3.3, ontologies are a frequently used concept for a machine
readable representation of knowledge. Thus, we aim to allow the representation
of the information model’s content in an ontology. By doing so, the ontology
provides a structure for reasoning with the data to infer implicit knowledge and
querying the data with languages such as SPARQL to support the development of
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simulation scenarios. Using an ontology also facilitates the integration of existing
ontologies. For example, external ontologies could be used for the definition of
the used terms.

As the information model is implemented in a mind map, a transformation to
an ontology is needed. To allow the ontological representation, we implemented a
base ontology with the general structure of the information model. Based on the
modeled information in the mind map, the base ontology is instantiated with
the concrete information by an extension of the mind mapping software. The
described process is illustrated in the upper left corner of the data flow diagram
in Fig. 6.

The capability to query the instantiated ontology can be used to support the
user in the following ways. Firstly, querying allows to identify attributes that are
missing on the left-hand side of the information model as input for transforma-
tion functions to allow the previous defined evaluation (use it from the right to
the left side). This information helps to choose adequate simulation models and
to include proper key factors in the scenario planning process. Secondly, it allows
to identify evaluation criteria that can be added on the right-hand side of the
information model to make sure that all relevant results from future scenarios
and simulation are used (use it from the left to the right side). This way, the
instantiated ontology supports the definition of simulation scenarios as depicted
in Fig. 6.

Additionally, the modeled information allows to examine the dependencies
between simulation models. More specifically, the data flows between models can
be analyzed to find mutual or cyclic dependencies to get information about the
order in which the models have to be executed. Combined with an ontological
definition of the simulation models, the integration of simulation models in the
information model would be possible. This would enable the information model
to suggest suitable simulation models for a simulation, based on the modeled
information and available simulation models. This integration would be a step
towards automation of simulation.

Mind 
Map

Base Ontology 
of Informa on 

Model

Ontology Instan a on Instan ated Ontology RDB Schema 
Genera on

Simula on Scenario 
Development

Rela onal 
Database

Simula on Scenario Simula on 

Parameter

Results
ProcessData 

Source Data Store

Fig. 6. Data flow diagram: ontology instantiation and generation of RDB schema.
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6.4 Generating a Scenario Database Schema

As presented in the previous sections, the information model describes the data
flows between different models and processes. Especially in projects with many
partners and models, the data flows become highly complex and the users benefit
from assistance and a centralized data store. In our approach the data store is
implemented as a RDB called scenario database. The schema for this scenario
database is based on the instantiated ontology introduced in the previous section,
as illustrated in Fig. 6.

We developed an algorithm automating the generation of a RDB schema
from the ontological representation of the information model. A similar app-
roach is described by Vysniauskas et al. [35]. They mapped the concepts of
ontologies defined in the Web Ontology Language (OWL) to the concepts of
RDB. For example, an OWL class is represented by a table in RDB schema.
Additionally, they developed an algorithm for transforming an OWL ontology
into a RDB schema. Our approach is similar to this, but also takes into account
the annotations. This way, it can generate a RDB schema, which allows to store
the attribute values defined in the future scenarios and literature research and
also the results from simulation. To facilitate the cooperative work of different
experts, different views can be defined on the schema. This way, every expert
sees only the relevant data. As shown in Fig. 6, the RDB is supposed to be used
for parametrization of the simulation and also serves as data store for the results
of simulation.

7 Conclusion

In this article, we have shown how the SEP developed in the project NEDS [4]
leads towards an integrated development and sustainability evaluation of energy
scenarios. The SEP comprises the development of qualitative future scenario
descriptions, the quantification and simulation of these scenarios, and evalua-
tion using MCDM. We explained a revised version of the process, illustrated the
resulting artifacts, and showed how these are connected. Additionally, we have
introduced an information model, which leads towards an automation of infor-
mation exchange in the SEP. In this information model, future and simulation
scenarios are linked to the sustainability evaluation via attributes, transforma-
tion functions, and SECs. We shall highlight how the three requirements for
the development and evaluation of energy scenarios – integrate a sustainabil-
ity definition, add transparency to the decision support process, and allow for
replicability – are met by this integrated approach:

Firstly, integrating MCDM into the approach allows to consider relevant
sustainability criteria in the evaluation of energy scenarios. Multi-domain co-
simulation can assist this, because it allows to couple simulation models from
different domains, modeling tools, and programming languages to provide the
quantified values for the evaluation criteria. Thereby, not only technical or eco-
nomic, but also environmental and social criteria can be considered simulta-
neously in energy scenarios. The information model facilitates the integration
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of different dimensions of sustainability by modeling the data flows between
different models, software, and actors in the SEP. Overall, it allows to handle
the complexity of multi-domain co-simulation and supports the communication
between experts from different domains.

Secondly, integrating MCDM into the approach makes the decision sup-
port processes more transparent, because it facilitates problem structuring: The
structured nature of MCDM approaches challenges shareholders to think about
their own preferences and make them explicit. Additionally, the proposed SEP
fosters the communication of uncertainties by differentiating between decision
alternatives and external uncertainties. Thereby, the impacts of decisions in
highly uncertain environments can be analyzed. This way, decision alternatives
representing configurations of the future energy system can be identified and
evaluated.

Thirdly, the information model addresses both the transparency and repli-
cability of the development and evaluation of energy scenarios by modeling the
data flows and dependencies between different models, software, and actors in
the SEP. The ontological representation of information leads towards an automa-
tion of scenario definition, simulation preparation, and evaluation of the results
in the context of energy scenarios. This is crucial to handle the complexity of
energy scenarios.

In summary, the defined requirements are addressed by our approach. The
presented integrated development and sustainability evaluation of energy sce-
narios will be subject to future refinements.
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Abstract. In future electric distribution networks, demand flexibility offered by
controllable loads will play a key role for the effective transition towards the
smart grids. Electric heat pumps are flexible loads whose operation can be
controlled, to some extent, to foster the efficient operation of the distribution
grids. This paper presents an optimization algorithm that defines a smart day-
ahead scheduling of electric heat pumps aimed at achieving power peak shaving
in the distribution grid, while providing customers with the desired thermal
comfort over the day. The proposed optimization relies upon a Mixed Integer
Linear Programming approach and allows defining both the time schedule and
the operating points of the heat pump, guaranteeing an energy efficient solution
for the customers. Performed tests show the benefits achievable by means of the
proposed optimal scheduling both at the distribution grid level and at the cus-
tomer side, proving the goodness of the conceived solution.

Keywords: Electric heat pumps � Demand Side Management
Power peak shaving � Optimal scheduling � Mixed integer linear programming

1 Introduction

Electric systems are rapidly evolving and many important changes are reshaping the
power system scenario [1]. The increasing penetration of Distributed Generation
(DG) is transforming the distribution systems from simple passive grids with unidi-
rectional flows into active complex networks with possibility of reverse power flows.
The un-predictable behaviour of Renewable Energy Sources (RES) is making more
difficult to achieve the balance between generation and demand, creating new chal-
lenges for the real-time management of the system. At the same time, despite the
improvements in energy efficiency, the electricity consumption is constantly growing
and the upcoming electrification of the mobility and the heating sector is expected to
further boost this trend, leading many grids close to (or beyond) their capacity limits
[2]. Due to the challenges brought by these changes, new solutions have to be devised
for the management of future electric grids, in order to guarantee the efficient, reliable
and secure supply of energy to the final customers [1, 3, 4].
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Differently from the past, where the control of the electric system was mainly per-
formed through a “generation follows demand” approach, in future Smart Grids
(SG) the direct or indirect control of specific loads is expected to be used to provide an
additional degree of flexibility in the management of the electric system. The set of
actions aimed at modifying the original pattern of consumption of the end users goes
under the name of Demand Side Management (DSM) [5]. Possible DSM measures
include the interruption, activation, reduction, shift or scheduling of specific loads
whose operation is not critical for the customer or whose flexible management is
accepted.

Several DSM schemes based on different approaches, targeting different devices or
pursuing different objectives can be found in the literature [6–13]. A common classi-
fication of the DSM programs is between price-based and incentive-based approaches.
In price-based approaches, the modification of the daily consumption pattern is gen-
erally pursued through the application of different electricity prices over the day, in
order to disadvantage the usage of energy during peak times (higher prices) and to
foster the consumption during off-peak periods (lower tariffs). In this case, the benefits
at grid level are strictly dependent on the adopted pricing strategy and on the reaction
of end users to such pricing scheme. In the incentive-based approaches, a more direct
control of the demand is guaranteed by the possibility to interrupt or schedule specific
loads or by asking the customers to cut their consumption according to given cur-
tailment signals. In this case, the offered flexibility can be rewarded through special
incentives in the tariff or paying the customers for their response to the curtailment
signals. Further classifications of the DSM schemes also exist, for example depending
on the timing of the action (e.g. day-ahead scheduling or real-time curtailment to
support unexpected contingencies on the grid), on the type of service provided (e.g.
reduction of the consumption through energy efficiency improvements, load shifting to
modify the pattern of power consumption, or offer of flexibility to relieve possible
stress conditions in the grid), etc.

A large set of benefits can be obtained, at all the levels of the electricity chain,
through the application of smart DSM solutions [14]. However, at the moment, several
challenges still prevent a wide deployment of DSM schemes. Main obstacles are
associated to the absence of a proper measurement and communication infrastructure at
the distribution level of the grid, to the lack of a suitable market framework, but also to
the lack of understanding and poor acceptance from the final customers [14, 15]. While
these issues are likely to slow down the uptake of DSM, first initiatives have been
already launched in several countries. In US, DSM programs are already available for
both residential and non-residential customers since several years. According to [16],
direct load control, interruptible/curtailable rates, Time of Use (ToU) rates and real-
time pricing are available in most of the states and produce a potential peak load
reduction of more than 50 GW. In Europe, the situation changes in each country due to
the different regulatory frameworks, but DSM is commercially viable in several nations
and measures aimed at fostering the application of DSM are being developed in most of
the European Union state members [17].

In this paper, a DSM scheme providing the day-ahead scheduling of electric heat
pumps used for space heating is considered. Electric heat pumps are expected to spread
in the near future due to the incentives present in many countries to foster the
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electrification of the heating sector. Their operation allows some degrees of flexibility,
thanks to the thermal inertia of the buildings and the relatively slow dynamics char-
acterizing thermal phenomena. Moreover, final customers can provide additional
flexibility by accepting the possible reduction of the temperature in their house within
certain limits. In the proposed DSM scheme, an optimization algorithm based on a
Mixed Integer Linear Programming (MILP) formulation is used to define the smart
scheduling of the heat pumps for a district of houses. The objective of the optimization
is to schedule the operation of the heat pumps in order to fulfill the requirements of the
final customers in terms of thermal comfort, providing at the same time the mini-
mization of the power peaks in the distribution grid during the day.

The remainder of this paper is structured as follows. Section 2 presents an overview
of the proposals already available in the literature aimed at exploiting electric heat
pumps for DSM purposes, emphasizing the differences and novelties of the approach
proposed in this paper. In Sect. 3, the mathematical framework associated to the
thermal and the heat pump model, which represents the basis for the MILP formulation,
is given. Section 4 describes the details of the centralized framework and of the
objective function used for the optimization. Section 5 shows the simulations per-
formed to assess the operation of the designed algorithm and highlights the potential
benefits achievable, both from a distribution grid point of view and from a customer
perspective, thanks to the conceived DSM scheme. Finally, Sect. 6 summarizes the
obtained results and provides the final remarks.

2 Use of Heat Pumps Flexibility for DSM

The idea to use electric heat pumps for DSM purposes is not new and has been
investigated in a number of proposals in the literature. Two main reasons justify the
research efforts for DSM solutions based on the use of heat pumps. First, due to
regulations pushing to enhance energy efficiency, electric heat pumps are expected to
largely spread in the near future [18]. As their penetration grows, the electricity demand
will be significantly affected: the study in [19] shows that during the winter months the
consumption of residential customers could double, while [20] indicates that a heat
pump penetration of 20% could lead to an increase in the peak demand of nearly 15%.
Such an increase in the power demand has to be suitably managed to avoid issues in the
normal operation of the grid. Secondly, since heat pumps are mainly used for space
heating, the thermal inertia of the buildings and the slow rate of the thermal variations
can be exploited to conceive a smart management of the heat pump. Such flexibility
can be advantageously used by customers in price-based DSM programs to minimize
their energy costs and can be used by Distribution System Operators (DSO) to relieve
possible issues occurring in the distribution grid.

Many research works are available in the literature, which focus on different aspects
of the heat pump based DSM. A first problem is the definition of suitable thermal
models to represent the thermal behaviour of buildings and heating devices. In [21], the
modelling of an air source heat pump coupled with an underfloor heating system is
presented; in [22, 23], a more generic framework to represent building and heating
system by means of an electrical analogue is described. In some scenarios, thermal
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storage is also adopted to achieve additional flexibility in the definition of the DSM
scheme. Some papers therefore focus on the assessment of the additional benefits
offered by the use of thermal storage [24] or on the analysis of specific storage tech-
nologies [25].

Given the thermal models, many different DSM approaches can be defined with
different objectives, like the minimization of the energy costs for the final customer or
the maximization of the self-consumption in presence of renewable energy sources [26,
27]. In many cases, however, the DSM programs proposed in the literature do not allow
a clear understanding of the benefits arising for the distribution grid operation or do not
duly consider the comfort of the final users, which is an essential pre-requisite for the
acceptance of the DSM scheme. In [28], different pricing schemes are analyzed
together with different operating modes of the heat pumps to assess the benefits coming
for the customer from the smart management of the available flexibility. Results show
that the customers can obtain energy and financial savings, but these are achieved at the
expense of a reduction in the indoor temperature, which could lead to thermal dis-
comfort. The impact of the heat pumps scheduling on the grid behaviour is instead not
analyzed. In [29], another price-based DSM scheme is investigated; here the grid
operator provides dynamic prices to the users and can command power limitations in
case of contingencies in the grid: if these limitations are not respected, the customer
incurs in penalties. In such a scenario, the intelligent scheduling of the heat pumps
allows minimizing the costs for the end user, but the details on their comfort are not
provided.

In other proposals, the management of the heat pumps is more directly linked to the
technical benefits desired in the distribution grid. In [30], a two-step process handles
the heat pumps operation. First, the schedule of the heat pumps is defined, aiming at
minimizing the costs given the variable price of energy over time. Then, during the
real-time operation, the predefined scheduling can be overridden, in case of voltage
issues in the grid, by shifting the operation of the heat pumps. In this way, possible
contingencies in the grid are alleviated, but thermal discomfort could be experienced by
the end users in the meanwhile. In [31], a DSM scheme based on real-time local prices
is presented, where the prices are defined depending on the loading conditions of the
grid. Through this approach, heat pumps operation is discouraged in those zones (or
during those periods) where heavy loading conditions are present. The method allows
providing a service to DSOs, but does not ensure thermal comfort for the end user. The
risk to have thermal discomfort is also evaluated and confirmed in [32], where heat
pumps flexibility is used to follow the generation from renewable energy sources.

To face the problem of thermal comfort, some proposals consider indoor temper-
ature boundaries as constraints during the optimization process. In [33], temperature
boundaries are included in the optimization performed by a home management system
that schedules the operation of flexible loads and storage systems. In this case, the
optimization goal is to minimize the costs for the final users while ensuring thermal
comfort, but details on the impact at grid level of the DSM scheme are not provided. In
[34], price-based schemes are analyzed together with direct control approaches in a
DSM model where the objective is to balance demand and renewable generation to
minimize the costs for the energy aggregator providing the DSM service. Also in this
case, thermal comfort to the customers is guaranteed by constraining the indoor
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temperature of the houses within given boundaries, but a clear picture of the benefits
achieved at grid level is not available.

To combine the benefits given by the DSM scheme for both DSO and final cus-
tomer, in [35], an optimal day ahead scheduling of the heat pumps has been proposed.
The goal is to minimize the power peaks in the distribution grid and, similarly to [33,
34], to ensure the thermal comfort for the final customers through the definition of
indoor temperature boundaries. From a grid perspective, the minimization of the power
peaks is one of the most important objectives that can be pursued through the smart
allocation of flexible demand. As described in [14], through the reduction of the power
peaks, utilities can reduce the energy losses, improve the voltage profile of the grid,
lower the risk for contingencies and postpone network reinforcement required due to
the increase of electricity demand. At system level, this also allows avoiding the use of
expensive generation units to cover peak demand and reducing the need for spinning
reserve, bringing an overall reduction of the system costs. Concerning the customers,
the proposed DSM scheme allows guaranteeing a minimum thermal comfort (that can
be chosen by the customer) and the participation to the DSM program could be
rewarded through an incentive-based mechanism, thus also providing economic ben-
efits to the users. In [36], the same DSM model is used to classify the customers based
on their flexibility, and it is shown how their choices can affect some flexibility
indexes: the flexibility they can offer can be thus an aspect to be considered for the
definition of the incentives to the single customers. In this paper, the main concepts of
the idea in [35] are presented with additional details on the models and equations used
in the optimization process. Moreover, simulations are integrated with new results to
provide a better overview of the benefits provided by the conceived DSM scheme.

3 Model Formulation

The optimization algorithm presented in this paper is constrained by equality and
inequality constraints given in the thermal and the heat pump model. The thermal
model mainly defines the equations needed to describe the evolution of the indoor
temperature (within the house), whereas the heat pump model links the electrical and
the thermal world, providing the equations needed to map the heat provided by the heat
pump to the associated electrical power requirement. In the following, the mathematical
relationships describing these models are provided together with the additional con-
straints that are taken into account in the optimization process.

3.1 Thermal Model

Energy Balance. The energy balance equation defines the evolution over the time of
the indoor temperature in the house depending on the operating mode of the heat pump
and other relevant external factors (e.g. outdoor temperature and thermal characteristics
of the house). The energy balance equation used in this paper is based on the thermal
model already presented in [33, 35] and it is:
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TIN
h;t ¼ TIN

h;t�1 þ
Dt
Ch

QHP
h;t � QL

h;t

� �
ð1Þ

where: TIN
h;t is the indoor temperature of the house h at the generic instant of time t; Dt is

the step of the time discretization used in the optimization; Ch is the thermal capacity of
the house; and QHP

h;t and Q
L
h;t are the heat provided by the heat pump and the heat losses,

respectively, for house h at time t.
In (1), the thermal capacity Ch of the house represents the thermal inertia of the

building: the higher the capacity, the lower the thermal variation (for a given condition
of heat flow from the heat pump and heat losses). The thermal capacity is dependent on
the geometrical characteristics of the house and is given by:

Ch ¼ cair � lh ð2Þ

where cair is the specific heat capacity of the air (equal to 1.005 kJ
kg�K at 300 K and

atmospheric pressure), while lh is the indoor air mass of the house, which can be
calculated as:

lh ¼ qair � Vh ð3Þ

with qair being the air density (equal to 1.2041 kg
m3 at standard conditions) and Vh

representing the total volume of the house. Similarly to [33],Vh can be calculated
considering the length, width and height of the house (L1;h, L2;h and L3;h, respectively)
and the roof pitch bh, using the following relationship:

Vh ¼ L1;hL2;hL3;h þ L1;hL2;h � tan bh ð4Þ

In (1), the difference between the heat flow QHP
h;t provided by the heat pump and the

heat losses QL
h;t is determining the increase or decrease of indoor temperature. The

equations describing the heat flow QHP
h;t will be described in the subsection on the heat

pump model. As for the heat losses QL
h;t, they can be expressed as [35]:

QL
h;t ¼ jh TIN

h;t�1 � TOUT
h;t�1

� �
ð5Þ

where TOUT
h;t�1 is the outdoor temperature, while jh is the heat loss factor of the house.

The heat loss factor depends on the thermal characteristics of the materials composing
the house, and it can be calculated according to the following:

jh ¼ twa 2 L1;h þ L2;h
� �

L3;h � nwiAwi
� �þ nwitwiAwi ð6Þ

where twa and twi are the thermal transmittances of wall and windows, respectively, Awi

is the average area of the windows in the house and nwi is their number.
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Thermal Comfort Constraints. In the conceived optimization, thermal comfort
constraints have been defined to ensure that the scheduling of the heat pumps will
always allow fulfilling the requirements of the customer in terms of desired indoor
temperature. To this purpose, in the DSM scheme, it is assumed that each customer
provides a lower and an upper boundary for the temperature he would like to have at
home. Indicating with CLB

h;t and CUB
h;t the lower and the upper boundary, respectively, the

comfort constraints automatically translate into the following:

CLB
h;t � TIN

h;t �CUB
h;t ð7Þ

In (7), it is possible to observe that the temperature boundaries vary for each house
(each customer can have different preferences) and that they can be variable in time.
This variability allows accommodating different requirements during the day, like for
example the need to differentiate the desired temperature profile between day and night
or to guarantee minimum thermal requirements only for the periods of effective
occupancy of the home. Figure 1 shows, as an example, two possible temperature
profiles corresponding to the above-mentioned scenarios.

In Fig. 1, beyond the temperature limits, also a reference temperature is indicated,
which is calculated as the average value between lower and upper boundary. This
reference temperature can be seen as the temperature profile desired by the customer,
while the lower and upper temperature boundaries are the temperature deviations that
the customer offers as flexibility and that he is thus willing to accept [36].

Temperature Boundaries Constraints. In the designed optimization, two additional
constraints are considered for each house indoor temperature. These refer to the tem-
perature at the initial and the final time step of the optimization. Calling TIN

h;0 the
temperature at the first time step of the day, the following constraint is imposed:

TIN
h;0 ¼ CStart

h ð8Þ
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Fig. 1. Example of thermal comfort settings for different customers.
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where CStart
h represents a starting value of temperature that, in general, will correspond

to the final value of temperature obtained in the optimization for the previous day.
As for the final state of temperature, the following constraint is considered:

TIN
h;f �

CLB
h;f þCUB

h;f

2
ð9Þ

Equation (9) forces the optimization to give a final temperature larger than the refer-
ence temperature defined at the end of the day. This is done because the optimization
will tend to minimize the energy consumption of the customer. If no constraint were
used, the optimization would deliver a final temperature very close to the lower
boundary, thus removing the flexibility for the first time steps of the optimization
performed for the following day (the heat pump would be forced to be on in order to
keep the indoor temperature above the lower boundary).

3.2 Heat Pump Model

Operational Constraints. The operational constraints define the operating mode of
the heat pump and link the generated heat flow to the corresponding request of elec-
trical power. In this paper, domestic air-to-air heat pumps are considered. In many
papers, heat pumps are modelled by taking into account only a single operating point.
In this case, a binary decision variable is used to indicate whether the status of the heat
pump is on or off, and the delivered heat flow is directly linked to the electrical power
consumption through a Coefficient of Performance (COP). To overcome the limitations
associated to the use of a single operation mode, other proposals consider multiple
discrete operating points for the heat pump. As a consequence, binary variables have to
be defined for each operation mode, thus significantly increasing the complexity of the
optimization algorithm. In this paper, as in [35], a continuous operating mode of the
heat pump is instead considered. This means that the heat pump can operate with any
heat flow between a minimum and a maximum limit. The electrical power required to
generate a specific heat flow is obtained through a mapping function, which can be, in
first approximation, linearized through a given number of segments. Figure 2 shows, as
an example, the power to air mass flow characteristic curve of a heat pump built by
using the discrete operating points indicated in [33].

In Fig. 2, it is possible to note that the heat pump can operate for any value of air
mass flow between U0 and U2 and that the power to air mass flow characteristic is
described through two linear segments. The operating point at minimum air mass flow
and the linear segments of the characteristic curve define the operating modes m (three
in the example shown in Fig. 2) of the heat pump in the conceived model.
As for the point at minimum air mass flow, indicating with m = 0 the associated
operation mode, the following constraint is imposed:

DFh;0;t ¼ yh;t � Uh;0 ð10Þ
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where DFh;0;t is a continuous variable (defined for each house h and time step t)
associated to the operating mode m = 0 of the heat pump, yh;t is a binary decision
variable and Uh;0 is the value of the minimum air mass flow. From (10), it is possible to
observe that the operation mode m = 0 is discrete since the variable DFh;0;t can only
assume a value equal to 0 or Uh;0 depending on the decision variable yh;t (which
indicates if the heat pump is on or off).

The remaining operation modes m of the heat pump are, instead, all associated to a
linear segment of the power to air mass flow characteristic. For each of them, the
following inequality constraints are used:

DFh;m;t � yh;t � DbUh;m ð11Þ

where, similarly to (10), DFh;m;t is a continuous variable associated to the operation

mode m, whereas DbUh;m is defined as the maximum increment of air mass flow for
mode m with respect to mode m-1, and it is expressed as:

DbUh;m ¼ bUh;m � bUh;m�1 ð12Þ

with bUh;m being the maximum value of air mass flow for the linear segment associated
to mode m.

All the variables DFh;m;t are given as output of the optimization algorithm presented
in Sect. 4 (together with the binary variables yh;t) and they allow calculating the total
air mass flow provided by the heat pump through the following:

Uh;t ¼
X

m
DFh;m;t ð13Þ

In general, since the total air mass flow is given by the contribution of different
incremental values, it is important that the variables DFh;m;t become larger than zero
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Fig. 2. Power to air mass flow characteristic of a heat pump with indication of the different
operating modes m.
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only if the previous mode DFh;m�1;t is equal to its maximum bUh;m�1. In the following
optimization, the objective is to minimize a linearization of the squared power and thus
this condition is guaranteed if the power to air mass flow characteristic is composed of
segments with increasing values of the derivative dP=dU.

Given the above model for the computation of the total air mass flow at a given
instant t, the heat flow QHP

h;t required in (1) for the computation of the indoor tem-
perature evolution is defined through the following relationship:

QHP
h;t ¼ cair � Uh;t � CHP � CLB

h;t�1 þCUB
h;t�1

2

 !
ð14Þ

where CHP is the output temperature of the air from the heat pump. In (14), CHP is
assumed as constant, for the sake of simplicity. Furthermore, it is worth to note that, for
a proper evaluation of the heat flow in (14), the actual indoor temperature of the house
at the time t − 1 should have been used in place of the reference temperature. The
approximation introduced by (14) obviously leads to some inaccuracies in the com-
putation of the heat flow (and consequently of the indoor temperature profile), but it
also allows not introducing nonlinearities in the model, giving important modeling and
computational advantages at the expense of a negligible reduction in the accuracy.

Finally, the coupling of the thermal model with the electrical world is given by the
power to air mass flow characteristic; the electric power required to generate a certain
amount of air mass flow is computed through the following:

PHP
h;t ¼

X
m

bmDFh;m;t ð15Þ

where bm is the power per air mass flow derivative associated to the mode m.

Time Constraints. When dealing with the scheduling of devices, time constraints can
be often required to avoid multiple switch-on and switch-off events in a reduced time
frame, which can lead to a fast deterioration of the performance or of the functionalities
of the same device. In the defined heat pump model, this aspect is taken into account by
considering the minimum number of time steps smin for which the heat pump has to
work once switched on. The resulting constraint is modelled adopting the same tech-
nique used in [37] for a similar goal, but in the unit commitment problem. To this
purpose, the following constraints are introduced:

Wh;t � yh;t � yh;t�1 ð16Þ

Wh;t � yh;s with s 2 t; . . .;min tþ smin� 1; fð Þ ð17Þ

where Wh;t is a continuous variable lower bounded by zero. In (15), it is possible to
observe that whenever a switch-on event occurs, the variable Wh;t becomes larger or
equal to 1. Through (17), Wh;t will be upper bounded by 1 and, at the same time, all the
binary variables between t and tþ smin will be forced to be equal to 1, obtaining the
constraint that the heat pump will work for at least smin time steps in a row.
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4 DSM Scheme

4.1 DSM Heat Pump Scheduling

The DSM scheme presented in this paper relies upon the thermal and the heat pump
model presented in Sect. 3 and is based on a centralized optimization algorithm pro-
viding the day ahead scheduling of the considered heat pumps. As discussed in Sect. 2,
one of the main goals to pursue through the smart scheduling of flexible appliances is
the reduction of the peak demand in the electric grid. For this reason, the optimization
algorithm here presented considers a set of loads subtended by a distribution feeder or a
distribution substation and aims at minimizing their peak of power demand over the
day. To this purpose, an immediate solution would be to minimize the sum of the
squared values of power demand over the day. However, an approach of this kind
would lead to a Quadratic Programming (QP) problem that, considering the presence of
binary variables (associated to the status of the heat pumps), would result in a complex
and computationally demanding solution. To overcome this issue, the approach pre-
sented in [35, 36] (and replicated here) uses a linearized objective function, which,
together with the linear equations and constraints presented in Sect. 3, allows formu-
lating the optimization as a Mixed Integer Linear Programming (MILP) problem.

To understand the concept behind the proposed linearized objective function, let us
refer to Fig. 3.

Figure 3 depicts the forecast of inflexible demand over the day, which is a nec-
essary input for the optimization. The goal of the optimization is clearly to allocate the
flexible demand on top of the inflexible power, possibly trying to fill the valleys and to
avoid the peaks. To perform the optimization, a discretization of the time scale is
required, and this is represented by the partition of the axis x. To define a linearized
objective function, an additional discretization is also performed in the axis y, as shown
in Fig. 3. This discretization creates a set of energy boxes for each time step t, which
are at the core of the optimization approach. In fact, to disadvantage the allocation of

Fig. 3. Linearization concept behind the optimization objective function.
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flexible demand at the peak times, the energy boxes can be weighted by using larger
weights a for increasing values of the associated power (with reference to Fig. 3,
a1\a2\ � � �\a6Þ. In this way, the optimization can be formulated as the mini-
mization of the sum of the weighted energies and, since the weights can be defined a
priori as constant values, the corresponding objective function will be linear.

From a mathematical perspective, the approach conceptually defined above can be
defined as follows. Each energy box b is represented by a continuous variable DEb

lower bounded by zero and upper bounded by the corresponding maximum value of
energy beb ¼ DP � Dt (it is worth noting that the discretization step can vary with b to
introduce better resolution for certain levels of power). The following constraint thus
holds, for each instant of time t:

0�DEb;t �beb ð18Þ

Moreover, at each instant of time t, the sum of the single contributions of energy DEb;t

has to represent the sum of flexible and inflexible load. This can be expressed through
the following constraint: X

b

DEb;t �
X
h

PHP
h;t Dtþ eINFLEXt ð19Þ

where PHP
h;t is the flexible power of the heat pumps (resulting from the optimal

scheduling), whereas eINFLEXt ¼ PINFLEX
t � Dt is the inflexible energy associated to the

non-controllable loads present at time t.
Given the above definitions, the optimization algorithm can be finally defined as [35]:

minimize
yh;t;DFh;m;t

X
t

X
b

abDEb ð20Þ

s:t: Eqs: 1ð Þ � 19ð Þ

The objective function in (20) indicates that the goal of the optimization is to minimize
the overall sum of weighted energies through the definition of the variables yh;t and
DFh;m;t, while fulfilling all the constraints given in the Eqs. (1)–(19). As a result, the
proposed optimization allows not only defining the operating times of the heat pumps
for each house (yh;t), but also their optimal operating point through the decision of the
incremental air mass flows DFh;m;t.

It is worth to underline that the proposed method works by filling the “energy
boxes” with the additional flexible energy associated to the heat pumps. To guarantee
that the approach is also correct from a physical point of view, it is important to ensure
that the energy boxes are filled in the right order (starting from the bottom). Similarly to
what was discussed for the continuous model of the heat pump, this is guaranteed if the
weights a are increasing for increasing values of the associated power. In fact, since the
optimization works to minimize the sum of the weighted energies, a lower level energy
box will be always preferred to those placed on top.
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4.2 DSM Framework

The proposed DSM works coordinating through a centralized algorithm the operation
of all the heat pumps included in the scenario. The use of a centralized algorithm has
been preferred because it guarantees the effective minimization of the power peaks,
avoiding the risk to create new peaks at a different time (with respect to the original
one) due to the similar response of local uncoordinated energy management systems.

Figure 4 provides a schematic view of the conceived DSM scheme highlighting the
inputs required to the optimization algorithm. In particular, it is possible to observe that
three main inputs are needed.

• Forecast of the inflexible load: this is an essential input, since the goal of the heat
pumps scheduling is to allocate their operation in order to fill the valleys and to
avoid the use at peak hours. Typical patterns of power consumption for residential
customers are available for many DSOs and, in general, this type of information can
be extracted also for the grid of interest through the analysis of historical data.

• Forecast of outdoor temperature: the outdoor temperature is essential in the com-
putation of the house thermal losses and therefore for the calculation of the thermal
balance (see Eqs. (1) and (5)); detailed forecasts, having a good time resolution, can
be usually found for many locations.

• House characteristics: these data are essential to implement the thermal models of the
houses; in many countries, due to the regulations on the energy efficiency of the
buildings, the thermal characteristics of the houses can be known for the buildings of
recent construction or for those that have been renovated; in case these data are not
available, ad hoc measurement campaigns have to be conducted in order to extract the
needed information. In addition to the thermal characteristics of the house, customers
also need to send their daily preference for the indoor temperature with the associated
boundaries. The operational characteristics of the heat pump are required as well.

Forecasts of 
1 fixed power consumption

outdoor temperature [C]2

house characteristics3

Optimize total consumption profile

DSM 
provider

Centralized and coordinated smart 
scheduling of the heat pumps for 

power peak shaving

Fig. 4. Schematic view of the proposed DSM scheme.

Day-Ahead Scheduling of Electric Heat Pumps 39



Given the above set of inputs, the optimization algorithm is centrally executed by the
DSM provider, who then sends the scheduling results back to the single customers.

5 DSM Results

5.1 Simulations Setup

DSM Inputs. To test the operation of the proposed DSM scheme and to assess the
potential benefits deriving from its application, several simulations have been carried
out. All the simulations have been performed by generating or retrieving the inputs
needed for the optimization algorithm. Concerning the shape of the inflexible load,
realistic profiles of aggregated daily consumption for residential customers have been
taken into account. Needed data have been collected from a German database where
different profiles, differentiated on a monthly basis and depending on the type of day
(workday, Saturdays and Sundays), are made available [38]. In addition to the resi-
dential inflexible load, in the simulated scenarios, the presence of an additional
inflexible industrial load has been also considered. This load has two levels of power
consumption that are periodically alternated during the day. This particular shape has
been considered to exacerbate some peaks over the daily profile and, consequently, to
clearly evaluate and prove the proper operation of the proposed optimization.
Regarding the outdoor temperature profiles, real temperature data have been taken from
historical data for the city of Aachen, Germany. In the tests presented in this paper, the
temperatures of a day in May and a day in December have been considered. Figure 5
depicts the associated trend of the temperature profiles over the day.

In all the performed simulations, 60 house endowed with electric heat pumps have
been considered. For the 60 houses, different settings have been created by combining
12 building types (characterized by different thermal characteristics) together with 5
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Fig. 5. Profiles of outdoor temperature used in the simulations.
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different profiles of thermal comfort requirements for the customers. Figure 6 shows
the thermal capacity and the heat loss factor of the 12 building types, whereas Fig. 7
depicts the 5 profiles of indoor temperature to be provided.

Regarding the heat pumps, the proposed approach obviously allows considering
different heat pumps characteristics for each house. In the simulated scenarios, how-
ever, a unique heat pump characteristic curve (the one shown in Fig. 2) has been
considered for the sake of simplicity. Table 1 shows the values associated to the
operation curve. The air output temperature CHP is 30 °C, whereas the considered
minimum operating time smin is 30 min.
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Finally, a time step discretization Dt equal to 15 min has been considered, which
leads to 96 time steps for the whole day. The number of energy boxes for time step,
their height and the associated weights are instead varying depending on the considered
simulation scenario in order to account for the different levels of power to be handled.

DSM Assessment. The results of the performed simulations will be analyzed to
understand the capability for the proposed DSM scheme to fulfill the thermal comfort
requirements of the final customers while providing a power peak shaving service to
the DSO. Moreover, the benefits given by the continuous heat pump model presented
in Sect. 3.2 will be also investigated. To this purpose, the results provided by the
designed DSM scheme will be compared to those achievable through two different
reference cases.

The first comparison term is the case in which no DSM is applied. This will allow
understanding the effective benefits achievable at grid level through the application of
the proposed DSM. For this case, it is supposed that the heat pump works in order to
keep the indoor temperature of the house as close as possible to the reference tem-
perature desired by the customer. To achieve this target, a quadratic optimization is
performed for each house h, where the objective function of the problem is:

minimize
yh;t;DFh;m;t

X
t

TIN
h;t �

CLB
h;t þCUB

h;t

2

 !
ð21Þ

s:t: Eqs: 1ð Þ � 17ð Þ

For the second term of comparison, instead, the same DSM scheme under analysis is
used, but a binary heat pump model has been considered. The purpose of this com-
parison is to understand the additional value given by a more detailed modelling of the
heat pump and by the inclusion of the choice of the heat pump operating point in the
optimization. To this purpose, a unique operation point of the characteristic curve
shown in Fig. 2 has been considered, which corresponds to the average value of air
mass flow U ¼ 647kg=h. The associated electric power consumption is P ¼ 809W.

5.2 Simulation Results

Simulation have been performed by referring to two different grid scenarios. In the first
case, a feeder supplying 60 houses is considered, where all the 60 houses are assumed

Table 1. Heat pump operational parameters.

Mode m m = 0 m = 1 m = 2

bm
Wh
kg

h i
0.939 1.86 3.70

bUm
kg
h

h i
426 690 868

DbUm
kg
h

h i
426 264 178
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equipped with the electric heat pump. The objective in this case is to minimize the peak
of the power flowing in the feeder. In the second scenario, a substation subtending four
feeders is taken into account. The feeders supply energy to 240 customers and, among
them, 60 are endowed with the heat pump. This case emulates a scenario with smaller
penetration of heat pumps (25%); the goal of the DSM provider is here to minimize the
overall power peak at the substation. For both the considered grid scenarios, simula-
tions have been performed considering both the outdoor temperatures shown in Fig. 5,
leading to the following set of simulations:

• Scenario 1: 60 houses; 100% heat pumps; outdoor temperature: May.
• Scenario 2: 240 houses; 25% heat pumps; outdoor temperature: May.
• Scenario 3: 60 houses; 100% heat pumps; outdoor temperature: December.
• Scenario 4: 240 houses; 25% heat pumps; outdoor temperature: December.

Figure 8 shows the results achieved at household level for the simulation performed
with scenario 1. The upper part of the figure gives the obtained scheduling of the heat
pump with the related power consumption levels, whereas the bottom part gives the
evolution of the indoor temperature profile. The first outcome in Fig. 8 is that the
conceived DSM is able to fulfill the requirements of the final customer in terms of
thermal comfort. For both the DSM (binary and continuous model of the heat pump)
the temperature can oscillate between the upper and the lower boundary but it is always
within the allowed thresholds. Figure 8 also permits evaluating how the DSM opti-
mization takes advantage of the temperature flexibility provided by the customer. In
particular, it is possible to note that the heat pump mainly works during the night and
the morning to store thermal energy in the house (the inflexible demand is low in this
period), while its use is avoided during lunch time and in the evening when local power
peaks occur in the grid. When no DSM is applied, instead, this flexibility cannot be
exploited and the operation of the heat pump strictly follows the temperature
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Fig. 8. Heat pump consumption and temperature profile for a sample house with May outdoor
temperature [35].
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requirements given by the customer. For this reason, large peaks of power consumption
occur when a temperature increase is required, whereas with the DSM scheduling it is
possible to modulate the operation of the heat pump in order to face such a requirement.

Regarding the DSM results obtained for the two different heat pump models, an
important difference is from the energy consumption point of view. Table 2 shows the
results in terms of heat pump power consumption and average indoor temperature for
the same household represented in Fig. 8 and for the overall scenario 1. Looking at the
single household, it is possible to notice that an increase of the energy consumption
larger than 30% is obtained for the case with binary heat pump model, despite the fact
that a lower average indoor temperature is provided to the house. The reason for such a
bad energy performance is due to the worse efficiency of the operating point used to
represent the binary heat pump model. When the continuous model is used, the
advantage is that the optimization allows choosing the most favorable operating con-
dition, thus fostering the operation in the points at better efficiency. This obviously
translates into an overall reduction of the energy consumption. The same trend is also
confirmed when looking at the results for the overall scenario. The growth of the
energy consumption with respect to the DSM scheme with continuous heat pump is in
this case even larger than in the single household example: this is partially due to the
higher indoor temperature provided to the customers, but mostly due to the operation of
the heat pumps at operation points with worse efficiency.

The results discussed until now have been found to have general validity for all the
scenarios analyzed in this Section. Therefore, in the following, the focus will be mainly
on the results achieved from a DSO perspective at grid level. Figure 9 shows the
overall power in the distribution feeder for scenario 1. As a first consideration, it is
possible to note the evident benefit given by the use of the DSM strategies. In fact,

Table 2. Heat pump operational characteristic parameters.

Case HP
consumption
[kWh]

Consumption
increase [%]

Avg. indoor
temperature [°C]

Sample
household

DSM
continuous
HP

4.30 – 19.1

DSM binary
HP

5.68 +32.1 18.7

No DSM 5.46 +27.0 19.7
Total DSM

continuous
HP

333.6 – 18.9

DSM binary
HP

459.4 +37.7 19.4

No DSM 439.8 +31.8 19.9
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when no DSM is applied, the uncoordinated operation of the heat pumps leads to
significant power peaks that could jeopardize the operation of the distribution grid. The
reason for such large peaks is associated to the particular profiles of thermal comfort
used for the customers. Looking also at Fig. 7, it is possible to see that the power peaks
occur when an increase in the indoor temperature is required by the customers. Since
no DSM is coordinating the heat pumps, many of them work simultaneously and with a
significant level of power consumption to fulfill the temperature increase requirement.
While the achieved result is clearly affected by the use of analogous thermal comfort
requirements for several customers, it is important to remark that similar habits or needs
are likely among residential customers (e.g. due to similar working hours and occu-
pancy of the house) and, thus, issues similar to those in Fig. 9 are possible. Similar
problems can also occur in case of distributed DSM like, for example, when using ToU
tariffs: in this situation, the price-based scheme itself determines the synchronized
reaction of the customers, leading to the possible creation of undesired power peaks.

As shown in Fig. 9, the use of a centralized DSM allows achieving the goal of
power peak shaving through the allocation of the heat pump operation during off-peak
times and minimizing their use during peak times. As already mentioned, the main
difference between the two DSM cases (binary and continuous heat pump model) is
from an energy efficiency standpoint: in Fig. 9 it is possible to see again that the binary
model requires more energy and this is clear from the larger level of power allocated on
top of the inflexible load. Table 3 summarizes the results obtained for scenario 1 from a
quantitative point of view. From the data, it can be observed that a large portion of the
overall demand is associated to the heat pumps operation, emphasizing the importance
to suitably manage this source of flexibility through ad hoc DSM policies. The DSM
with the continuous heat pump model gives the best results in terms of power peak
shaving, as it has the lowest peak of demand, and also has the best capabilities in
flattening the daily power profile, as it can be deduced from the results of load factor
(ratio between average power consumption over the day and power peak).
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Table 3. Grid level results for scenario 1.

Case Daily energy
consumption [kWh]

Quote flexible
energy [%]

Power peak
[kW]

Load
factor [%]

Inflexible
load

442.2 – 28.9 63.6

No DSM 882.0 49.9 95.6 38.5
DSM binary
HP

901.7 52.1 45.8 82.1

DSM
continuous
HP

778.9 37.8 37.8 85.6
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Fig. 10. Overall power at the substation for scenario 2 [35].

Table 4. Grid level results for scenario 2.

Case Daily energy
consumption
[kWh]

Quote flexible
energy [%]

Power
peak
[kW]

No. HP at
peak time

Load
factor
[%]

Inflexible
load

1768 – 115.7 – 63.6

No DSM 2209 19.9 145.1 40 63.4
DSM
binary HP

2228 20.6 122.7 12 75.7

DSM
continuous
HP

2105 16.0 118.6 8 74.0
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In scenario 2, the most important difference with respect to the previous scenario is
that the flexible energy to allocate on top of the fixed load is relatively low. As a result,
the operation of the heat pumps will not lead to a significant modification of the shape
of the power consumption profile. Figure 10 shows the results concerning the aggre-
gated power consumption at substation level. Despite the lower amount of flexible
energy, even in this scenario it is possible to notice that additional power peaks arise for
the case where no DSM is considered. The DSM strategies, instead, allow significantly
flattening the power consumption profile. In particular, it is possible to see that only a
minimum amount of power is added on top of the flexible load during local peaks,
whereas a much larger number of heat pumps are working during off-peak times to fill
the valleys. Similarly to the previous scenario, Table 4 shows the results from a
numerical point of view. In general, the same considerations done for scenario 1 still
hold. Looking at the total energy consumption, it can be seen that the DSM with the
binary model of the heat pump is more inefficient than the one with the continuous
model. Moreover, in this scenario, it is possible also to observe how the possibility to
modulate the operating power of the heat pumps gives an additional degree of flexi-
bility for the scheduling: during the peak time, at 20:00, 12 heat pumps work for the
DSM with binary heat pump model, while only 8 are required for the DSM with the
continuous heat pump. The best performance of the proposed DSM is also confirmed
by the power peak values: the increase in the power peak is only 2.5% versus the 6%
for the DSM with binary heat pump (more than 25% if no DSM is applied). The worse
results for the load factor can be instead explained by the fact that the binary heat pump
leads to consume more energy, which can be allocated in the valleys to flatten the
profile. In general, however, both the DSM strategies lead a clear enhancement of the
load factor with respect to the starting value associated to the inflexible load.

As last considerations, the results obtained when taking into account the colder
outdoor temperature of a day in December are presented. The first outcome of these
simulations is that, both in scenario 3 and 4, the DSM with binary heat pump model
cannot find any scheduling solution. The reason for this is due to the impossibility to
satisfy the dynamic variations in the thermal comfort requirements of some customers:
using a fixed value of air mass flow from the heat pump, in fact, the indoor temperature
of some households cannot remain within the allowed boundaries. When the DSM with
the continuous heat pump model is used, instead, the possibility to modulate the heat
flow allows finding feasible solutions. This aspect is shown in Fig. 11: it is possible to
observe that, in the represented house, the heat pump needs to stay always on to deal
with the colder outdoor temperature; in addition, its operation point has to be modu-
lated in order to fulfill the thermal comfort requirements and to pursue the overall goal
of power peak minimization.

Table 5 shows the results achieved at grid level for both scenario 3 and 4. Having
also a look at Tables 3 and 4, for the corresponding results obtained with the May
temperature, the following considerations can be drawn. First, it is possible to see that,
as expected, the portion of energy consumption coming from the heat pumps increases.
This is clearly due to the colder outdoor temperature that leads the heat pumps to work
more often, and with higher values of power, to fulfill the thermal comfort demand of
the customers (see also Fig. 11). Despite the larger amount of flexible energy con-
sumption, the capabilities in terms of power peak shaving and flattening of the daily
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power demand are reduced with respect to the corresponding scenarios for May. This
outcome is due to the more severe impact brought by the thermal comfort requirements
when the outdoor temperature decreases. As an example, in scenario 4, almost 50% of
the heat pumps (28 out of 60) have to work during the peak time versus the only 8
scheduled to work in scenario 2. Regardless this reduction in the potential impact,
Table 5 shows that the DSM strategy still has the capability to achieve the goal of
power peak shaving and has the potential to significantly flatten the power profile.
Obviously, this potential grows for increasing penetration of heat pumps in the grid.
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Fig. 11. Heat pump consumption and temperature profile for a sample house with December
outdoor temperature.

Table 5. Grid level results for scenarios 3 and 4.

Case Daily energy
consumption
[kWh]

Quote flexible
energy [%]

Power
peak
[kW]

Load
factor
[%]

Scenario 3 Inflexible
load

426 – 30.1 59.0

No DSM 1045 59.2 95.5 45.6
DSM
continuous
HP

916 53.4 47.4 80.4

Scenario 4 Inflexible
load

1705 – 120.4 59.0

No DSM 2324 26.6 149.8 64.6
DSM
continuous
HP

2197 22.4 136.5 67.1
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6 Conclusions

This paper presents a DSM scheme aimed at defining the optimal day ahead scheduling
of electric heat pumps. The objective of the DSM program is twofold: providing a
service to the DSO, by shaving the power peaks in the daily demand, and providing a
service to the final customer, through a smart scheduling of the heat pump that guar-
antees the fulfillment of the end user thermal comfort requirements. An ad-hoc
designed Mixed Integer Linear Programming formulation is proposed to tackle the
above optimization problem, which relies on a continuous operation model of the heat
pump. Presented results show the potential benefits arising from the application of the
proposed centralized DSM scheme. The conceived optimization leads to clear benefits
in terms of power peak shaving and of flattening of the daily curve of power demand,
avoiding possible side effects usually present in price-based schemes.
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Benjamin Camus1, Fanny Dufossé2, and Anne-Cécile Orgerie3(B)

1 Inria, IRISA, Rennes, France
benjamin.camus@inria.fr

2 Inria, CRIStAL, Lille, France
fanny.dufosse@inria.fr

3 CNRS, IRISA, Rennes, France
anne-cecile.orgerie@irisa.fr

Abstract. Facing the urgent need to decrease data centers’ energy con-
sumption, Cloud providers resort to on-site renewable energy production.
Solar energy can thus be used to power data centers. Yet this energy
production is intrinsically fluctuating over time and depending on the
geographical location. In this paper, we propose a stochastic modeling
for optimizing solar energy consumption in distributed clouds. Our app-
roach, named SAGITTA (Stochastic Approach for Green consumption
In disTributed daTA centers), is shown to produce a virtual machine
scheduling close to the optimal algorithm in terms of energy savings
and to outperform classical round-robin approaches over varying Cloud
workloads and real solar energy generation traces.

Keywords: Data centers · Distributed clouds · Energy efficiency
Renewable energy · Scheduling · On/Off techniques

1 Introduction

The rapid increase of demand for Internet services leads Cloud providers to
build more and more data centers for hosting these services. The data centers
that constitute the Cloud infrastructures are usually geographically distributed
for security reasons or to offer lower latency for their clients. This infrastructure
increase comes with a dramatic growth of the power consumption globally drawn
by data centers. As an example, in 2014, data centers in the U.S. consumed
an estimated 70 billion kWh, representing about 1.8% of total U.S. electricity
consumption [1].

To reduce this impact, Cloud providers resort to renewable energy sources
which are either on-site or off-site [2]. Such energy sources are mostly intermittent
by nature (wind, sun, etc.) with high variations, and periods of time without any
production (during night for instance for photovoltaic panels). Energy storage
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devices can help to overcome this issue. But, they constitute a costly investment
and they intrinsically lose part of the energy stored [3]. Thus, without storage,
renewable energy has to be consumed upon production or it is wasted. In this
context, optimizing renewable energy consumption requires to know local avail-
ability for the distributed cloud infrastructure, in order to adequately allocate
computing resources to incoming user requests. The goal is to geographically
distribute the workload among the data centers so that, it fits at best the on-site
renewable energy production that is variable and not known.

Here, we consider the problem of scheduling workload across multiple data
centers for minimizing renewable energy loss. To solve this issue, we propose
SAGITTA: a Stochastic Approach for Green consumption In disTributed daTA
centers. SAGITTA uses a stochastic approach for estimating renewable energy
production, and greedy heuristics for allocating resources to the incoming user
requests and switching off unused servers. While SAGITTA was first introduced
in [4], the original SAGITTA algorithm did not take into account the switching
on and off energy costs. Here these costs are integrated in SAGITTA’s algo-
rithm and all the simulations have been redone. This chapter extends the first
SAGITTA study [4] with the following contributions:

– modification of SAGITTA’s original version to take into account the switching
on and off energy costs;

– proof of local optimality of SAGITTA;
– proposition of an optimal algorithm based on dynamic programming to solve

the problem;
– simulation results exploring the influence of green energy forecast and green

energy production on SAGITTA and study of its scalability;
– performance comparison between SAGITTA and the optimal algorithm;
– study on the exactness of our green power production forecast.

Our simulation-based results show the efficiency of SAGITTA compared
to classical allocation approaches. Indeed, compared to the optimal solution,
SAGITTA consumes 5.2% more energy overall, while a classical round-robin
solution consumes 12.9% more energy overall than optimum.

The remainder of the paper is structured as follows. Related work is pre-
sented in Sect. 2. A formal definition of the problem is given in Sect. 3. Section 4
details the SAGITTA approach. Section 5 exhibits an optimal algorithm for the
considered problem. A simulation-based evaluation is conducted, simulation con-
ditions are described in Sect. 6 and results are provided in Sect. 7. Future work
is discussed in Sect. 8.

2 Related Work

Cloud infrastructures consist in geographically distributed data centers which are
linked through communication networks [5]. With the emergence of the Future
Internet and the dawning of new IT models such as cloud computing, the usage of
data centers, and consequently their power consumption, increases dramatically.
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As an example, for 2010, Google used 900,000 servers which consumed 1.9 billion
kWh of electricity [6]. Other major Cloud companies present similar figures and
similar issues [7].

Virtualization technology and its ability to pool resources through transpar-
ent sharing should have minimized worldwide data center consumption. But, the
energy consumption of state-of-the-art servers grows inexorably as they embed
more and more powerful cores and advanced features and technologies. Conse-
quently, the global data center consumption keeps increasing rapidly [1]. This
situation raises major environmental, economic and social concerns.

The first way to save energy at a data center level consists in locating it close
to where the electricity is generated, hence minimizing transmission losses. For
example, Western North Carolina, USA, attracts data centers with its low elec-
tricity prices due to abundant capacity of coal and nuclear power following the
departure of the region’s textile and furniture manufacturing [8]. This region has
three super-size data centers from Google, Apple and Facebook with respective
power demands of 60 to 100 MW, 100 MW and 40 MW [8].

Other companies opt for greener sources of energy. For example, Quincy
(Washington, USA) supplies electricity to data facilities from Yahoo, Microsoft,
Dell and Amazon with its low-cost hydro-electrics left behind following the
shutting down of the region’s aluminum industry [8]. Several renewable energy
sources like wind power, solar energy, hydro-power, bio-energy, geothermal power
and marine power can be considered to power up super-sized facilities.

In spite of these approaches, numerous data facilities have already been built
and cannot be moved. Cloud infrastructures, on the other hand, can still take
advantage of multiple locations to use green sources of energy with approaches
such as follow-the-sun and follow-the-wind [9]. As sun and wind provide renew-
able sources of energy whose capacity fluctuates over time, the rationale is to
place computing jobs on resources using renewable energy, and migrate jobs
as renewable energy becomes available on resources in other locations. However,
the migration cost, in terms of both energy and performance, may be prohibitive
[10].

Within the data center itself, a range of technologies can be utilized to make
cloud computing infrastructures more energy efficient, including better cool-
ing technologies, temperature-aware scheduling [11], Dynamic Voltage and Fre-
quency Scaling (DVFS) [12], and resource virtualization [13]. The use of Virtual
Machines [14] brings several benefits including environment and performance
isolation; improved resource utilization by enabling workload consolidation; and
resource provisioning on demand. Nevertheless, such technologies should be ana-
lyzed and used carefully for actually improving the energy-efficiency of comput-
ing infrastructures [15].

One of the most efficient techniques for saving energy in not fully utilized
data centers consists in shutting down unused resources as switched off resources
consumes less power than idle ones [16]. The number of switched off resources
can be increased by consolidation techniques [16]. However, switching on and
off resources consumes time and energy and these costs need to be taken into
account in order to effectively ensure energy savings [17].



The SAGITTA Approach for Optimizing Solar Energy Consumption 55

Concerning green energy integration, Ren et al. have proposed an online
scheduling algorithm which optimizes the energy cost and fairness among dif-
ferent data centers subject to queuing delay constraints [18]. While their work
is based on a distributed Cloud model similar to ours, they aim at minimiz-
ing the cost of the consumed electricity, instead of the wasted renewable energy
in our case. Tripathi et al. have presented a mixed integer linear programming
formulation for capacity planning while minimizing the total cost of ownership
[2]. Their model schedules demand considering the availability of green energy
and its price variation to lower the total cost of ownership. Finally, a literature
review of renewable energy integration in data centers can be found in [19].

3 Problem

First, the Cloud model and assumptions are described in Sect. 3.1 similarly to
[4]. Then, Sect. 3.2 proposes the problem formulation.

3.1 Cloud Model

We consider a distributed Cloud infrastructure comprising several data centers
geographically distributed and powered by the regular electrical grid on one side
and on-site photovoltaic panels (PV) on the other side. The user management
of the Cloud is assumed to be centralized. This Cloud model is shown on Fig. 1.

Incoming users requests can arrive at any time. Each request requires to be
computed by a virtual machine (VM) located on any of the data centers. Each
data center hosts a given amount of homogeneous servers.

3.2 Problem Formulation

We consider a system of M data centers spread over a large area. A data center
DCi is characterized by its number Si of servers. Servers are considered homo-
geneous over the different data centers, in term of computing capabilities and
energy consumption.

As for the application model, we consider identical VMs submitted at unpre-
dictable rate. The VMs are supposed to be executable in less than one time slot.
We can thus describe both computing and memory requirement of VMs by the
number C of VMs that a server can complete in a single time slot. We consider
that a server consumes at full capacity a power of Ps.

The main difference with previous paper [4] concern the energy consumption
model. In [4], the model only considered the processing cost, that is the consump-
tion of servers during the processing time. The switching ON/OFF costs were
only used to evaluate the performance of resulting algorithms. In this paper, we
take into account the switching ON/OFF costs in the basis model. More pre-
cisely, we consider that the switches are done at beginning of the time slots, and
that the switching time is negligible compared to the time slot duration. For
example, the duration to turn on will not impact the number of VM executed in



56 B. Camus et al.

Fig. 1. Considered cloud model from [4]. (Color figure online)

the remaining time. We compute in this paper the energy at the scale of the time
slots, and we do not evaluate if the energy is used mostly at beginning or at the
end on a time slot. Therefore, in our model, the energy consumption, likewise
the energy production, is smoothed on the time slot.

Consequently, the energy consumption of DCi has three possible component.
The first part is the power consumption of each server, and is proportional to
the number of servers ON at current time slot t on DCi, Ui(t). The second
part is the costs of switching on servers, proportional to the number of servers
turned on U+

i (t) = max(0, Ui(t) − Ui(t − 1)) and the last on the cost of shutting
down servers, proportional to U−

i (t) = max(0, Ui(t−1)−Ui(t)). The total power
consumed by the system is thus

M∑

i=1

Ps × Ui(t) + PON × U+
i (t) + POFF × U−

i (t).

This power requirement is to be compared with the green power produced at
each data center. We model the green power available at time slot t in data center
DCi as a random variable Gi(t) that follows a truncated normal distribution of
mean Egi(t) and standard deviation pi(t), with lower limit 0. Thus, the brown
power consumed at time slot t in DCi is equal to

max(0, Ps × Ui(t) + PON × U+
i (t) + POFF × U−

i (t) − Gi(t)).
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Our problem consists in allocating VMs to data centers, in order to minimize
the consumption of brown energy. VMs are allocated by time slots. Then, our
objective is to turn ON the adequate number of servers on the best locations
for this criteria. We denote N(t) the number of waiting VMs at time slot t.
We thus need to have enough servers ON for all waiting VMs at time slot t:∑M

i=1 Ui(t) ≥ N(t)/C. All these notations are summarized in Table 1.

Table 1. Table of Notations.

Notation Definition

Constants

M Number of data centers

DCi Data center number i

Si Number of servers in data center i

C Maximum number of VMs in parallel on a server

Ps Maximum power consumption of a server

Variables

N(t) Number of incoming VMs for time slot t (input)

Ui(t) Number of machines ON at current time slot on data center i (output)

Gi(t) Random variable of the green power produced at time slot t

Egi(t) Expected green power generation at data center i during time slot t (input)

pi(t) Standard deviation of green power generation on data center i (input)

w Workload portion (number of VM): 0 < w ≤ N(t) (input)

Eci(P, t) Expected brown consumption of data center i with power P at time slot t

4 SAGITTA

In this section, we present our approach named SAGITTA: a Stochastic App-
roach for Green consumption In disTributed daTA centers. The details for com-
puting the expected green and brown consumption are provided in Sect. 4.1.
SAGITTA’s algorithms are presented in Sect. 4.2 and its local optimality is
demonstrated in Sect. 4.3.

4.1 Expected Green and Brown Consumption

We now evaluate the expected brown power consumption of data center DCi at
time t, consuming power P , Eci(P, t). We first evaluate the density function of
the random variable of the green power generation of DCi at time t Gi(t).

Let X be a random variable following a normal distribution of parameters
Egi(t) and pi(t), density function

φ(t) =
1

pi(t)
√

2π
e
− 1

2

(
t−Egi(t)

pi(t)

)2
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and distributive function

Φ(t) =
1
2

(
1 + erf

(
t − Egi(t)
pi(t)

√
2

))
.

Then, for x > 0,

P (Gi(t) < x) = P (X < x|X > 0) =
P (0 < X < x)

P (X > 0)

and the density function of Gi(t) equals φi(t) = φ(t)
P (X>0) .

Let Bi(t) be the random variable of the brown consumption of DCi at time
slot t. Then, as shown in [4], we have:

Eci(P, t) = (P − Egi(t))
Φ(P ) − Φ(0)

1 − Φ(0)
− pi(t)2

φ(0) − φ(P )
1 − Φ(0)

,

with φ(x) = 1
pi(t)

√
2π

e
− 1

2

(
x−Egi(t)

pi(t)

)2

and Φ(x) = 1
2

(
1 + erf

(
x−Egi(t)

pi(t)
√
2

))
.

In the following, if the considered time slot is clear, we simply note Eci(P )
for the expected brown power consumption.

4.2 Algorithms Description

Our SAGITTA approach uses several algorithms to take decisions and allocate
VMs to physical servers. These algorithms are designed to determine at any
time slot on which data center to turn ON and OFF servers. At each time slot,
our constraint is to turn ON the minimum number of servers that allows for
executing all requested VMs, that is �N(t)/C�.

Algorithm 1. General algorithm.

if
∑

1≤i≤M

Ui(t) < �N(t)
C

� then

Switch on decision; (Algorithm 2)

else if
∑

1≤i≤M

Ui(t) > �N(t)
C

� then

Switch off decision; (Algorithm 3)

end if
Transfer decision; (Algorithm 4)

for 1 ≤ i ≤ M do
Let Ui(t) servers on and fill them, switch off the rest;

end for

The general algorithm (Algorithm 1) is designed as follows. It first determines
if the number of servers available is under or over the requested number. If
there is not enough servers ON, Algorithm 2 determines the location of servers
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to switch on. If some servers are unnecessary, Algorithm 3 determines where
servers should be shut down. These decisions are done regarding the expected
green energy production in the different data centers. More precisely, Algorithm 2
compares the expected extra cost in brown energy consumption ci induced by
an additional server ON on any data centers, and selects the data center with
minimum expected extra cost. The variable Ui(t) is then incremented, but the
servers are only switched on at end of Algorithm 1, when all decisions are taken
on any data centers. The same way, Algorithm 3 selects one by one the servers
to switch OFF to maximize the expected gain.

Finally, Algorithm 4 evaluates if the brown power consumption could be
reduced by transferring the available processing power from one data center to
another. More precisely, the algorithm determines some location where a fixed
number of servers is turned off, and a new location where the same number of
servers is turned on. One server is selected for switch OFF on the data center of
maximum gain and another one

Algorithm 2. Switch on decision.

for 1 ≤ i ≤ M do
Pi = Ui(t − 1) × Ps

Ui(t) = Ui(t − 1)
if Ui(t) < Si then

Compute ci = Eci(Pi + PON + Ps) − Eci(Pi);
else

ci = +∞;
end if

end for
while

∑

1≤i≤M

Ui(t) < �N(t)
C

� do

Find j such that cj = min
1≤i≤M

ci;

Uj(t) + +;
Pj+ = PON + Ps

Recompute cj ;
end while

to switch ON on the data center of minimum cost, if the gain on the first data
center exceed the cost on the second one. The costs and gain are computing with
respects to previous preallocation. For example, the cost of turning a server on
is not the same if Algorithm 3 has decided to turn off a server at previous
step, that is if Ui(t) < Ui(t − 1) or not. If no such decision was taken, the
cost ci is the same as in Algorithm 2, ci = Eci(Pi + PON + Ps) − Eci(Pi),
that includes the cost to turn on and the cost of processing. In the other case,
turning on a server correspond to cancel a decision to turn off a server, that is
ci = Eci(Pi − POFF + Ps) − Eci(Pi). The same holds for gain gi to turn off a
server.
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Algorithm 3. Switch off decision.

for 1 ≤ i ≤ M do
Pi = Ui(t − 1) × Ps

if Ui(t) > 0 then
Compute gi = Eci(Pi) − Eci(Pi + POFF − Ps);

else
gi = −1;

end if
end for
while

∑

1≤i≤M

Ui(t) > �N(t)
C

� do

Find j such that gj = max
1≤i≤M

gi;

Uj(t) − −;
Pj+ = POFF − Ps

Recompute gj ;
end while

After running Algorithm 4, general Algorithm 1 applies all these decisions.
The selected number of servers are turned ON and OFF and all VMs are allo-
cated to available servers.

Algorithm 4. Transfer decision.

for 1 ≤ i ≤ M do
if Ui(t) > Ui(t − 1) then

gi = Eci(Pi) − Eci(Pi − Ps − PON );
else

gi = Eci(Pi) − Eci(Pi + POFF − Ps);
end if
if Ui(t) < Ui(t − 1) then

ci = Eci(Pi − POFF + Ps) − Eci(Pi);
else

ci = Eci(Pi + PON + Ps) − Eci(Pi);
end if

end for
while max

1≤i≤M
gi > min

1≤j≤M
cj do

Find k such that gk = max
1≤i≤M

gi;

Find l such that cl = min
1≤j≤M

cj ;

Uk(t) − −;
Ul(t) + +;
Recompute gk and Pk;
Recompute cl and Pl;

end while
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4.3 SAGITTA Local Optimality

We demonstrate in this section, that Algorithms 2, 3 and 4 are locally
optimal. More precisely, at time slot t, with respect to the normal laws
(N (Egi, pi)2))1≤i≤M , these algorithms select the best servers to turn on or off, to
minimize the expect brown power consumption. We first consider Algorithm 2.

Theorem 1. Algorithm 2 is locally optimal with respect (N (Egi, pi)2))1≤i≤M .

Proof. We are studying the execution of SAGITTA during one unique time slot,
so we do not precise t in this proof. For sake of simplicity, we denote in this proof
ci(P ) = Eci(P +PON +Ps)−Eci(P ). We compare Algorithm 2 to any selection
of servers to turn on. We do not compare to a configuration where some servers
are turned on and others turned off.

We first prove that the function ci(P ) is increasing, and then that this prop-
erty induces the local optimality of Algorithm 2.

Eci(P ) = P × Φ(P ) − Φ(0)
1 − Φ(0)

−
∫ P

0
xφ(x)dx

1 − Φ(0)

with φ(x) = 1
pi

√
2π

e
− 1

2

(
x−Egi

pi

)2

and Φ(x) = 1
2

(
1 + erf

(
x−Egi(t)

pi(t)
√
2

))
. Let first

evaluate the derivative function of Eci(P ).

d
dP Eci(P ) = Φ(P )−Φ(0)

1−Φ(0) + P × d
dP Φ(P )

1−Φ(0) − d
dP

∫ P
0 xφ(x)dx

1−Φ(0)

= Φ(P )−Φ(0)
1−Φ(0) + P × d

dP Φ(P )

1−Φ(0) − d
dP

∫ P
0 xφ(x)dx

1−Φ(0)

= Φ(P )−Φ(0)
1−Φ(0) + P × φ(P )

1−Φ(0) − Pφ(P )
1−Φ(0)

= Φ(P )−Φ(0)
1−Φ(0)

Then,
d

dP
ci(P ) =

Φ(P + PON + Ps) − Φ(P )
1 − Φ(0)

.

The function Φ is strictly increasing, as it is the cumulative distributive
function of law N (Egi, pi)2). Then, the derivative of function ci(U) is strictly
positive, and ci(U) is strictly increasing. Intuitively, the more servers are turned
on on a data center, the higher is the ratio of brown power consumption of this
data center. For sake of simplicity, we denote Pi(U), the power consumption
corresponding to U servers on on data center DCi. Function Pi is clearly strictly
increasing.

We demonstrate now that the local optimality of Algorithm 2 can be deduced
from this property. We consider here the location of servers to turn on, and not
the possible transfers. Let (Uopt

i )1≤i≤M be the optimal choice for total brown
power production, and (Ualg

i )1≤i≤M the decision of Algorithm 2.
First denote that by hypothesis, we have

∑
1≤i≤M Uopt

i =
∑

1≤i≤M Ualg
i .

Suppose that for some i and j, Uopt
i > Ualg

i and Uopt
j < Ualg

j .
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Consider the step of Algorithm 2 at which the last server was decided to be
turned on on DCj . Let Ui be the number of servers this algorithm had decided
to turn on on DCi at this step. By definition of Algorithm 2, cj(Pj(U

alg
j − 1)) ≤

ci(Pi(Ui)). As proven earlier, ci(Pi(Ui)) ≤ ci(Pi(U
alg
i )) ≤ ci(Pi(U

opt
i − 1)). As

(Uopt
i )1≤i≤M is optimal, then ci(Pi(Ui)) = ci(Pi(U

alg
i )) = ci(Pi(U

opt
i − 1)) and

as ci and Pi are strictly increasing, Ualg
i = Uopt

i − 1. Thus, cj(Pj(U
alg
j − 1)) =

ci(Pi(U
opt
i − 1)) and so, the decision to turn on a last server on DCi or DCj

does not impact the expected brown power consumption.
As this property holds for all possible differences between (Uopt

i )1≤i≤M and
(Ualg

i )1≤i≤M , we can conclude that both selections have the same expected
brown power consumption and that (Ualg

i )1≤i≤M is optimal.

Theorem 2. Algorithm 3 is locally optimal with respect (N (Egi, pi)2))1≤i≤M .

Proof. This demonstration is very similar to the previous one, so we use similar
intermediate results. Let gi(P ) = Eci(P )−Eci(P+POFF −Ps). Then, d

dP gi(P ) =
Φ(P )−Φ(P+POFF −Ps)

1−Φ(0) , gi(P ) is strictly increasing.

Now, let (Uopt
i )1≤i≤M be the optimal choice for total brown power produc-

tion, and (Ualg
i )1≤i≤M the decision of Algorithm 3. Suppose that for some i and

j, Uopt
i > Ualg

i and Uopt
j < Ualg

j . As in previous proof, we denote Pi(U) the
power consumption on data center DCi corresponding to U servers on.

Consider the step of Algorithm 3 at which the last server was decided to be
turned off on DCi. Let Uj be the number of servers the algorithm had decided
to turn on on DCj at this step. By definition of Algorithm 3, gj(Pj(U

alg
j +1)) ≥

gi(Pi(Ui)). We have gi(Pi(Ui)) ≥ gi(Pi(U
alg
i )) ≥ gi(Pi(U

opt
i +1)). By optimality,

we obtain gi(Pi(Ui)) = gi(Pi(U
alg
i )) = gi(Pi(U

opt
i + 1)). As gi(Pi(P )) is strictly

increasing, Ualg
i = Uopt

i + 1 and the decision to turn off a last server on DCi or
DCj does not impact the expected brown power consumption.

As in the previous proof, we obtain that (Ualg
i )1≤i≤M is optimal.

Theorem 3. Algorithm 4 is locally optimal with respect (N (Egi, pi)2))1≤i≤M .

Proof. Let (Uopt
i )1≤i≤M be the optimal choice for total brown power production,

and (Ualg
i )1≤i≤M the decision of Algorithm 4. Suppose that for some i and j,

Uopt
i > Ualg

i and Uopt
j < Ualg

j . As previously, Pi(U) is the power consumption
on data center DCi for U servers on.

By definition of Algorithm 4, ci(Pi(U
alg
i )) ≥ gj(Pj(U

alg
j )). Moreover, we

know gi(Pi(U
opt
i )) = ci(Pi(U

opt
i − 1)) ≥ ci(Pi(U

alg
i )) and gj(Pj(U

opt
j + 1)) ≤

gj(Pj(U
alg
j )). Thus, gi(Pi(U

opt
i )) ≥ cj(Pj(U

opt
j )), Uopt

i −1 = Ualg
i and Uopt

j +1 =
Ualg

j . The decision to turn on a last server on DCi and DCj does not impact
the expected brown power consumption.

By induction, we obtain that (Ualg
i )1≤i≤M is optimal.
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We have proven that our algorithms are locally optimal, it means that there
are optimal only regarding the current time slot. It is clear that the only point
in the model that impacts this locality is the switching ON/OFF costs. Without
these costs, the power consumption on current time slot does not depend on
previous time slot. Thus, we obtain the following theorems.

Theorem 4. Algorithm 2 is optimal without switching ON/OFF costs, with
respect (N (Egi, pi)2))1≤i≤M .

Theorem 5. Algorithm 3 is optimal without switching ON/OFF costs, with
respect (N (Egi, pi)2))1≤i≤M .

Theorem 6. Algorithm 4 is optimal without switching ON/OFF costs, with
respect (N (Egi, pi)2))1≤i≤M .

5 Computing the Optimal

We propose in this section an optimal algorithm that allows to compute the min-
imal power consumption for the whole experiment, knowing the workload trace
and the green power production. This algorithm is then employed to evaluate
the performance of our algorithms in the simulations. Obviously it cannot be
used to allocate VMs, as it is based on complete data knowledge.

This algorithm (Algorithm 5) is a dynamic programming algorithm based on
the concept of configurations. We consider as a configuration, a possible state of
the platform, described by the number of servers on on each data center. More
formally, configuration c at time slot t is defined as c = (k1, . . . , kM ), where ki is
the number of servers on at time slot t on data center DCi We defined as P (c, t)
the minimal power consumption of a schedule for the t first time slots, with ki

servers on on DCi for each i at time slot t.
We denote L(t) the set of pairs (c, P (c, t)), for all the possible configurations

for time slot t. Notice that the total number of servers on during a time slot
is directly related to the workload, thus

∑
i ki = �N(t)/C�. As the complexity

of this algorithm directly depends on the size of L(t), this property permits to
strongly reduce the execution time of experiments simulating this algorithm.

This algorithm computes recursively the set L(t) for each time slot t, based on
L(t−1). More precisely, it first computes the possible configurations, that is the
set of tuples c = (k1, ..., kM ) such that for all i, ki ≤ Si and

∑
i ki = �N(t)/C�.

Then, for each of these tuples, it computes P (c, t) using L(t − 1). To that end,
it considers each possible configuration c′ at time slot t − 1 and computes the
power consumption at time slot t, based on the number of servers to turn on
and off during this time slot and the power consumption for the servers on.
When adding to P (c′, t − 1), we obtain the minimum power consumption for
t time slots with configuration c′ at time t − 1 and c at time t. We can then
take the minimum for all (c′, P (c′, t − 1)) ∈ L(t − 1) and we obtain P (c, t). L(0)
is initialized with one unique tuple in the configuration c, ki = 0 for all i and
P (c, 0) = 0, this means all servers off, and no power consumed yet.
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Algorithm 5. Optimal algorithm.

L(t): list of values (k1, ..., kM , P ) where ki is the number of servers ON on DCi

at current time slot and P the lowest brown power consumed with this final
configuration;
for 1 ≤ t ≤ tmax do

forall the j1, j2, · · · , jM such that ∀k, 0 ≤ ji ≤ Si and
∑

i ji = �Nt/C� do
P = +∞;
forall the (k1, ..., kM , Pt−1) ∈ L(t − 1) do

if Pt−1 ≤ P ′ then
P ′ = 0;
for 1 ≤ i ≤ M do

Pi = 0;
if ki > ji then

Pi+ = (ki − ji) × EOFF ;
else

Pi+ = (ji − ki) × EON ;
end
Pi+ = ji × PS ;
P ′+ = max(0, Pi − GP (t))

end
P ′+ = Pt−1;
if P ′ < P then

P = P ′;
end

end

end
Add (j1, ..., jM , P ) in L(t);

end

end

6 Validation Framework

We evaluate our algorithm through a modeling and simulation (M&S) process. In
the following, we first give an overview of the whole cloud implementation model
(Sect. 6.1). We then detail our implementation of the data centers (Sect. 6.2), of
the green power production (Sect. 6.3), of the cloud workload (Sect. 6.4), of the
algorithm implementation (Sect. 6.5), and the different simulations performed
(Sect. 6.6).

6.1 Simulation Overview

The whole cloud implementation model is described in Fig. 2. We simulate data
centers using the DCSim (Data Center Simulator) discrete-event M&S tool [20].
This simulator provides the power consumption of each data center as a function
of time.
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We implement our algorithm in an ad-hoc way using the Java language into
a simulated cloud controller. This simulator receives as inputs the green power
production for each data center as well as the cloud workload (i.e. the number
of VMs to deploy on the cloud for each time slot). Based on these inputs and
on SAGITTA’s algorithms, the controller generates for each server the VM allo-
cation and the instructions which are directly sent to the simulated data center
manager.

Note that we do not explicitly model the brown power production as we
assume it to be infinite (at the scale of the cloud). We also ignore the telecom-
munication network as we assume it to have negligible impact on the system func-
tioning (we assume network to be oversized for our scenario), and an almost con-
stant power consumption over time if no energy-saving technique is applied [16].
Finally, we do not take into account here the energy consumed by the data
centers’ cooling systems.

In order to perform the simulations, we connect all these heterogeneous mod-
els using the MECSYCO (Multi-agent Environment for Complex-SYstem-CO-
simulation) M&S platform [21,22] which is based on the DEVS (Discrete-EVent
System specification) formalism [23]. We have defined a DEVS interface for
DCSim, and implemented it in MECSYCO.

Fig. 2. Bloc diagram view of the cloud model from [4]. (Color figure online)

6.2 Data Center Simulation

Our cloud consists in five homogeneous data centers composed of five clusters.
Each of these clusters contains 80 homogeneous nodes, so overall, the cloud
comprises a total of 400 servers. The characteristics of each server are based
on the Taurus servers of the French experimental testbed Grid’50001. These
1 https://www.grid5000.fr.

https://www.grid5000.fr
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Taurus servers are equipped with 2 Intel Xeon E5-2630 CPU with 6 cores each,
32 GB memory, 598 GB storage and a 10 Gigabit Ethernet interface. In order to
determine the power consumption of each node, we implement the power model
of [24], which is based on real measurements made on Taurus nodes. These
measurements notably state that a Taurus server consumes 8 W when powered
OFF, 97W when idle, and 220 W at 100% CPU load (i.e. Ps = 220W for our
algorithm).

Within this cloud, we deploy homogeneous VMs that are equivalent to the
Amazon EC2 “large” flavor2 - i.e. each VM requires 4 CPU cores, 8 GB memory
and 80 GB storage. Hence, three VMs can be simultaneously running on one
node. For the sake of simplicity, we assume that, when deployed, a VM always
works at full capacity. In the same way, we neglect the delays for the VM to
start/stop. All the VMs are automatically deleted at the end of each time slot.
A time slot lasts five minutes in our simulations.

6.3 Green Power Production

In order to feed the controller during the simulation, we use real recordings of
green power production and real workload traces. We get the former from the
Photovolta project3 of the University of Nantes. These recordings correspond
to the power produced by a single Sanyo HIP-240-HDE4 photovoltaic panel
updated every five minutes over one week. In order to have heterogeneous tra-
jectories between data centers (and thus to represent solar irradiance differences
between sites spread across a country), we select recordings starting at different
dates, namely: 4th of September 2016, 2nd of February 2014, 8th of June 2014,
22nd of June 2015 and 21st of December 2014. We consider here that 30 photo-
voltaic panels (for a surface of 165.6m2) are installed at each data center. Then
we scale these photovoltaic signals accordingly.

6.4 Workload Input

We use the normalized ClarkNet HTTP trace of [20] for our cloud workload,
shown in Fig. 3. This workload trace spans over one week. We scale this workload
to 98% of the cloud total capacity (i.e. the maximal workload peak represents
98% of the total computing capacity of the cloud). The trace peaks are synchro-
nized with the photovoltaic signal ones to have proper day-night cycles in our
simulation.

6.5 Algorithm Implementation

The controller implementing our SAGITTA approach is run at each time slot (i.e.
each five minutes). It saves all the data received from the green power sources
during the current day. The controller computes at each time slot the standard
2 https://aws.amazon.com/ec2/.
3 http://photovolta2.univ-nantes.fr.

https://aws.amazon.com/ec2/
http://photovolta2.univ-nantes.fr
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Fig. 3. The input workload used in the experiments from [4].

deviations pi(t) using this history. It computes each expected green power pro-
duction Egi(t) by averaging a reference green power production trajectory (the
Photovolta project recording of the 20th of August 2013 in our case which is
the day with the best yield) scaled according to the last green power production
received from i. More precisely, we denote Pref (t) the green power production
at corresponding hour the day of reference (see Fig. 4). We obtain the following
formula:

Egi(t) = max

(
0, PVi(t − 1) +

Pref (t) − Pref (t − 1)
2

)
.

Fig. 4. Expected green power production computation for a time slot from t to t + 1
from [4]. (Color figure online)

Note that we consider with this formula that Egi(t) is equal to the average
between the green power production received at t − 1 and the one estimated at
t. Thus, we take into account that the green power trajectory changes during
the time slot, and not only at its beginning.
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In order to minimize the number of ON/OFF cycles for the servers, the
controller fills in priority the hosts already ON. Therefore, from a time slot to
the next one, the controller keeps trace of the employed servers.

6.6 Simulated Approaches

We compare SAGITTA performance against two Round-Robin inspired algo-
rithms:

– Round-Robin-VM distributes the VMs fairly between the data centers
regardless their green power production.

– Round-Robin-DC starts filling with VMs the first data center (in an arbi-
trary predefined order). If this data center becomes full, the algorithm starts
using the next one, and so on.

Like SAGITTA, these two algorithms employ in priority the nodes already ON.
As the performance of Round-Robin-DC strongly depends on the order of the

data centers, we test two opposite configurations corresponding to the best and
the worst possible contexts. To define these contexts, we sort the photovoltaic
traces according to the total amount of green energy they provide. We assign then
the traces to the data centers following this order. The best context corresponds
to the case where the photovoltaic traces are sorted in a decreasing order. Thus,
the first data center (i.e. the one filled in priority) will be supplied by the best
photovoltaic power trajectory. The worst context corresponds then to the case
where the traces are sorted in an increasing order (i.e. the data center with the
worst green power supply will always be filled first).

7 Results

Based on the simulation framework described in the previous section, several
experiments were run to validate our proposed approach. The simulations are
performed in order to compare SAGITTA against state-of-the-art approaches
(Sect. 7.1). The influence of the green energy forecast is analyzed (Sect. 7.2). Vari-
ous green production scenarios are studied to estimate the impact of green energy
location on SAGITTA’s performance (Sect. 7.3). The scalability of SAGITTA is
evaluated by increasing the number of data centers (Sect. 7.4). SAGITTA is com-
pared to the optimal approach (Sect. 7.5). Finally, we study the exactness of the
green power production forecast (Sect. 7.6).

7.1 Energy Consumption with SAGITTA vs. Round-Robin
Approaches

The second set of simulation integrates the switching ON/OFF costs and esti-
mates their impact on the algorithms’ energy consumption to reflect this point.
Following the data collected by [17] on the Taurus cluster, we add a static energy
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consumption penalty of 5.28 Wh (consumed in 150 s) for each switch-ON com-
mand, and 0.56 Wh (consumed in 10 s) for each switch-OFF command sent. As
shown in Table 2, even when considering these penalties, simulations show that
SAGITTA performs better than the other solutions with a difference of at least
10%.

Table 2. Total cumulative brown energy consumption.

SAGITTA Round-Robin-VM Round-Robin-DC

Best 2.77 MWh 3.38 MWh 3.02 MWh

Worst 2.77 MWh 3.38 MWh 4.4 MWh

Figure 5 shows the power consumption over time of each data center in the
simulated cloud using SAGITTA. This figure also shows the number of transfers
made by Algorithm 4 - a negative (respectively positive) value meaning that the
algorithm switches off (respectively on) hosts. This plot highlights the usefulness
of the transfer algorithm. For instance, at time 173,700 s. which corresponds to
early morning, DC 2 starts producing green energy slightly earlier than DC 0.
SAGITTA takes then advantage of this situation by performing 19 transfers from
DC 0 to DC 2. Transfers are highly correlated with discontinuities in the green
power production trajectories. Thus, the transfer decision may enable adapt-
ing the VM allocation, and consequently the energy consumption, to unforeseen
increases and decreases of the green power production. In the absence of trans-
fer, the switch on and off decisions enable adapting the DC workload to their
green power production - i.e. the data centers with higher power production are
generally more used than the others.

For the sake of simplicity, in the following, we will consider the best case
for the Round-Robin-DC algorithm (with data centers ranked by their overall
green energy production). All the simulations in the next sections also include
the switching ON/OFF costs.

7.2 Influence of the Green Energy Forecast

One basis of the SAGITTA approach is the green energy production forecast.
The value Egi(t), namely the expected PV production in DCi at time slot t is
computed regarding the electricity production at time slot t − 1. This approach
permits a simple computation for the value Egi(t) to parametrize the probability
law of green energy production. However, this formula estimates the electricity
production regarding only the previous time slot, despite of the high volatility of
solar energy. We experiment in this section an evaluation of Egi(t) on a sliding
window of PV production values. We target here the optimal size of the window,
and the weight to give to the values of the different time slots of the window.

We propose several solutions to determine Egi(t) on a sliding window of
size s. For the sake of simplicity, we denote gi(t) = PVi(t)−Pref (t), with Pref (t)
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Fig. 5. Power consumption per data center with SAGITTA and transfer decisions.
(Color figure online)

the daily production at same hour, the day of reference. We then make a weighted
average value of values gi(t), with weight pi:

Egi(t) = max

⎛

⎝0,
PVi(t − 1) +

∑s
k=1(gi(t−k)×ps−k)∑s

k=1 pk
+ Pref (t)

2

⎞

⎠ .

The first variant CST1 uses constant weigths pk = 1 for recent and old values.
In the second variant ADD1, the values of pk increase linearly: pk = k + 1.
Finally, the values of pk are multiplied by 2 at each step in PROD1: pk = 2k. In
these variants, the computation includes values corresponding to the night, when
PVi(t) and Pref (t) are both null. This impacts the estimation with useless values.
Then, in variants CST2, ADD2 and PROD2, all values gi(t) corresponding to
Pref (t) = 0 are removed from the computation. Results of these computations
are detailed in Fig. 6.

The first unexpected result is the very low values of the optimal size of the
sliding window. Regardless of the variant, the best size of the window is always
2, with a slight reduction of the brown energy consumed. The good performance
of algorithms PROD1 and PROD2 can be related to the large weight given to
the earliest production values in the computation. The weight given to early
values has indeed a large impact on the variants’ performance.
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Fig. 6. Influence of Egi estimation from [4]. (Color figure online)

7.3 Influence of Green Energy Production

Cloud providers need to adequately dimension their on-site photovoltaic panels
(PVs). This issue involves a trade-off between the financial cost of installing and
operating PVs, and the financial gains they are bringing in terms of green energy
produced and thus, electricity that has not to be bought from the regular grid.

We perform a set of experiments to determine the influence of green energy
production on SAGITTA performance. As shown in Fig. 7, the number of PVs
varies per data center and the total brown power consumption is recorded over
one week. We can see that, as soon as green energy is available, SAGITTA
consumes clearly less brown energy than the other approaches.

Figure 7 also shows that up to about 25 photovoltaic panels, the brown energy
consumption curves have a steeper slope, leading to higher gains per photovoltaic
panels. For more than 25 photovoltaic panels, the energy gains are lower per

Fig. 7. Influence of green energy production on brown energy consumption from [4].
(Color figure online)
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added panel. When reaching 45 panels, the green energy production exceeds the
total energy consumption of the data center (represented by the case with 0
panel). However, this production is concentrated during the day (as shown in
Fig. 5), whereas the workload, and consequently the energy consumption, spans
over the day and the night. Thus, when reaching a number of photovoltaic panels
whose production covers most of the Cloud energy consumption during daylight,
adding panels can only save the energy consumption peaks at the beginning and
the end of the day (when panels produce less energy), and their buying cost can
thus exceed the monetary gains they generate.

Table 3. The considered cloud scenarios with increasing number of data centers.

Number of data centers 5 10 15 20 25 30 35 40

Total number of nodes 400 400 400 400 400 400 400 400

Number of PV per data centers 30 14 9 7 6 5 4 3

7.4 Scalability of SAGITTA

In order to check if the SAGITTA’s energy savings scale up, we simulate the
power consumption of distributed clouds with a larger number of data centers.
For these different clouds, we progressively increase the number of data cen-
ters, and so the number of green power sources (still taken from the Photovolta
project), while maintaining the same total number of nodes (and so an unchanged
input workload). The total photovoltaic energy production is also kept as steady
as possible by progressively decreasing the number of photovoltaic panels per
data centers. Yet we decided not to consider fractions of panels, so the num-
ber of panels slightly varies between the scenarios to keep whole numbers. The
compositions of these clouds are summed up in Table 3.

As shown in Fig. 8, the simulation results discloses that SAGITTA scales up:
it maintains its energy gains in larger clouds, and always consumes less brown

Fig. 8. Brown energy consumption of SAGITTA with increasing number of data cen-
ters. (Color figure online)
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energy than the other approaches. From a computing time point of view, in
our simulation environment, it takes 9 s to execute SAGITTA over the whole
workload trace (representing one week) for the case with 5 data centers, and 28 s
for the case with 40 data centers. While this computing time is increased by a
factor of 3 (when increasing the data center number by a factor of 8), it still
remains inconsequential for the scalability of SAGITTA.

7.5 Comparison with the Optimal

We compare SAGITTA with the optimal solution when considering ON/OFF
switches penalties. In order to compute this optimal solution, we implement the
algorithm 5 in python. Due to the high level of computing resources required,
we parallelize and distribute the first forall loop of the algorithm. For each time
slot, we use 30 hosts of the Grid’5000 platform to run in parallel the algorithm.
Even with this optimization, we only were able to compute the optimal solution
for a cloud composed of 5 data-centers of 20 hosts. The algorithm took about 2
weeks to perform 1 week of simulation.

The results are shown in Tables 4 and 5. We can see that:

– SAGITTA is very close to the optimal solution although it requires way lesser
computing resources than the optimal algorithm.

– SAGITTA still performs better than the other two algorithms.

Table 4. Total cumulative energy consumptions over one week when considering
ON/OFF penalties.

Optimal SAGITTA Round-Robin-VM Round-Robin-DC

Best 649,259Wh 666,238Wh 822,204Wh 733,304Wh

Worst 649,259Wh 666,238Wh 822,204Wh 1,086,626Wh

Table 5. Percentage of cumulative energy consumptions over the optimal when con-
sidering ON/OFF penalties.

SAGITTA Round-Robin-VM Round-Robin-DC

Best 5.2% 26.6% 12.9%

Worst 5.2% 26.6% 67.4%

7.6 Exactness of the Green Power Production Forecast

The Table 6 shows the difference between the green power production predicted
by SAGITTA and the actual ones. The Root-Mean-Square Deviation (RMSD)
and the Normalized RMSD (NRMSD) are given in order to allow compar-
ing SAGITTA with other future green power prediction models. We can see
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that SAGITTA makes an average error of only 311.3W, which corresponds by
comparison to the power consumed by 1.4 working hosts. This is a relatively
small error when considering that the green production of each DC ranges from
approximately 0 W to 25,000W. This demonstrate that the prediction model of
SAGITTA is accurate.

Table 6. Differences between the green power production predicted by SAGITTA and
the actual ones.

DC1 DC2 DC3 DC4 DC5 Average

Average 243.22W 332.96W 602.51W 303.71 74.44W 311.37W

Standard deviation 618.96W 884.74W 1456.11W 863.1W 270.21W 921.97W

RMSD 665.03W 945.32W 1575.84W 914.97W 280.27W 973.13W

NRMSD 2.66% 3.72% 6.22% 4.66% 2.14% 3.83%

8 Conclusion

In this chapter, we consider the problem of optimizing the green energy consump-
tion of a geographically distributed cloud equipped with on-site photovoltaic
panels. We tackle this challenge by distributing the cloud workload (composed
of virtual machines) among the different data-centers.

We propose here a new version of the SAGITTA (a Stochastic Approach for
Green consumption In disTributed daTA centers) approach which is based on
this strategy. SAGITTA relies on a stochastic modeling of the expected green
energy production in order to adequately allocate virtual machines to the data
centers. The approach also switches off unused servers to save energy. In the new
version, SAGITTA now natively takes into account of the energy costs arising
from these on/off switches. This extension of SAGITTA is more robust and offers
slightly better results.

We have proven in this paper that SAGITTA is locally optimal -i.e. that
SAGITTA is optimal regarding the current time slot. In order to evaluate the
performance of SAGITTA when considering the on/off switches costs, we also
proposed a dynamic programming algorithm for computing the optimal energy
consumption of the whole experiment. We conducted a simulation-based evalua-
tion using real workload traces, wattmeter measurements on testbed servers, and
real production traces from photovoltaic panels. We compared SAGITTA with
two round-robin algorithms which do not consider the green energy production
for allocating virtual machines in the cloud. The results show that SAGITTA
can allocate virtual machines in a more energy-efficient way than these tradi-
tional approaches. Moreover, SAGITTA exhibits good results in term of brown
energy consumption with a difference of only 5.2% with the optimal solution
computed by our dynamic programming algorithm. The simulations also show
that SAGITTA can adapt to different green energy production patterns as it
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outperforms traditional approaches in all these cases. Finally, we shown that
SAGITTA can smoothly scale with the number of data centers belonging to the
cloud.

In future work, we plan to extend SAGITTA by integrating the ability to
dynamically migrate virtual machines and the energy production from one site to
another. We also want to adapt SAGITTA to continuous (i.e. non time-slotted)
workloads. Finally we want to integrate in our simulation the impact of network
devices on the energy consumption.
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4. Camus, B., Dufossé, F., Orgerie, A.C.: A stochastic approach for optimizing green
energy consumption in distributed clouds. In: International Conference on Smart
Cities and Green ICT Systems (SMARTGREENS), pp. 47–59 (2017)

5. Wang, L., Tao, J., Kunze, M., Castellanos, A., Kramer, D., Karl, W.: Scientific
cloud computing: early definition and experience. In: IEEE International Confer-
ence on High Performance Computing and Communications (HPCC), pp. 825–830
(2008)

6. Koomey, J.: Growth in Data Center Electricity Use 2005 to 2010. Analytics Press,
Berkeley (2011)

7. Katz, R.H.: Tech titans building boom. IEEE Spectr. 46, 40–54 (2009)
8. : How dirty is your data? Greenpeace report (2011)
9. Figuerola, S., Lemay, M., Reijs, V., Savoie, M., St. Arnaud, B.: Converged optical

network infrastructures in support of future internet and grid services using IaaS
to reduce GHG emissions. J. Lightwave Technol. 27, 1941–1946 (2009)

10. Callau-Zori, M., Samoila, L., Orgerie, A.C., Pierre, G.: An experiment-driven
energy consumption model for virtual machine management systems. Technical
Report 8844, Inria (2016)

11. Fan, X., Weber, W.D., Barroso, L.A.: Power provisioning for a warehouse-sized
computer. In: ACM International Symposium on Computer Architecture (ISCA),
pp. 13–23 (2007)

12. Snowdon, D., Ruocco, S., Heiser, G.: Power management and dynamic voltage
scaling: myths and facts. In: Workshop on Power Aware Real-time Computing
(2005)

13. Talaber, R., Brey, T., Lamers, L.: Using Virtualization to Improve Data Center
Efficiency. Technical report, The Green Grid (2009)

14. Barham, P., et al.: Xen and the art of virtualization. In: ACM Symposium on
Operating Systems Principles (SOSP), pp. 164–177 (2003)



76 B. Camus et al.

15. Miyoshi, A., Lefurgy, C., Van Hensbergen, E., Rajamony, R., Rajkumar, R.: Crit-
ical power slope: understanding the runtime effects of frequency scaling. In: ACM
International Conference on Supercomputing (ICS), pp. 35–44 (2002)

16. Orgerie, A.C., Dias de Assunção, M., Lefèvre, L.: A survey on techniques for
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Abstract. The sustainable energy transition (Energiewende) is a mul-
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for interdisciplinary energy research is proposed, in which specific sce-
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1 Introduction

The inherent high volatility and limited predictability of the growing number
of renewable power generation capacities in Europe and especially in Germany
poses various challenges for a stable operation of the electricity grid (Holtti-
nen [24]). This is a result of the requirement for an equilibrium between power
generation and consumption at any time. In order to compensate for these
characteristics of renewable power generation, flexible and efficient dispatchable
energy conversion and storage units are needed today and in the future (Bouffard
et al. [9]). Centralized large-scale units are one option to provide this required
dispatchable capacity (e.g. coal fired power plants, combined cycle power plants,
pumped storage power plants). An alternative is the deployment of smaller dis-
tributed units, e.g. in a municipal context. The utilization of these units leads
to a better convergence of power production and consumption profiles on a local
level and hence offers the potential of enhancing the electrical autarky of munic-
ipal energy supply systems while reducing the pressure on the higher voltage
levels of the electric grid.

In recent years, the economic perspective on the energy transition in Germany
seems to have changed to some extent. While the focus in the last decades was
mainly set on getting the diffusion of renewable energy technologies started,
the resulting increase of the electricity price imposed some pressure on policy
makers to limit the rise. One measure was to switch from the promotion through
guaranteed feed-in tariffs to an auctioning system for wind power and large PV
plants, so that only the most competitive projects are realized (EEG 2016, §2
(3)). The first auctioning round conducted in spring 2017 resulted in citizens’
energy initiatives receiving 93% of all awards (BMWi [15]). How this affects the
diffusion of renewable energy projects and more specifically municipal energy
systems remains to be seen. One option could be that local projects will forgo the
strong competition for the declining national funding but turn towards business
models that allow for local financing, e.g. with the support of a municipality or
additional returns for local green electricity.

While the necessity of turning away from fossil fuels towards renewables is
widely acknowledged and supported by the general public (Zoellner et al. [54]),
specific energy projects have raised protests by (local) residents, especially large
scale technologies and associated infrastructures (e.g., wind farms, transmission
lines) (Wüstenhagen et al. [47]). While in the past, slow diffusion and a lack of
social acceptance also occurred, the scope, pace and organization of protest has
dramatically changed (Marg et al. [38]), delaying projects and leaving residents
unsatisfied with the development process (Gross [20]). The reasons why local
residents oppose energy infrastructure are manifold. Among other reasons, land-
scape impact of the energy infrastructure plays a role for its social acceptability
(Wüstenhagen et al. [47], Hirsh and Sovacool [22], Johansson and Laike [27]),
and, closely connected to this issue, environmental concerns (Krewitt and Nitsch
[29]). Health concerns have also been shown to affect public attitudes toward
energy infrastructure, for example, fear of infrasound in the case of wind power
plants, or of electromagnetic fields in the case of transmission lines (Songsore and
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Buzzelli [43], Baxter et al. [3], Wiedemann et al. [44]). Besides these concerns,
the social setting of the planning process has an impact on local acceptance of
energy infrastructure. It has been found that trust in the involved stakehold-
ers (Huijts et al. [25], Bronfman et al. [11]) as well as perceived fairness of the
decision process (Wolsink [46], Liebe et al. [35]) can also have an influence on
the perception of local energy infrastructure. From a planning perspective, the
claim has been made that participatory approaches, which value and integrate
the parties concerned in early stages, are more likely to gain approval with local
communities (Langer et al. [32], Raven et al. [40], Schweizer et al. [42]). This
requires openness from the planners’ perspective towards alternative options
(Schweizer et al. [42]) and the acknowledgement that there is more to energy
infrastructure planning than technical requirements.

An interdisciplinary approach, in which energy supply scenarios are not only
evaluated from a technical, but also from an economic and social perspective,
can help to develop solutions which take into account the technical, economic
and social challenges associated with the changes to the energy supply system,
and thus provide holistic solutions to a complex problem. Especially the early
integration of social factors in early stages of the technology development pro-
cess can help to overcome some of the above mentioned barriers (Zaunbrecher
and Ziefle [48]). Interdisciplinarity, in this context, is understood as “a coordi-
nated collaboration between researchers from at least two different disciplines,
which can manifest itself in a simple exchange of ideas to the point of inte-
gration of methods, concepts and theories” is referred to (Hamann et al. [21]).
Especially for global challenges like climate change or energy supply, interdis-
ciplinary approaches are called for (Wilson [45]), because these complex topics
cannot be answered by one discipline alone and “do not exist independently of
their sociocultural, political, economic, or even psychological context” (Brewer
[10]:329). While the methodological variety of interdisciplinary approaches offers
the benefit of capturing a problem more holistically, the assembling of “their par-
tial insights into something approximating a composite whole” (Brewer [10]:330)
still presents a challenge. Barriers to interdisciplinary work are, e.g. different sci-
entific cultures, thus also different frames of references and methods, with which
problems are approached (Brewer [10]). Furthermore, the problem of communi-
cation, based on a different “language” of each discipline, can hinder successful
interdisciplinary collaboration (Brewer [10], Holbrook [23], Jacobs and Frickel
[26]). It requires the researchers involved to translate their concepts, approaches
and ideas into terms that members of other disciplines can relate to (Holbrook
[23]). Institutional barriers, such as incentives, funding, and the priority given
to interdisciplinary over disciplinary work present a further challenge (Brewer
[10]). It was in fact found that the more institutions are involved, the less knowl-
edge outcomes are reported, due to higher coordination costs and more effort
required to sustain strong working relationships (Cummings and Kiesler [14]).
Distributed team members mostly do not know each other, and therefore have
weaker ties, and, consequently, less communication (ibid.). Disciplinary struc-
tures, like specialized journals or conferences further hinder interdisciplinary
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exchange by supporting an inner-disciplinary communication rather than inter-
disciplinary exchange (Jacobs and Frickel [26]). Moreover, there can be a lack of
knowledge about possible contributions and opportunities for collaboration with
other disciplines, due to “disciplinary assumptions about the “other” half of the
system [based on] simplistic models” (Lélé and Norgaard [34]:968).

Although some of these issues might not be unique to interdisciplinary teams
(Jacobs and Frickel [26]), the variety of challenges on a content and institutional
level illustrates the complexity of interdisciplinary research.

In this paper, a process model for interdisciplinary research is presented, tak-
ing an energy-related project as an example, which seeks to overcome some of
these challenges. It presents a specific application of an interdisciplinary research
approach to questions of energy supply, and moreover, can serve as a guideline
for other interdisciplinary projects in other contexts with regard to the various
stages of cooperation. It is shown how in the different phases of the model, inter-
disciplinarity is achieved as a process from separated, multidisciplinary research
to fully integrated interdisciplinary research. In particular, it is shown in detail
how energy-supply scenarios were used in the process to facilitate communica-
tion and data exchange between the disciplines and how those scenarios were
defined in a coordinated process between the disciplines, taking into account
requirements on the one hand, and applications of the scenarios in disciplinary
and interdisciplinary research on the other hand.

2 Interdisciplinary Process Model

The process model (Fig. 1) describes the research process in the research project
KESS1. In this project, an interdisciplinary group of researchers develops energy
supply scenarios for municipalities, including electricity production, transmis-
sion and storage. The energy supply scenarios are analyzed from a technical per-
spective by researchers from mechanical and electrical engineering, an economic
perspective by researchers from energy economics, and a social perspective, by
researchers from communication science and linguistics. The research process is
illustrated in the following chapters by first referring to the process model which
was followed and afterwards by a detailed description of the scenarios which
were applied in key stages of the research process. Overall, the research model
describes a continuum from an “informal communication of ideas” to “formal
collaboration” (Lattuca [33]).

In the first stage, stage one, the disciplines are at the beginning of the inter-
disciplinary collaboration. In this stage, their collaboration is thus characterized
by a multidisciplinary, not an interdisciplinary approach (Jungert [28]), as the
connection is not yet established through collaboration, but -at least- through a
shared research topic (energy supply for municipalities). Thus, the research style
here is rather a “parallel play” (Aboelela et al. [1] than an integrated approach.
During this phase, each discipline defines relevant research topics and thus lays
1 For information on the project see http://www.comm.rwth-aachen.de/index.php?

article id=954&clang=1.

http://www.comm.rwth-aachen.de/index.php?article_id=954&clang=1
http://www.comm.rwth-aachen.de/index.php?article_id=954&clang=1
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Fig. 1. Process model for Interdisciplinary Collaboration (Zaunbrecher et al. [53]).

the basis for later cooperations. The importance of this phase is underlined by
the fact that disciplinarity is “considered [one of] the most important factors for
successful interdisciplinary collaboration” (Hamann et al. [21]).

The research questions which are developed in this initial phase are thus
also of uni-disciplinary nature, as “every component of [the] research problem
calls for a different science” (Krohn [30]). Examples for uni-disciplinary research
questions concern, e.g., the interconnectivity between different technical param-
eters from a technical perspective (Bexten et al. [5]), or the perception of single
components of the system from a social perspective (Zaunbrecher et al. [52]). In
order to align the results, the framing parameters of the energy supply scenario
are loosely defined, e.g., which components define the energy supply system,
how many inhabitants the municipality has, how large the annual electricity
consumption is and how large the share of electricity produced by renewables is.

In the second stage, the multidisciplinary approach has progressed to a “mul-
tidisciplinary approach with exchange”. Although all disciplines still approach
the topic from their own perspective using their own methods, the process to
interdisciplinarity is further progressed by an exchange between the three per-
spectives. This exchange includes communicating methods, approaches, termi-
nology, ideas and requirements for further collaboration, in order to enhance
mutual understanding (Armstrong and Jackson-Smith [2]). The mutual exchange
can help to overcome misunderstandings between the disciplinary perspectives
(Hamann et al. [21]), and, on a different note, enhance the understanding for
possible contributions of the other disciplines and thus open the floor for further
collaborations. It also creates the communicative basis which is needed for the
negotiation of the energy supply scenarios used in later stages of the process
model.

The first stage in which true interdisciplinarity is visible in the working pro-
cess, in the research methodology applied, and the publications, is stage three.
Central benefits of interdisciplinary collaboration can be achieved during this
stage, e.g., the widening of the horizon of the researchers involved, and the inno-
vative potential through the combination of knowledge (Hamann et al. [21]).
It differs from stage two in the fact that now, research questions are formu-
lated and approached which can no longer be solved by one discipline alone,
thus requiring multiple disciplines to closely collaborate. In this stage, bilateral
teams of two different disciplines approach a common research topic and align
their methodological approaches. In the KESS project, which is referred to as an
exemplary project, the research questions at this stage concerned socio-economic,
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socio-technical and techno-economic issues. For example, it was investigated how
hydrogen storage was perceived by laypersons and in how far this matched the
technical realities (Zaunbrecher et al. [50]). In order for the data acquired dur-
ing this stage to be usable across disciplines, the framework of the research
has to be more closely defined, to ensure transferability and comparability of
the data. Therefore, scenarios are defined by boundary parameters which define
the research context for all disciplines involved, comprising, e.g. obligatory and
optional components of the system and the specific technologies involved. It is
also negotiated on which level of detail the analyses will be conducted, in order
to ensure the resulting data are comparable. The specific scenarios used in the
exemplary project and how they were derived from the requirements of the dif-
ferent disciplines are presented in Sect. 3.

In stage four, mature interdisciplinarity and elaborate communication
between the disciplines is achieved. The research topic is approached using a
multi-method approach, combining viewpoints, methods and approaches from
all perspectives. It is an advancement to stage three because instead of bilateral
teams, all disciplines involved in the research project now collaborate on a single
research question. These joint efforts are supported by the ever increasing trust
of the partners into the potential of the collaboration in terms of working quality
and scientific merit. In the KESS project, the energy scenarios (defined in stage
three) are evaluated from all involved perspectives in a parallel working process,
in order to achieve a multidimensional evaluation of the scenarios, in which the
different properties of the scenarios (technical, social, economic) can, in a final
step, be weighted against each other. For the social acceptability, the evaluation
could refer to a relative preference value for each scenario which will be derived
using conjoint analysis (for a similar procedure see, e.g., Zaunbrecher et al. [51]).
The degree of self-sufficiency of the investigated energy supply system scenar-
ios is one example for a core criterion from a technical point of view. Another
possible candidate for a technical criterion, focusing on the ecological impact,
is the total amount of CO2 emissions during an analyzed time period. The eco-
nomic assessment, in turn, tries to optimize the monetary value of a proposed
scenario. The predefined scenarios function as a baseline for the level of detail
for the analysis. By attributing one value per perspective to each scenario, an
interdisciplinary exchange about the overall suitability of a scenario is possible.
Furthermore, trade-offs between the perspectives can be discussed (e.g., in which
context should a socially acceptable scenario be preferred over an economically
efficient one?). According to the combined evaluation from three perspectives,
the scenarios can then, as a final step, be qualitatively ranked according to suit-
ability.

Stage five represents the transferral of the interdisciplinary evaluation of
the scenarios into practice (transdisciplinarity). In this stage, the results from
stage four are operationalized in a tool which allows decision makers to gain
insights into different suitable energy supply scenarios according to his needs.
The technical, economic and social requirements towards the energy supply can
be predefined and, on this basis, possible suitable scenarios are suggested. As a
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prerequisite, the multidimensional evaluation from stage 4 is needed. The tool
would allow decision makers to enter framework conditions according to their
local requirements. The tool would then, based on the framework conditions,
suggest potential energy supply scenarios, which are characterized by technical,
economic and social attributes. Besides being useful for planners, such a tool
could enhance understanding of laypersons of planning procedures and condi-
tions which need to be taken into account for the planning of large infrastructure
projects. Similar approaches can be found in the context of urban green space
planning (Grêt-Regamey et al. [19]) or wind power planning (Cavallaro [12],
Gamboa and Munda [18]).

3 Definition and Integration of Energy Scenarios

Beginning at stage 3, specific scenarios were defined in an interdisciplinary
exchange to help coordinate research paths and align the depth of the ana-
lyzed data. This was considered an essential step in order to be able to compare
data from the different disciplines. While the research scenario was only loosely
defined in the first stages, specific scenarios were formulated for the final stages
of the research process.

The scenarios used for the exemplary case presented in this paper are set
up in order to represent a mid-sized municipality with a high share of volatile
renewable power generation. It is assumed that there a roughly 10,000 inhabi-
tants living within the municipality and that the associated households are the
predominant consumers of power. The result of these assumptions is an annual
power consumption of 20 GWh. Regarding the set up of the renewable power
generation within the municipality, all scenarios follow the concept of “integral
autarky”. This means that the number of installed renewable power generation
capacities (i.e. wind turbines and photovoltaic panels) is chosen in a way that the
corresponding annual power generation is equal to the annual municipal power
consumption. This approach is not comparable to full autarky of the municipal-
ity due to the inevitable temporal mismatches between volatile renewable power
generation and power consumption. In order to maintain the balance between
power generation and consumption, the municipality can interact with the grid.
Renewable power is fed into the grid in times of excess generation while power
is supplied by the grid in times of residual demand. In addition, energy storage
and conversion units are integrated into the scenarios (i.e. battery storage and
hydrogen storage). These units are used to store and produce electricity on a
local level, thus reducing the need for grid interactions.

Regarding the renewable power generation capacities, a reference year in the
region of Aachen, a mid-sized city in Western Germany, is chosen to provide data
for solar irradiation and wind speeds. For solar power, installation on rooftops
was assumed rather than a solar park. Furthermore, the types of components
used (i.e. wind turbines, solar panels, battery storage, hydrogen storage) are
technically specified for the scenarios (Bexten et al. [4]).
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3.1 Disciplinary Parameters and Scenario Requirements

Apart from the reference framework described above, each perspective had spe-
cific requirements for the definition of the scenarios.

Technical: From a technical point of view, the main purpose of the scenarios is
the analysis of the interaction between renewable power generation capacities,
local consumers, and dispatchable energy storage and conversion units within a
municipal energy supply system.

On the one hand, these investigations focus on overall system performance
parameters that are influenced by the interaction between the renewable power
generation portfolio and the configuration of the dispatchable energy storage
and conversion units. Investigated performance parameters include the self-
sufficiency of the municipal energy supply system, the power exchange with the
upstream transmission grid and the total CO2 emissions of the system. The sce-
narios used for these investigations have to incorporate a wide range of diverse
renewable power generation portfolios in order to capture the individual char-
acteristics of wind and solar based renewable power generation like seasonal
and short-term volatility. In addition, the scenarios also have to incorporate an
extensive set of energy storage and conversion unit configurations in order to
highlight the individual capabilities of the investigated technologies (e.g. short-
term battery storage vs. long-term hydrogen storage).

On the other hand, the scenarios are used for a detailed analysis of the dis-
patchable units operation regarding the degree of utilization and the flexibility
requirements. These investigations require information on the time-dependent
dispatch and performance of the individual system components within the sce-
narios. To be able to include these aspects into the scenarios, high fidelity models
of the components, incorporating part-load characteristics and operational flex-
ibility parameters, have to be integrated into the overall model of a municipal
energy supply system. This approach subsequently enables the detailed time-
dependent simulation of the energy supply system operation within a predefined
scenario after a corresponding operational strategy is defined.

Economic: Scenarios help to estimate costs and benefits of different asset port-
folios in the economic assessment. In early stages, they support decisions such as
either to focus on a calculation with total values (e.g., a Net Present Value anal-
ysis) or to head for relative values such as levelized costs of electricity (LCOE).
Especially for the optimization of scenarios that compare technologies with very
different shares of capital and operational costs and different life expectancies,
or to account for different operational strategies, LCOE are often preferable.
However, a holistic economic analysis should not only account for the monetary
cost benefit analysis but should also consider aspects such as portfolio opti-
mization, investment risks and the capital structure. To preclude technically
unfeasible constellations, predefined scenarios can narrow down the scope for an
economic optimization, but still the scenario with the highest expected return
does not necessarily have to be the best advice or preferred option for a plan-
ner. This is due to the investment risk and the fact that many, typically rather
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risk averse decision makers, should search for a trade-off between profitability
and risk (Madlener [37]). Scenarios with a strong focus on only one source of
uncertainty (e.g. “only wind plants”) are often more vulnerable to external fac-
tors and errors in the assumptions, whereas the versatile scenarios (e.g. “wind
power, PV and battery storage”) provide more reliable estimates leading to a
lower investment risk. Or, to put it differently, a scenario with reliable returns
might still be preferred to a highly speculative scenario even with lower average
returns.

Social: For the analysis of the social acceptability of energy scenarios, it is indis-
pensable that the scenarios which are to be evaluated are technically feasible, in
order to ensure technical relevance of the acquired results. Also, whenever users
are included with the task to engage themselves with the scenarios and evaluate
the social acceptability, it is mandatory that the scenarios are actually realistic.
Therefore, the technical feasibility of the scenarios needs to be determined as
a first step (cf. methodological considerations in Zaunbrecher et al. [49]). This
included the number and combination of infrastructural elements, in this case,
electricity production and storage infrastructure. Furthermore, information on
the specific local impact of the technical infrastructure, for example in terms
of size, was needed, in order to explore questions of local visual impact of the
infrastructure (McNair et al. [39], Johansson and Laike [27], Devine-Wright and
Batel [16]). Further important information included technical consequences of
combinations of components, such as the degree of self-sufficiency of the munic-
ipality, determined by the type and number of PV panels, wind turbines and
storage technologies. These technical consequences can serve as potential trade-
offs for laypeople in their evaluation of the scenarios (e.g., more self-sufficiency
means more local storage infrastructure). Despite the necessity of some technical
framework conditions, it had to be taken into account that the participants in
the socio-psychological studies should not be overstrained with too many techni-
cal details that are outside of their level of knowledge and not relevant for social
acceptance on a broad level of scale. For example, although technically relevant,
it was determined that the specific technical components, in terms of particu-
lar products with technical performance data, need not be determined in detail
for the use in social-psychological analyses. This is justified by the explorative
nature of the research: As literature on the social acceptability of electricity
storage technologies is still scarce, the goal of the analyses within the scope of
the project was to gain a general understanding of acceptance-relevant parame-
ters of electricity storage in general, not with relation to one specific model of an
electricity storage facility. In order to present systematically varying scenarios to
the participants, it was also necessary to define attributes of the scenarios which
could be implemented in different variations (e.g., attribute “storage” could be
implemented as battery storage, hydrogen storage, no storage etc.).

3.2 Final Scenarios

The final specifications of the scenarios (Table 1) were the result of a balancing
process between the three perspectives described in the previous section. The
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scenarios varied in the renewable power generation portfolio and the type of
local storage technologies. The decision to define different shares of wind and
solar based renewable power generation was mainly influenced by technical and
social considerations. The shares should correspond to integer numbers of the
same type of wind turbines and solar panels to make the scenario feasible from a
technical point of view. At the same time, there should be substantial differences
between the scenarios (e.g., not 33% vs. 35%), so that the differences are relevant
to laypersons and the different technical characteristics of wind and solar based
power generation are highlighted. According to these requirements, shares of
around 30/70 and 50/50 were chosen. The impact of the integration of electricity
storage into the scenarios was operationalized by the differentiation between
battery and hydrogen storage systems. It was refrained from including different
technical specifications of the battery or hydrogen storage systems, as these
differentiations were considered to be too detailed information for laypersons.
The combination of these two factors resulted in 12 scenarios (Table 1), which
are used in subsequent stages for interdisciplinary research approaches.

Table 1. Energy supply scenarios (Zaunbrecher et al. [53]).

Scenario Electricity mix No. wind
turbines

No. PV
modules

Storage

A1 73% wind, 27% PV 3 1025 No storage

A2 73% wind, 27% PV 3 1025 Battery storage

A3 73% wind, 27% PV 3 1025 Hydrogen storage

A4 73% wind, 27% PV 3 1025 Hydrogen + battery storage

B1 49% wind, 51% PV 2 1960 No storage

B2 49% wind, 51% PV 2 1960 Battery storage

B3 49% wind, 51% PV 2 1960 Hydrogen storage

B4 49% wind, 51% PV 2 1960 Hydrogen + battery storage

C1 24% wind, 76% PV 1 2695 No storage

C2 24% wind, 76% PV 1 2695 Battery storage

C3 24% wind, 76% PV 1 2695 Hydrogen storage

C4 24% wind, 76% PV 1 2695 Hydrogen + battery storage

3.3 Integration of Scenarios in Disciplinary and Interdisciplinary
Research

The scenarios defined in Table 1 were used in disciplinary and interdisciplinary
research approaches.

Technical: In a first approach, the described scenarios were used as input param-
eters for the simulation of the municipal energy supply system operation. The
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subsequent analysis of the simulation results mainly focused on the impact of
the different predefined dispatchable energy storage and conversion units on the
self-sufficiency of the overall system and the remaining power exchange with
the upstream transmission grid (Bexten et al. [6]). In addition to the analysis
from a technical point of view, the main findings of this study also served as
input parameters for subsequent studies focusing on the social acceptance of the
scenarios. Due to the fact that the simulation results indicated a high opera-
tional flexibility requirement by the gas turbine as part of the hydrogen storage
system, additional investigations were conducted. These investigations focused
on options to reduce the number of start-ups and fast load changes of the gas
turbine by using additional battery storage capacity (Bexten et al. [5]).

In a following step, the scenarios were used as a framework for more detailed
investigations regarding the capability of individual dispatchable units to enable
a more efficient integration of the volatile renewable power generation capacities
into the overall energy supply system. An example for this kind of investigations
is an analysis of the potential of wind farm forecast error compensation by the
utilization of flexible combined heat and power units (Bexten et al. [7]).

In future studies, the scope of the scenarios and the associated simulations
will be extended to the municipal heat demand and the potential to provide the
required heat with dispatchable units. This allows for the conduction of a wide
range of studies within the rapidly growing research field of “sector coupling”.
Besides a number of technical research questions that can be answered using the
extended scenarios (e.g. optimal use of heat storage capacities), an additional
dimension is added to the studies focusing on the social acceptance of municipal
energy supply systems.

In addition to the extension of the technical scope of the scenarios, future
work will also focus on a closer link between the technical and the economic
aspects of the scenarios. Previous studies mainly used simplified operational
strategies and predefined configurations of the renewable power generations
capacities and the dispatchable energy storage and conversion units. The planned
integration of economic parameters (e.g. investment costs, operational costs) and
corresponding optimization algorithms will enable the determination of opti-
mized forecast-based control strategies as well as the composition of economically
optimized system configurations.

Economic: To enable potential decision makers to evaluate the trade-off between
risk and value, a pre-simulator was programmed. The goal was to minimize com-
putational time for this simulator to be able to use it live in discussions with
decision makers or activists. As input to this simulator, the parameters and
limitations from the technical perspective had to be taken into account. While
less precise than the technical simulation, this pre-simulator allows for a quick
overview of the economic viability and risks of different technical generation
portfolios, which can subsequently be addressed from a social perspective. The
results can help to keep risk at a socially acceptable level without losing too much
of the economic value. Besides of the quick pre-simulation, the technical simu-
lator was also taken up as base for an advanced economic simulation. Adding
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costs and using the Monte Carlo simulation technique to account for uncertain-
ties, we currently investigate their impact on the value distribution. Since the
acquisition of national funding became more complicated and competitive with
the recently introduced auctioning scheme in Germany, a further focus was put
on the evaluation of different financing schemes. Several alternatives, such as a
focus on green electricity certifications or municipal funding, are discussed as an
alternative, depending on the pursued energy solution. This again goes hand in
hand with social acceptance, since it is unlikely that, for example, a municipality
would support a project that lacks support by the residents.

Social: The scenarios were used as a basis for various socio-psychological studies
in close cooperation with the researchers from technical disciplines. In a first,
exploratory approach, the scenarios were used in focus groups. Focus groups
are organized group discussions, which serve the purpose to gain broad insights
into attitudes, experience and motives of participants regarding a specific topic
(Krueger [31]). The scenarios were used as an anchor in the discussions, using
a scenario builder (Fig. 2), while the participants discussed not only the sin-
gle components of the scenarios, but also discussed the differences between the
scenarios. The scenarios further helped to introduce participants to a the situ-
ation where they were asked to imagine the energy supply of their hometown
would be renewed and different options were available, because the scenarios
were sufficiently concrete. The results of this stage of research included general
acceptance-relevant parameters for the single components of the energy supply
system (battery and hydrogen storage, wind power and PV), as well as dimen-
sions for trade-offs between the scenarios. In a next step, acceptance for the
scenarios was quantified by means of a conjoint analysis (Luce and Tukey [36]),
in which the scenarios were decomposed into their single components. Partici-
pants could then state their preferences for combinations of components (energy
supply scenarios), so that the relative, quantified preference for each energy sup-
ply scenario (defined in Table 1) could be calculated. In this way, the preference
for a scenario from a social point of view can, on the one hand, be integrated
as a boundary parameter in technical simulations, and, on the other hand, be
compared side-by-side to technical and economic evaluations of the scenarios (cf.
Stage 4 of the Process model).

4 Discussion

While the interdisciplinary approach, for which a process model is proposed in
this paper, has many advantages when complex topics such as energy supply
are addressed, the intensive collaboration required on different levels also has its
drawbacks. In order to align their research interests and to ensure comparability
and the ability to integrate data from the different disciplines, the representa-
tives of the disciplines involved have to agree on a certain level of detail of the
analysis, as, in this example, was done when the scenarios were defined. From the
(still) relatively broad definition of the scenarios (Table 1), it becomes obvious
that the interdisciplinary approach bears the cost of disciplinary detail. From an
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economic, technical or social perspective alone, the scenarios would have been
defined differently, with a different level of detail in certain aspects. It could thus
be argued that this approach results in a lack of depth of analyses (Hamann et al.
[21]). In order to counterbalance this caveat, continued disciplinary approaches,
in addition to the more general, interdisciplinary analyses, are necessary. In this
way, the level of detail which cannot be covered by interdisciplinary approaches
can be tackled by more detailed, disciplinary approaches while at the same time
providing a level of detail regarding the data which can still be used for integra-
tion with other disciplines.

Fig. 2. Scenario builder for social acceptance studies (Zaunbrecher et al. [53]).

Regarding the transferability of the process model to other research projects,
some limitations need to be mentioned. An advantage of the KESS project was
the fact that all members of the research project were based at the same univer-
sity, so that institutional barriers were probably lower as if different organizations
had been involved (Cummings and Kiesler [13]). Moreover, while the model can
provide some guidelines for interdisciplinary research projects, its application
cannot guarantee the success of interdisciplinary collaborations. This might be
subject to the research topic (content) of the project, the disciplines involved,
or even the researchers themselves (Rhoten and Pfirman [41]).

While it is increasingly acknowledged that interdisciplinarity should be the
methodological approach to address complex problems, and that it presents a
core academic competence (Boddington et al. [8]), education at universities does
not systematically incorporate interdisciplinarity as an inherent component of
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content-related questions across disciplines. It should therefore be an aim to
“train future scholars and professionals to think way beyond the confines of
their basic disciplines to attain the broadest perspectives so urgently needed
for environmental protection.” (Brewer [10]:333). Novel modules in different fac-
ulties, in which interdisciplinary methods are interlinked with content related
questions to teach multiperspective problem solving, could address this need.
First evaluations of such courses have shown the potential to change students’
mindsets and promote openness towards interdisciplinary collaborations (Drezek
et al. [17]).

5 Conclusions

The paper has presented an example of how interdisciplinary research in the field
of energy supply can be achieved using a step-wise process model which shows
how researchers from different disciplines can interact with each other to move
on from multidisciplinary research, in which the disciplines are still separated
from each other, to truly integrated, interdisciplinary research. Energy supply
scenarios can help in this process to align research interests, and to provide a
basis for mutual data integration. As an advantage of this research approach, the
enabling of close cooperation as well as the communication about requirements
and goals, and a common level of detail were achieved. As a disadvantage, the
possible lack of detail of the analyses was identified, along with measures to
counterbalance this development. While the model is generally applicable to
other research projects, it should not be taken as a guarantee for successful
interdisciplinary research, as this depends on multiple factors.
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Abstract. The deployment of electric vehicle (EV) for transportation has
received a massive intention due to its economic, environmental performance,
and convenience. In addition, the controllable charging and discharging of EV
lead to the potential of EV utilization to provide services to the electrical grid or
energy management system (EMS). In this study, an integration of EV to
support a small-scale EMS has been demonstrated and studied. This report
covers the investigation of charging and discharging behavior of EV and the
demonstration test of the developed integrated EV to small-scale EMS. Initially,
charging behavior of EV under different ambient temperatures (seasons) were
evaluated in order to clarify the impact of surrounding temperature to the
charging rate. From the experimental test, it was found that charging in higher
ambient temperature (during summer) results in a higher rate than charging in
lower ambient temperature (during winter). Furthermore, the integration of EVs
to small-scale EMS (such as office building) for peak-load shifting showed a
very positive effect. Discharging of EVs during noon’s peak load is able to cut
and shift the peak load. Hence, high contracted capacity and large consumption
of electricity with high price can be reduced leading to lower total electricity
cost.

Keywords: Electric vehicle � Charging behavior � Grid integration
Peak-load cutting

1 Introduction

Electric vehicle (EV) has received an intensive attention due to its characteristics as
vehicle having motor and battery. A massive deployment of EV, which is potential to
replace the conventionally used internal combustion engine vehicle (ICEV), is con-
sidered potential to significantly increase the energy efficiency in transportation sector,
and reduce both emission of greenhouse gases and consumption of fossil fuel [1].
Hence, lower environmental impacts can be realized. In addition, recent rapid devel-
opment of EV was accelerated by some factors such as rising oil and gas prices,
enhancement in battery technology, and policies related to environment and trans-
portation [2, 3].

However, EV has also some challenging barriers in its dissemination due to high
initial cost (high purchasing price), long charging time, and limited travelling distance.
Although the running cost of EV is relatively lower than fossil fuels-based ICEV, the
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manufacturing cost of EV is significantly higher [4, 5]. Hence, another value-added
utilization of EV is essentially demanded to increase the economic performance of EV.
Therefore, sustainable utilization of EV can be realized. However, a massive dissem-
ination of EV is potential to give a significant impact to the grid, especially in case of
massive uncontrolled charging and discharging. To minimize the impact of this
problem, as well as increase the economic performance of EV, the concept of vehicle to
grid (V2G) has been studied [6, 7].

EV utilization in supporting the grid has been evaluated by some researchers
previously [8–12]. Kempton et al. [6, 8, 9] have proposed and performed theoretical
study of V2G, and found that this kind of utilization is feasible both technically and
economically. The integration of EV to grid (V2G) can be achieved due to the character
of EV in both charging and discharging behaviors. As both of them can be fully
controlled, scheduling and rate control become possible.

Being parked EVs can be considered as a potential battery as long as they are
connected to the electrical grid or certain EMS. They are capable to absorb, store and
deliver back the electricity from and to the grid responsively according to the given
schedule and control value. V2G can be realized in case that minimally three essential
requirements can be fully satisfied: (1) electricity connection between EV and grid,
(2) communication which facilitates control flows between EV and electricity operator,
and (3) accurate metering system which provides a fair measurement for the involved
entities [13]. In V2G, operators of electrical grid or energy management system
(EMS) are able to send a request to the parked and plugged EVs to discharge or absorb
the electricity to and from the grid, respectively.

V2G leads to possibility of several ancillary services to grid such as load levelling,
frequency regulation, spinning reserve, and electricity storage [14, 15]. The distributed
EVs in large number and area are potential as massive energy storage that can be used
to balance responsively the fluctuating supply such as PV and wind. In addition,
because EVs are mobile, they can be used as energy carrier delivering the electricity
from and to different places and time because of some factors including price difference
and emergency condition. EV utilization in V2G is considered feasible because the
estimated profit is higher than the current market price of EV batteries although with
the consideration of the wear of battery [11].

On the other hand, charging and discharging of EVs are influenced by several
factors including temperature. Therefore, measurement of the EV availability is not
only limited to the available capacity for both charging and discharging, but also relates
strongly to the possibility of both charging and discharging rates. Related to the latter,
it is important to measure this kind of charging and discharging behaviors under
different ambient temperature for the reference.

This paper reports mainly on two issues: (1) evaluation on charging behavior of
EVs under different ambient temperature, and (2) impact of peak-load cutting and
shifting in an integrated EVs and small-scale EMS based on demonstration test. The
first study was conducted in different two seasons: summer and winter, while the
second demonstration test was conducted for about 1 year of test.
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2 Integration of EV to Grid

2.1 Involvement of EV in Community Energy Management System

Energy management is generally operated by an independent operator such as inde-
pendent service operator (ISO) and regional transmission operator (RTO) in North
America and ISO and independent transmission operator (ITO) in Europe. They are
acting as the neutral organization which is responsible in monitoring, controlling, and
coordinating the electric transmission throughout the region [16]. In case of Japan, a
community EMS (CEMS) has been proposed previously with the main objective of
integrating effectively the energy utilization, covering both demand and supply sides, in
order to achieve highly efficient energy utilization and reduction of CO2 emission. The
motives behind the will to propose and adopt CEMS came from a strong intention to
harmonize the energy services, minimize the environmental impacts, and maximize
economic benefit throughout the community.

CEMS monitors and controls both demand and supply of energy, especially
electricity, throughout the whole community. It has a responsibility to maintain the
balance and harmonization throughout the community, therefore, the comfort, security,
and safety of the community members can be improved. Furthermore, environmental
parameters are also considered in parallel with the living quality.

Hence, in CEMS, both of information and energy are flowing simultaneously
across the community. CEMS receives, processes, and manages the information and
then delivers it to the community members according to their own function/position.
Therefore, CEMS must be sufficiently robust and secure because it deals with personal
and authentication information from the community.

Figure 1 shows the basic schematic structure of CEMS including electricity and
information flows, especially the possible integration of EV inside CEMS. CEMS
collects and manages the information from smaller EMS including building EMS
(BEMS), house EMS (HEMS), and factory EMS (FEMS). In addition, CEMS also
performs a communication with the outside of community and also upper energy
supply such as electric utilities. Furthermore, CEMS predicts and maintains both
energy supply and demand based on available previous historical data for certain time
and forecasted weather information. Furthermore, CEMS also calculates and optimizes
the energy balance with the objective of realizing the lowest energy cost throughout its
community. In addition, in case of emergency such as disaster, CEMS evaluates and
controls the energy conditions and communicates to its lower EMSs and negotiates
with other CEMSs or electric utilities to cover its energy demand and recover the
conditions.

On the other hand, charging and discharging of EVs are conducted through the EV
charger. Currently, the chargers can be categorized into three main types according to
its charging capacity: (a) slow charging (charging capacity is lower than 4 kW), (b) fast
charging (charging capacity is in the range of 10–20 kW), and (c) ultrafast charging
(the maximum charging capacity is about 50 kW or even higher). In addition, to
facilitate charging and discharging to and from EV, respectively, bi-directional charger
is demanded.
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2.2 Utilization of EV

Utilization of EVs to support the grid, including ancillary services and storage, is
possible due to the characteristics of EV. In energy storage utilization, charging of EVs
can be scheduled when the price of electricity drops because of electricity surplus in the
grid (due to high supply and/or low demand). In addition, when the electricity price
increases, electricity can be discharged from EVs and delivered back to the grid,
leading to economic margin for the owner of EVs. The ancillary services from EV to
grid includes frequency regulation (both up and down) and spinning reserve. Ancillary
services are important to maintain the quality of the electricity. As the responses of EV
in both charging and discharging are very fast, the ancillary service by EV is con-
sidered very feasible and it is potential to replace the current reserves such as thermal
generators and pumped hydro.

Figure 2 shows the schematic utilization of EVs for grid support. In general, there
are two possible schemes in EV utilization for grid support: direct and aggregator-
based schemes. The collection of real time data in a certain interval from EVs includes
battery state of charge (SOC), EVs position (GPS data) and predicted arrival time. This
data collection is performed and managed further by a vehicle information system
(VIS). Furthermore, in the real application, VIS can be owned and operated directly by
EMS, aggregator or independent service operator.

In direct scheme, EV owners have the service contract directly with electricity-
related entities, especially a small-scale EMS. In this scheme, both the electricity and
information are handled privately and directly among two parties. This scheme is well

Fig. 1. Basic schematic structure of EV utilization in CEMS to provide ancillary services to the
grid or certain EMSes [2].
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suited for a relatively small-scale EMS and in where EVs are parked and connected in
relatively long time (such as office, company, hospital). Its main advantage is the
potential to maximize the profit of the involved entities. Furthermore, both charging
and discharging controls are easier as EVs are directly connected and fully controlled
by EMS. The current study focuses on this type of utilization scheme.

On the other hand, in aggregator-based contract, EV owners have service contracts
with the aggregator. The information including its position and battery SOC are han-
dled by aggregator via VIS. Aggregator negotiates for electricity business with the
electricity-related entities (EMS or electricity utilities). This kind of utilization scheme
is prevalent for relatively large-scale EMS or electricity utilities. EVs may be dis-
tributed in different location, such as charging stations and parking areas. The elec-
tricity to and from EVs may be transferred via power wheeling system through the
available grids. Aggregator offers some possible ancillary services to the EV owners. In
turn, EV owners can choose them and receive their profit payment from aggregator.

Load levelling correlates strongly with the management of both demand and supply
of electricity. Its aim is lowering the total power consumption in peak hours by shifting
the load from peak to off-peak hours. Load levelling can be performed through peak-
load shifting and peak-load cutting. The former is defined as moving the electricity load
during peak time to off-peak time. It could be achieved through utilization of stationary
battery or other storages. The latter deals with the effort to reduce the electricity
purchased from the grid by generating or purchasing the electricity. In reality, it can be
performed through harvesting the energy especially during peak hours, such as RE, or
by purchasing the electricity from other entities including EVs. In this case, EVs are
considered as energy storage and carrier storing and transporting the electricity from
different time and place. Therefore, the economic performance of EV can be increased
by joining this kind of ancillary program.

Fig. 2. Possible schemes in EV utilization to support the grid: (a) direct scheme, (b) aggregator-
based scheme [2].
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3 Charging Behavior of EV Under Different Ambient
Temperatures

In general, EVs adopt li-ion batteries to store the electricity as power source due to their
high energy density, stable electrochemical properties, longer lifetime, and low envi-
ronmental impacts [17]. Temperature is considered as one factors influencing charging
and discharging behaviors of li-ion batteries. Generally, lower temperature leads to
poor charging and discharging performance because of electrolyte limitation [18] and
changes in electrolyte/electrode interface properties including viscosity, density, elec-
trolyte components, dielectric strength, and ion diffusion capability [19]. Liao et al.
[20] found that as the temperature decreases, the charge transfer resistance increases
significantly, higher than bulk resistance and solid-state interface resistance.

Unfortunately, lack of study deals with the effort to clarify the charging behaviors
in different temperature or season. In this study, to clarify the effect of temperature
(ambient temperature), to the charging behavior of EV, charging in different seasons:
winter and summer, were conducted initially.

Table 1 shows the specifications of both EV and quick charger used for evaluating
the charging rate of EV under different ambient temperature. Charging test was con-
ducted in both summer and winter with ambient temperatures of about 30 and 10 °C,
respectively.

Figure 3 shows the relation among charging rate, charging time, and SOC of EV
battery both in winter (a) and summer (b). Generally, although the rated capacity of the
charger is 50 kW, the charging power absorbed by EV battery is relatively lower,
especially in winter. Compared to charging in winter, charging in summer leads to
higher charging rate and shorter charging time. Numerically, to reach SOC of 80%, the
required charging times in winter and summer were 35 and 20 min, respectively. In
summer, higher charging rate (about 40 kW) could be achieved up to SOC of 50%. It

Table 1. Specifications of EV and quick charger used for evaluating the charging rate of EV
under different ambient temperature.

Component Property Value

EV Car type Nissan Leaf
Battery type Laminated lithium-ion battery
Total battery capacity 24 kWh
Maximum and nominal voltages 403.2 and 360 V
Cell rated capacity 33.1 Ah (0.3 C)
Cell average voltage 3.8 V
Cell maximum voltage 4.2 V

DC quick charger Standard CHAdeMO
Output voltage DC 50–500 V
Output current 0–125 A
Rate power output 50 kW
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decreased gradually following the increase of SOC and it showed the charging rate of
16 kW when SOC reached 80%. On the other hand, in winter, the charging rate
reached about 35 kW instantaneously in very short time and decreased following the
increase of SOC. The charging rate when SOC reached 80% was about 10 kW.

Figure 4 shows the correlation among charging current, voltage, and time in winter
and summer, corresponding to the charging rate in Fig. 3. It can be observed that the
curves of the charging current in Fig. 4 are nearly similar to those of the charging rate
in Fig. 3. Lithium-ion batteries are charged in general using a constant current (CC)–
constant voltage (CV) method [22]. Charging at lower temperature led to a gradual
decrease in the charging current, especially at higher SOC, leading to longer charging
time, and vice versa [23]. In case of summer, a higher CC of about 105 A could be

Fig. 3. Results of charging performance tests of EV in different seasons: (a) winter, (b) summer
[21].
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achieved in the initial 5–10 min of charging (SOC up to about 50%). Although there
was no significant difference in charging voltage, charging in a warmer temperature
(summer) resulted in a slightly higher initial charging voltage before settling at a
constant value. Hence, the CV condition could be achieved faster [24].

4 V2G Demonstration in Small-Scale EMS

Figure 5 shows the schematic diagram of EV integration test to support the electricity
in a small-scale EMS. EMS is controlling all the electricity demand and supply
throughout the certain building or area. EMS requests, manages, and integrates several
information including electricity load, weather information from meteorological
agency, EV information from vehicle information system (VIS), and electricity con-
dition from CEMS and utilities. The meteorological agency sends periodically the
weather information to EMS. Therefore, this information is used by EMS to calculate
the electricity load and the possibly generated electricity from RE. In general, building

Fig. 4. Correlation among charging current, voltage and time in different seasons: (a) winter,
(b) summer [21].
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load can be classified into base and fluctuating loads. The base load or fixed load is the
minimum demand which is consumed by the system to operate for 24 h continuously.
Hence, it is almost constant throughout the day and insignificantly affected by the
weather condition. In addition, the fluctuating load depends strongly on the behavior of
the residents. Human behavior is strongly influenced by the weather condition
including temperature and humidity. In addition, the generable power from RE,
including wind and solar, is predicted also by EMS based on the received weather
information.

EMS also receives information from VIS including EV position, battery SOC, and
estimated arrival time. VIS communicates in real time with EV wirelessly and collects
the information from EV. The collected data is utilized to coordinate both charging and
discharging of EV, calculate the potential and availability of EVs and their capacity,
and keep the balance of electricity distribution and avoid any peak-load in EMS. In
addition, VIS is also able to facilitate additional services to the driver regarding the
availability of ancillary services offered by EMS or aggregator. On the other hand,
EMS also requests from electric utility the electricity condition and price information.
These will be used to calculate the demand as well as the charging and discharging
behaviors of both EVs and used EV batteries.

4.1 Developed V2G Concept

Figure 6 shows the concept of peak-load cutting and shifting (load leveling) developed
for a small-scale EMS. It consists of four main subsequent steps: (1) forecast of load
and power from RE, (2) forecast of the amount of load leveling, (3) correction of
calculated value, and (4) charging and discharging controls of EVs. Forecasting of load
and power from RE is basically conducted for 24 h-ahead. In addition, the load and
control duration is set 30 min.

Fig. 5. Schematic diagram of the developed and demonstrated V2G in small-scale EMS [7].
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During forecasting of load and generable electricity from RE, EMS initially
requests the weather information from meteorological agency to calculate the generable
electricity from RE including PV and wind. In this study, the generated electricity from
RE is completely consumed, without being stored, and used for peak-load cutting. The
weather information is also utilized to predict the fluctuating load mainly due to human
behavior inside the building, especially related to air conditioning and lighting. The
outputs from the first step are the forecasted RE generation and load curves for the next
24 h ahead.

Once both of the load and generated electricity from RE have been forecasted, EMS
calculates the possible load leveling which can be achieved in the next 24 h. For this
purpose, EMS communicates with VIS in estimating the number of EVs and their SOC
states which are available to join the program. VIS initially receives the travelling
schedule from the drivers and, subsequently, VIS transfers this information to EMS
including EV’s ID, planned departure time and estimated arrival time. Furthermore, the
registration of travelling schedule by the driver should be conducted up to 24 h before
the departure. As the available resources for peak-load cutting and shifting and load
curves have been estimated, EMS is able to calculate the peak-load cutting threshold
for the next day. Peak-load cutting threshold is defined as the maximum amount of
electricity which is purchased from the grid by EMS. It is theoretically calculated based
on some factors including electricity price, contracted capacity, available power gen-
eration, and storage. When the electricity consumed by the building increases and the
purchased electricity from the grid reaches the peak-load cutting threshold, EMS sends
the control command to EVs and used batteries to discharge their electricity. Therefore,
the electricity purchased from the grid can be controlled/maintained to be the same to
of lower than the calculated peak-load cutting threshold. In the real application, it may
avoid a higher price of electricity during peak time.

When EVs are in motion, the information of EVs is transmitted to VIS. VIS sends
the data to EMS which is used to recalculate the available electricity from EV. EMS
also additionally recalculates the building load based on the real weather and the real

Fig. 6. Concept applied in load-levelling during the V2G demonstration [7].
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load of building to achieve more accurate value. Next, EMS modifies its energy
management plan, especially the peak-load cutting threshold.

When EVs arrive and are connected to the chargers, they communicate directly
with EMS without transmitting it to VIS. Therefore, all the information is updated
including the available electricity from EVs. From this moment, EVs are ready to take
part in the ancillary service offered by EMS. EVs are fully controlled by EMS, espe-
cially their charging and discharging behaviors. Finally, EMS sends the control com-
mand to each EVs and used batteries to achieve its previously calculated peak-load
cutting threshold.

4.2 Results of Demonstration Test

The demonstration test facility was constructed inside the factory area of Mitsubishi
Motors Corporation in Okazaki, Japan. Table 2 shows the specifications of the
developed demonstration test bed. It was connected and utilized to support the elec-
tricity of the main office building. As RE generator, 20 kW PV panels were installed on
the roof top of the test bed. Five EVs, Mitsubishi i-Miev G, were taking part in the
demonstration test and the drivers were also the employee. Therefore, EVs were mostly
parked and plugged to the charging poles during working hours (from 09:00 to 17:00).
In addition, five used EV batteries, used for about 1 year from the same type of EV,
were also installed and directly owned by EMS. EMS are managing all the demand and
supply sides of the test bed. On the other hand, VIS was also developed as a standalone
system to facilitate a communication with EVs when EVs are in motion or unconnected
to EMS and transfer the information to EMS.

Used EV batteries were practically used for peak-load shifting. These batteries were
charged during the night time (off-peak hours) when the price of electricity was rela-
tively cheaper. In this study, charging for used EV batteries was conducted from 00:00
to 06:00. The SOC thresholds during charging and discharging of both EV and used
EV battery were fixed at 90% and 40%, respectively. In addition, as the total capacity

Table 2. Specification of the demonstration test bed.

Component Property Value

EV and used batteries Car type i-Miev G
Number of each EV and used battery 5
Battery capacity 16 kWh
Maximum charging capacity DC 370 V, 15 A
PCS capacity for each component AC 200 V, 15 A
Used battery condition After 1 year of usage

PV Type Mono crystalline
Capacity 20 kW
Installation direction and angle South, 30°
PCS capacity AC 200 V, 100 A
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amount of EVs and used batteries was significantly smaller than the total load of the
office building, peak-load cutting was designed to start from 12:00 until 18:00 (tar-
geting mainly on the afternoon peak).

Figure 7 shows the results of load leveling test in a representative weekday con-
sisting of the total grid load, building load, generated power from PV, and
charged/discharged electricity to and from EVs and used EV batteries, respectively.
The grid load is defined as the net electricity purchased from the electrical grid. Light
green blocks in positive and negative sides represent discharge and charged electricity
amount from and to EVs and used EV batteries, respectively. The main objective of
peak-load cutting and shifting is reducing the grid load, especially during peak-load
hours, in order to reduce the total electricity cost of the building.

PV generated the electricity during a day and it was consumed by the office
building without being stored. The used EV batteries were charged during the night
with a lower electricity price, starting from 00:00 to 06:00. As the result, the grid load
during the night slightly increased. In the morning, around 08:00, EVs reached the
office and they were plugged in the designated charging poles. From this time, both
charging and discharging behaviors were fully controlled by EMS, as well as the
information flows. Because the building load was smaller than the calculated peak-load
cutting threshold, charging for EVs was performed until the building load reaches
nearly the peak-load cutting threshold. Additional charging started again during noon
break (12:00 to 13:00) because the building load dropped drastically.

Peak-load takes place twice in a weekday: before noon and afternoon peak-loads.
Before noon peak load is lower than one in afternoon. The afternoon peak usually starts
from 13:00 following the end of the noon break. As the peak-load is increasing sig-
nificantly and it becomes higher than the calculated peak-load cutting threshold, EMS
sends immediately the control command to both EVs and used EV batteries to dis-
charge their electricity supporting the electricity of office building. As the results, the
grid load can be reduced and maintained to be the same or lower than the peak-load
cutting threshold. Unfortunately, as the total capacity of EVs and used EV batteries is

Fig. 7. Result of load leveling in a representative weekday [7]. (Color figure online)
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significantly smaller compared to the total building load, peak-load cutting can only be
achieved in a relatively short duration. It is believed that if the number of EVs par-
ticipating in the load leveling program increases, the effect of load leveling becomes
more significant. Hence, longer peak-load cutting and lower peak-load cutting
threshold can be realized.

5 Conclusions

EV is believed able to give significant roles in our future transportation and energy
systems, especially electrical grid. Integration of EVs with certain EMS, including
small (HEMS, BEMS, FEMS) and large scales (EMS), is highly potential to improve
the economic performance of EV, as well as supporting the electrical grid to balance
both supply and demand.

In this study, an integration of EV to small-scale EMS was evaluated and demon-
strated in order to measure the feasibility of ancillary services provided by EVs, espe-
cially peak-load cutting and peak-load leveling. Two stages of research have been
conducted. The first is the evaluation on charging behavior of EV to clarify the effect of
ambient temperature to the charging performance of EV. From the experiments con-
ducted in different seasons of summer andwinter, charging in higher ambient temperature
(summer) showed higher charging rate than one in lower ambient temperature (winter).

In the second study, demonstration of peak-load cutting and leveling by integrating
EVs and used EV batteries to small-scale EMS was performed and evaluated. Although
the achieved capacity of peak-load cutting and leveling was relatively small, it was
shown that the application of EVs and used EV batteries to support EMS is feasible and
promising. Addition of the number of EVs and used EV batteries is believed able to
increase the amount of peak-load cutting and leveling. Therefore, lower contracted
capacity and lower electricity cost can be achieved.

Acknowledgments. The author expresses his deep thanks to Mitsubishi Corporation and Mit-
subishi Motors Corporation for both financial support and cooperation during demonstration test.
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Abstract. While smart critical infrastructures are principle components
of smart cities, isolated and individually optimized infrastructures will
not necessarily realize the vision of smart city in providing efficient solu-
tions and services to citizens. This is mainly due to the interdependencies
among critical infrastructures, which suggest the need for collaborative
solutions and synergistic modeling and analysis of these systems. In this
paper, an integrated framework based on influence model, a networked
Markov chain framework, is proposed for modeling interdependent infras-
tructures and capturing their interactions based on the rules and poli-
cies governing their internal and interaction dynamics. To demonstrate
the benefits of synergistic approaches, in this paper, the interdependen-
cies between transportation networks and power infrastructures, through
electric-vehicle (EV) charging infrastructures, are considered. Particu-
larly, the proposed integrated framework is used to design an algorithm
for assigning dynamic charging prices for the EV charging infrastructure
with the goal of increasing the likelihood of having balanced charging and
electric infrastructures. The proposed scheme for charging prices is traf-
fic and power aware as the states and interactions of transportation and
power infrastructures are captured in the integrated framework. Finally,
the cyber infrastructure plays a critical role in enabling such collabora-
tive solutions and their role is also discussed.

Keywords: Smart city · Integrated framework
Synergistic approach · Stochastic modeling · Electric vehicles
Charging infrastructure · Power grid · Interdependency · Pricing
Load distribution

1 Introduction and Motivation

Dependable, resilient, and efficient critical infrastructures are the center piece
of sustainable societies. Critical infrastructures such as power, energy (gas and
oil), communication, transportation, emergency services, water and food supply
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are interdependent systems due to services and influences they receive from one
another. The complex mesh of interdependencies among these infrastructures
could be both problematic, by introducing vulnerabilities, and beneficial, by
introducing opportunities to more effective operation of these systems.

As the urban population is expected to grow by 72% by 2050, according to
recent studies [14], it is essential to develop smart-city solutions and services,
which lead to optimal utilization of cities’ limited resources and their reliability
and sustainablity enhancement. The latter requires collaboration of currently
vertical and isolated city infrastructures. However, the general mechanism of
interactions among infrastructures and the opportunities of exploiting the inter-
dependencies to enhance the design and operation of critical infrastructures are
yet to be explored and understood. In this paper, we propose a synergistic app-
roach for modeling and analyzing interdependent infrastructures. We specifically
propose an integrated mathematical framework based on influence framework [2],
which is a mathematically tractable probabilistic framework based on a network
of Markov chains. The integrated framework allows for modeling interdependent
infrastructures and capturing their interactions based on the rules and policies
governing their internal and interaction dynamics.

We apply the proposed synergistic approach to power (electricity) and trans-
portation critical infrastructures and discuss how their cooperation can lead to
a more reliable operation of the power system and improve certain aspects of
transportation systems through one source of their interdependency: the electric
vehicles (EVs) charging infrastructure. Particularly, the increase in the num-
ber of hybrid electric transportation systems, including plugin hybrid EVs and
hybrid electric trains have introduced new interdependencies between the power
and transportation infrastructures [4,12,13,17,20,26,28]. For instance, vehicle-
to-grid (V2G) technology allow EVs to discharge their energy to the power grid
using bi-directional power electronic DC/AC interfaces, which can help in sta-
bilizing the power grid during disturbance and power shortage [21,24]. Another
source of interdependency between power and transportation infrastructures
comes from the EV charging infrastructure. The EV charging infrastructures
are emerging in cities [33] similar to the traditional gas stations. On one hand,
in the charging infrastructure, traffic patterns and population distribution can
affect the power demand in the electric grid at various times and locations. On
the other hand, the demand on the power grid can affect the charging price and
consequently affect the traffic pattern in the transportation system. Such interde-
pendencies are important as, for instance, during the peak-energy-consumption
hours, inappropriate energy pricing signals at charging stations that motivate
EV users to use specific charging stations, along with other factors, can lead to
power demand profiles that result in instability of the electric grid and in worse
cases power outages [37]. As such, it is essential to design and operate these
charging infrastructures while considering the interdependency between power
and transportation systems and the state of these systems. In particular, design-
ing pricing incentives can provide a controlling mechanism for interdependency
and reliable operation of these systems. The incentives will be communicated to
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the users through the cyber infrastructure. In general, the cyber infrastructure
plays a key role in enabling such collaboration and cooperation among infras-
tructures, while also explicitly benefit from the reliable power system as the
source of electricity.

During the operation of infrastructures, each component evolves through
various states. The dynamics of components are governed by processes and the
collective interaction of the processes among and across infrastructures, which
define the behavior of the whole system. An important aspect of such dynamics
is that although they are based on engineered processes, they are stochastic due
to various random events that can affect the dynamics. For instance, in the power
and transportation systems the load on different components of the system is
stochastic. To address this aspect, the proposed integrated framework in this
paper is built on an abstract probabilistic framework, which can also capture
the role of structure of the systems on the dynamics to model the dynamics
and specifically, the demand and traffic distribution in EV charging infrastruc-
tures. The goal of the model applied to EV charging infrastructures is to identify
incentives, when and where they are needed, to design dynamic energy pricing
signals based on the state of both the power and transportation systems, such
that the incentives help in appropriate distribution of load in both systems and
orchestrating their operation. Based on the proposed integrated model, we iden-
tify incentives in terms of charging prices using an algorithm based on topological
sort on the active influence graph of the charging infrastructure. We will show
that the identified incentives based on this model lead to higher probabilities
of stable and balanced systems both for the power and transportation systems.
This work extends our analyses presented in [23] by capturing the more detailed
dynamics of the power systems. This work is an effort toward promoting the
need and importance of integrated frameworks for modeling and analysis of
smart cities.

2 Related Work

We review the related work in two main categories. First, we briefly review
recent efforts on modeling, simulation, operation and design of integrated and
interdependent infrastructure frameworks for smart cities. Second, as the focus of
this paper is on charging infrastructures, we review the related work on different
aspects of design, operation and optimization of charging infrastructures.

2.1 Integrated and Interdependent Infrastructures for Smart Cities

Critical infrastructures and particularly their reliability have been the focus
of many recent research efforts. The role of integrated, interdependent infras-
tructures in designing efficient smart cities has been emphasized by smart-city
research community [7]. Moreover, the vision of smart cities has been described
in different ways among practitioners and academia [7]. Hall [5] visions the smart
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city as a city that monitors and integrates conditions of all of its critical infras-
tructures to optimize its resources and services to its citizens. Similar smart
city visions has been described in [8,11]. In the last decade a large body of
work has emerged in modeling and understanding interdependent infrastruc-
tures. The general concepts of interdependencies among critical infrastructures,
challenges in modeling interdependent systems and their control and recovery
mechanisms have been intensively discussed in [1,19,22,29]. These works mainly
discuss the intrinsic difficulties in modeling interdependent systems and suggest
new methodologies for their modeling and simulation as a single coupled system.

The majority of such integrated, theoretical frameworks has been focused
on analyzing the reliability of coupled systems and the negative aspects of the
interdependencies among critical infrastructures [9,30,31]. For instance, one of
the problems of concern in interdependent infrastructures is their reliability to
cascading failures and propagation of faults. Recently, many researchers have
studied cascading failures in interdependent systems (see for example, [27,30]
and references therein).

The work presented in the current paper is an effort to present an abstract
and unified framework to model interactions among infrastructures, which can
be used to design various smart-city solutions based on the state of interact-
ing systems, for instance, the pricing mechanism based on the state of the EV
charging infrastructure and the electric grid.

2.2 Charging Infrastructures

In recent years, a large body of work is focused on optimal placement of EV
charging stations [6,10,13,15,18,34,36,37,40]. In particular, optimization for-
mulations with various criteria have been used for addressing this problem
[10,15,18,37]. Examples of such criteria include, maximizing sustainability from
the environment, economics and society perspective [10], minimizing the trip
time of EVs to access charging stations [15], minimizing trip and queuing time
[18], and maximizing the coverage of charging stations [37]. In the work pre-
sented in [6,36], the set cover algorithm is used to optimize the location of
charging stations from a set of possible locations. In addition, agent-based [34]
and game-theoretic approaches [13,40] have also been adopted in characterizing
optimal deployment of charging infrastructures. Reference [16] presents a more
detailed review of various approaches used for the optimal deployment of EV
charging stations.

Another research aspect of charging infrastructures is their pricing mecha-
nisms. Studies of traditional fueling infrastructures [38,39] show that the price
of fuel impact the behavior of drivers, which suggests that the charging price
for EVs can also impact the users’ choice and behavior. Specifically, authors in
[41], discuss that the optimal placement of charging stations will be insufficient to
handle rapid changes in traffic patterns and urbanization, hence an efficient pric-
ing model that also minimize the social cost of traffic congestion and congestion
at EV charging stations is needed. As another example, the impact of energy
price and the interplay between the price and other factors, such as cost and
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emissions, on the charging decisions have been studied in [33]. Besides the stud-
ies on the impact of price on charging decisions and traffic patterns, some efforts
are focused on designing and optimizing pricing and analyzing their impact on
the users’ behavior and the system operation. Examples of such efforts include
the work presented in [17], which uses a game theoretical approach to study the
price competition among EV charging stations with renewable power genera-
tors and also discusses the benefits of having renewable resources at charging
stations. Similarly, game-theoretic approaches that model a game between the
electric grid and their users, specifically for EV charging, in order to design pric-
ing schemes, have been studied, for example in [35]. The model in [35] provides
strategies to EV chargers to choose the amount of energy to buy based on a
pricing scheme to operate the charging infrastructures at their optimal levels.

The work presented in this paper is closest to the studies on pricing mecha-
nism design and also the interplay between the electric and EV charging infras-
tructures. At the same time, it is different in the approach as it considers the
stochastic dynamics of the interdependent EV charging infrastructures and the
power grid and their interactions in designing the charging prices at stations.

Fig. 1. Interdependent networks of power and transportation through charging infras-
tructure and the role of cyber infrastructure.

3 System Model for Interdependent EV Charging and
Power Infrastructures

In this section, we describe our system model for the interdependent EV charg-
ing and power infrastructures; however, the model is adequately general to be
applied to any interdependent infrastructure with interacting components. The
schematics of the system under study is depicted in Fig. 1. As the figure shows,
our study considers three layers in the system: (1) the power/electric grid layer,
(2) the EV charging infrastructure layer, and (3) the cyber layer, which enables
the collaborative solution for the pricing between layer 1 and 2. Our modeling
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is mainly focused on the power and the EV charging infrastructures. While the
cyber layer is not a part of the theoretical model, we will discuss its key role in
Sect. 4. The key interactions among the layers of this system can be summarized
as following. The EV charging infrastructure receives energy from the power grid
and thus the load on charging stations may affect the load on power substations.
The pricing scheme, which depends on the state of both power and EV charg-
ing infrastructures, will be communicated through the cyber layer to the users.
Finally, the communicated price will affect the load distribution over the charg-
ing infrastructure and subsequently the load on power substations. Note that the
power infrastructure includes other types of loads (residential or commercial),
which they can also affect the load and thus the pricing policy.

First, let us present the system model for the charging infrastructure. We
denote the set of charging stations in a region in the smart city by C =
{C1, C2, ..., Ck}. For simplicity, we assume that the charging stations are dis-
tributed over a grid region such that each cell in the grid holds one charging
station as shown in Fig. 1-a). The charging stations are connected over a directed
graph G = (C, Ec), where Ec represents the set of directed links specifying the
possibility of travel between charging stations for the users. For instance, eij ∈ Ec

implies that users in the cell containing the station Ci can travel to station Cj for
charging. These links help specifying the constraints on the travel for charging,
for instance, based on the distance that the users are willing to travel and the
distance that a EV with the need for charging can travel before it runs out of
energy. We will explain later that when the right incentives are applied, there is
a likelihood for each user to travel to other stations with direct links (a proba-
bilistic behavior). In this paper, we focus on a graph, in which charging stations
in adjacent cells are connected. Other graphs with different topologies can also
be considered and will not change the model.

Next, we describe the power infrastructure layer. In this paper, we consider
the power grid loads (e.g., residential or commercial loads) denoted by
B = {B1, B2, ..., Bk} and substations denoted by S = {S1, S2, ..., Sm} and their
internal dynamics (as will be explained in Sect. 3.1) as well as the intra-system
interactions (based on the physics of the electricity that can lead to propagation
of voltage or current stresses and instabilities among substations). This repre-
sents a simplified model for a power system that is an extension to [23], which
only considered individual substations with no interactions. Although the pre-
sented model for power system still does not capture the complete power grid
model and dynamics with generators and power lines; it enables an abstrac-
tion for points of contact with the EV charging infrastructure and components
which will directly impact it. The links among substations and loads are defined
as following. The loads and substations are connected over a directed graph
G = (B ∪ S, Ep), where link eij ∈ Ep from load node to substation implies that
the load is receiving energy from that substation and a eij ∈ Ep between two
substations imply that they can affect each others stress level and stability. In
this model, we assume there will not be any link from substation to loads.
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To model the inter-system interactions between the power and charging
infrastructures, we assume that multiple charging stations belong to the dis-
tribution network of one substation, as such we consider a set of inter-system
links denoted by L, where Lij ∈ L specifies that charging station Ci affect the
load of substation Sj . In this model, Ci ∈ C should have a link to one specific
Sj ∈ S while each Sj can have multiple incoming links from different geograph-
ically co-located charging station. Also, note that there will be no links from
Sj to any node in C. Such interactions and the effects of power substations on
charging stations will be indirectly through the incentives communicated by the
cyber layer. Based on the above discussion, the total integrated system can be
denoted by a graph as Gu = (C ∪S ∪B, Ec ∪Ep ∪L). However, the model for the
system is not simply a graph. Next, we will explain how each component in this
graph stochastically and dynamically evolves and interacts with other compo-
nents. We will specifically present a model to capture such dynamics. We have
chosen a probabilistic approach for the modeling as various aspects of this sys-
tem is stochastic. For instance, the state of a charging station (e.g., being busy
or not) varies probabilistically at different times of the day and week and due to
EV users mobility pattern and behavior. The state of the load in a substation
also varies due to stochastic nature of the demand. The interactions among com-
ponents are also stochastic and as components influence each other depending
on their state. For instance, if charging stations, which have a link to substation
Sj , become busy and overloaded with lots of demand then this increased demand
will increase the likelihood of Sj to become overloaded and hinder the stability of
the power grid. In such cases, we would like to distribute the load in the system
using pricing incentives to increase the willingness of EV users to travel to other
charging stations. These stochastic interactions and dynamics will be modeled
in an influence framework as explained next.

3.1 Influence Model for Integrated Infrastructures

Here, we briefly review the Influence Model (IM) as first introduced in [2,3] and
present an IM-based framework for modeling the integrated charging and power
infrastructures. This review is borrowed from [23].

The IM is a framework consisting of a weighted and directed graph of inter-
connected nodes, in which, the internal stochastic dynamics of each node is
represented by a Markov Chain (MC) and the states of the nodes varies in
time due to the internal transitions of MCs as well as the external transitional
influences from other nodes. The weights on the directed links represent the
strength of influences that nodes receive from one another. In the following, we
put the IM model in perspective with respect to the integrated charging and
power infrastructures. In our model, graph Gu with different types of links and
nodes (as introduced in Sect. 3) will serve as the underlying graph for the IM.
To represent the internal dynamics of nodes, we consider that the state of the
charging stations can be abstracted to three levels: (1) underloaded, (2) normal,
and (3) overloaded. As such, we define a MC with state space of size three for
each Ci ∈ C. These states help describing the load (in terms of power demand)
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on a charging station at each time. In general, the state of a Ci may change due
to departure or arrival of EV users. On the other hand, we model a substation
Sj with an internal MC, which has two possible states: normal and stressed.
These states specify if a power substation is overloaded and stressed or it is
working under normal conditions. We model the load Bj with an internal MC,
which has three possible states including underloaded, normal and overloaded,
similar to the Ci states. The transition probability matrix of the internal MC
for a node, say node i ∈ C ∪ S ∪ B, is denoted by Aii, which is an m × m row
stochastic matrix, where m is the size of the state space. We use a data driven
approach to characterize the transition probabilities of these internal MCs based
on datasets of system dynamics and simulations as will be explained later. The
links in graph Gu specify the influence relation among the nodes. In particu-
lar, there are four types of influences in our model: (1) when a charging station
influences another charging station, then it means there is a likelihood that it
will send users (using proper incentives) to the influenced station; (2) when a
charging station influences a power substation, then it means that there is a
likelihood that the charging station increases the load on the power substation
to a level that could change the state of the power substations (e.g., from nor-
mal to stressed); (3) when a substation influences another substation, then it
means that there is a likelihood that the substation stresses the other substation
if it is stressed or help a stressed substation to stabilize if it is normal; and (4)
when a load node influences a substation then it means that it increases the
load on the power substation to a level that could change the state of the power
substations. The weights on the links also specify the strength of the influence.
Specifically, the influences among the nodes of the network is captured by the
influence matrix denoted by D, where each element dij is a number between 0
and 1 representing the amount of influence that node i receives from node j. The
larger the dij is the more influence the node i receives from node j; with the two
extreme cases being dij = 0 meaning that node i does not receive any influence
from node j and dij = 1 meaning that the next state of node i deterministically
depends on the state of node j. Note that receiving influence from a node itself
(self influence), i.e., dii, specifies how much the state evolution of a node depends
on its internal MC. The total influence that a node receives should add up to
unity i.e.,

∑n
j=1 dij = 1, and therefore, matrix D is a row stochastic matrix too.

In IM, the status of a node, say node i, at time t is denoted by si[t], a vector
of length m, where m is the number of possible states for the node. At each time,
all the elements of si[t] are 0 except for the one which corresponds to the current
state of the node (with value 1). In our model, si1[t], si2[t], and si3[t] correspond
to overloaded, normal and underloaded states, respectively, for charging stations
and loads. Similarly, si1[t] and si2[t] correspond to normal and stressed states
for power substations, respectively. The statuses of all the nodes concatenated
together as S[t] = (s1[t]s2[t]...sn[t]) described the state of the whole system in
time t, where n = |C ∪ S ∪ B| and |.| denotes the cardinality of the set.

The influence matrix D specifies how much two nodes influence each other.
In order to specify how the states of the nodes will change due to the influences,
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we also need state-transition matrices Aij , which capture the probabilities of
transiting to various states due to the state of the influencing node. Matrix Aii

represents the special case of self-influence, which is described by the internal
MC of the node. Note that the Aij matrices are row stochastic. In the general
IM [2], the collective influences among the nodes in the network is summarized
in the total influence matrix H defined as:

H = D′ ⊗ {Aij} =

⎛

⎜
⎝

d′
11A11 · · · d′

1nA1n

...
. . .

...
d′

n1An1 · · · d′
nnAnn

⎞

⎟
⎠ , (1)

where D′ is the transpose of the matrix D and ⊗ is the generalized Kronecker
multiplication of matrices [2]. Finally, based on the total influence matrix H the
evolution equation of the model is defined as

p[t + 1] = S[t]H, (2)

where vector p[t + 1] describes the probability of various states for all the nodes
in the network in the next time step. Steady state analysis of IM has some
similarities with that of MCs and has been discussed for various scenarios in
[2,3]. For a more detailed discussion on the IM please refer to [2,3].

The work in [32] extends the original IM to a constraint or rule-based influ-
ence framework such that the influences among the nodes can dynamically
get activated and deactivated depending on the state of the system. Also, as
explained in [32], influencing can change the state of the influencer as well (tran-
siting from overload to normal due to sending load to another station). [32]
specifically defined a constraint matrix C, where the entry cij for i, j ∈ C ∪ S is
a binary variable specifying whether node i gets influenced by node j or not. In
particular, cij = 1 indicates that node i gets influenced by node j and cij = 0
indicates otherwise. Moreover, each node always influences itself based on its
internal MC (i.e., cii = 1 for all i ∈ C ∪ S ∪ B). As explained in [32], one can
define the value of cij according to boolean logic to capture the rules of inter-
actions in the network. In other words, cijs are functions of the state of the
nodes. For instance, when a charging station in the EV charging infrastructure
is in overloaded state and based on Gu it has a link to another station, which
is underloaded, the influence over that link should get activated to motivate the
EV users to travel from the overloaded state to underload state. These types of
rules can be specified using boolean functions such as the following examples.
Function cij = si3sj1 + si2sj1, where i, j ∈ C specifies the rules that can be
applied to the transport layer of the model to show influences from charging sta-
tion j to charging station i. Specifically, a transport node i will receive influence
from transport node j if node i is underloaded and node j is overloaded or if
node i is normal and node j is overloaded. Also, the power substations receive
influences from the charging stations because overloaded charging stations can
cause a power substation to go to overloaded state. Example of boolean func-
tion describing this rule is ck� = sk1

∏
j∈CSk

sji + sk2

∏
j∈CSk

sji, where k ∈ S
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and � ∈ C and CSk
⊆ C is the set of charging stations connected to the power

substation k. Specifically, a power substation, say k will receive influence from
charging station � when all the charging stations connected to the power sub-
station are overloaded. As a power station is generally built with a capacity to
accommodate large demand, the power substation will go to a stressed state
provided that all the influence links connected to it are activated. This is just
one example of influence rule and other conditions to specify the rules are also
possible.

Note that as the goal of the integrated study of these two systems is to
increase the probability of having power substations in normal conditions and
charging stations not overloaded, the interaction rules defined in C should sup-
port this goal. In order to achieve this goal the influences among the charging
stations should be engineered such that it forces the whole system toward desir-
able states. The second type of influence, which is from the charging station to
power substations cannot be engineered and we assume that when the charg-
ing stations, which are receiving power from substations, are overloaded they
influence (increase the likelihood) the substation to transit to a stressed state
(similarly for the load buses influencing substations).

In [32], the constraint matrix C and the influence matrix D are used to define
the constraint-based influence matrix denoted by E, as

E = D ◦ C + I ◦ (D × (1 − C′)), (3)

where ◦ is the Hadamard product (aka entrywise product), 1 is the matrix with
all elements equal to 1 and C′ is the transpose of matrix C. Using E, the IM-
based state evolutions can be summarized as

H = E′ ⊗ {Aij}, (4)

and p[t + 1] = S[t]H.
As discussed in [32], this formulation may or may not allow the asymptotic

analysis of the behavior of the system. However, no matter if the analytical
solution of the model exists or not, this model can be used for Monte-Carlo
simulation of the behavior of the system in order to study how influences and
interactions affect the state of the whole system. Based on this formulation, as
the state of the system varies in time, various sets of influences get activated.
Note that in IM, when a node influences another node, it may result in state
change for the influenced node based on the adjusted transition probabilities that
are captured through H and the formulation of p[t + 1]. As such, an activated
influence in our model increases the probability of transitioning to a normal state
for an underloaded charging station due to receiving load from the influencer
(based on our definition of influence). In real-world, proper incentives for the
users are needed to make that influence occur (transfer of load from one charging
station to another). As such, to achieve the goal of the system which is increasing
the probability of normal states, we use the status of the influence links (active
or inactive) to guide the charging price design as discussed next.
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Algorithm 1. Algorithm for Price Assignment to Charging Stations [23].

1: Input � Graph of active influences, Gt(C, Ea(t)). A maximum electricity price
limit A and a reduction factor in price, α.

2: Output � Charging price in each charging station in C such that the price of the
influencer station is higher than the influenced station.

3: Calculate the topological sort T for Gt.
4: for i=1 to |C| do
5: if |I(T(i))| = 0 then
6: Price(T(i)) = A
7: else
8: Price(T(i))=

∑
j∈I(T(i)) Price(j)/|I(T(i))|

9: end if
10: end for
11: Return Price.

4 Designing Charging Prices

The model described in the previous section needs an external factor in real-world
scenarios to provoke an EV user to travel from one charging station to another
for charging (i.e., activating the described influence between charging stations in
real-world). This external factor can be in terms of incentives or hampers that an
EV user may get if they move from one cell to another. A good incentive would
be lower charging prices (whenever the influence should be active) in the station,
which should receive some load. The lower prices can motivate the EV users to
move from their currently occupied cell to the other station. However, not every
EV user will respond to such incentives in the same way and thus not every user
will travel from the initial cell. Particularly, the probabilistic nature of the IM
helps in capturing the random behavior of the users. Intuitively, the higher the
influence strength the more we expect that the users travel to the other station,
which can help in characterizing the price reduction that is needed. A key point
to notice is that the cyber layer plays a key role in letting the desired influences
to occur and to let the system identify its next states based on IM. Specifically,
the cyber layer should communicate the lower charging price only to the users in
the initial cell of concern. Otherwise, if the reduced price is communicated in the
system globally and all the EV users in the city know about the reduced price
in a station, this will activate influences among neighbor stations (neighbors are
defined as according to Gu) that should not be activated according to the IM
model. Thus, in order to only activate the influences that the IM model identifies
for leading the system to a more balanced system in each step, the cyber layer
plays a key role in communicating the prices to the right EV users based on
their location.

In our model based on IM, whenever the set of activated influence links
varies, we need to identify new set of prices for each station such that if station
say i has an active influence link to station j, then the price at station i should
be higher than that of station j. As discussed in [23], to identify the set of
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prices that satisfy this condition in the whole system, we apply Algorithm1.
This algorithm is similar to a constrained graph coloring problem. However,
the problem of price assignment to the stations based on the above constraint
is solvable with complexity O(|C| + |E|), which is because the graph of active
influences denoted by Gt(C, Ea(t)) and obtained from simulation of IM at step t
is a directed and acyclic graph (DAG) (note that Ea(t) ⊆ E, also note that Ea(t)
does not include self-influences as they do not affect the pricing). This property
is due to the rule set with the goal of balancing the load in the system, which
never result in a cycle in the graph of active influences. In other words, the rule
set in the model is very important to ensure that the load is not circulating in
the system and purposely directed to the proper charging stations. Algorithm1
for price assignment uses a topological sort of the graph and then assigns the
prices based on the identified order such that the prices ensure that the stations
appearing later in the topological sort have lower prices (as they should receive
influences or loads). In our algorithm, we consider a maximum price limit of A
and each price reduction occurs by a constant α. The values of A and α are
considered fixed for simplicity, but can be variable and adjusted based on other
factors in the system. In this algorithm, function I(.) receives a node and returns
the set of nodes, which influences the input node.

5 Evaluation and Results

In order to demonstrate the process of assigning prices to the charging stations
dynamically as the system evolves in time while trying to lead both systems
to more balanced states, we use an example network as shown in Fig. 2 with 12
charging stations, three substations, which two of them directly deliver electricity
to the charging stations, and two load buses. We will compare the results with
our previous model presented in [23]. To extract some of the parameters of
the IM, we use a data driven approach based on data sets of traffic information.
Specifically, we used the taxi data in [25], which contains GPS trajectories of 536
taxis in San Francisco, California from May 17, 2009-July 10, 2009 specifically
to estimate Aiis. An example of Aii based on the dataset is as following, where
rows and columns are ordered from overload to normal and then underload:

Aii =

⎛

⎝
0.89473684 0.1052632 0.00000000
0.07262570 0.8770950 0.05027933
0.07142857 0.2142857 0.71428571

⎞

⎠ . (5)

In addition to Aiis, which characterize the internal dynamics of each charging
station, we also need to consider Aijs to specify how the influences between
two stations result in state transitions. An example of Aij is shown in (6) in
which each column specifies the probability of transition to overload, normal,
and underload, respectively, depending on each row, which specifies the state of
the influenced node. For simplicity and due to lack of detailed information in the
datasets to characterize this matrix for all cells, we have simplified this matrix
to have equal transition probabilities independent of the state of the influenced
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node (i.e., the same rows). Based on our model and the rules of influences, in
order to lead the systems to balanced states a station only tries to send load to
another station if the other station is not overloaded. As such the last row of the
matrix in (6) does not play a role in the analysis.

Aij =

⎛

⎝
0.2 0.5 0.3
0.2 0.5 0.3
0.2 0.5 0.3

⎞

⎠ . (6)

Similarly, an example of Aij for power substations is as following where rows
and columns are ordered from normal to stressed to capture the influence among
substations depending on their normal or stressed states:

Aij =
(

0.4 0.6
0.2 0.8

)

. (7)

We assume that the internal dynamics of each substation, i.e., Aii can be cap-
tured by an identity matrix implying that the internal state of the substations
can only change due to influences (i.e., without influences the probability of
transition to the other state is zero). In our earlier work in [23], we did not
consider the intra-power interactions, as such Aii was considered to be the fol-
lowing matrix to compensate for the missing information on the intra system
interactions that can cause state changes.

Aii =
(

0.8 0.2
0.5 0.5

)

. (8)

According to (8), when the system is stressed (i.e., the second row on the matrix
in (8)), we assumed that there is an equal chance to get into normal state or stay
stressed based on internal dynamics. However, as a part of influences in our IM-
based model whenever the charging stations go back to normal or underloaded
states then they can externally help the power substation to transit back to the
normal state. To model the stochastic residential/commercial loads, we consider
the following Aii to consider the stochastic dynamics of loads (which can also
be derived using a data-driven approach using load profile datasets).

Aii =

⎛

⎝
0.5 0.3 0.2
0.25 0.5 0.25
0.1 0.4 0.5

⎞

⎠ . (9)

Specifically, the set of rules for this study can be described as: (1) node i gets
influenced by node j if and only if node i is underloaded and node j is overloaded
or node i is in normal state and node j is overloaded for charging stations, and
(2) for the influences between the power substations and the charging stations,
the power substation gets influenced by a charging station or load bus if the
power station is normal and the charging stations or load buses receiving power
service from the substation are overloaded or if the power substation is stressed
and the charging stations are normal or underloaded.
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As mentioned earlier, based on the state of the components in the system,
the influences among nodes may get activated and deactivated. In Fig. 3, we
show two samples of active influence graphs for the network shown in Fig. 2.
The activated links between charging stations suggest that the load should be
transferred from one station to the station on the end of the directed link. Also,
Fig. 4 shows the system model and the activated links for the setting defined in
(8) and our previous analyses from [23].

Fig. 2. The integrated charging and power infrastructures model with 12 charging
stations and three substations and two load buses.(i.e., graph Gu).

Fig. 3. Two samples of activated influence links for the model in Fig. 2.

The set of activated influences in each iteration prompts a change of state
in the charging stations and power substations as shown in Figs. 3 and 4. It
can be observed from Figs. 5 and 6 that the aggregated behavior of the system
is helping the system towards being balanced (e.g., the likelihood of normally
loaded charging stations and normal power substations is higher than other
states). The results in Figs. 5, 6, 7 and 8 are obtained over 1000 steps of the IM
simulation. Figure 7 shows the state distribution of the charging stations and
power substations with various initial states.
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Fig. 4. (a) The initial system model without intra-power system dynamics (i.e., the
model from [23]); (b) an example of activated influences at iteration 34; and (c) an
example of activated influences at iteration 477.

Fig. 5. Aggregated states distribution for overloaded, normal and underloaded states
for charging stations for the system model in Fig. 2 and the model from [23].

Fig. 6. Aggregated state distribution for normal and stressed states for the power
substations for the system model in Fig. 2 and the model from [23].
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Fig. 7. State distribution of charging stations and power substations with various initial
states for the components using the model in Fig. 2.

Fig. 8. State distribution of charging stations and power substations with all charging
stations initially overloaded and all power substations initially in normal states for
different rules of interactions using the model in Fig. 2.

An important aspect of the influence model is the set of rules that specify
how the nodes should interact and influence each other. To show how the rules
of the interactions affect the behavior of the system, here, we have considered
other influence rules similar to the rules of interactions defined in [32] as follows:

– Rule 1: Node i gets influenced by node j if and only if (iff) node i is under-
loaded and node j is overloaded or node i is in normal state and node j is
overloaded.

– Rule 2: Node i gets influenced by (receives workload from) node j iff node i
is underloaded and node j is overloaded.

– Rule 3: Node i gets influenced by node j iff node i is underloaded and node
j is overloaded or node i is underloaded and node j is in normal state.

– Rule 4: Node i gets influenced by node j iff either node i is underloaded and
node j is overloaded, node i is underloaded and node j is in normal state or
node i is in normal state and node j is overloaded.

– Rule 5: Node i gets influenced by node j iff either node i is underloaded and
node j is overloaded, node i is underloaded and node j is in normal state,
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node i is in normal state and node j is overloaded or node i is in normal state
and node j is in normal state too.

Note that these rules only focus on the interactions/influences among the charg-
ing stations. Figure 8 shows the state distribution of nodes with all charging
stations initially overloaded and all power substations initially normal for dif-
ferent rules applied to the model in Fig. 2. It can be seen that rule 5 performs
the worst among all as the number of overloaded charging stations are higher
compared to other cases. We observed similar performance for the model in [23].

Table 1. Charging prices in each EV charging station over various iterations.

Charging stations

Iteration 1 2 3 4 5 6 7 8 9 10 11 12

1 A A A A A A A A A A A A

99 A A A A-α A-α A-α A A A A-α A-α A-α

368 A-α A A A A A A A A A A A

562 A-α A A A A A A A A A A A

600 A A-α A-α A A A A-α A-α A-α A A A

653 A-α A A A-α A A-α A A A A-α A-α A-α

779 A A-α A-α A A A A-α A-α A-α A A A

987 A A A A-α A-α A-α A A A A-α A-α A-α

993 A A-α A A A-α A A-α A A A A A-α

To design the incentives that enable influences and lead to the shown results,
we need to design the prices for each charging station. To do so, we have used
Algorithm 1 over the active influence graph obtained at each step of the sim-
ulation whenever there was a change in the active influence graphs. Note that
Algorithm CHalgorithm receives graphs similar to the ones shown in Fig. 3 where
the self-edges are omitted. The price assignment based on this algorithm at each
station is shown in Table 1 for sample steps of our simulation (with Rule 1). As
it can be observed from the table, initially all the twelve stations have the same
price of A but the prices vary over the network as the stochastic dynamics of
the system change the states of the nodes. The set of the prices is different from
Table 1 in [23], which did not consider the intra-power system dynamics.

In this section, we showed our study of collaborative pricing solution between
the EV charging and electric infrastructures based on our IM-based model. We
observed similar behavior between the models in Fig. 2 and [23]; however, the rate
of changes in the state of the systems are different as seen from Figs. 5 and 6. Key
takeaways from our results include: (1) by designing proper rules of interactions
among the integrated systems, the load distribution can be improved in both
systems, (2) the pricing assignment based on the obtained active influence graph
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enables the implementation of appropriate influences and (3) the intra- and inter-
system influences and dynamics both affect the overall behavior and thus change
the obtained pricing schemes.

6 Conclusions

In this paper, we discussed that critical infrastructures of smart cities are inter-
dependent and thus it is important to consider collaborative solutions among
them for designing services. To do so, we proposed a synergistic approach toward
modeling and analysis of critical interdependent infrastructures that enable cap-
turing the state and stochastic dynamics of inter and intra-system interactions.
To demonstrate the benefit of collaborative solutions, in this paper, we focused
on interdependent EV charging and power infrastructures and developed an
integrated framework for modeling their interactions based on influence model,
which is a networked Markov chain framework. We also proposed an algorithm,
which assigns prices to charging stations based on the set of active links that can
lead to more balanced systems. We discussed the role of the cyber infrastructure
in enabling this pricing scheme, which considers the state of both of the systems.
The work presented in this paper is an effort toward stimulating collaboration
among various critical infrastructures and analyzing them using integrated mod-
els to develop collaborative solutions for smart cities. In future, we will study,
both analytically and using simulations, the role of various parameters of the
model in the behavior of the system. We also hope that this study and modeling
approach can be extended to other smart city solutions and infrastructures.
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Science Foundation under Grant No. 1541018.
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Ordinas, J.M.: Optimal deployment of charging stations for electric vehicular net-
works. In: Proceedings of the First Workshop on Urban Networking, pp. 1–6. ACM
(2012)

16. Islam, M.M., Shareef, H., Mohamed, A.: A review of techniques for optimal place-
ment and sizing of electric vehicle charging stations. Przeglad Elektrotechniczny
91(8), 122–126 (2015)

17. Lee, W., Xiang, L., Schober, R., Wong, V.W.: Electric vehicle charging stations
with renewable power generators: a game theoretical analysis. IEEE Trans. Smart
Grid 6(2), 608–617 (2015)

18. Li, Y., Luo, J., Chow, C.Y., Chan, K.L., Ding, Y., Zhang, F.: Growing the charging
station network for electric vehicles with trajectory data analytics. In: 2015 IEEE
31st International Conference on Data Engineering, pp. 1376–1387. IEEE (2015)

19. Little, R.G.: Controlling cascading failure: understanding the vulnerabilities of
interconnected infrastructures. J. Urban Technol. 9(1), 109–123 (2002)

20. Liu, J.: Electric vehicle charging infrastructure assignment and power grid impacts
assessment in Beijing. Energy Policy 51, 544–557 (2012)

21. Liu, R., Dow, L., Liu, E.: A survey of pev impacts on electric utilities. In: 2011
IEEE PES Innovative Smart Grid Technologies (ISGT), pp. 1–8. IEEE (2011)

22. Min, H.S.J., Beyeler, W., Brown, T., Son, Y.J., Jones, A.T.: Toward modeling and
simulation of critical national infrastructure interdependencies. Iie Trans. 39(1),
57–71 (2007)

23. Nakarmi, U., Rahnamay-Naeini, M.: Towards integrated infrastructures for smart
city services: a story of traffic and energy aware pricing policy for charging infras-
tructures. In: 6th International Conference on Smart Cities and Green ICT Sys-
tems, SmartGreens. IEEE (2017)

24. Pillai, J.R., Bak-Jensen, B.: Impacts of electric vehicle loads on power distribution
systems. In: 2010 IEEE Vehicle Power and Propulsion Conference, pp. 1–6. IEEE
(2010)



130 U. Nakarmi and M. Rahnamay-Naeini

25. Piorkowski, M., Sarafijanovic-Djukic, N., Grossglauser, M.: Crawdad data set
epfl/mobility (v. 2009-02-24) (2009)

26. Rahman, I., Vasant, P.M., Singh, B.S.M., Abdullah-Al-Wadud, M.: Intelligent
energy allocation strategy for PHEV charging station using gravitational search
algorithm. In: AIP Conference Proceedings, vol. 1621, pp. 52–59 (2014)

27. Rahnamay-Naeini, M., Hayat, M.: Cascading failures in interdependent infrastruc-
tures: an interdependent markov-chain approach. IEEE Trans. Smart Grid 7(4),
1997–2006 (2016)

28. Recker, W.W., Kang, J.E.: An activity-based assessment of the potential impacts
of plug-in hybrid electric vehicles on energy and emissions using one-day travel
data. University of California Transportation Center (2010)

29. Rinaldi, S.M.: Modeling and simulating critical infrastructures and their interde-
pendencies. In: Proceedings of the 37th Annual Hawaii International Conference
on System Sciences, pp. 8-pp. IEEE (2004)

30. Shao, J., Buldyrev, S.V., Havlin, S., Stanley, H.E.: Cascade of failures in coupled
network systems with multiple support-dependence relations. Phys. Rev. E 83(3),
036116 (2011)

31. Shin, D.H., Qian, D., Zhang, J.: Cascading effects in interdependent networks.
IEEE Netw. 28(4), 82–87 (2014)

32. Siavashi, E.: Stochastic modeling of network interactions: conditional influence
model. Texas Tech Master Thesis. https://ttu-ir.tdl.org/ttuir/handle/2346/67107

33. Sioshansi, R.: Or forum-modeling the impacts of electricity tariffs on plug-in hybrid
electric vehicle charging, costs, and emissions. Oper. Res. 60(3), 506–516 (2012)

34. Sweda, T.M., Klabjan, D.: Agent-based information system for electric vehicle
charging infrastructure deployment. J. Infrastr. Syst. 21(2), 04014043 (2014)

35. Tushar, W., Saad, W., Poor, H.V., Smith, D.B.: Economics of electric vehicle
charging: a game theoretic approach. IEEE Trans. Smart Grid 3(4), 1767–1778
(2012)

36. Vazifeh, M.M., Zhang, H., Santi, P., Ratti, C.: Optimizing the deployment of
electric vehicle charging stations using pervasive mobility data. arXiv preprint
arXiv:1511.00615 (2015)
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Abstract. While surveillance technologies are increasingly used to prevent or
detect crimes and to improve security, critics perceive recording and storage of
data as a violation of individual privacy. Thus, it has to be analyzed empirically
where and to what extent the use of surveillance technologies is accepted and
whether the needs for privacy and security differ depending on the location of
surveillance, the type of technology, or the individual characteristics of city
residents. By applying a conjoint analysis, our study investigated the relation-
ship between different locations of surveillance, different types of cameras,
increase of safety implemented by reduction of crime and intrusion of privacy
operationalized as different ways of handling the recorded footage. Findings
show that locations are the most important factor for crime surveillance scenario
preferences, followed by increase of security, and intrusion of privacy. In the
decision scenarios, the type of camera played only a minor role. Sensitivity
analyzes enabled detailed examinations of the trade-off between privacy and
security and a segmentation of different respondent profiles led to an identifi-
cation of influencing characteristics on the acceptance of crime surveillance.
Outcomes show the importance of integrating city residents’ preferences into the
design of infrastructural city concepts.

Keywords: Surveillance technologies � Technology acceptance
Conjoint analysis � Privacy-Security-Trade-off

1 Introduction

In the last years, the use of crime surveillance technologies (CST) in private and public
environments has increased significantly, mainly due to terrorist attacks and rising
crime rates [1]. Considering urbanization processes and the demographic change, the
majority of people will live in cities rather than other regions by 2030 [2]. Therefore, it
will be of great importance to what extent city residents accept surveillance tech-
nologies, on the one hand, and what information about benefits and caveats needs to be
provided so residents are adequately informed.

At the present time, several hundred million cameras are installed in public and
private environments around the world [3, 4]. CST, e.g., cameras, microphones,
detection and localization technologies, are used increasingly to enhance security.
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However, critics fear an invasion of privacy by recording and storage of data material
[5]. Hence, research concerning CST acceptance is inevitable to determine at what
locations and on what terms it is accepted and which circumstances may lead to
changes in the need for privacy and security.

1.1 Usage of Surveillance Technologies in Urban Areas

Aiming at investigation or detection of crime and an increase of security, a rising
number of CST is currently used in almost every city in the world [3, 6, 7]. This
development is heavily critized, especially by data protection specialists who see the
recording and storage of data as violation of a human’s privacy and personal rights [8,
9]. In particular, the usage or processing purpose of recorded data material in urban
areas is raising concerns: By whom, where, and for how long is the recorded data
stored? Is the recorded data used for localization or recognition purposes, who has
access to it, and who benefits from it?

Thus, the conflict between security and privacy is increasingly gaining importance
that leads to central questions regarding the implementation of CST in urban areas: At
which locations and on what terms is privacy or security more important? Are people
willing to sacrifice their privacy to gain perceived safety? More and more CST are used
without considering the requirements and needs of city residents or involving them into
decision-making processes on the installation of CST in cities [10, 11]. In order to
reach an accepted and positively perceived urban design, it is necessary to include
residents into the implementation process and take their wishes, fears, and needs into
account. Only this way, a long-term acceptance and adoption of CST in urban envi-
ronments can be achieved.

Previous studies primarily focus on innovative technical and functional features of
CST such as camera, microphone, localization, and detection technologies [12, 13]. In
part, some politically or police motivated studies examine the effectiveness of CST,
usually in terms of a decrease in crime rates at monitored locations or increased rates of
revealed offenses [14, 15]. Furthermore, the regulation of the use and proliferation of
surveillance technologies and associated legal, juristic and ethical aspects are discussed
[16]. However, only little knowledge exists about the acceptance of CST at private and
public locations because CST are usually integrated into urban environments without
considering opinions and needs of urban residents. CST acceptance is, if at all, only
superficially addressed: Attempts were made to understand acceptance of CST by
means of theoretical models (e.g., [17]), in which city residents are not directly inte-
grated though. In most of the previous studies of CST, it was determined whether crime
surveillance is generally accepted or rejected (e.g., [18]), without detailing the
underlying reasons. Thus, no consideration of potential impact factors has been con-
ducted, e.g., different types of CST or locations of crime surveillance. Therefore, an
empirical study is necessary that investigates the acceptance of CST as a function of
several impact factors such as locations, type of technology, and different needs for
privacy and security.
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1.2 Acceptance of Surveillance Technologies

Perceived safety and protection of one’s own privacy are important determinants of
CST acceptance [9]. Understanding factors that influence technology acceptance is
essential for a successful adoption and integration of innovative technologies [19].

The Technology Acceptance Model (TAM) is a well-established theoretical
approach to explain and predict the adoption of technologies [20]. It provides a basis
for many other acceptance models and has been adapted for a variety of contexts (e.g.,
[21]). However, for the purpose of CST acceptance, there is no established acceptance
model yet. Previous acceptance models might not be transferrable to the context of
CST for several reasons. Most acceptance models are limited to two key factors: ease of
use and perceived usefulness of a technology or application [20]. Thus, other accep-
tance determinants are disregarded. The TAM was originally developed for end-user
computing, directed on ICT usage in a job-related context. Since CST are implemented
in a completely different and much more complex usage context, we assume that
relevant factors of CST acceptance are not yet adequately considered. Previous
research shows that even the same technology applied to different usage contexts
evokes different acceptance patterns and underlying motives and barriers [22]. Further,
technology acceptance models focus on an evaluation of complete technical systems.
As a result, only general benefits and barriers of a technology or the generic intention to
use can be assessed while insights into the importance of single technical characteristics
and practical design guidelines are not possible. More specifically, nothing can be said
about which type of surveillance technology is most accepted at which location and,
depending on this, where needs for either privacy or safety predominate.

Even though the TAM successors (e.g., [21] integrated individual factors into the
acceptance model, the effect of these factors, such as attitudinal variables beyond
demographic characteristics (age, gender), has not been investigated yet. Moreover,
existing models do not allow to derive user profiles, which allow for a more target-
group-specific formulation of design guidelines in city planning processes. Finally,
coming to methodological issues, questionnaires designed on the basis of TAM, do not
allow to holistically portray complex decision scenarios, in which several decision
criteria are weighted against each other. More specifically, it is not possible to draw
conclusions about relative importance, relationships, and interactions of factors con-
cerning CST acceptance, e.g., locations of CST implementation, type of technology as
well as needs for safety and privacy. By combining a conjoint analysis with a tradi-
tional questionnaire, more information can be obtained and different attributes of CST
acceptance as well as their interrelations can be analyzed in detail.

1.3 Research Questions and Aim of the Study

So far, the acceptance of CST has been investigated by considering potential
influencing factors separately. Thus, it was the aim of the present study to explore
factors that have been proven to be relevant for the acceptance of CST by a direct
weighting of these factors against each other. In doing so, the following research
questions were investigated:
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• Does the location, the applied technology, safety, or privacy influence the decisions
in crime surveillance scenarios the most? (RQ1)

• At which turning points tendencies of acceptance do convert in rejection? (RQ2)
• How is the trade-off between safety and privacy evaluated in detail? (RQ3)
• Which user profiles can be derived that evaluate the crime surveillance scenarios

differently? (RQ4).

The paper is an extension to previous work [23], in which general findings have
been reported differing between diverse surveillance contexts. Here, the specific con-
text of crime surveillance is focused in detail, as crime surveillance is an essential part
of public life in smart cities.

2 Methodology

Based on the findings of a preceding study in which CST acceptance was examined by
means of focus groups and questionnaires, it was revealed that CST acceptance is
influenced by several key characteristics and attributes that do play important roles for
residents [24]. The present study is a follow up of this previous work, using a conjoint
measurement approach. The aim of this study was to assess preferences for video-based
crime surveillance scenarios, considering different locations of surveillance, different
camera types, security as benefit in terms of a reduction in crime rate, and privacy as
barrier, operationalized with different ways of handling recorded data.

2.1 Conjoint Analysis

Conjoint analyses combine a measurement model with a statistical estimation algorithm
and were developed by Luce and Tukey [25]. In contrast to conventional survey-based
acceptance research, conjoint analyses enable a holistic and more valid examination of
decision scenarios, an exposure of single attributes against each other, and direct
simulations of relationships and interactions. Within a conjoint analysis, specific pro-
duct configurations but also different scenarios are assessed by the respondents. These
products or scenarios consist of multiple attributes and differ from each other in the
attribute levels. Conjoint analyses allow simulations of decision processes and frag-
mentations of product or scenario preferences into separate part-worth utilities of the
attributes and their levels [26]. As a result, the relative importance of attributes deliver
information about which attribute influences the respondents’ choice the most. Part-
worth utilities label which attribute level is valued the highest. Preference ratings and
resulting preference shares can be interpreted as indicator of acceptance. A choice-
based-conjoint analysis approach (CBC) was chosen, because it imitates complex
decision processes, in which more than one attribute influences the final decision [27].
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2.2 Selection of Attributes

One of the first and most important steps in the conceptualization stage of conjoint
analyses is the identification and selection of relevant attributes and the number of
levels, because this affects the significance and generalizability of findings [28]. The
designer of a conjoint study must ensure that all relevant attributes that determine
respondents’ preference, on the one hand, and are relevant for policy-makers or city-
planers, on the other hand, are considered. Beyond an extensive literature analysis, we
used the outcomes of the prestudy [24], in which relevant criteria for the acceptance of
CST were identified and selected for the subsequent conjoint study. The following
attributes were evaluated in the conjoint study: locations, camera types, crime reduction
(indicating safety), and handling the recorded footage (indicating privacy). In the next
sections, it is explained how and why these attributes have been selected.

Location of CST Implementation. Acceptance of CST is higher for public than for
private locations [24, 29–31]. However, the question arises how CST are perceived at
semi-public locations, especially in direct decision situations. The findings of our pre-
study showed that perceived crime threat and CST acceptance varied among different
public and semi-public places. Therefore, not only the contrast between private and
public locations but also two semi-public locations were chosen as attribute levels.
Based on the ratings of perceived crime threat at different locations [24], a represen-
tative prototype was selected:

• own house (private)
• store (semi-private)
• market (semi-public)
• train station (public).

Type of Surveillance Technologies. Concerning different types of surveillance
technologies, we focused on video-based surveillance because it is the most established
and used type of surveillance technology (e.g., [9]). It was also favored in the prestudy
in contrast to other technologies, e.g., microphones. To examine attitudes towards
video-based technologies in detail, we distinguished between four types of cameras
differing primarily in their size and visibility:

• big, tracking camera (large & visible)
• dome camera (smaller & less visible)
• mini-dome camera (small & partly hidden)
• integrated camera (very small & hidden).

This distinction among the dimensions “size” and “visibility” was made because
large and visible cameras are mainly used for surveillance in public space, but seamless
camera integration (e.g., in objects or clothing) is gaining popularity across different
application areas [32].

Security. The most important benefit of CST is an increase in security, because crimes
are detected or can be prevented through deterrence [1]. In our prestudy, crime
reduction was also perceived as one major benefit of CST. Therefore, the attribute
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crime reduction was chosen as third attribute for the conjoint analysis. The definition of
crime reduction levels was based on findings regarding the effectiveness of video-based
crime surveillance (e.g., [33]):

• 0%
• 5%
• 10%
• 20%

Privacy. Privacy concerns are an important public concern in the context of CST
implementation [8]. More specifically, violation of privacy due to storage of data
material and unwanted release of personal information is perceived as critical [5, 9]. In
our prestudy, storage and re-use of personal data was evaluated as barrier of CST
acceptance. Thus, the category handling of recorded footage was selected as fourth
conjoint attribute. To further investigate the evaluation of different categories of
“privacy intrusion”, the following four levels were chosen:

• archiving of data by police
• storage in profile databases
• face recognition
• location determination.

2.3 Experimental Design

Based on these considerations, four attributes and relevant levels were chosen for the
CBC studies. No prohibitions for level combinations were included because all chosen
attribute levels were combinable. In every CBC task, four sets of scenario configura-
tions were presented without the opportunity to choose a “none-option”. In order to
improve comprehensibility, the attribute levels were presented partly in visual and
partly in written form (Fig. 1). Overall, participants had to evaluate ten choice tasks,
each consisting of four different combinations of the attributes locations, crime
reduction, handling of recorded footage, and camera types.

Because a combination of all corresponding levels would have led to 256
(4 � 4 � 4 � 4) possible combinations, the number of tasks was reduced [27] and,
overall, 10 random and one fixed task were presented to the respondents. A test of
design efficiency was used to consider whether the design is comparable to the
hypothetical orthogonal design [34]. The result confirmed that the design was sufficient
regarding a total of at least 100 respondents.

2.4 Questionnaire

The questionnaire of the online survey was created using the SSI Web Software.
Participants started the survey by opening a link which was sent via e-mail or adver-
tised on public internet sites. Prior to the choice tasks, demographic data and in-
formation on type of residence and residential location were collected. This was fol-
lowed by querying perceived needs for security and privacy. To gather data concerning
security and privacy needs, for each four statements had to be evaluated on a six-point

136 J. Offermann-van Heek et al.



Likert scale (1 = strongly disagree; 6 = strongly agree). In addition, perceived crime
threat (PCT) was evaluated using a six-point Likert scale (1 = very low; 6 = very
strong) adapted from a preceding study [31]. Based on ratings for different security
needs, privacy needs and PCT, sum scores were calculated. Concluding this ques-
tionnaire, the participants were asked for previous experiences with crime. It was
distinguished between slight crime (e.g., bicycle theft) and serious crime (e.g., rob-
bery). This was followed by the introduction of attributes and their characteristics,
including their visual representation. Afterwards, the respondents were prompted to
select the preferred scenario in every scenario decision of the conjoint tasks. As a
control, they were to imagine that they are alone at the respective locations during the
day. Finally, the respondents were instructed to select a scenario in each choice task,
that met their individual needs for security and privacy most closely.

2.5 Data Analysis

Data analysis (i.e., estimation of part-worth utilities, preference simulations) was
conducted using Sawtooth Software: SSI Web and SMRT. In a first step, part-worth
utilities were computed on the basis of hierarchical bayes estimation and part-worth
utili-ties scores were deduced [27]. Relative importance of attributes deliver the
information how important an attribute is relative to all other attributes for the scenario
selection. The relative importance of an attribute was calculated by taking range of
part-worth utility values for each factor and dividing it by the sum of the utility ranges
for all factors. However, part-worth utility scores are interval-scaled within each
attribute and, thus, a comparison of utility scores between different attributes is not

Fig. 1. Example of scenario decision with four attributes and their attribute levels [23].
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possible [26]. In contrast, it is possible to compare differences between attribute levels,
if using zero-centered differentials part-worth utilities, because they are summed up to
zero within each attribute. In a second step, preference simulations estimate the
influence on preferences if certain attribute levels change or are consciously kept
constant within a specific scenario [26]. The simulation of preferences enables specific
“what-if”-examinations, e.g., the influence of the privacy-security-trade-off on
respondents’ preferences can be analyzed in detail within a predefined scenario.
Finally, Latent Class Analysis (LCA) is used to analyze the impact of different
respondent profiles on the acceptance of crime surveillance.

2.6 Sample

In total, 193 people participated in the online survey. Sixty-three questionnaires were
filled out incompletely and were therefore excluded from the analysis (n = 130). This
corresponds to a return rate of 67.4%. The mean age of the participants was 32.0 years
(SD = 12.2) with 60% females and 40% males. Regarding the type of their residence,
60% of the respondents live in an apartment building, 20% in a detached house, 13.1%
live in a row house and 6.9% in a semi-detached house. Asked for their residential area,
the majority of respondents revealed to live in the city center (43.1%), while 22.3% live
on the outskirts, 20% in suburbs, and 14.6% live in a village. As described above,
different needs for privacy and security as well as PCT were calculated as sum scores
(min = 4; max = 24). Overall, an average need for security (M = 12.4, SD = 4.7) and
an average perceived crime threat (M = 10.0, SD = 3.7) were existent. Needs for
privacy were generally very high (M = 22.2 (out of 24 points max), SD = 2.3).

3 Results

First, the relative importance of attributes are presented, followed by part-worth-utility
estimation results for all attribute levels. Afterwards, the results of different preference
simulations and segmentation analyzes are described.

3.1 Relative Importance Scores (RQ1)

Hierarchical Bayes analysis was used to determine the importance scores of attributes
and, thus, to discover main factors influencing the acceptance of crime surveillance.

As can be seen in Fig. 2, locations had the highest importance score in the scenario
selection (42.4%) and, therefore, it is the most important determinant concerning crime
surveillance acceptance. Crime reduction (23.1%) and handling of recorded footage
(20.0%) gained similar importance, while crime reduction has a slightly more important
meaning for the scenario decisions. Types of camera (14.6%) had the lowest influence
on the scenario selection and, thus, it presents the attribute with the lowest impact on
the acceptance of crime surveillance.
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3.2 Part-Worth-Utility Estimation (RQ2)

Following, the part-worth utilities are presented for all attribute levels (Fig. 3). This
way, the attribute levels with the highest utility values were identified in order to
provide recommendations to city planners of future urban quarters about which sce-
nario would, hypothetically, reach the highest acceptance in the context of crime
surveillance. The best rated scenario was surveillance at a “train station”, with a “crime
reduction of 20%”, “archiving” of data material, and using the “large, tracking
camera”.

Regarding absolute utility values, the attribute levels of locations reached the
highest and lowest utility values, explained by the high relative importance score of this
attribute. “Train station” received the highest utility value (44.0) and was consequently
most accept-ed. “Market place” (20.9) and “department store” (10.6) reached lower
scores, while the “own home” was strongly rejected with the lowest utility score
(−75.5).

The second largest span and an almost linear behavior of the utility function
belonged to the attribute crime reduction: Here, the “crime reduction of 20%” (33.7)
received the highest value and was most accepted, while “crime reduction of 0%”
(−41.2) reached the lowest utility value and was rejected. “Crime reduction of 10%”
(14.9) was rated higher than a “crime reduction of 5%” (−7.4).

Within the attribute handling of recorded footage, “archiving by police” (21.7)
obtained the highest utility value while “face recognition” (−19.2) clearly received the
lowest utility value. “Location determination” (1.9) was evaluated slightly higher than
“storage in a profile database” (−4.4).

The utility function of the attribute camera types shows a nearly linear relation-
ship. The highest value achieved the “large moving camera” (15.2), while the “inte-
grated camera” (−14.6) got the lowest score. The “dome camera” (3.9) reached a
slightly higher utility value than the “mini-dome camera” (−4.5).
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Fig. 2. Relative importance scores of attributes.
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3.3 Trade-off Between Security and Privacy (RQ3)

Using the market simulator of SSI web software, the trade-off between security and
privacy was analyzed in so-called sensitivity analyzes. For that, the calculated values of
the Hierarchical Bayes estimation were imported into the SMRT software. Preference
simulations examine the extent to which relative preferences of a respondent vary, if
single levels of an attribute change while other levels of attributes are kept constant
[35].

As the relative importance of the attributes “crime reduction” (indicating security)
and “handling of recorded footage” (indicating privacy) was very similar, the sensi-
tivity analysis was regarded for constant privacy and security attributes to analyze the
trade-off in detail. Based on the findings in previously reported part-worth utility
analyses, three scenarios of attribute levels settings were constructed:

1. high security and low privacy with the levels “crime reduction of 20%” and “face
recognition”;
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2. high privacy and low security with the levels “archiving by police” and “crime
reduction of 0%”.

3. average security and privacy with the levels “crime reduction of 10%” and “storage
in a profile database”.

These levels were kept constant in the preference simulation while all the other
levels of attributes changed (locations and camera types). Outcomes are pictured in
Fig. 4.

A clear preference for the scenario high security was found, especially in public
places. This scenario received ratings three to four times higher than the other scenarios
(e.g., “train station”: high security: 66.5%, high privacy: 20.0%, average: 27.1%).
Interestingly, the security scenario was rejected for private environments, since the
attribute level “own home” was rated very low in general (min = 9.0%; max = 15.3%).
The scenario high privacy received the lowest ratings - in private as well as in public
spaces and for all camera types. The average scenario is rated a little bit higher than the
high privacy scenario, except for the private environment (own home), which was the
least preferable scenario. Concerning the camera type, the ratings were not widely
dispersed inside the scenarios. In all scenarios, the maximal rating belonged to the large
tracking camera with a decreasing tendency towards the hidden, integrated camera.
Here, high ratings regarding the high security scenario were also striking (e.g., “large
tracking camera”: high security: 66.5%; high privacy: 14.8%; average: 24.9%).

3.4 User Profiles (RQ4)

So far, the acceptance of crime surveillance technologies was reported for the whole
group of respondents. However, residents in urban environments are highly hetero-
geneous, which suggests the existence of group-specific acceptance patterns. In order to
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detect groups of respondents with similar preferences based on their choices in the
CBC questionnaires, latent class segmentation analysis (LCA) was applied [36].
A three-group solution (Table 1) showed a sufficient data fit according to the criteria
percentage certainty, consistent Akaike information criterion (CAIC), and relative Chi
square.

• Group 1, in the following simplified designated as the “worried” (N = 22), mainly
consisted of people with a stronger need for security and a higher PCT.

• Group 2 (N = 68), simplified designated as the “unworried”, represented partici-
pants with a rather low security need and PCT.

• Group 3 (N = 40), simplified designated as the “undecided”, showed a balanced
relationship concerning security need as well as PCT.

Further group differences in demographic characteristics missed statistical signifi-
cance in ANOVAs. Group comparisons revealed different importance patterns (see
Fig. 5).

For the “worried” group, the attribute locations (55.6%) clearly was the most
important determinant influencing crime surveillance acceptance, while all other
attributes were of less but almost equal importance. Interestingly, the attribute locations
was also the most important attribute for the “unworried” group (50.3%), while han-
dling of recorded footage (23.2%) was second most important, followed by camera
type and crime reduction with least importance. Another pattern emerged for the
“undecided” group: security in terms of crime reduction (50.7%) was the most
important determinant and locations (37.4%) were also of major importance. For this
group, camera type and especially handling of recorded footage (privacy) were not
important at all.

According to an extremely different relative importance of all attributes depending
on the three groups, the part-worth utilities for all attribute levels were also extremely
diverse (see Fig. 6).

Table 1. Group segmentation (based on LCA results)

Group 1 (n = 22;
“worried”)

Group 2 (n = 68;
“unworried”)

Group 3 (n = 40;
“undecided”)

P

Age (M; SD) 31.2(13.0) 33.1(13.0) 30.7(10.2) n.s.
Gender (female,
male in %)

68.2%, 31.8% 58.8%, 41.2% 57.5%, 42.5% n.s.

Security need
(M; SD)

14.5 (3.3) 11.5 (5.0) 12.8 (4.4) <.05

Privacy need (M;
SD)

21.8 (2.3) 22.3 (2.4) 21.9 (2.4) n.s.

Crime threat (M;
SD)

11.6 (2.9) 9.2 (3.9) 10.7 (3.4) <.05
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Concerning locations, very contrasting patterns were found. While the “unworried”
and “undecided” groups preferred public locations for surveillance (e.g., train station:
78.8; 57.3), this was rejected by the “worried” group (−72.1) that preferred and
accepted surveillance only at home (150.3).

The patterns of the attribute crime reduction were more similar. In all groups, a
crime reduction of 20% was rated best and acceptance rose with increasing crime
reduction. Crime reduction of 5% was an exception, because it was rated lowest by the
“worried” group (−32.8). According to the high relative importance of the attribute,
there were the lowest (crime reduction 0%: −112.1; crime reduction 20%: 90.6) and
highest ratings in the “undecided” group.

Privacy in terms of handling of recorded footage was evaluated more differently.
For the “undecided” group it was completely unimportant. The “unworried” group,
preferred archiving of recorded data by the police (55.7) and strongly rejected the
possibility of face recognition (−37.3). In contrast, the “worried” group preferred
location determination (42.9) and rejected all other options of handling of recorded
footage.

The attribute camera type also showed contrasting patterns. The “worried” group
only accepted the integrated, hidden camera (41.4) and rejected all other types.
However, the large tracking camera was preferred by the “unworried” (36.7) and the
“undecided” (13.0) groups, while all other camera types were rejected or merely
tolerated

4 Discussion

The present study evaluated preferences for different video-based crime surveillance
scenarios, consisting of the attributes locations of surveillance, security (crime reduc-
tion), privacy (handling of recorded video material), and type of camera in a conjoint
analysis.
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4.1 Acceptance of Surveillance Technologies in Urban Areas

Confirming previous research results (e.g., [18, 37]), the use of surveillance tech-
nologies is generally accepted in public locations in urban areas. Going beyond public
spaces, our findings demonstrate that crime surveillance is not accepted at all in private
spaces such as the own home. Interestingly, for medical surveillance applications,
similar results were found for public and private locations [38]. In this study, the
location of surveillance technology implementation was the most important factor in
respondents’ decisions for or against video-based crime surveillance scenarios. How-
ever, the importance of locations for surveillance acceptance is highly context-
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sensitive. For example, an equivalent conjoint study on medical surveillance showed a
higher importance of security and privacy issues compared to locations [39].

In contrast to previous studies, which proved security and protection of privacy as
important factors for acceptance without weighting them in direct decision situations
[9, 37, 40–42], this study revealed that acceptance depends on perceived benefits in
terms of increasing security and to a lesser extent on privacy-related issues.
Technology-related aspects (such as the type of camera) played only a minor role for
the acceptance of surveillance technologies.

However, the acceptance of surveillance technologies is no homogenous phe-
nomenon but strongly shaped by individual factors of residents.

4.2 Specific Impacts on the Acceptance of Crime Surveillance

In this study, surveillance was not accepted at all in private spaces, but its acceptance
rose with increasing publicity of locations. Thus, in public places, video-based
surveillance systems are comparably well-accepted even in case of a rather low
increase in security, i.e., low crime reduction.

Increase of security was another important factor in respondents’ decisions, that
increased linearly with the amount of crime reduction. Declines in the crime rate of
“0%” and “5%” were perceived as insufficient, while a decline of “10%” was desired
and preferences even redoubled for a crime reduction of “20%”. Thus, the effectiveness
of crime surveillance in terms of crime reduction is crucial for acceptance of crime
surveillance.

In terms of privacy, archiving of data by police was most accepted, followed by
location determination and storage in profile databases; face recognition was rejected.
This result is especially important because face recognition technologies are increas-
ingly used in public areas to fight and detect crime such as terrorist attacks [43].

Concerning camera types, acceptance decreases with increasing invisibility of
cameras. The most visible large tracking camera is most accepted, while the hidden,
integrated cam-era was rejected. This is especially surprising, because current tech-
nological developments – especially in the field of ambient assisted living environ-
ments – aim for designing smaller, less visible and seamlessly integrated technologies,
e.g., in street or traffic lights, smoke detectors, smart homes [32, 44].

4.3 Trade-off Between Security and Privacy

Previous research on the trade-off between security and privacy emphasized that the
will-ingness to trade one’s own freedom, (mostly associated with privacy) for increased
secu-rity depends on the level of increased security [43]. This study revealed that only a
tangible crime reduction (at least 10%) is positively perceived as increase in security.
Although, the analysis of relative importance initially revealed only a slightly higher
importance of crime reduction (23.1%) in contrast to the handling of recorded footage
(20.2%), for the scenario selection, secure scenarios were clearly preferred compared to
scenarios that focused on privacy. Sensitivity analyses showed that security is much
more preferred in a direct confrontation of security and privacy. Thus, security issues
are more important criteria for the acceptance of crime surveillance than privacy issues,

All Eyes on You! Impact of Location, Camera Type 145



provided the technology is efficient, causes a noticeable decrease in crime rate, and
consequently a gain in security.

4.4 Impact of User Profiles

In our study, we identified groups of participants with differing preferences in scenario
decisions and differing needs for security and crime threat perception. Consistent with
one of our preceding studies [30, 45], we found that especially different levels of
perceived crime threat (PCT) affect evaluations of surveillance technologies. This
finding is in line with recent studies, in which fear of crime influences the evaluation of
the built environment [46]. Most noteworthy, people with a high PCT (the “worried”
group, also characterized by a high security need) accept surveillance technologies at
private locations while all other locations are rejected. In contrast, “unworried” or
“undecided” respondents with a low or average PCT clearly prefer public locations for
surveillance technology implementation and include security- and privacy considera-
tions into their preference decision. The heterogeneity of preference patterns indicates
that residents and their individual characteristics have to be known and considered in
the design and integration of surveillance technologies in urban as well as private
environments.

4.5 Limitations and Further Research

The applied conjoint analysis approach was useful for assessing preferences of different
surveillance technology scenarios. However, it has some limitations to be considered in
future studies.

First, estimated preference ratings do not mirror actual behavior, i.e., confirmation
or rejection might be lower or higher in real situations (e.g., [47, 48]). A second
limitation belongs to the limited number of attributes. A compromise had to be made
between an economic research design with a limited number of attributes and the
complexity of the research issue under study. Therefore, future studies will include
further aspects, e.g., length of data storage, or use adaptive conjoint approaches (e.g.,
ACBC) allowing for bigger attribute numbers.

Further, some aspects have to be criticized in terms of content. The very similar
evaluation of needs for privacy showed that the item content might have been too alike.
In further studies, we will use more specific and tangible items concerning needs for
privacy, which might lead to a more precise differentiation of respondents with dif-
ferent privacy needs.

Also, the study should be replicated in larger and more representative samples
regarding, e.g., age, gender, and place of residence. Further, we assume that the
evaluation of crime surveillance technologies is affected by current events such as
terrorist attacks and offenses in the local environment. Thus, periodically longitudinal
studies represent an interesting and necessary approach for further research. Certainly,
the outcomes reflect a European perspective, only mirroring one cultural context which
cannot be easily transferred to other countries in which the extent of crime might be
completely different. Presumably, especially the trade-off between privacy and security
might be different in societies with higher crime rates and a higher vulnerability of
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residents towards public assaults. Thus, we aim for a replication in other countries to
compare crime surveillance needs and desires of city residents depending on their
origins and cultures.
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Abstract. The unresponsive and poor resilience of the traditional city
architecture may cause instability and failure. Therefore, strategical posi-
tioning of new urban electricity or city components do not only make the
city more resilient to electricity outages, but also a step towards a greener
and a smarter city. Money and resilience are two conflicting goals in this
case. In case of blackouts, distributed energy resources can serve critical
demand to essential city components such as hospitals, water purification
facilities, fire and police stations. In addition, the city level stakeholders
may need to envision monetary saving and the overall urban planning
resilience related to city component changes. In order to provide decision
makers with resilience and monetary information, it is needed to analyze
the impact of modifying the city components. This paper introduces a
novel tool suitable for this purpose and reports on the validation efforts
through a stakeholder workshop. The outcomes indicate that predicted
outcomes of two alternative solutions can be analyzed and compared
with the assistance of the tool.

Keywords: Stakeholder workshop · System design · Monetary cost
Grid resilience · Smart grid

1 Introduction

The increased interconnectivity and deployment of smarter grids, distributed
energy resources (DER), as well as increased consumer demands and critical facil-
ities but with limited amount of storage technology available to store excessive
amount of generated energy make energy such a limited resource. The robustness
and resilience of the grid can be formulated to evaluate the way to share a lim-
ited resource between multiple stakeholders. To find the optimal arrangements,
stakeholders need to collaboratively plan an overall grid system. Additionally,
robustness and resilience management is important for stakeholders to evaluate
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the improved grid system on possible undesirable events. This is because enhanc-
ing the robustness and resilience may (or may not) incur additional monetary
costs.

Furthermore, the integration of a renewable into the grid is an another dimen-
sion of challenge that concerns multiple domains. One might consider the renew-
able energy-related landscape [3] aims to reduce greenhouse gas emission [21].
In addition, to find a suitable location for a biogas plant, the distances from
the site to the biomass sources must be accounted for [7]. In the case of solar
investments, an important concern is the interplay between the urban form and
solar energy inputs [1]. Importantly, utility planners should consider how the
grid can operate during contingency events (see e.g. [4,12]).

Additionally, there is a need to account for grid resilience – the ability of the
grid to withstand a failure in an efficient manner [5]. Specifically, it concerns
supplying electricity to critical infrastructures (e.g., hospitals) during blackouts,
as well as the ability to quickly restore normal operation state [5]. Threat analy-
sis related to non-adversarial and intentional threats (e.g., [18,19]) can highlight
which components may deserve particular attention. DER can also be used to
compensate for the discontinuity of electricity produced by intermittent renew-
ables. However, optimizing the cost of dispatches of DG units is needed to ensure
that this task performed efficiently. Stakeholders also may need to consider both
monetary and resilience aspects to account how a city benefits from installation
of new components such as DER. The considerations include the mitigation of
fault and attack, threat ranking, the monetary cost and resilience analysis, and
the impact on different critical infrastructures. In this regard, a decision mak-
ing tool – Overall Grid Modelling (OGM) was built to demonstrate effect of
grid component changes based on the perspectives of strategic planning within
stakeholders.

This paper reports initial features and functionalities of the OGM tool related
to several state-of-the-art tools for modelling and controlling smart grids in terms
of its practicability and efficiency. The OGM tool validation efforts are conducted
through a stakeholder workshop. These aspects are relevant to evaluate limits
and possible overlaps in functionality, and the reasonably expected scalability of
the OGM tool. It is an approach supported by the OGM tool, where the tool
simulation provides a perception towards decision makers of the grid elements
that they wish to optimize.

The overall organisation structure of the paper is as follows: Sect. 2 reviews
the state-of-the-art modelling tools to ensure that the OGM tool is aligned with
standard core functionalities of the existing tools. Section 3 presents the method-
ology of OGM tool usages. Section 3.1 reports the methodology of the stakeholder
workshop organized that validates the functionalities of the OGM tool. Section 4
presents the findings through the stakeholder workshop. Finally, Sects. 5 and 6
discuss and conclude the findings.

2 State-of-the-Art Modelling Tools

In this section, a state-of-the-art modelling and controlling smart grid tools are
reviewed. The review aims to identify functionalities that can be represented
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to users. The improvements in the interface can be studied in terms of the
readability, the way how the output results presented, whether the tool provides
a clear implication (positive or negative aspects) to users, and how the tool
suits the users’ needs and requirements with respect to the output results. The
functionalities of the smart grid tools are cross-related in order to ensure that
the OGM tool is well-aligned with standard core functionalities of existing smart
grid tools.

DNV GL has developed a microgrid mathematical optimization tool [6] to
evaluate the full integration of distributed generations, electrical, thermal stor-
ages, technological updates, building automation and customers’ behavioural
usages. The software module also includes the detailed policy drives, climate,
technology cost projections and tariffs at which referring specifically to a partic-
ular geographical location. The holistic-based simulation aims at maximizing the
economic value and reliability of electrical system and energy. The model simu-
lates the day-ahead energy prices, demand forecasts, weather forecasts, dynamic
performance of the buildings, storage, CHP, distributed generation, and demand
management mechanism that optimizes the energy economics during the day.
The optimization problem is formulated through the Mixed Integer Linear Pro-
gramming (MILP) approach. The overall reliability of the grid is assessed by
perturbing the grid with outages or contingencies through the relevant utility
statistics (SAIDI, SAIFI). The optimization tool is also capable of maximizing
the uninterruptable and critical load that can be served from available resources
during the outage period.

The Massachusetts Institute of Technology (MIT) has built a laboratory-
scale microgrid based on the earlier model developed from computer simulation
studies [17]. The institute aims to evaluate the transition of voltage that may lead
to voltage instability (the disconnection and reconnection to the central power
grid). The project focuses on a laboratory-scale power system that combines
the energy generation and storage devices to serve local customers at low level
grid. The Masdar Institute corporates with MIT by concentrating on analytical-
based weighted multi-objective optimization methods. The analytical methods
analyze the system configuration and operation planning simultaneously in order
to determine the costs and emissions. The method generates a set of optimal
planning/designs and operating strategies that minimizes costs and emissions
simultaneously.

Siemens PTI provides a consultant service, software and training program
to optimize system networks for generation, transmission and distribution and
power plants for smart grids [16]. The consulting services offer expertise in
system dynamics and threat analysis, energy markets and regulation, control
systems, power quality, and steady-state and dynamic system evaluations. The
software solutions with completed power system analysis tools include PSS R©E,
PSS R©SINCAL PSS R©NETOMAC, PSS R©ODMS, PSS R©MUST, and MOD R©.
Value propositions considered are: Reliability, fuel savings, and environmental
benefits.
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Microgrid Master Controller software developed by Etap Grid performs the
detailed modelling, simulation and optimization of electrical systems [8]. The
software controller predicts and forecasts energy generations and loads. The
controller also integrates and automatically controls the microgrid elements, such
as PVs, energy storages, back-up generations, wind, gas turbines, CHP, fuel cells,
and demand management. The software automatically optimizes the grid during
grid-connected or islanded grid operations. The economic cost calculation is the
main value proposition in Etap Grid, as the software aims to lower the total
cost of ownership by reducing the average cost of electricity from the national
electricity price.

Argonne National Laboratory (ANL) offers a range of resilient-based tools,
techniques, and engineering methods to optimize the interdependencies of energy
and global security needs [2]. These include the power infrastructure mod-
elling tool that inspects the impact of power outages in the large grid, and
power system restoration optimization tool combined with AC power flow-
based cascading failure/outage. The tool models the tendency of islanding
operations, either synthetic based or natural threats. Example of applications
include: identification of system vulnerabilities and implementation of preven-
tative measures; critical power infrastructure, resiliency analysis; and system
dependency/interdependency analysis with non-power infrastructure systems.
The integrated system restoration optimization module supports restoration
planning and operational decision-making in the transmission and distribution
systems. The cascading failure module considers system monitoring, protection,
control and further simulates the most important cascading techniques. The
module further provides cascading risk analysis and generates credible cascad-
ing scenarios for restoration purposes.

2.1 Summary of Smart Grid Modelling Tool Functionalities

Table 1 summarizes important features of the mentioned modelling tools. Even
though numbers of tools exist to model grids, they lack important features to
enable an interactive resilience analysis, such as user interfaces and resilience
calculations modules. Moreover, most of the tools do not provide user interfaces.
This can hamper the interactive tool navigation and analysis as required by
users. More importantly, having user interface enables interactions with users
from various backgrounds. At the moment, only the DNV GL tool accounts for
critical loads. Loads are important especially in times of blackouts urban-level
loads can be more critical than others. Therefore, prioritization of critical loads
are particularly relevant for a resilience analysis tool.

In contrast, the OGM tool introduced below, particularly focus on address-
ing the interaction needs and the aforementioned shortcomings. Through the
implemented mathematical optimization module, the important features such
as the simulation of outage, islanding operation, cost and resilience analysis are
performed. The users are able to manipulate/control the tool and changes in
the resilience coefficient are demonstrated that reflect grid structural changes
implemented by users whenever a new case/scenario is applied (i.e., adding or
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remove a local generator). The methodology, policy and the development gov-
erning the OGM is available in the documentations [10,11]. The tool enables the
decision makers to manipulate/control the grid component changes and varieties
of resilience coefficient metric and cost analysis are illustrated through the alter-
ations within the grid components. The tool provides decision makers the best
option in terms of grid planning, and also the information on how the introduc-
tion of a city component increases grid resilience and also account for possible
monetary savings. In line with International Electrotechnical Commision [9],
the OGM tool supports simulation of electricity continuity planning and also
ensuring the cost concerned through the interventions for benefits of business
planning.

Table 1. Summary of modelling tools in comparison with the OGM tool. Adapted
from [13].

Tool DNV GL MIT Masdar

Institute

Siemen

PTI

Etap

Grid

ANL OGM tool

Functionality Mathematical

optimization

� � � � � �

User interface ready � � �
Grid topology ready � �
Prototype based �
Demand forecasts � � �
Generation and

storage modelling

� � � � � � �

Account for critical

loads

� � �

Support of threat

ranking

� �

Islanding operation � � � �
Scenario/case studies � � � � �
Outage/contingency

simulations

� � � � �

Cost analysis � � � � �
Emission analysis � �
Resilience analysis � �
Reliability analysis � � � � �
Power flow analysis � � � �

3 The OGM Tool

The OGM tool development was based on the agile process, where the processes
of specification, design, implementation and evaluation strategies are concurrent,
and as an iterative approach. The tool is developed in a series of increments where
the user will evaluate each increment and make proposals for later improvements.

The OGM tool incorporates a GUI (see Table 1). To facilitate continuous
interactions in a user-friendly and easily controllable manner, the user is also
able to simulate several use-case scenario in order to observe the output changes
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directly where the components can be introduced/removed/moved within the
grid (i.e. the addition/removal of particular consumption profiles, critical loads,
generators, storages, renewables, outage simulation and islanding analysis). The
tool allows concurrency in updating new trends of input information provided by
the user using the existing model. The OGM tool is aimed for decision makers
(Municipal authority planner, DNO, Developers, Critical Infrastructure Oper-
ator, Business and Citizen Representative) with various technical/conceptual
background that aims to be easily-interpretable, without incorporating complex
power-flow model and analysis. The expertise of the decision makers is essential
to account for sound strategic grid planning.

An example of a network topology tree (or the system architecture) is shown
in Fig. 1, where the architecture included a number of city grid components. The
distribution of grid components as in Fig. 1 is presented in Table 2.

Fig. 1. The baseline system architecture of the OGM tool.

The tool simulates outage consequences using the input of known outage sce-
nario through the known critical loads and specifics of generation profiles. Then,
computations modules in the OGM will process the outage scenario. Output
results will demonstrate the monetary savings and resilience indicator through
the component changes. Through the output results, the decision makers will
select most suitable alternative for grid outage mitigations and repeat the sim-
ulation if needed.

The threat analysis and ranking is another distinctive feature of the OGM
tool, where the tool provides the analysis of non-adversarial threats (e.g., [18,
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Table 2. Number of distributed generators, energy storages, types of consumer profiles
and their populations included.

Node no. Number of generators Number of energy storage Profiles included Populations

Non-renewable Renewable

1 2 0 0 Households 2500

2 3 0 1 Offices 2

3 3 0 1 Hospitals 2

4 2 0 0 Supermarkets 3

5 2 0 0 Warehouses 8

6 0 0 0 - -

7 0 0 0 - -

8 0 0 0 - -

9 1 0 0 - -

10 0 0 0 - -

11 1 2 0 - -

12 0 1 0 - -

13 0 0 0 - -

14 0 0 0 - -

19]) as well as threats related to intentional disruptive actions (e.g., [14,20]).
This enables decision makers to enter threat characteristics to calculate relative
value of threat event frequencies. Subsequently, they can apply the output threat
analysis to envision which grid component approaches should be prioritised.

This tool assumes the ‘power sharing mechanism’ through the hardware solu-
tion to island a microgrid (de-attach and re-attach it to the main grid) can be
located at the point of coupling nodes (transformers). Thus, each node with a
critical load might strive to be self-sustaining: balance the (critical) supply and
demand. A node can be either connected or disconnected completely from the
main grid. Currently, only one connection to the main grid for each single nodes
in the tool is considered and hence forth a meshed network is not considered.
The tool particularly focuses on threats that lead to outages: (1) those resulting
in the disconnection of a node from the main grid; and (2) outage of a component
(e.g., a DER as an electricity generation component).

The tool calculates two indicators – resilience coefficients and monetary costs
(with or without savings) – to inform users how the grid would operate during an
outage event. Resilience is the ability of a power system to remain or withstand
a failure, and to restore quickly to the normal operating state [5]. In order to
justify the grid resilience, a resilience performance metric is used. The resilience
coefficient in this paper is computed based on the extents in which the amount of
energy demand within consumers are met when there is an outage in the grid [5].
A grid is robust and resilient when the computed resilient coefficient is high, or is
maintained throughout the outage period. The resilient coefficient is determined
as the mean fraction of the demand served for the outage node divided by the
overall demand to be served. Similar to [13], the resilience coefficient in this case
is therefore the fraction of demand served for ith consumer (Pi,t) divided by the
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total demand D (PI,t) in the contingency state at time t:

αR(t) =
Pi,t

PI,t
. (1)

The monetary cost C in this paper is calculated as the difference between the
business-as-usual traditional grid operation cost (without capability of islanding,
and also without implementation of DGs, energy system storages and renewables
(CBAU )) and the optimized grid operation cost (when DERs are activated). The
negative monetary cost value computed indicates that the monetary saving is
not achieved - the particular improvement incurs additional costs.

C(t) = CBAU − Coptimized. (2)

Figure 2 shows the example of resilience coefficient and monetary costs cal-
culated for the grid as described in Fig. 1. The top panel presents the plot of
monetary savings in comparison to the business-as-usual and the optimized grid
planning. The bottom panel illustrates the distribution of resilience coefficient
metric. Negative monetary savings indicate additional costs, whereas positive
savings indicate the cost saving of the improvement in the grid operation. The
resilience coefficient would be between 0–1 (the resilience coefficient is computed
as zero at a particular time interval when no outage occurs) because of the frac-
tion of demand served over the overall demand during an outage event.

The GUI implementation of the OGM is developed using IntelliJ IDEA, the
Java IDE software. The dual-simplex is used for the numerical grid optimization
of the Linear Programming problem. The lp solve 5.5.2.3 [15] is applied as the
library file for Java that is called to perform the optimization algorithm for the
OGM tool.

3.1 Methodology

The stakeholder workshop was conducted to validate the applicability and the
scalability of the OGM tool, using the expertise of the stakeholders with years of
experience in real-life domains. In the beginning of the workshop, mini-lectures
on the logic and assumptions behind the development of the OGM tool, as well
as the smart grid technologies were delivered to introduce stakeholders to major
ideas of smart grids, as well as the current issues and challenges. The OGM tool
was demonstrated to stakeholders to clarify the idea how modelling tools can be
used to improve the resilience of the overall grid.

The configuration as defined in Fig. 1 was simulated which further enabled fel-
low stakeholders to modify the grid components with the intention of improving
the resilience of the grid. During the workshop session, exercise handouts were
given to three stakeholders who represented different stakeholder roles (City
planner, Distribution Network Operator, Citizen & Business representatives).
The stakeholders need to collaborative decide how to introduce new components
or modifying the existing components to improve resilience of the grid. The sys-
tem architecture in Fig. 1 and Table 2 was used as the baseline configuration,
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Fig. 2. Resilience coefficient and monetary costs calculated for the grid: top panel –
plot of monetary savings in relation to the business-as-usual and the optimized solution;
bottom panel – the distribution of resilience coefficient. Outage starts at 1200 with
durations of eight hours.

where the amount of renewable sources are low. In addition to the description
of the grid architecture, stakeholders were briefed on the changes that the grid
context might undertake. It was suggested that the populations within the city
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are increased, and towards the decarbonization plan. Specifically, amount of city
components would be as follows: Households = 4500; Offices = 3; Hospitals = 3;
Supermarkets = 5; Warehouses = 12.

After providing the information, stakeholders were asked to discuss what grid
updates might be introduced to ensure that a city can withstand a blackout with
less negative impact as possible. The aim of this exercise is to investigate how
the manipulation of the OGM tool can guide the fellow stakeholders to improve
the resilience of a complex urban grid, in the context of collaborative decision
making in the situation of uncertainty.

Two different outage scenarios (4 and 8 h) were chosen to examine the impact
of grid component changes on the resilience of the city in sustaining both the
shorter or longer outages. In addition, the outage in every single node is also
examined in order to examine the outage effects on the changes of the supply
and across individual consumer and the overall demand, as well as the changes
in the monetary savings and resilient coefficient in the grid level city as shown
in Table 3. The ‘economic-islanding’ capability during the normal grid operation
is enabled that employs DERs to provide demand management capability at
times of high electricity price, rather than drawing the electricity from the main
grid [11]. Questionnaires were disseminated to fellow stakeholders at the end of
the workshop.

Table 3. Type of grid operations and the indicators applied.

Grid operation Indicators

Resilient coefficient Monetary cost

Normal (Economic islanding enabled) �
Outage Duration (hrs) Type

4 single � �
8 single � �
4 complete � �
8 complete � �

4 Validating the Tool

4.1 Results

In order to access the effectiveness of the collaborative decisions as made by
fellow stakeholders, normal and failure of grid operations are simulated for each
node, and also the complete grid outage. Outages occur due to the grid failures
(e.g. a line-disconnection between the microgrid and main grid level, and also
the line disconnection within the microgrid nodes). When there is a failure event,
the islanding capability is triggered to ensure uninterrupted operation during a
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utility system outage through the N -1 compliance [11]. Decisions placed and the
performance of the implemented decisions by stakeholders are compared with
the baseline case in terms of resilience coefficients and monetary savings. The
decisions were evaluated using the OGM tool and the timeline for the simulation
is allowed for 24 h. The grid with various operating conditions were simulated
for the baseline case and two solutions as placed by stakeholders in considering
decarbonization strategy.

After some discussions, stakeholders proposed the first solution based on the
modification of grid components in the baseline case (Fig. 1), as shown in Fig. 3.
The updates were:

1. Remove a generator from Node 2;
2. Remove a generator from Node 3;
3. Add a PV generator in Node 2;
4. Add a wind generator in Node 2;
5. Add an energy storage system in Node 1.

The second solution as proposed by stakeholders, using the baseline
case (Fig. 1) were presented in Fig. 4, which were:

1. Remove an energy storage system in Node 3;
2. Add a generator in Node 3.

Fig. 3. The first solution of system architecture as proposed by stakeholders.
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Fig. 4. The second solution of system architecture as proposed by stakeholders.

Case 1 – Normal Operation. In this case, assuming no failure occurred,
the normal mode of operation was applied. The monetary cost and resilience
coefficient achieved for baseline, first and second solutions as proposed by stake-
holders were shown in Table 4. Based on Table 4, the first solution proposed by
stakeholders achieved higher amount of monetary savings than the first solution,
and also higher than the Baseline case. Higher amount of cost savings achieved
during the ‘economic-islanding’ normal mode of grid operations. The resilience
coefficients were all zeros as the grid resilience was not considered during the
normal operation mode (without any outage events). The simulation, however
excluded the addition of start-up investment, installation and maintenance costs
of individual DERs.

Case 2 – Four Hours of Outage Duration. In Case 2, the outages in
microgrid or the entire grid was assumed occur at 0900 for the duration of four
hours. The capability of ‘economic-islanding’ was disabled in the case of outage
events. Table 5 showed the result of the simulation using the baseline, followed
by the first and the second solution. Negative sign indicated that additional
costs were introduced (no monetary savings are achieved). Overall the baseline
scenario promoted highest amount of cost savings than the decisions as imposed
by stakeholders. This was due to the introduction of renewables that required
higher amount of costs for generations compared with conventional generators.
However, cost savings were reduced in the first solution, where energy storages
were employed. As energy storages generated zero cost during the discharging
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state, this created significant amount of cost savings. As all fractions of demands
were successfully met during the outage events, therefore the computed resilience
coefficients were identical.

Case 3 – Eight Hours of Outage Duration. In this case, similar to Case
2, the outages within the microgrid or the entire grid was assumed occur at
0900 however with prolonged outage duration of eight hours. The ‘economic-
islanding’ capability was also not permitted. Each outage node disconnections
was evaluated. Table 6 showed the result of the simulation using the baseline
scenario, the first and second solution as proposed by stakeholders. Similarly
as in the previous case, Negative sign indicated additional costs are introduced.
Overall the first solution proposed by stakeholders promoted the highest amount
of cost savings. The implementation of back-up generations results in higher
monetary costs than employing energy storages (where energy storages generated
zero cost during discharging state, and charge at low peak electricity price).

Similar to Case 2, as all fractions of demands were successfully met during
the outage events, therefore the computed resilience coefficients were identical,
but with varied coefficients due to prolonged projections of outage durations.

Table 4. Case 1 – cost savings and resilience coefficient in normal mode.

Baseline First solution Second solution

Cost savings (£) 885.72 1023.26 890.76

Resilience coefficient 0 0 0

Table 5. Case 2 – cost savings and resilience coefficient in outage mode.

Outage node Cost savings (£) Resilient coefficient

Baseline First Second Baseline First Second

Node 1 −299.75 −489.9 −489.9 0.111 0.111 0.111

Node 2 −556.84 −546.98 −546.98 0.430 0.430 0.430

Node 3 −291.56 −286.57 −486.07 0.240 0.240 0.240

Node 4 −410.3 −400.01 −400.01 0.144 0.144 0.144

Node 5 −428.09 −437.74 −437.74 0.074 0.074 0.074

Grid outage −296.76 −325.23 −400.23 1 1 1

Total savings £ −2283.3 −2486.43 −2760.93 – – –
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Table 6. Case 3 – cost savings and resilience coefficient in outage mode.

Outage node Cost savings (£) Resilient coefficient

Baseline First Second Baseline First Second

Node 1 −670.87 −659 −659 0.111 0.111 0.111

Node 2 −1571.89 −955.64 −955.64 0.430 0.430 0.430

Node 3 −867.42 −622.1 −622.1 0.240 0.240 0.240

Node 4 −710.95 −646.53 −646.53 0.144 0.144 0.144

Node 5 −690.21 −689.65 −689.65 0.074 0.074 0.074

Grid outage 1817.43 1850.51 2118.89 1 1 1

Total savings £ −5411.34 −4307.06 −4637.06 – – –

5 Discussion

Overall, the stakeholder workshop was successfully conducted and two differ-
ent scenarios of grid configuration changes were proposed by stakeholders, in
comparison with the baseline case. The stakeholder workshop indicated that
the proposed tool can support extensive collaboration between stakeholders who
actively engage in discussions with each others for increasing the robustness
of the electricity network. During the workshop, stakeholders suggested several
ideas for improving the OGM tool, such as to account for the capital costs of
investments, integrate flexibility to allow for city configurations, improve the
user-friendly interface, store output parameters for comparisons based on differ-
ent component alterations, and also to breakdown cost savings to reflect where
changes affect the whole grid system.

The questionnaire feedback was delegated to fellow stakeholders at the end
of the workshop. The questionnaire feedback was shown in Table 7. The out-
comes of the workshop showed that the tasks related to grid component changes
in responding to decarbonization strategy could be effectively performed in an
understandable manner. Results can be compared and a better alternative based
on the comparisons could be selected.

One of the stakeholder with electricity market knowledge noted that no
expert knowledge was required to use the OGM tool. Additionally, another stake-
holder praised the calculations and the scope of the OGM tools in performing
the necessary tasks. The stakeholders positively noted the practicability of the
demand management capability in the OGM tool, assumptions on uninterrupt-
ible loads, the efficiency of OGM tool in running/re-running a simulation, the
ease of understanding the performance metric ‘resilience coefficient’ in measur-
ing the performance of different grid topologies/configurations, and being useful
as a collaborative-decision making system. One of the stakeholder recognized an
opportunity of the tool to assist with network congestion as a very important
aspect that is of value to utility companies. However, the immediate benefit
could be realized if the tool will be road tested with some utility companies so
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Table 7. Questionnaire results.

Question Rating scale (1 – Very negative, 7 –
Very positive)

1 2 3 4 5 6 7

Number of respondents

Q1. Knowledge on smart grids 0 0 1 1 0 1 0

Q2a. Practicability of demand management
capability

0 0 0 0 2 0 1

Q2b. Practicability of controlled generations 0 0 0 1 1 1 0

Q2c. Practicability of islanded operation
during outage

0 0 0 1 2 0 0

Q2d. Practicability of disconnected load
during outage

0 0 0 2 1 0 0

Q2e. Practicability of critical loads 0 0 0 0 1 1 1

Q2f. Practicability of uninterruptible loads 0 0 0 0 2 1 0

Q3a. Effectiveness of OGM tool in addressing
outage

0 0 0 2 1 0 0

Q3b. Effectiveness of the demand forecast 0 0 1 0 0 2 0

Q4a. Speed of OGM tool to run/re-run a
simulation

0 0 0 1 0 1 1

Q4b. Speed of OGM tool to
construct/re-construct grid components

0 0 1 1 0 1 0

Q4c. Speed of OGM tool to run/re-run
demand forecast

0 0 0 1 2 1 0

Q5a. Level of knowledge required in using the
tool

0 0 1 0 1 1 0

Q5b. Level of easiness in using the tool 0 0 0 1 1 1 0

Q6. Reason for rating as 5 or above in Q5 –No expert knowledge required to
use the tool
–Tool is for special market, so
industry knowledge is required

Q7. Understandable of resilient coefficient
metric

0 0 2 0 1 0 0

Q8. Practicability of resilient coefficient
metric

0 0 2 1 0 0 0

Q9. Practicability of evaluating electricity
network

0 0 0 1 1 1 0

Q10. Fast in providing simulation analysis 0 0 0 0 1 2 0

Q11a. Usefulness of the tool in addressing
outage in urban electricity network

0 0 0 0 1 2 0

Q11b. Usefulness of the tool as a
collaborative decision support system

0 0 0 0 0 3 0

Q11c. Usefulness of the tool in establishing
collaborative frameworks among stakeholders

0 0 0 0 1 2 0
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that it could be proven and validated. This would help define the next steps of
activity and help make the tool appealing to a range of potential market sectors.

However, one of the stakeholder (business and citizen representa-
tive) argued that specialised industry knowledge was required in order
to fully understandable in using the OGM tool. This was because
business and citizen representative might have low level electricity and
smart grid background knowledge. Still, the time needed to construct/
re-construct the grid components was found inefficient. Also, the last stakeholder
explicitly voted that high level of knowledge was required in using the tool. One
of the stakeholder mentioned that even though the OGM tool was almost imme-
diately applicable, there should be a need to recognition that cross connections
would also exist in addition to the vertical hierarchy (single line electricity con-
nection). As a tool to explore islanding, the tool would need to additionally
consider the transition from grid to microgrid and back again. Additionally,
at some instance stakeholders noted the unrealistic practicability of using the
metric ‘resilient-coefficient’ in tool simulations.

6 Conclusion

This paper presents an approach of using a strategic urban grid planning tool to
improve the resilience of smart urban electricity networks. The approach allows
decision makers to envision and manipulate grid component changes and fur-
ther examine the resilience coefficient metric and the potential monetary savings
across the grid. New analysis results are demonstrated whenever a grid compo-
nent modification is applied. The approach is supported by the OGM tool. The
tool simulates and provides a feedback towards decision makers of the grid ele-
ments that they wish to improve.

The tool was validated during a stakeholder workshop. Different cases and
solutions were proposed by stakeholders were calculated to show the trade-off in
between the resilient coefficient and monetary savings. The OGM tool was found
useful to point out those complex aspects as proposed that should be considered
to minimize such trade-offs.

In summary, the idea and logic of using the tool for grid planning are well-
received. The survey feedback gathered would not only further supports and
complements the analysis, but also to improve the efficiency and practicability
the OGM tool.

As the agility concept is strongly supported by the OGM tool development,
the continuous improvement strategy based on feedbacks obtained are imple-
mented into the tool in responding to the requirements from fellow decision
makers. The practicality and efficiency of the tool are continuously enhanced to
improve the overall experience in using the tool to support the grid planning
through the information provided by decision makers. Future major improve-
ments would be related to moving towards the meshed grid topology, as the
current tree representation of the grid architecture implemented in the OGM
tool is one of the limitations pointed out by stakeholders.



166 E. T. Lau et al.

Acknowledgement. This work was partially supported by the Joint Program Ini-
tiative (JPI) Urban Europe via the project IRENE (Improving the Robustness of
Urban Electricity Network). Grant Reference: ES/M008509/1. Further information
about project IRENE is available in the weblink: http://ireneproject.eu.

References

1. Amado, M., Poggi, F.: Solar urban planning: a parametric approach. Energy Pro-
cedia 48, 1539–1548 (2014)

2. Argonne National Laboratory (ANL): Resilient infrastructure capabilities (2016).
http://www.anl.gov/egs/group/resilient-infrastructure/resilient-infrastructure-
capabilities. Accessed 19 Jan 2017

3. Barjis, J.: Collaborative, participative and interactive enterprise modeling. In: Fil-
ipe, J., Cordeiro, J. (eds.) ICEIS 2009. LNBIP, vol. 24, pp. 651–662. Springer,
Heidelberg (2009). https://doi.org/10.1007/978-3-642-01347-8 54

4. Bennett, B.: Understanding, Assessing, and Responding to Terrorism: Protecting
Critical Infrastructure and Personnel. Wiley, Hoboken (2007)

5. Bollinger, L.A.: Fostering climate resilient electricity infrastructure (2015).
http://repository.tudelft.nl/islandora/object/uuid:d45aea59-a449-46ad-ace1-
3254529c05f4/datastream/OBJ/download. Accessed 06 Dec 2016

6. DNV GL: Microgrid optimizer - a holistic operational simulation tool to maximize
economic value or electrical power reliability (2016).. http://production.presstogo.
com/fileroot7/gallery/DNVGL/files/original/3a1dd794f6ff46b9a279175c15af0f11.
pdf. Accessed 05 Dec 2016

7. Dugan, R., McGranaghan, M.: Sim city. IEEE Power Mag. 9(5), 74–81 (2011)
8. ETAP Grid: Power technologies international (2015). http://etap.com/

Documents/Download%20PDF/ETAP-Grid-2015-LQ.pdf (2015). Accessed
19 Jan 2017

9. IEC: White paper - microgrids for disaster preparedness and recovery with elec-
tricity continuity and systems. Technical report, IEC WP Microgrids, Switzerland
(2014)

10. IRENE: D2.2 - Root causes identification and societal impact analysis. Technical
report (2016)

11. IRENE: D3.1 - System architecture design, supply demand model and simulation.
Technical report (2016)

12. Jung, O., et al.: Towards a collaborative framework to improve urban grid
resilience. In: Proceedings of 2016 IEEE International Energy Conference
(ENERGYCON), 4–8 April, pp. 1–6. IEEE (2016). https://doi.org/10.1109/
ENERGYCON.2016.7513887

13. Lau, E.T., Chai, K.K., Chen, Y., Vasenev, A.: Towards improving resilience of
smart urban electricity networks by interactively assessing potential microgrids.
In: Proceedings of the 6th International Conference on Smart Cities and Green
ICT Systems (SmartGreens 2017), Porto, Portugal, 22–24 April 2017, pp. 1–8
(2017). https://doi.org/10.5220/0006377803520359

14. Le, A., Chen, Y., Chai, K.K., Vasenev, A., Montoya, L.: Assessing loss event fre-
quencies of smart grid cyber threats: encoding flexibility into FAIR using bayesian
network approach. In: Hu, J., Leung, V.C.M., Yang, K., Zhang, Y., Gao, J., Yang,
S. (eds.) Smart Grid Inspired Future Technologies. LNICST, vol. 175, pp. 43–51.
Springer, Cham (2017). https://doi.org/10.1007/978-3-319-47729-9 5

http://ireneproject.eu
http://www.anl.gov/egs/group/resilient-infrastructure/resilient-infrastructure-capabilities
http://www.anl.gov/egs/group/resilient-infrastructure/resilient-infrastructure-capabilities
https://doi.org/10.1007/978-3-642-01347-8_54
http://repository.tudelft.nl/islandora/object/uuid:d45aea59-a449-46ad-ace1-3254529c05f4/datastream/OBJ/download
http://repository.tudelft.nl/islandora/object/uuid:d45aea59-a449-46ad-ace1-3254529c05f4/datastream/OBJ/download
http://production.presstogo.com/fileroot7/gallery/DNVGL/files/original/3a1dd794f6ff46b9a279175c15af0f11.pdf
http://production.presstogo.com/fileroot7/gallery/DNVGL/files/original/3a1dd794f6ff46b9a279175c15af0f11.pdf
http://production.presstogo.com/fileroot7/gallery/DNVGL/files/original/3a1dd794f6ff46b9a279175c15af0f11.pdf
http://etap.com/Documents/Download%20PDF/ETAP-Grid-2015-LQ.pdf
http://etap.com/Documents/Download%20PDF/ETAP-Grid-2015-LQ.pdf
https://doi.org/10.1109/ENERGYCON.2016.7513887
https://doi.org/10.1109/ENERGYCON.2016.7513887
https://doi.org/10.5220/0006377803520359
https://doi.org/10.1007/978-3-319-47729-9_5


A Strategic Urban Grid Planning Tool 167

15. lp solve: Introduction to lp solve 5.5.2.5 (2015). http://lpsolve.sourceforge.net/5.
5/. Accessed 19 Oct 2016

16. Siemens PTI: Power technologies international (2016). http://w3.siemens.com/
smartgrid/global/en/products-systems-solutions/software-solutions/planning-
data-management-software/PTI/Pages/Power-Technologies-International-(PTI).
aspx. Accessed 19 Jan 2017

17. Stauffer, N.: The microgrid - a small-scale flexible, reliable source of energy (2012).
http://energy.mit.edu/news/the-microgrid/. Accessed 19 Jan 2017

18. Vasenev, A., Montoya Morales, A.L.: Analysing non-malicious threats to urban
smart grids by interrelating threats and threat taxonomies. In: Proceedings of 2016
IEEE International Smart Cities Conference (ISC2), Trento, Italy, 12–15 Septem-
ber 2016, pp. 1–4. IEEE (2016)

19. Vasenev, A., Montoya Morales, A.L., Ceccarelli, A.: A Hazus-based method for
assessing robustness of electricity supply to critical smart grid consumers during
flood events. In: Proceedings of the 11th International Conference on Availability,
Reliability and Security, ARES 2016, Salzburg, Austria, 31 August–02 September
2016, pp. 223–228. IEEE (2016)

20. Vasenev, A., Montoya, L., Ceccarelli, A., Le, A., Ionita, D.: Threat navigator:
grouping and ranking malicious external threats to current and future urban smart
grids. In: Hu, J., Leung, V.C.M., Yang, K., Zhang, Y., Gao, J., Yang, S. (eds.)
Smart Grid Inspired Future Technologies. LNICST, vol. 175, pp. 184–192. Springer,
Cham (2017). https://doi.org/10.1007/978-3-319-47729-9 19

21. Zubelzu, S., Alvarez, R., Hernandez, A.: Methodology to calculate the carbon
footprint of household land use in the urban planning stage. Land Use Policy 48,
223–235 (2015)

http://lpsolve.sourceforge.net/5.5/
http://lpsolve.sourceforge.net/5.5/
http://w3.siemens.com/smartgrid/global/en/products-systems-solutions/software-solutions/planning-data-management-software/PTI/Pages/Power-Technologies-International-(PTI).aspx
http://w3.siemens.com/smartgrid/global/en/products-systems-solutions/software-solutions/planning-data-management-software/PTI/Pages/Power-Technologies-International-(PTI).aspx
http://w3.siemens.com/smartgrid/global/en/products-systems-solutions/software-solutions/planning-data-management-software/PTI/Pages/Power-Technologies-International-(PTI).aspx
http://w3.siemens.com/smartgrid/global/en/products-systems-solutions/software-solutions/planning-data-management-software/PTI/Pages/Power-Technologies-International-(PTI).aspx
http://energy.mit.edu/news/the-microgrid/
https://doi.org/10.1007/978-3-319-47729-9_19


Intelligent Vehicle Technologies



Scenario Interpretation for Automated
Driving at Intersections

David Perdomo Lopez1(B), Rene Waldmann1, Christian Joerdens1,
and Raul Rojas2

1 Automated Driving, Volkswagen Group Research, Wolfsburg, Germany
{david.perdomo.lopez,rene.waldmann,christian.joerdens}@volkswagen.de
2 Department of Mathematics and Computer Science, Freie Universität Berlin,

Berlin, Germany
rojas@inf.fu-berlin.de

Abstract. Driving at urban intersections is a very tough issue due to
the complexity of the scenario. The driver is required to understand
the traffic rules, predict the motion of other vehicles and, accordingly,
make the proper decision. In this sense, automated driving systems in
such environments become an important objective from a research point
of view. Particularly, understanding the surrounding of the ego vehicle
represents a challenging task. In this paper we propose an approach that
simplifies the interpretation of the scenario. This concept aims to break
down the whole maneuver in a set of primary situations. Accordingly, this
facilitates the decision making at intersection and the following planning
along the desired driving corridor.

Keywords: Automated driving · Scenario interpretation
Selfs driving systems

1 Introduction

In the last decades the development of driver assistance and automated driving
systems has become a very emerging field of research in the last years. The
authors in [1] review the most promising approaches and techniques used in
these kind of systems.

The concept of scenario interpretation is quite widespread in the autonomous
driving research community. Nevertheless, it is possible to find some differences
in the literature. Geyer et al. propose in [2] a definition for some relevant terms
in the automated driving context (situation, scene, scenario, etc.). As can be
seen in Fig. 1, they define the scenery as the combination of all possible single
static elements (e.g. road network, number of lanes, crosswalks, position of traffic
lights, speed limits, etc.). The scene consist of the scenery and the information
of all dynamic objects. The situation contains the scene and optional ego vehicle
information. The situation describes the current state, which could persist several

c© Springer Nature Switzerland AG 2019
B. Donnellan et al. (Eds.): SMARTGREENS 2017/VEHITS 2017, CCIS 921, pp. 171–189, 2019.
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Fig. 1. Definition of the term scenario according to [2].

seconds until some conditions or criteria are filled. However, different states over
time are described by the scenario, so that it contains at least one situation.

Another definition for terms like driver-situation, traffic situation, scenario,
etc. is proposed in [3]. A driving situation is described with static and dynamic
parameters. Some static parameters are the road network, traffic rules, priority,
etc. On the other hand, dynamic parameters are for example objects, traffic
lights phases, etc. Moreover, some other diverse parameter are used to describe
the scenario (weather, road conditions, etc.).

Furthermore, a coherent review and comparison of these terms are presented
in [4]. Nevertheless, Ulbrich et al. also propose their own definitions.

Due to the complexity of scenarios at urban intersections, it becomes obvious
that a proper scenario interpretation is required. In recent years several methods
have been proposed to tackle this problem. Vacek et al. [5] present an approach
for a case- and rule-based situation interpretation using description logic. The
raw data from the sensors is stored and transformed into a higher level represen-
tation. The different expected behavior of other vehicles generates the linkage of
other cases over time with corresponding probabilities for every different situa-
tion. Since the number of different options becomes very large at intersections,
the computational cost for the description logic reasoning constitutes the main
drawback of this approach. Logic description is also used by Hüelsen et al. [6]
to describe an ontology that represents the road networks, objects, their rela-
tions and the corresponding traffic rules. The goal is to reason relations, objects,
traffic rules (e.g. hasRightOfWay or hasToYield) using inference services. Even
keeping only necessary information for reasoning, the main drawback of this app-
roach are the high computational costs. Therefore, this approach is insufficient
for real-time computation.

Geyer et al. [7] present a method based on the cooperation between the
driver and the system with the Conduct-By-Wire (CBW) concept. Depending
on the current driving situation, and the required information, the so-called gates
are identified. A driving situation is described with three types of parameters:
Static (road network, traffic rules, priority, etc), dynamic (objects, traffic lights
phases, etc.) and diverse (weather, road conditions, etc.). The system analyzes
the required information at the gates. Consequently, different automation lev-
els are set to make the cooperation between the system and the driver easier.
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To determine which information is needed, an occupancy map and entry direc-
tions at the intersection are set. The CBW approach was also used by Schreiber
and Negele [8] to develop of a maneuver catalog from the driver point of view. The
focus is to analyze what the driver is expected to do. This information is com-
bined with a set of maneuvers that should cover every possible traffic and driving
maneuver. The authors in [9] present two methods for priority conflict resolution
(priority charts and priority levels) using a vehicle-to-vehicle (V2V) communi-
cation system as a requirement. The first method uses vectors to describe the
turning possibilities of all vehicles and their corresponding priority signs. Then,
an auxiliary table containing all possible vectors associated with Boolean values
is used to indicate if the ego vehicle has to move or stop. This table contains
111 different cases without considering the traffic signs combinations (3 for one
vehicle, 27 for two vehicles, and 81 for three vehicles). On the other hand, the
second proposed method aims to determine whether the ego vehicle can con-
tinue or must wait by interpreting the different priority levels (using an auxil-
iary truth table to detect potential conflicts with other vehicles). The authors
propose a flowchart to handle the right of way problem. These two proposed
methods depend on a specific topology (in this case a two road intersection).
Moreover, V2V communication is required. Although the focus of [10] is not
to turn automatically at urban intersections, the authors propose a maneuver-
based planning for automated vehicles. Based on the desired maneuver (or set
of maneuvers over the time) the proposed system plans the proper lane change
by approaching the intersection. The approach was tested in a multi-lane road
network without other road users.

In this paper, the introduction describes the general concept of scenario
interpretation for automated driving and gives an overview of related work at
intersections. Then, the problem is described in Sect. 2. Hereafter, the objective
of Sect. 3 is to explain the proposed approach in detail. And finally we conclude
the paper in Sect. 4.

2 Problem Description

The main problem is focused on understanding the perceived information around
the ego vehicle. This interpretation should enable to plan the proper vehicle
motion at urban intersections. In other words the surrounding of the ego vehicle
has to be described, and then, the scenario interpretation gives a proper meaning
to this description.

In fact, the scenario interpretation at intersection involves, inter alia, the
following tasks:

– Filtering relevant information
– Using the information of the road network with corresponding logical corre-

spondences
– Predicting the intention of other vehicles
– Handling occlusions
– Achieving risk assessment



174 D. P. Lopez et al.

– Considering logical traffic rules
– Handling the right of way
– Handling localization uncertainty
– Etc.

For example, in the first example of Fig. 2(A) the ego vehicle (in blue) is
turning to the left and another vehicle (in red) is approaching the intersection.
It becomes obvious that it is crucial to know on which lane the other car is
driving to determine a possible collision with the ego vehicle: if the red car is
driving on its most left lane, it is just allowed to turn to the left, so that a
collision with the ego vehicle is not expected. Alternatively, if the other car is
not driving on its most left lane, its path has a conflict with the ego’s driving
corridor. Thus, if the position of other vehicles (or ego vehicle) is not accurate
enough (e.g. due to location uncertainty), the scenario interpretation module
has to manage the uncertainty of the information in order to understand how
critical the situation is.

Fig. 2. Three examples of scenarios at intersections based on [15]. (A) Intention
prediction of an oncoming vehicle with inaccurate position: the ego vehicle (in
blue) is turning to the left (blue path) while an oncoming vehicle (in red) is approaching
the intersection. The uncertainty of its measured position is represented by a yellow
blob surrounding the vehicle. If it is driving forward (red path), both paths intersect.
Otherwise (black dotted path), there is no collision between both driving corridors.
(B) Intention prediction of an oncoming vehicle with accurate position: the
ego vehicle is turning left and the other vehicle (which is already in the intersection
and its position is accurate enough) could drive forward or turn left. (C) Handling
occlusion while approaching an intersection: the ego vehicle aims to turn to
the right. Due to an obstacle (e.g. another vehicle), the occlusion hiders to detect a
crossing pedestrian at the right side of a zebra crossing. The green and red colored
regions indicate the perceptible and non perceptible areas, respectively. (Color figure
online)

A proper intention prediction is crucial (depending on the road network and
its turning possibilities) even considering a perfect accuracy of the position of
both vehicles. As shown in Fig. 2(B), the ego vehicle is turning left and the other
car could perform two maneuvers: driving forward or turning left. In this case,
the accuracy of the state of the other car (e.g. yaw, velocity, etc.) is relevant to
achieve a proper intention prediction.
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Furthermore, handling occlusions is an important task of the scenario inter-
pretation module. It is not only crucial to understand the provided information,
but also to take into account which information is missing. For example, in
Fig. 2(C) the ego vehicle (blue) is approaching the intersection and an obstacle
(a parked car colored in white) hinders to detect a possible pedestrian. For this
given scenario, the first pedestrian (behind the obstacle) is not detected due to
the occlusion, but a proper scenario interpretation should be able to interpret
the occlusion as a critical missing information. Consequently, it is not clear if
more pedestrians are approaching the crosswalk.

The complexity of understanding the preprocessed data depends on its qual-
ity. Namely, the more inaccurate the perception is, the more difficult is the
interpretation of the provided data. But even if the perception provides accu-
rate information about the surrounding of the ego vehicle, the problem is not
simple. The large number of possible collisions with other road users at urban
intersections makes the problem a very complex challenge. For this reason, the
proposed concept aims to enable the decision making for automated driving at
urban intersections in a simple manner. In this sense, the key of the problem is
to define which information is important to describe the scenario, or preferably,
how to classify all the possible situations depending on the available information.
For this reason, we first try to make a conceptual description of the scenario.
This elementary analysis is made very easily by answering three questions as a
starting point for addressing the problem:

– Which maneuver is the ego vehicle making?
– How is the traffic flow controlled?
– How is the topology of the intersection?

Since the proposed approach is developed for automated driving systems,
we can take for granted that the route of the ego vehicle is well known, and
consequently, the driving corridor and its maneuver too.

However, this is not the only issue. Understanding the current regulation
when approaching an intersection is a very important information to take into
account. But unfortunately there is no standard regulation that controls the
traffic flow at intersections in a unique manner for all the possible scenarios all
over the world. Therefore, the presented work is this paper considers the regula-
tion described in the Vienna Convention on Road Signs and Signals [11] and the
german regulation [12] in particular. But in order to simplify the problem, we
assume that the traffic flow at intersections can be controlled in three different
ways: by the right of way rule, with traffic signs or traffic lights. In this context,
the presented approach does not consider other inputs such as special vehicles,
police officer indications, constructions, etc.

Another way to describe an intersection is to consider its topology. Other
authors [13] have analyzed in detail the most common topologies to determine
the relations between different topologies and traffic accidents. Considering the
large number or possible different topologies, we deduce that a scenario inter-
pretation based on specific topologies is not appropriate. Therefore, the pro-
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posed solution aims to achieve the maneuver independently on the intersection
topology.

These considerations facilitate a simple classification, in which analyzing the
possible conflicts with other road users is feasible. In other words, the ego vehicle
intention and the control of the traffic flow yield different scenarios and potential
conflicts with other vehicles or Vulnerable Road Users (VRUs). Figure 3 illus-
trates the different possible scenarios considering a simple intersection topology.
This classification is an improved version of the method proposed by Fasten-
meier [14]:

Fig. 3. Classification of possible scenarios at a simple intersection topology considering
the desired maneuver and how the traffic flow is controlled. Every row represents a
different maneuver of ego vehicle with its path (blue). Every column corresponds to a
different manner to control the traffic flow. All possible paths of other vehicles with a
potential collision with ego vehicle are colored depending on its priority. Other vehicles
(or VRU) with a red path have priority with respect to ego vehicle. Other vehicles
with yellow paths are required to give way to ego. The dotted arrows indicate paths of
vehicles without an intersection with ego’s path. See [15]. (Color figure online)

According to this classification, one can easily recognize the potential con-
flicts with other vehicles and its corresponding pass permission from an ego
perspective. In other words, the different pass permission states indicate how
the ego vehicle should handle the right of way:
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Denied: a common circular red traffic light has been detected. The ego vehicle
has to stop as long as the traffic light color is red.

Permitted: a common circular green light has been detected, so that the ego
vehicle is allowed to turn. However, the ego vehicle has to give way to oncom-
ing vehicles while turning left and VRU have priority in parallel conflicts.

Protected: a green arrow traffic light has been detected. According to [12], the
path of the ego vehicle to complete the turning maneuver has no conflicts
with other road users.

Permitted on Red: a static sign with a green arrow has been detected beside
a red traffic light. Even if the traffic light indicates red, the ego vehicle is
allowed to turn if there is no potential collision with other crossing/oncoming
vehicles.

Right before Left: a traffic sign indicates that the rule right before left has to
be applied or no traffic sign controls the traffic flow, and consequently, this
rule is applied by default.

With Precedence: a priority road sign has been detected, so that other crossing
vehicles are required to give way to the ego vehicle.

Without Precedence: a give-way or stop sign has been detected. The ego
vehicle has to give way to other crossing vehicles. In case of a stop sign, the
ego vehicle is required to stop even if there is no crossing vehicle.

3 Proposed Approach

The proposed approach aims to make the interpretation of the scenario (and
further planning) easier by breaking it down into primary situations (see [15]).
In order to give an overview of the concept, we first introduce the relevant sub-
modules in the main system flowchart. Then we describe in detail how we define
a scenario based on primary situations and finally we explain how the ego vehicle
is guided to complete the desired maneuver using this concept.

3.1 Overview

From a general point of view, the basic conceptual flowchart of a self driving
system can be simplified in four submodules: perception, scenario interpretation,
planning and control. This is illustrated in Fig. 4.

Fig. 4. Simplified conceptual flowchart of an automated driving system.

The perception module represents the low level processing of sensors and
a priori data (e.g. image processing, object recognition and tracking, localiza-
tion and mapping, etc.). The scenario interpretation, which is the focus of our
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approach, corresponds with the understanding of the processed data. Then, the
planning calculates the proper trajectory and delivers it to the control module,
which finally provides the adequate signals in terms of steering and acceleration.

The basic idea, which is based on [15], consist on achieving a scenario rep-
resentation using the relevant information from the perception module. This
interpretation should contain the essential information in order to make the
proper decisions to guide the ego vehicle along the desired driving corridor. In
this context, a scenario consists on mainly three important components: the
current pass permission, which indicates how the ego vehicle should pass the
intersection and under which conditions; the intention of the ego vehicle, and
accordingly its maneuver; and a set of primary situations linked along the driv-
ing corridor. Furthermore it is assumed that some basic information such as the
ego motion is well known.

The key issue is to use the classification show in Fig. 3 to define a set of
primary situations based on the possible conflicts of the ego vehicle with other
road users. For this reason we propose four different primary situations (and
combinations of them), so that the main advantage is that the whole maneuver
can be broken down into a set of expected primary situations (see Fig. 5):

A: there is a potential conflict with a perpendicular with VRU lane (e.g. a
crosswalk, zebra crossing or bike lane) in front of the ego vehicle.

B : the driving corridor of the ego vehicle intersect a left-cross lane (e.g. at
a T-form intersection without right-crossing lanes). B1 is not considered a
primary situation on its own, but a mirrored version of B, in which the cross
lane comes from the right side. In addition, B2 corresponds to a combination
of B and B1 (e.g. at a X-form intersection).

C : the ego vehicle has a conflict with a parallel crosswalk, zebra crossing or
bike lane. Perpendicular and parallel conflicts with VRUs by turning at
intersections have to be handled in a different manner compared to situation
A. For example, at an intersection controlled with traffic lights, when the
state is permitted, the ego vehicle has precedence with respect to the VRUs
crossing a perpendicular crosswalk. On the contrary, the ego vehicle has
no precedence with respect to VRUs crossing a parallel crosswalk (this is
explained graphically in Fig. 3).

D: the ego vehicle has a conflict with an oncoming vehicle.

Every situation should contain at least the following information (these terms
are described in detail hereinafter):

Observation Area. It consists on the geometric area (as a 2D polygon) that
has to be observed for every primary situation. It represents the area where
relevant objects are expected. Namely, if an object is detected inside this
area, it should be considered to predict a potential conflict with it.

Occupancy Probability. This is a discrete function indicating the probability
over time, that the primary situation is occupied. There are two types of
occupancies: real and virtual. These are calculated considering real detected
objects or virtual expected objects, respectively. The concept of virtual
objects is explained in detail in the following paragraphs.
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Fig. 5. Set of primary situations (A, B, B1, B2, C, C1, D).

Critical Area. This represents the area that is used for calculating the occu-
pancy over time. In other words, the occupancy represents the probability
that the critical area is occupied by other road users over time.

Distance to Situation. It corresponds to the distance along the desired driving
corridor between the front bumper of the ego vehicle and the start of the
primary situation.

Type. This indicates the type of primary situation (see Fig. 5).
Angle. It indicates the angle between the driving corridor of the ego vehicle and

the intersecting lane at the point where both intersect.

The process of extracting all this information from the perception module
and creating every primary situation corresponds to the first relevant step of
our approach. An overview of this process is described graphically in Fig. 6 as a
simplified flowchart.

In a nutshell, the outputs provided by the perception module are used to
extract the relevant information and generate the scenario, which represents the
input of the tactical decision making. This provides a target point as output
indicating a desired position and velocity along the driving corridor of the ego
vehicle. Namely, a target point represents where and how fast should the ego
vehicle drive to complete the maneuver at the intersection, and correspondingly,
is the result of the interpretation module. This is then used by the trajectory
planner to calculate the optimal velocity profile to reach this target point.

3.2 Generating the Scenario Based on Primary Situations

The result of estimating the pass permission (see (a) in Fig. 6) indicates which
pass permission is currently valid for the ego vehicle, i.e. under which conditions
the ego vehicle is allowed to pass the intersection (denied, permitted, protected,
etc.). Once this is estimated, which is not the focus of this paper, the first
relevant step of our concept is to extract the set of primary situations along the
ego driving corridor.

Extracting the primary situations consist on calculating the possible conflicts
between the ego vehicle and other road users. This can be automatically calcu-
lated based on the road network information (i.e. considering the intersection
points between the path of the ego vehicle and other intersecting paths). Then,
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Fig. 6. Simplified flowchart representing the most relevant steps of the interpretation
process.

every primary situation is linked representing the order in which consecutive
single primary situations are expected. In this sense, a scenario (S) denotes the
connections of primary situations (PSi):

S = {PS1, PS2, ..., PSM}, (1)

where M is the number of different situations. In other words, M represents the
total number of primary situations along the desired path. This is graphically
described in Fig. 7 using a simple example.

In the given example, the ego vehicle is turning to the right. Using the road
network information, it is very simple to calculate the conflicting point with the
path of other road users. In fact, the only necessary information is the geometry
of the paths and the type of intersecting lane (crossing vehicle lane or vulnerable
road user such as crosswalk, bike lanes, etc.). In short, the distance from the
bumper of the ego vehicle to the situation, the angle between the conflicting
path and the type of situation is extracted from the a-priori road network. This
information corresponds to (b) in Fig. 6.

Once the set of primary situations is extracted, the next step of the flowchart
is done for every situation (see the blue rectangle in Fig. 6). First, the critical
area is calculated based on static geometric information of the a priori road
network. This area is in fact divided into three sub-areas (S1, S2 and S3)) and
every form depends on the type of the intersecting lane.

For vehicles, the first critical sub-area is a polygon of P points S1 =
{−→s11, ...,−→s1P } that represents the overlapping area (i.e. where the lanes of ego
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Fig. 7. Simple example of the extraction of three primary situations (A, B, C1). The
path of the ego vehicle (colored in blue) intersect the other paths (colored in black).
The conflicting point is marked with a yellow circle. (Color figure online)

and the other vehicles overlap) along the intersecting lane with the length d1.
This is illustrated in Fig. 8 with a red rectangle. The second critical sub-area S2

indicates the area from the overlapping area to the start of the intersecting lane
(see the intersecting lane colored in blue in Fig. 8 with the length d2). The third
critical sub-area S3 is calculated with an empirical length d3 and indicates the
area before the other objects drive into the intersection.

Fig. 8. Critical sub-areas for vehicles. (Color figure online)

In case of an intersecting lane for pedestrians (i.e. crosswalk or zebra cross-
ing), the first critical sub-area polygon S1 = {−→s11, ...,−→s1P } represents the area
that the ego vehicle would drive over the pedestrian lane (see red polygon in
Fig. 9).

Since we take for granted that every pedestrian lane is straight, i.e. has
no curvature, the area can be described as a rectangle (P = 4). The second
and third critical sub-areas (S2 = {−→s21, ...,−→s2P } and S3 = {−→s31, ...,−→s3P }) are



182 D. P. Lopez et al.

Fig. 9. Critical sub-areas for pedestrians. The first point of the polygons are marked
at the upper-left corner of every sub-area.

calculated using the distance dcrit, which represents a constant extension of the
area set empirically:

−→s21 = −→co − dcrit · −→c + (0.5 · dw + dcrit) · −→c⊥
−→s22 =

−→
io − (0.5 · dew) · −→c + (0.5 · dw + dcrit) · −→c⊥

−→s23 = −→s22 − (dw + 2 · dcrit) · −→c⊥
−→s24 = −→s21 − (dw + 2 · dcrit) · −→c⊥

(2)

and

−→s31 =
−→
io + 0.5 · dew · −→c + (0.5 · dw + dcrit) · −→c⊥

−→s32 = −→co + (dl + dcrit) · −→c + (0.5 · dw + dcrit) · −→c⊥
−→s33 = −→s32 − (dw + 2 · dcrit) · −→c⊥
−→s34 = −→s31 − (dw + 2 · dcrit) · −→c⊥

(3)

where the variables dw and dl indicate the width and length of the pedestrian
lane, respectively. The distance dew corresponds to the width of the ego lane. In
other words, the first critical sub-area represents the overlapping area along the
ego lane, while the second and third one represent the pedestrian lane (extended
with the distance dcrit) at the left and right side of the ego vehicle, respectively.

On the other hand, another important concept of the primary situation is the
observation area, which consist of a polygon with Q points describing the area
where relevant objects could be (O = {−→o1 , ...,−→oQ}). This is calculated depending
on the type of the intersecting lane and the expected time that the ego vehicle
needs to reach the situation tarea.

In the case of a primary situation for vehicles, the area is calculated along the
path of other objects: between the end of the intersection lane and the calculated
distance dobs (see the green polygon in Fig. 10):
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dobs =

⎧
⎪⎨

⎪⎩

dmin if vobj · tarea < dmin

dmax if vobj · tarea > dmax

vobj · tarea else
(4)

where dmin and dmax are constrains set empirically that indicate the minimal
and maximal distance of the observation area, respectively. vobj represents the
maximal expected velocity of a possible object and tarea corresponds to the time
that the ego vehicle needs to reach the situation:

tarea =
−vego

√
v2ego + aego · d
aego

. (5)

To calculate the tarea, the distance from the front bumper of the ego vehicle
d to the situation, the current ego velocity vego and acceleration aego are used.
This results in a polygon of Q points describing the observation area (O =
{−→o1, ...,−→oQ}), where the width corresponds with the width of the lane in the
driving corridor of the other vehicles.

Fig. 10. Example of an observation area of a crossing vehicle primary situation.

On the contrary, the observation area for pedestrians is calculated based on
a basic form described in Fig. 11.

This geometry aims to cover the area where pedestrians could be relevant
for the situation. For this reason, the observation area is expressed as a polygon
of twelve points O = {−→o1 ,−→o2, ...,−→o12} calculated depending on the unit vector of
the pedestrian lane −→c , its origin −→co , its length dlength and the extension distance
dext:
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Fig. 11. Example of an observation area for a pedestrian primary situation.

−→o1 = −→co − dext · −→c + 2.5 · dext · −→c⊥
−→o2 = −→o1 + dext · −→c − 0.5 · dext · −→c⊥
−→o3 = −→o2 − dext · −→c⊥ + 0.5 · dext · −→c
−→o4 = −→o3 + dlength · −→c − dext · −→c
−→o5 = −→o4 + dext · −→c⊥ + 0.5 · dext · −→c
−→o6 = −→o5 + dext · −→c + 0.5 · dext · −→c⊥
−→o7 = −→o6 − 5 · dext · −→c⊥
−→o8 = −→o7 − dext · −→c + 0.5 · dext · −→c⊥
−→o9 = −→o8 + dext · −→c⊥ − 0.5 · dext · −→c
−→o10 = −→o9 + (dext − dlength) · −→c
−→o11 = −→o10 − dext · −→c⊥ − 0.5 · dext · −→c
−→o12 = −→o11 − dext · −→c − 0.5 · dext · −→c⊥

(6)

where −→c indicates the unit vector of the pedestrian lane and −→c⊥ its orthogonal
vector. Obviously, the larger is the time that ego needs to reach the situation,
the larger should be the extension of the observation area. In order to consider
this dependency, the distance dext depends on tarea:

dext =

⎧
⎪⎨

⎪⎩

dmaxExt if t > tarea

tarea · dmaxExt−dminExt

tmax
+ dminExt if 0 < t < tarea

dminExt if t < 0
(7)

The variables dminExt and dmaxExt indicate the minimal and maximal exten-
sion distance, respectively. tmax represents the maximal considered time. This
dependency is illustrated in Fig. 12.
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Fig. 12. The extension distance (dext) depending on the time that ego needs to reach
the area (tarea).

The scenario with the extracted critical and observation area corresponds to
(c) and (d) in the flowchart of Fig. 6, respectively. Using this information, the
next step is the prediction of the objects detected inside the observation area.
This prediction, which is not the focus of this paper, provides the probability
that the situation is occupied over time. In other words, after the prediction, the
situation contains the probability that it is not traversable over time (e).

A very important advantage of using the observation areas is that the system
knows which regions should be considered. In this sense, if some region is not
perceived by the sensors (e.g. due to occlusions), a virtual object can be created
as a worst case situation, so that the system can react to this lack of information
carefully by considering a virtual object. In this context, the next step consist
on calculating those non-perceptible areas and generating a virtual object. Then,
in the same way as for real detected objects, the occupancy probability function
is calculated for virtual objects (see (f) in Fig. 6).

The idea is to imitate cognitive human reaction in a very simple way: setting
a virtual object. This object is placed representing the worst case (i.e. a pedes-
trian is crossing so that a collision with the ego vehicle will occur). In order to
explain this concept, Fig. 13 illustrates an example in which the ego vehicle is
approaching a zebra-crossing before turning to the right (primary situation A).
At the right side of the road, a parked vehicle causes an occlusion (i.e. a not per-
ceptible area) at the observation area. Therefore, a virtual object is generated
and the ego vehicle slows down its velocity (time n). The closer the vehicle gets,
the smaller the non-perceptible area is (see the red polygon over time n, n + 1
and n + 2).

Once this information is extracted for every situation (see blue colored rect-
angle in Fig. 6) the scenario generated completely, so that the next step is to
plan the maneuver by generating the corresponding target points.

3.3 Planning the Maneuver

Once the scenario is generated, the target points have to be set according to
the available information, so that the ego vehicle is guided to achieve the whole
maneuver. The set of generic target points are illustrated in Fig. 14.
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Fig. 13. Occlusion example illustrated over the time (n, n+1 and n+2). The ego vehicle
(blue) is making a right turn maneuver (black path) and the other vehicle (white) hinder
to perceive the observation area (green polygon) completely. The perceptible and not
perceptible areas are colored in green and red respectively. The illustrated pedestrian
corresponds to a generated virtual object (with its path marked as a dotted red arrow).
(Color figure online)

Fig. 14. Set of target points for a generic topology (see [15]).

The flowchart in Fig. 15 explains which information is needed to set the
proper target points for every primary situation. For the sake of clarity, the
diagram has been kept simple by considering only a very basic topology. In
other words, the consideration of more complex topologies (e.g. handling T- or
X-form intersections) is omitted to ease its representation and understanding.
Furthermore, the difference between the pass permission stop or give way is not
considered, and pass permission permitted on red is completely omitted.

As it can be seen in Fig. 15, an example is highlighted in red. In this exam-
ple, the ego vehicle turns to the left without precedence. Once the ego vehicle
approaches the intersection and has done the proper lane change(s), the first
required information of the scenario is how the traffic flow is controlled, namely
by traffic lights, traffic signs or the right before left rule. This determines the
first main branching of the flowchart. Then, a primary situation A is expected
depending on the existence of a perpendicular conflict with VRUs (Vulnerable
Road Users). Since in the given example a yield sign was detected (see red path
along the flow chart in Fig. 15), and the ego vehicle intends to turn left, both
possible left and right crossing vehicles have the right of way (primary situation
B2). Consequently, if a collision with crossing vehicles from both sides inside
the corresponding observation areas is predicted, the target point 2 forces ego
vehicle to stop in front of the critical sub-area as long as no collision is expected.
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In other words, the velocity of the target point is set considering predicted prob-
ability that the primary situation is occupied. Then, the next primary situation
D implies setting the target point 3 to avoid a collision with oncoming vehicles.
But in case that no collision is predicted (e.g. because there are no oncoming
vehicles in the corresponding observation area or the occupancy probability for
the current time to area is zero occ(tarea = 0.0)), the next target point 4 (pri-
mary situation C) is set. Finally, the left turn maneuver is completed with the
target point 5 if last situation is passable.

4 Conclusions

In this paper a scenario interpretation concept for automated driving at inter-
sections has been introduced. This approach aims to make the interpretation of
the scenario and the further decision making easier. The idea is to break down
the problem into four primary situations (or combinations of them), in which
every situation contains the required information to execute the whole maneu-
ver at urban intersections in a simple manner. After explaining the meaning
of the term scenario interpretation, an overview of the related work was given.
Then, we addressed the problem by classifying the different possible scenarios
at urban intersection. This classification was done considering the intention on
the ego vehicle and how the traffic flow is controlled. This analysis identified
the potential conflicts with other road users in a simple manner. Our approach
generates a scenario as a set of expected primary situations over time, in which
only the relevant information is needed. These primary situations are defined by
the potential conflicts with other road users and some required information such
as critical areas, observation areas, estimation of the probability that the situ-
ation is occupied, etc. Moreover, a flowchart to complete the desired maneuver
at the intersection was presented. This diagram represents the combination of
primary situations over time facilitating to plan the whole maneuver. Compared
to state-of-the-art solutions, a very important advantage of our system is that
it may be applied independently of the intersections topology. Furthermore, it
offers the possibility of handling occlusions in a simple way.

Research work to optimize the process of estimating the pass permission
at intersections has to be done. Furthermore, the computational cost of the
proposed approach have to be analyzed. In this sense, a detailed evaluation of
the proposed approach and its functionality over the time for real scenarios will
be achieved and compared with other methods.
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Abstract. Utilising optimal control presents an opportunity to increase
the fuel efficiency in an off-road transport mission conducted by an artic-
ulated hauler. A human machine interface (HMI) instructing the hauler
operator to follow the fuel optimal vehicle speed trajectory has been
developed and tested in real working conditions. The HMI implemen-
tation includes a Dynamic Programming based method to calculate the
optimal vehicle speed and gear shift trajectories. Input to the optimi-
sation algorithm is road related data such as distance, road inclination
and rolling resistance. The road related data is estimated in a map mod-
ule utilising an Extended Kalman Filter (EKF), a Rauch-Tung-Striebel
smoother and a data fusion algorithm. Two test modes were compared:
(1) The hauler operator tried to follow the optimal vehicle speed trajec-
tory as presented in the HMI and (2) the operator was given a constant
target speed to follow. The objective of the second test mode is to achieve
an approximately equal cycle time as for the optimally controlled trans-
port mission, hence, with similar productivity. A small fuel efficiency
improvement was found when the human machine interface was used.

Keywords: Off-road · Construction equipment
Human machine interface · Optimal control · Dynamic programming
Kalman filters

1 Introduction

Articulated haulers are today used in numerous applications in the construction
industry when there is a need for efficient transportation of material even at
tough off-road conditions. Utilising optimal control on machine level have a
potential to increase fuel efficiency, reduce the environmental impact of CO2

emissions and save money for the customer.
Commonly there is a set production target [ton/h] for the transport mis-

sion, i.e. the hauler should transport a certain amount of material in a set time.
In Albrektsson et al. [1] a method to derive a Pareto front of minimum fuel
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consumption vs. cycle time for an articulated hauler transport mission is pro-
posed. With a set production rate a target cycle time for the hauler transport
mission can be calculated. The Pareto front provides the means to determine a
time penalty parameter and use it in a Dynamic Programming (DP) algorithm to
calculate the optimal vehicle speed and gear trajectory for the transport mission.

The optimisation algorithm analyses the road elevation to enable an efficient
use of the kinetic energy in the vehicle and to create a gear shift strategy that
continuously selects the optimal gear, enabling the internal combustion engine
(ICE) to work as efficient as possible, further reducing the fuel consumption.
The use of dynamic programming to create a look-ahead cruise control have
been examined in e.g. the work of Hellström et al. [2] and a gear shift strategy
for an off-road vehicle was developed in the work of Fu et al. [3], both reporting
promising results.

The work at hand is a continuation of [1] where the proposed methods are
realised in a human machine interface (HMI) instructing the machine operator to
follow the optimal vehicle speed trajectory. The performance of the HMI imple-
mentation is tested in real working conditions and the potential fuel efficiency
gain is evaluated.

The article outline is as follows: Sect. 2 displays the theoretical basis consist-
ing of three main parts: A model of an articulated hauler, a map module and
an optimisation module. In Sect. 3 the design of the human machine interface
is shown. The set-up of the performed tests to evaluate the performance of the
method is presented in Sect. 4 and in Sect. 5 the result of the tests are displayed.

2 Theoretical Basis

The road related parameters needed to perform the optimisation of the transport
mission is distance, road inclination, rolling resistance and a max vehicle speed
limit. This data is created by the map module and then used as input to the
optimisation module. Both the map module and the optimisation module rely
on a vehicle model which is presented first in the section.

The presented work is a continuation of previous work and Sect. 2 is an
abbreviated version of the theory presented in [1], where the main part of the
equations also can be found.

2.1 Vehicle Model

The vehicle model is an important part of both the map module and the opti-
misation module. In the vehicle model the main longitudinal forces acting on
the articulated hauler are considered, see Fig. 1. The notation used in Fig. 1 is:
v = vehicle speed, α = road inclination, Ft = tractive force, Fa = aerodynamic
force, Fr = rolling resistance force and Fg = force generated by road inclination.
A drivetrain model connects the traction force to the torque generated by the
internal combustion engine (ICE) of the hauler. In the map module the ICE
torque is known by means of a CAN signal from the ICE’s electronic control
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Fig. 1. Articulated hauler with corresponding longitudinal forces. Picture from [1].

unit, enabling the calculation of the traction force. In the optimisation module
the traction force is known by means of the vehicle model and road data and the
drivetrain model is used to calculate the ICE torque which is translated into a
fuel cost. Figure 2 displays the model of the drivetrain. The notation used is: T
= torque [Nm], ω = angular velocity [rad/s], gr = gear [-], J = mass moment of
inertia [kgm2], i = gear ratio [-], η = efficiency [%].

Fig. 2. Model of the drivetrain. Picture from [1].
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An expression for the longitudinal dynamics of the hauler is derived through
combining the drivetrain model, the external forces and Newton’s second law of
motion. In continuous time the expression is:

mtot(gr) · d

dt
v(t) = Ft(t) − Fa(t) − Fr(t) − Fg(t) (1)

where gr = gear and t = time.

2.2 Map Module

The map module estimates and stores road related data with latitude and lon-
gitude coordinates as identification points. The main parameters estimated in
the algorithm are: latitude (ϕ), longitude (λ), altitude (z), mean vehicle speed
(v), road inclination (α), vehicle heading (β), rolling resistance coefficient (cr),
speed limit (vmax) and travelling direction (Dir.). Out of the estimated param-
eters, only ϕ, λ, α, cr and vmax are used in the optimisation module. In Salholm
[4] a method for estimation of road inclination for on-road commercial vehicles
is exhaustively described. The method have been adopted for off-road conditions
and enhanced to include rolling resistance in the work of [5] and [6]. The pro-
posed method utilizes an extended Kalman filter (EKF) to work as an observer
for the unmeasured parameter rolling resistance. The EKF also helps to limit the
potential bias error developing when only using an inclination sensor to measure
the road inclination [4], pp. 80–88.

Map Building Process. On a high level, the map building process can be
described according to the steps below:

1. Operator drives the track between the loading and unloading site forth and
back as fast (but safe) as possible while necessary sensor data is recorded.

2. The direction of the travel is detected and the data updated accordingly.
3. The collected data is processed in the map-building algorithm according to:

(a) Calculation of applied brake force.
(b) Translation of ICE torque into force at wheels.
(c) Geographic and vehicle dependent data (measured and calculated) are

merged in an Extended Kalman Filter (EKF).
(d) Smoothing of estimates with Rauch-Tung-Striebel algorithm to remove

potential lag.
(e) Merge the estimates into a map utilising a fusion algorithm.

4. The highest recorded speed at each coordinate is used to set the max speed
limit.
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Sensor and Data Fusion. The road estimation algorithm utilises data
recorded from the vehicle CAN: v, α, vehicle articulation (Φ), engine torque
(Tengine) and from a GNSS sensor: ϕ, λ, z, β. When congregated, the data of the
road is presented in a format similar to a map using coordinates.

Sensor and Data Fusion Methods. Utilising an extended Kalman filter (EKF) is
the proposed method for sensor fusion. With a regular Kalman filter it is only
possible to estimate the states of a linear process while the extended Kalman fil-
ter gives the possibility to estimate the states in a non-linear process [7]. Through
the use of the EKF it is possible to estimate the states of a process enabling the
estimation of rolling resistance, which is not directly measurable with the stan-
dard mounted sensors on an articulated hauler. The use of the extended Kalman
filter in the proposed map building process follows to a large extent the guidance
given in [7].

The Rauch-Tung-Striebel (RTS) smoother [8] is an efficient two-pass algo-
rithm for fixed interval smoothing and is used to compensate for filtering delay
and to include later measurements in the road estimation.

To merge data from different runs along the road a general data fusion
method, as described in [9] p. 30, is used. The congregated road data is stored
in a map for each coordinate pair along with the covariance matrix.

Estimation Model. This section presents a road model and the method used
to estimate the road related parameters.

Time vs Spatial Sampling. Distance, rather than time, is used as the independent
variable facilitating the fusion of data from several different runs along the road.
To shift to distance as the independent variable the following conversion is used
in the vehicle’s longitudinal model.

dv

dt
=

dv

ds

ds

dt
= v

dv

ds
⇒ dv

ds
=

1
v

dv

dt
, v �= 0 (2)

Road Model. Equation (3) describes the correlation between road altitude and
road inclination angle.

dz

ds
= sin(α(s)) (3)

Extended Kalman Filter (EKF) and Smoothing The guidance given in [7] is
followed at the implementation of the EKF in the proposed map building process.
The states to be estimated presented in continuous time are displayed in (4).

x̂ (t) = [ϕ (t) λ (t) z (t) v (t) α (t) β (t) cr (t)]T (4)

The explanation of the parameters can be found in the beginning of this section.
Spatial samples are used instead of continuous time in the model. To shift to
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distance as the independent variable Eq. (2) is used. Equation (4) is translated
into discrete notation, see Eq. (5), where k represents the index of the location.

x̂k = [ϕk λk zk vk αk βk cr.k]T (5)

Time update (a priori estimate).

1. Define two distances, one in meters and one in degrees:

Δsm.k = v̂k · Ts

Δsdeg.k = Δsm.k

rearth
· 180

π

(6)

2. Project the state ahead (state equations).

x̂−
k =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ϕk−1 + Δsdeg.k−1cos(αk−1)cos(βk−1)
λk−1 + Δsdeg.k−1cos(αk−1)sin(βk−1)

zk−1 + Δsm.k−1sin(αk−1)
vk−1 + Δsm.k−1

vk−1

Ft.k−1−Fa.k−1−Fg.k−1−Fr.k−1
mtot

αk−1

βk−1 + Δsm.k−1
cos(α.k−1)
rturn.k−1

cr.k−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7)

With:
rturn.k−1 = l1cot(Φk−1) +

l2
sin(Φk−1)

(8)

where rturn is the turning radius of the vehicle, Φ is the articulation angle, l1
and l2 distances between axles and articulation point (front/rear).

3. Define the Jacobian: A[i,j] = df[i]/dx[j] and project the error covariance ahead:

P−
k = A · Pk−1 · AT + Q (9)

4. Define the measurement vector (a priori estimate):

yk = [ϕk.gps λk.gps zk.gps vk.CAN αk.CAN βk.gps]
T (10)

Measurement equation:
yk = H · xk + ek (11)

where the H matrix is:
H =

[
I6 h∗7 = 0

]
(12)

Calculate the Kalman gain:

Kk = P−
k HT (HP−

k HT + R)−1 (13)

5. Update estimates with measurement

x̂k = x̂−
k + Kk(yk − Hx̂−

k ) (14)
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6. Update error covariance

Pk = (I − KkH)P−
k (15)

7. Save x̂k, Pk, x̂−
k and P−

k at each coordinate [k] to be used in smoothing
process.

8. Initiate smoothing with the last predicted values (x̂−
N+1|N ) and last predicted

covariance matrix (P−
N+1|N ), where N is the total number of measured data

points. Run smoothing backwards along the track. Kalman smoothing gain:

Ks
k = Pk|k + AT P−−1

k+1|k (16)

Smoothed estimates:

x̂s
k|N = x̂k|k + Ks

k(x̂s
k+1|N − x̂−

k+1|k) (17)

Smoothed error covariance matrix

P s
k|N = Pk|k(P s

k+1|N − P−
k+1|k)KsT

k (18)

Fusion of Map Data. The first recorded track is used as reference and split
into 5 m long sections. The ϕ and λ coordinates serve as identification points
to which the corresponding parameter estimates are appended. The search for
measurement points in the next recording of the track is limited to a rectangular
area that is ±1.5m in the heading direction, ±8m orthogonal to the heading
and to measurement points which have the same heading, β,±15 deg. The sign
of α and the heading is switched (180 deg) before the search for matching mea-
surements if the track was driven in opposite direction compared to the reference
recording. If more than one measurement is within the search area the measure-
ment closest to the reference point in the horizontal plane is chosen. A method
for fusion of independent estimates, as described in [9] p. 30, is used when the
new recording of the track is merged into the stored map. Equation (19) reveals
how the states in the map are calculated.

P f
k = ((P 1

k )−1 + (P 2
k )−1)−1

x̂f
k = P f

k · ((P 1
k )−1x̂1

k + (P 2
k )−1x̂2

k)
(19)

2.3 Optimisation Module

This section presents a method to calculate the fuel optimal vehicle velocity
and gear shift trajectories of an articulated hauler as it travels along a road with
varying inclination and surface conditions. Machine data and the road dependent
data developed in Sect. 2.2 serve as input to the optimisation algorithm.
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Method and Objective. Developed in the 1950’s by Richard Bellman,
Dynamic Programming (DP) is a well known algorithm to solve optimal control
problems. The Dynamic programming method fits the optimal control problem
well since dimension is small and since road inclination and rolling resistance can
be considered as a priori known disturbances by means of the earlier described
map module. The DP algorithm is not described in-depth here, instead the reader
is referred to [10] and e.g. [11].

While in [1] the objective was to derive a Pareto front for the complete
mission it is in this case rather to derive optimal trajectories for a specific cycle
time target. To avoid the Curse of dimensionality, see [12], the approach of [2]
and [13] is applied, i.e. the trip time is added to the objective which becomes:

minimise M + βt (P1)

where M = fuel consumption, t = cycle time and the trade-off between fuel
consumption and cycle time is represented by the scalar coefficient β.

State Space. The target is to control vehicle speed and gear thus speed and gear
would be a natural choice as state variables. In [2] energy is proposed as state
variable instead of speed since this damps the oscillatory behaviour of the control,
if the preferred Euler forward method is used for discretisation. Thus energy and
gear is chosen as state variables rendering in the state vector: xk = [ ek grk ]T ,
where e = energy and gr = gear number. Denominating the control variables u,
the control vector is uk = [ ue.k ugr.k ]T = [ ek+1 − ek grk+1 − grk ]T .

Control Constraints. The velocity of the vehicle has a lower limit since the
drivetrain model only is developed for driving with the torque converter in lock-
up mode. The maximum speed limit is set by the map module. Equation (20)
displays the limitations imposed on the vehicle speed.

vmin ≤ v ≤ vmax (20)

Limitations in the gearbox entails the need of a constraint on the maximum
number of gear shifts which is set to 2 (both up and down shift).

grk − 2 ≤ grk+1 ≤ grk + 2 (21)

Dynamic Model. The model in Eq. (1) from Sect. 2.1 is utilised as dynamic
model in the optimisation algorithm. Reformulated into terms of energy and
converted into spatial coordinates Eq. (1) becomes:

de

ds
= Ft − Fa − Fr − Fg (22)
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Discretisation. The data from the map module is discrete and represented by N
steps with length h of which the sum equals the total distance of the transport
mission, S. Additionally, the optimisation problem is solved numerically, thus
discretisation is needed. The Euler forward method is used to discretise Eq. (22)
and the discretised complete vehicle model is written

ek+1 − ek

hk
= Ft.k − Fa.k − Fr.k − Fg.k (23)

Similarly the fuel mass flow ṁf is transformed into spatial representation using
Eq. (2) and then discretised with the Euler method.

mf.k+1 = mf.k +
hk

vk
ṁf.k (24)

Cost Function. A central part of the DP algorithm is the cost function. In
the proposed optimisation algorithm the cost function is based on calculating
the equivalent fuel cost, mf , for bringing the vehicle from one position on the
road to the next position. During the transition both states, i.e. the kinetic
energy (speed) and the gear, may change. A time penalty, β, as introduced in
the beginning of the section and the cost for changing gear, mf.gs, which is
modelled approximately equal to the work that is lost speeding up or slowing
down the engine to meet the next gear, are added to the cost function.

ζk = mf,k + βtk + mf.gs,k (25)

3 Human Machine Interface

To be able to test the performance of the map module and the optimisation
module, a human machine interface (HMI) was designed. At this stage the target
of the optimal control implementation was solely to control the speed of the
articulated hauler, omitting the control of gear shifts.

3.1 Hardware

As the Volvo Co-Pilot system [14] offers a robust platform with pre-defined
interfaces to the vehicle CAN (computer area network) and includes a GNSS
smart receiver, it was chosen to serve as hardware platform for the HMI used in
the machine. The centre of the Co-Pilot system is the 10” tablet like interactive
display which employs an Android operative system.

3.2 Implementation

Most of the algorithms in Sect. 2 were first developed and tested off-line on
recorded data in the Matlab environment. The algorithms were translated into
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C++ and successively improved enabling a substantial reduction in computa-
tional time. In the Volvo Co-Pilot system the signal handling and user inter-
faces are implemented in Java while the computationally heavier logic like the
extended Kalman filter, smoother and fusion algorithms in the map module and
the Dynamic Programming algorithm in the optimisation module are imple-
mented in C++ using the Java Native Interface (JNI).

The data presented in the HMI is generated by the map module and the
optimisation module. The data storage structure in the finished application con-
sists of three files, see Fig. 3. From the collection of sensor data, the data is
successively refined to a format which is ready to be displayed by the HMI.

Fig. 3. Application data storage structure.

Map Module Implementation. The map is created/updated in a two stage
process. In the first step the sensor signals are recorded, converted to an adequate
formate and stored in a data file. This “raw” road data file is overwritten if a
new recording of the road is made. At the finish of the recording of the road the
stored raw data is processed in the EKF and the RTS smoother. If it is the first
recording of the road, the data is split into 5 m long section and the data is stored
along with the covariance matrix in a second file (EKF road data). If the road
already has been recorded the points in the EKF road data file is matched with
the points in the newly recorded raw road data file, see Sect. 2.2, and then merged
utilising the earlier described fusion algorithm into a new EKF road data file.
From the EKF road data file the coordinates, distance, road inclination, rolling
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resistance and max allowed speed are extracted into a third file (Opt road data)
which is used as input to the optimisation.

Optimisation Module Implementation. The DP algorithm is implemented
in C++ and is built both as a stand alone application for use on a PC but also
implemented as a part of the HMI application in the Volvo Co-Pilot. The Opt
road data file is used as input and when the optimisation is finished the optimal
vehicle speed and optimal gear is appended to the respective coordinate pair in
the same file.

User Interface (UI). The user interface is made in two layers (views). From
the main view the map building is controlled, i.e. there is a button to start
the recording of sensor data, a button that creates or updates the EKF file
and a button for creating the Opt file. The buttons are pushed in sequence
when creating the map/optimisation. From the main view the operator can start
a second view which displays a speedometer and a map of the track for the
transport (marked in light green), see Fig. 4. The hauler’s current position on
the track is marked with a purple dot. The speedometer displays the current
speed of the vehicle with a red needle and also the (for the position) optimal
speed, which is displayed as a green triangle. The target speed range, presented
as a green triangle, is set to the optimal speed ±2 km/h. Thus through trying
to keep the vehicle speed within the displayed target speed range, the optimal
speed trajectory is followed along the track. The target speed of the coordinate
pair in the stored map which is closest to the current position is selected to be
displayed. The decision of which point to choose is made through calculating
the vector length between the latitude and longitude coordinates of the current
position and the coordinates of all the stored points in the Opt file. If the length
of the vector is more than 10 m the vehicle is considered to be out of track and
no target speed is displayed.

A major drawback with this simple implementation of the optimal trajec-
tories is that only the vehicle speed and not the gear is controlled. With this
implementation the control of the gear is left to be handled by the normal gear
shift strategy of the hauler, creating a discrepancy between the targeted optimal
gear and the actual gear selected.

4 Machine Tests

The machine tests were performed on a Volvo A35G hauler with a nominal pay-
load of 33.5 ton. The hauler was equipped with an interactive display and a GNSS
smart receiver from the Co-Pilot system. A measurement system, based on the
DeWeSoft data-logger system, was mounted in the hauler. To the DeWeSoft log-
ger, a Vector CanCase capable of logging CAN communication, a separate GPS
and an external high accuracy fuel flow meter were connected. The mass of the
load was measured using the Volvo on-board weighing system and communicated
via CAN.
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Fig. 4. Articulated hauler HMI.

The tests of the optimisation module were performed on a 1150 m long gravel
road as a part of a larger test scheme. Initially, the road was travelled forth and
back loaded and unloaded 3 times in each direction while the road characteristics
were estimated using the map module. The vehicle trajectories were optimised
using the code implemented on the Co-Pilot.

Evaluating the performance of an articulated hauler can be done in different
ways. Two common measurements are productivity which measures transported
mass per hour [ton/h] and fuel efficiency measuring transported mass per litre
consumed fuel [ton/l]. While it is the potential fuel efficiency improvement of
using optimal control that is to be proven, the productivity ought to be close to
equal in the comparison measurements, hence, equal cycle time and equal load
are required.

To achieve similar transport mission cycle times as in the tests where the
optimal control strategy was applied, an estimation of a constant target vehicle
speed to be kept during the transport mission was made. Two target test speeds
were chosen: 30 km/h and 35 km/h. As a reference a full speed test were also
carried out. As the tests were made as a part of a larger test schedule, the
hauler was loaded with gravel at the start of each transport test cycle and then
the load was dumped at the end. Hence, the load varied between the different
tests rendering in undesired variations in productivity due to difference in load.
The return tests were made with empty haulers and thus equal load.
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Fig. 5. Normalised fuel efficiency vs. productivity for transport and return with hauler.

5 Result

The tests with 35 km/h as speed target yielded the most equivalent productivity
results when compared to the optimal speed trajectory tests, consequently the
succeeding comparison is based on these results. At a first glance, the test results
show an average decrease of fuel efficiency of approx. 3% at the same time as
the productivity dropped with approx. 3% when the optimal speed trajectory
was applied, see Fig. 5. It is worth noticing that in the result with the highest
fuel efficiency and productivity the hauler was carrying significantly more load,
34.8 ton compared to between 32.1 and 33.4 in the other measurements (≈6%).
A dissemination of the results in Fig. 5 is shown in Figs. 6, 7, 8 and 9 in which
vehicle speed and accumulated fuel consumption for 3 individual tests in each
direction and test mode are presented.

5.1 Discussion

The comparison between the two test modes is off-set by several factors and there
are preconditions in the test set-up leading to that the optimal speed mode does
not reach it’s full potential. The main factors are discussed below:

1. During the test a common comment from the operators was that the HMI
ought to have an indication about the derivative of the target vehicle speed,
i.e. an indication of whether the target speed is increasing or decreasing in
the next step should be made or the target speed of the next coordinate point
could be displayed. With the current set-up the information comes to late and
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Fig. 6. Hauler transport vehicle speed.

Fig. 7. Hauler transport accumulated fuel consumption (normalised).
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Fig. 8. Hauler return vehicle speed.

Fig. 9. Hauler return accumulated fuel consumption (normalised).
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Fig. 10. Hauler transport vehicle speed and accelerator pedal position.

Fig. 11. Hauler transport and return selected gear compared with optimal gear tra-
jectory.
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Fig. 12. Normalised fuel efficiency vs. productivity for transport and return with hauler
after removal of acceleration in the return measurement.

the operator has to react to information that is already outdated. This limits
the possibilities to plan the operation of the hauler for the operator and if
there is a drift from the optimal speed trajectory the slow dynamics of the
hauler makes it difficult to get back to an optimal speed. The phenomena can
be seen in a graph showing the accelerator pedal position. As seen in Fig. 10
the signal is fluctuating more than desired, rendering in fuel efficiency losses
from excessive transient operation of the engine. Additionally, the gear shift
strategy is influenced by the operator input and thus a change in accelerator
pedal position in the wrong position of the track may result in an undesired
gear shift and the vehicle can be stuck in the wrong gear for a period of time.

2. While the optimisation of the hauler trajectories includes the control of the
gear shift this was not in the scope of the test. Instead the haulers built in
gear shift strategy was used. This lead to the use of much lower gears than
what the desired (optimal) gear shift trajectory stipulates, see Fig. 11. The
use of lower gears leads to higher engine speeds, affecting the fuel consumption
negatively.

3. As the changes in road inclination are quick and frequent it is important that
the resolution of the track representation is high enough to capture peaks
and dips and at the same time give relevant speed information to the driver.
With the current set up the nominal distance between each identification
point is 5 m but with the additional allowance for the search area it can be
up to 8 m, see Sect. 2.2. A higher resolution of the road or a method pin-
pointing the exact position of the local minima and maxima of the road
altitude may be needed to avoid giving the new speed target too early or late
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to the operator, resulting in a loss of kinetic energy and possibly incorrect
gear shift. However, higher resolution will have a negative impact on the
computational speed, especially in the optimisation module. Additionally,
the earlier proposed notification of speed derivative may be another way to
reduce the impact of low resolution.

4. In the analysis after the test it was discovered that the definition of where
the loading/unloading zone ends and the track starts has a major influence
on the test results. In the test, the loading and unloading zone was defined
to be quite large, allowing a large area where the speed and movement of
the hauler is uncontrolled. This means that when the track is entered and the
control to a target speed begins, the speed already varies significantly and the
accumulated fuel consumption is affected proportionally. This can be seen in
e.g. Figure 8 between distance index 1 and 20. In the tests where the target
speed was set to 35 km/h the speed of the hauler is close to 35 km/h already
at the start of the measurement, omitting the very costly acceleration of the
hauler, see the accumulated fuel signal in Fig. 9. If e.g. the first part of the
measurements, up to the point where the speed of the optimised trajectory
controlled haulers is essentially equal to the target speed of the second test
mode (approx. 33 km/h at distance index 12), is removed and consequently
the acceleration part is omitted, a small but noticeable fuel efficiency improve-
ment is found, see Fig. 12. Hence, it is important to minimise the size of the
loading/unloading zone to be able to control the speed of the haulers as much
as possible and, in this case, to attain comparable measurements.

Some soft results are worth mentioning. The software implementation and the
hardware worked well during the test. Even though the dynamics of the hauler
is quite slow it is in most cases possible to follow the optimised speed trajectory
fairly well as displayed in Figs. 6 and 8. This would be further improved with
the inclusion of a notification of the speed derivative in the HMI. The test shows
that relatively constant cycle times are achieved while following the optimised
trajectory. The deviation is ±1 s from the average cycle time of 141 s for the
hauler transport and ±1.5 s from the average 91.5 s for the hauler return.

6 Conclusion

A method to estimate road characteristics and to calculate fuel optimal speed
and gear trajectories for an articulated hauler travelling on an off-road track
has been developed and implemented in a human machine interface. The HMI
instructs the hauler operator to follow the optimal velocity trajectory while the
gear shift is left to the gear shift strategy built into the machine. The HMI
was implemented on a tablet like interface with capability to read vehicle CAN
messages and with a GNSS sensor attached.

The system was tested in real working conditions in a Volvo A35G hauler.
The performance of the system was evaluated through assessing the difference in
fuel efficiency of a transport mission where the vehicle speed had been optimised
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compared to a transport mission with equal productivity achieved through set-
ting a constant speed target. While a to wide definition of the loading/unloading
zone makes a peer to peer comparison of the two modes difficult, there are signs
of fuel efficiency gains if using the optimal control strategy.

During the tests the implementation of both the road estimation method and
the optimisation method in the Co-Pilot system worked well. A learning from
the test is that it would be beneficial for the hauler operator to get information
on the derivative of the speed signal to be able to better plan the operation of the
hauler. Another soft result is that the variation in cycle time between transport
cycles is limited when using the optimal control strategy.

Next level of complexity would be to design a cruise control enabling control
over the gear shifts, this would better make use of the full potential of the
optimisation algorithm and would be an interesting continuation of the presented
work.
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Abstract. Highly automated vehicles will change our personal mobility
in the future. To ensure the safety and the comfort of their passengers,
the cars have to rely on as many information regarding their current sur-
rounding traffic situation, as they can obtain. In addition to classical sen-
sors like cameras or radar sensors, automated vehicles use data from a so
called High Definition Street Map. Through such maps, the vehicles are
provided with continuous updates regarding their future driving environ-
ment on a centimeter accurate level. The required amount of data, which
is necessary therefore, motivates the development of more efficient data
transmission concepts. In this paper we present HD-Wmapan extension
of our previous work the Dynamic Map Update Protocol. Based on each
vehicle’s current context the Dynamic Map Update Protocol achieves
a highly data efficient transmission of map updates compared to exist-
ing distribution approaches. HD-Wmapfurther reduces the costs of such
transmissions by enabling map data to be shared via ad hoc communica-
tion between the vehicles. To evaluate the capabilities of HD-Wmapwe
perform a first simulation of the morning commuting traffic within the
area of Cologne, Germany. In this scenario HD-Wmapachieved an ad
hoc map data off loading quota from cellular networks of up to 25.5%.
These results demonstrate the gains of our approach to realize efficient
map distribution via ad hoc communication, releasing load from wireless
Internet access networks.

1 Introduction

To ensure the safety and the comfort of the passengers of future highly auto-
mated vehicles, researchers and engineers let the cars rely on a multitude of
different sensors. Besides onboard systems like cameras, radar sensors or lidar
c© Springer Nature Switzerland AG 2019
B. Donnellan et al. (Eds.): SMARTGREENS 2017/VEHITS 2017, CCIS 921, pp. 209–228, 2019.
https://doi.org/10.1007/978-3-030-02907-4_11
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scanners [46], the vehicles further rely on an additional “virtual” sensor, the so
called High Definition Street Map (HD-Map) [22]. This map is a centimetre accu-
rate [40] virtual representation of the vehicle’s surrounding world. With the aid
of this detailed information, the autonomous cars can plan their future driving
manoeuvres in advance. The capabilities of the map thereby extend the sensing
range of the car’s on-board systems [2,4] and provide an additional independent
view on the current traffic situation. This is especially helpful for modern local-
isation and perception algorithms [20], as they are able to verify their personal
sensing information with existing map material [7]. Nearly all companies and
research groups, which are involved into the topic of highly automated driving,
rely upon the HD-Map to further enhance the driving capabilities of their own
autonomous vehicles. Examples therefore are Google [28], HERE [42], TomTom
[44], Continental [13] and car manufacturers like BMW [2,6] and Tesla [34]. Due
to its high precision and its high dynamic information content about the current
surrounding traffic situations, the HD-Map gets outdated very quickly. Even
standard navigation map material is outdated after a short period of time and
profits from regular updates [35]. With the HD-Map, this situation is becoming
even more critical. Update processes, which could wait for months now have
to be finished within minutes. These kind of updates are only possible through
a continuous datastream, which lets Hammerschmidt [13] speak of a “living
map”. Thus, currently existing update procedures for standard navigation maps
are not feasible anymore in the context of HD-Maps. New concepts have to be
investigated to let autonomous vehicles fully rely on HD-Maps. Within our pre-
vious work we addressed this problem by the presentation of the Dynamic Map
Update Protocol [21]. The protocol enables the autonomous vehicles to receive
map updates specifically for their personal requirements based on their own cur-
rent and future driving context. Within the evaluation of this work, we show
that the protocol outperforms existing state of the art map update approaches
in terms of data efficiency and processing load.

This current work now represents an extension of the protocol from [21] to fur-
ther reduce the costs for update transmissions and the general network load. The
protocol itself has been initially designed to synchronize with a centralized map
server. All vehicles communicate individually with this server, when requesting
their updates via a cellular communication interface. This, however, introduces
high transmission costs for the map updates and requires permanent access to a
map server, representing a (potential) single point of failure. Within the scope
of the present paper, we extend the protocol to enable vehicles to dynamically
share already received map updates between each other via ad hoc network com-
munication. This extension, which we call HD-Wmap, reduces cellular network
transmission costs and also improves the load at the centralized map server, as
it only has to provide map updates where no direct ad hoc data exchange could
happen in advance. The general technique for offloading data transmissions on
different communication channels is a well established paradigm, that has been
evaluated in many different publications for the vehicular context (see Sect. 2.2).
To the best of our knowledge, the presented work is the first, that adapts this
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concept for the distribution of navigation map material required for autonomous
driving via ad hoc communication between the vehicles.

The outline of the remaining paper is described in the following. In Sect. 2,
current state of the art map update concepts are discussed. Furthermore we
give an introduction to related data-offloading approaches. Afterwards, the gen-
eral working principle of the Dynamic Map Update Protocol is summarized in
Sect. 3. This helps to follow the further extensions of the protocol, introduced
in Chap. 4. In Chap. 5 we give an overview about our new and adapted simula-
tion scenario, which reflects the morning rush hour traffic of the city of Cologne
with up to 40.000 vehicles. Based on this scenario, the obtained results of the
extended Dynamic Map Update Protocol are presented in comparison to a solely
centralized approach of the protocol. We conclude the paper with a summary of
the presented adaptation and the achieved improvements, as well as an outlook
regarding future work.

2 Related Work

First, we give an overview about related work in the area of map updates, which
provides the basis for the development of our Dynamic Map Update Protocol.
In the second section we introduce related work in the domain of ad hoc com-
munication and data offloading, which is related to our new extensions of the
protocol.

2.1 Research on Map Updates

Electronic navigation devices for vehicles have been introduced to the market
more than 25 years ago [19] and are now a frequently used feature in series.
Most navigation systems can be grouped into one of two different categories:
offline and online navigation. Most of the built-in car navigation devices are
offline systems. They can operate completely independent of any kind of data
connection, as they solely rely on an internal storage space when calculating the
route to a given destination. This storage contains the complete map data in
an efficient binary format. It enables fast read access and, therefore, improves
significantly the performance of routing algorithms. This advantage, however,
comes at the cost of a major disadvantage for the rapidly outdated HD-Maps.
The binary map cannot be updated via partial replacements of the data, as
Min [31] expressed in their work. Map updates must be provided as a unit of
the whole map material in a single file. This might be one of the reasons why
mapping companies only provide an updated version of their own map material
after several months (e.g. Tom-Tom1). This is an inacceptable circumstance in
the context of HD-Map material, because it has to be updated within minutes
to ensure the function and safety of the autonomous vehicle.

1 http://uk.support.tomtom.com/app/content/id/9/locale/en gb/page/4.

http://uk.support.tomtom.com/app/content/id/9/locale/en_gb/page/4
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In contrast to offline systems, online navigation systems do not have to rely
on an own large internal storage space. Such systems are, for example, repre-
sented by current smartphone applications like Google Maps2. Each time a new
route is calculated, they request the newest map material from a dedicated map
server by wireless data transmission. Thus, this approach ensures that the map
material is always up to date. This, however, requires a lot of redundant data to
be transmitted each time a route is calculated. This is especially true if certain
routes are requested frequently (e.g. the owner’s daily commute to work). In the
context of HD-Maps with their high degree of detail and thus increased size,
redundant data transfer even becomes a more severe problem. Unlike a human
driver the highly automated vehicle has to always rely on the information pro-
vided by the HD-Map and request its route guidance for every trip. Furthermore,
it might not always be the case that a data connection is available, which will
render the online navigation unusable.

In conclusion, both approaches, offline and online navigation, contain certain
disadvantages.

To address these problems there has been a strong interest in research. Several
different approaches enabling so called partial and incremental map updates have
been published [3,5,9,24,27,30,31].

The general idea behind a partial map update is to divide the whole map
material into smaller chunks, so called map tiles. These map tiles are then further
addressed as individual maps that can be updated independently from each
other.

Incremental map updates realize a sequential distinction of the map materials
construction steps over time. Through special data structures (e.g. databases like
PostgreSql3); the history of changes within the map can be reproduced. This
enables the map server to provide highly data efficient map updates, which only
contain the map changes required by the vehicles. Both approaches are usually
combined to partial, incremental map updates. Those updates are then provided
through a wireless connection (e.g. cellular) to the vehicles. A reference example
of such a system is the work by Min [31]. However partial and incremental
map updates introduce further challenges. A main challenge is to ensure the
consistency of the map material after an update has been conducted, as stated
by Asahara et al. [3]. Roads that traverse different map tiles might become
unroutable if a map tile update causes inconsistency. To solve this problem the
authors propose a procedure that checks the neighbouring map tiles regarding
consistency. Engineers of Hitachi Automotive Systems, Ltd. [14] improve this
approach further as they specifically generate connected map objects that ensure
the consistency of the updated map. This prevents situations in which the update
of one single map tile after another, as suggested by Asahara et al., would lead
to a cascade of updates of the surrounding map tiles.

2 https://maps.google.de/.
3 https://www.postgresql.org/.

https://maps.google.de/
https://www.postgresql.org/


Intelligent Offloading Distribution of High Definition Street Maps 213

In contrast to the other presented publications, the ActMap Project [5] con-
ducted by Bastiaensen et al. suggests to update only the map tiles on the car’s
current route.

As it minimizes the amount of necessary map updates the most, we considered
the approach by Bastiensen et al. as the reference algorithm for comparison with
our own Dynamic Map Update Protocol.

The design of the Dynamic Map Update Protocol has been influcenced by all
the aforementioned concepts. Our protocol enhances them by enabling specific
map updates regarding the context of each individual vehicle as presented in
Sect. 3 and in [21].

2.2 Data Offloading via Ad Hoc Communication

HD-Wmapimproves the protocol from [21] further by leveraging the capabilities
of vehicles to create so called Vehicular Ad hoc Networks (VANETs).

Our approach, as introduced in detail in Sect. 4, relies on the capability of
the cars to communicate directly with each other. Technologies introduced in
the 802.11p WiFi standard [32] allow them to exchange data, when they are in
the transmission range of each other.

In the context of mobile vehicular networks a strong research effort has been
conducted to leverage this functionality. Many publications propose different
approaches to offload data streams from costly cellular networks to free wireless
communication.

Several of the existing approaches [11,25,29] therefore rely on the deployment
of dedicated road side units in the roaming area of the vehicles. These units
are able to communicate with the cars via WiFi technology. They are directly
connected to the Internet via a cable connection to offload the network traffic.
In our opinion, the wide deployment of such units (as it would be required for
the deployment of map updates) is highly questionable, because they introduce
additional installation and maintenance costs. Thus, the advantage of these road
side units, compared to the already existing towers of the cellular network, is
questionable. The work by Lee et al. [23] tried to improve this situation by only
relying on the deployment of so called relay nodes for their offloading approach.
In contrast to the road side units, these nodes do not possess a direct connection
to the Internet, but are used as static nodes to hold and forward data between
the vehicles. We argue that this still involves additional costs, which should be
avoided. In contrast to the mentioned approaches, our extension of the Dynamic
Map Update Protocol therefore relies solely on the direct ad hoc communication
between the cars, as it does not involve further costs regarding any kind of
additional hardware infrastructure.

Lee et al. stated that the installation of relay nodes is a necessary require-
ment, as the probability of two vehicles meeting each other with the same data
requirements, which they can share, might otherwise be too low. We argue that
this is especially not the case for map data updates. People tend to roam in their
local neighborhood more than traveling far distances [33]. Thus, the chance to
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meet a vehicle that has already obtained required map data, is getting more and
more probable when the car advances to this area.

To the best of our knowledge, we are the first who present an approach that
disseminates map data between vehicles via ad hoc communication. Related
papers propose ad hoc communication for map data sharing as a potential appli-
cation [12,38,39] without getting into further detail or presenting a specific solu-
tion approach, as we do in our paper.

3 General Working Principle of the Dynamic Map
Update Protocol

For better understanding of the performed enhancements of our previous work,
we briefly summarize the general working principle of the Dynamic Map Update
Protocol. For further details we refer to our previous work [21].

The Dynamic Map Update Protocol bases on the existing map update con-
cepts presented in the Related Work section. It improves these concepts by intro-
ducing contextual relevance into the update process. In contrast to a human, a
highly automated driving vehicle always has to rely on data detailing a specific
given road when driving. The start and the destination of a trip are always
known before the trip or have to be assumed, for example by a most probable
path calculation as explained by Ress et al. [37] or Burgstahler et al. [10]. The
Dynamic Map Update Protocol leverages this knowledge about the travelling
path to decrease the amount of data to be transmitted when requesting a map
update. To achieve a low transmission overhead, as offline navigation systems
and the high up-to-dateness of online navigation systems, the protocol estab-
lishes a hybrid navigation approach as illustrated in Fig. 1. We assume that
the highly automated vehicle has limited persistent storage to save a certain
amount of map material for its navigation purposes. Thus, it is not dependent
on an always available data connection. However, to ensure that the car can rely
upon the most up to date map material at every time, it is equipped with a
cellular communication module. Through this module, the car checks initially
at a dedicated map server if its map tiles for its current route are up-to-date.
Therefore, it calculates the desired route based on its stored map material (that
might be outdated). In a second step, the vehicle transmits the start and desti-
nation points of its route, as well as the used map tile IDs and their version to
the server. Then the server compares its personal map database with the one of
the car. In the now following update step, in contrast to Bastiaensens [5] map
update approach, our protocol does not directly update all the map tiles, which
are identified as outdated along the path of the vehicle. As a main contribution
of the protocol and illustrated in Fig. 1 the server is able to distinguish between
map updates which are mandatory or optional for the vehicle’s route. Manda-
tory map updates directly influence the current route on which the car should
reach its destination. For optional updates, this is not the case. These kind of
updates might be changes within the map tile that concern streets, which the car
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does not use on its planned route. Successively, the server provides the manda-
tory updates to the car and informs it about the optional map updates. Thus,
the car can “decide” if it wants to request those map updates as well or delay
their transmission to a later point in time. That way, the Dynamic Map Update
Protocol is able to reduce the amount of transmitted map data significantly.

To distinguish between individual map tiles, the Dynamic Map Update Pro-
tocol uses the indexing structure of Geohashes [43]. A Geoshash is a string
specifically generated to identify a certain geographic area in the world. Its
length denotes the size of its addressed area. We leverage this property of the
Geohash to further optimize the updating procedure of our protocol. Inspired by
the general working principle of modern routing algorithms [31], we distinguish
the map material into different layers. Depending on their personal type, streets
are then added to one of those layers. Highway streets for example span a longer
distance to interconnect cities, compared to smaller urban streets (see Fig. 2).
Thus, for the exemplary evaluation of the Dynamic Map Update Protocol in
[21] highway streets are grouped together in map tiles of larger size (assuming
a Geohash size of 4 resembling a covered area of 40 km × 20 km), as illustrated
in Fig. 2. In contrast urban streets are composed in smaller map tiles (assuming
a Geohash size of 5, which covers an area of about 5 km × 5 km). The concept
of different map layers allows the Dynamic Map Update Protocol to provide
specific updates regarding the current streets on which the vehicle is travel-
ling, neglecting unnecessary information. Furthermore the protocol overhead to
exchange map material is reduced in this way.

Car Server

Destination
Mandatory
Map Tile

Op onal
Map Tile

Start

Route

Fig. 1. Example for the general principle of the Dynamic Map Update Protocol [21].
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Fig. 2. Size of a city street layer map tile (bold) in comparison to a highway layer map
tile [21]). c©OpenStreetMap contributors.

4 Improving Map Data Distribution Through Ad Hoc
Transmission Offloading

The concept of the Dynamic Map Update Protocol [21] is based on the assump-
tion of a bidirectional exchange of map data between a vehicle and a central map
server (in the backend). Both communicate via a cellular network connection.
This approach is feasible as long as the backend server operates and the cellular
network is available. Both preconditions, however might not always be given.
The backend server might fail sometimes in the future. Also, the cellular net-
work is not completely fail-safe and the network coverage of certain areas [36] is
an additional problem. This is due to the effect that cellular network expansions
focused on areas with a high population density to achieve the highest possible
revenue for the network providers. Thus, street networks are often insufficiently
covered. Highly automated vehicles now change these requirements.

To overcome this insufficiency, we propose our new map data offloading
schemata HD-Wmap. HD-Wmapis an extension of the Dynamic Map Update
Protocol that enables the vehicles to not only exchange map data with the map
server, but also individually between each other. We assume that future HD-
Maps will be distributed as a paid cloud service [8]. As stated previously, it is
otherwise not possible to maintain the automated driving service provided by
such a map due to the high frequency of map updates. Therefore, map selling
companies will highly profit by relying on ad hoc communication as an additional
distribution channel between the vehicles in addition to the already proposed cel-
lular transmission from a backend server [21], which is hosting the map. Ad hoc
communication will significantly improve the service quality and reliability of
such map data providers. This is especially true in scenarios of high load like
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in a traffic jam or the daily rush hour. Direct communication will then help to
reduce the load on the cellular networks by lowering their costly data traffic.
Also the processing load on the map server will be reduced as the cars can share
already provided map material instead of requesting it several times. Further-
more, ad hoc communication enables the distribution of map updates even if
there is no cellular infrastructure available. To realize the sharing of map data
HD-Wmaprelies on technologies assumed to be available in highly automated
vehicles as presented in the following.

4.1 Compatibility to Standards

Different technologies exist to enable ad hoc communication between vehicles,
e.g. the WiFi-based 802.11p [32] standard or an upcoming extension of the LTE
cellular communication, the so called LTE V2X [41]. In the following, we explain
the general principle of HD-Wmapbased on the 802.11p standard, as it is the
more advanced standard. LTE V2X provides similar functionalities, that have
been inspired by the discussions related to 802.11p.

To be able to realize a certain set of applications for advanced driver assis-
tance systems [15] as specified by the European Telecommunications Standards
Institute (ETSI)4 the vehicles continuously exchange standardized messages with
each other. This includes Cooperative Awareness Messages (CAM) [16], Service
Awareness Messages (SAM) [17] and Decentralized Environmental Notification
Basic Services (DENM) [18]. CAMs are transmitted to inform the surround-
ing vehicles about the transmitting vehicles current position, speed and further
direction. They are continuously broadcasted with a rate between 1 and 10 Hz
depending on the currently present overall load on the data channel. SAMs
are transmitted to inform vehicles about certain application services availability.
Furthermore, DENMs supply vehicles with the capability to inform others about
certain events currently experienced in the traffic. This could be for example
an information about an ongoing construction side. All these messages include
optional containers that facilitate the extensions required by HD-Wmap. Thus,
we propose to extend one of these messages to include the necessary additional
information required to initiate the map data sharing procedure between the
vehicles, as explained in the following sections.

4.2 Home Zone Concept

Highly automated vehicles most frequently need the map material of the routes
on which they have to drive regularly. These are for example the commuting
routes of their owners, the local neighbourhood and nearby towns. These areas
are therefore considered as home zone in the following. The home zone is assumed
to be updated frequently at the beginning of each trip, including all HD-Map
layers, e.g. by downloading updates for it at home through a WiFi connection.
This complete information of the area differs from the partial and layer-specific

4 http://www.etsi.org/.

http://www.etsi.org/
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updates of vehicles from apart. As home-zoned vehicles roam in this area the
most, they are predestined to share their data with others. Thus, home zones
provide the backbone for efficient map distribution via ad hoc communication,
releasing load from wireless Internet access networks.

4.3 Procedure of HD-Wmap to Offload Map Data

Algorithm 1. Actions performed in a map exchange by HD-Wmap.

HD-Wmapprocedure actions:

1. Check which updates are required for the current trip.
Gather necessary Geohashes and tile versions from the backend server.

2. (a) If (distance to map tile > x) request it via ad hoc.
(b) Else download it via cellular.

3. Answer requests, if data is available in the own internal storage,
e.g. recently downloaded or as part of the home zone.

The working principle of HD-Wmapis summarized by the procedure actions
in Algorithm 1. We explain them in this section based on an example as illus-
trated by the Figs. 3 and 4. In the example two different cars a sedan and a
cabriolet each drive an own trip (see Fig. 4). The home zones of the vehicles are
assumed to be the areas, which include the two most left, respectively the two
most right map tiles of the example map database as shown in Fig. 3. As first
step (1 in Algorithm 1) in the procedure of HD-Wmapeach vehicle requests the
mandatory and optional updates of map material for its current route from the
dedicated update server. In our example these are two mandatory map updates,
one for each car, indicated by black color in Fig. 4. The vehicles first try to gather
those updates via an ad hoc transmission (2(a)). A certain time is necessary for
a car to be able to obtain an outdated map tile via ad hoc communication. Thus,
the car has to start the request process for it at a certain distance (e.g. several
kilometres) in advance, before it reaches this location. Therefore the vehicle is
sending a request message to its neighbours with a certain frequency. We con-
sider such a request as an extension of one of the already standardized messages
as explained in Sect. 4.1. The additional container to be added in the message
just has to include two additional parameters, the Geohash ID of the requested
map tile and its required version status.

If one of the cars within the proximity of the requester has obtained this map
tile, it starts to provide its data to him (3). This is for example the case for the
sedan, as the cabriolet can share map data of its home zone when both cars meet
in the upper middle map tile, as illustrated by Fig. 4. The vehicles themselves are
not capable to provide smaller delta updates like the map data server, because
they cannot store the whole version history of a map tile within their limited
internal storage space. Thus they have to provide the whole map tile of a layer
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of the HD-Map to their neighbours. Depending on the covered area, such a map
tile can be a small number of megabytes in size [1]. The ad hoc communication
realized by the 802.11p standard [32], however, has been specifically designed
for small amounts of data (several hundreds of bytes) to be transmitted at once.
Thus we propose to split up a single map tile into smaller chunks of data, which
are then transmitted individually, to ensure a reliable data reception. Depending
on the time, in which the cars are in range to each other, they can share several
of those data chunks up to several complete map tiles.

Only if the requesting car does not receive all the required data chunks of
a map tile via ad hoc transmission until it reaches a certain minimum distance
to the requested map tile, it will then request the remaining data parts directly
from the map server through the cellular network (2(b)). This update will than
be added as well to the internal map storage of the car as it is relevant for its
current trip and thus can be provided further to other vehicles in the surrounding.
For example, this is the case for the cabriolet, as its outdated map tile could
not be provided by the sedan. We consider the cellular communication as a
fall back option in HD-Wmap, that is available, but comes at the price of high
transmission costs, respectively lower efficiency.

To investigate the performance of the HD-Wmapextension we present the
first obtained results from a simulation of the city area of Cologne in the following
Evaluation Sect. 5.

Home Zone Cabriolet Home Zone Sedan

Fig. 3. Example for two different home zones of two cars.
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Start

Server

Start

CabrioletSedan
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Fig. 4. Example scenario for HD-Wmapto illustrate the ad hoc sharing of map data.

5 Evaluation

There are several parameters, which are influencing the performance of HD-
Wmap. This includes the available throughput bandwidth of the current ad hoc
connection to transmit data. Furthermore, the size of the home zone of each
vehicle influences HD-Wmap. A larger home zone increases the probability to
share map material with others. The size however should be kept as small as
possible to leave enough space for other map material in the limited storage space
of the vehicles. Also the transmission range of the vehicles by which they are able
to transmit data to each other has to be considered. The different configurations
of the aforementioned parameters are now analyzed in the following.

5.1 TAPASCologne Scenario

For the evaluation of HD-Wmapwe relied on a traffic scenario, which was created
based on the area of the city of Cologne. We based our simulation on map mate-
rial available by the OpenStreet-Map5 project, as to the best of our knowledge,
there is currently no high definition map material public for testing the proto-
col. TAPASCologne6 is a simulation scenario for the traffic simulator SUMO7

resembling the daily traffic in the area of the city of Cologne in Germany. A
dataset for the morning rush hour between six and eight o’clock is public avail-
able. We extracted the corresponding street map states for each day of August

5 https://www.openstreetmap.org/.
6 http://sumo.dlr.de/wiki/Data/Scenarios/TAPASCologne.
7 http://sumo.dlr.de/.

https://www.openstreetmap.org/
http://sumo.dlr.de/wiki/Data/Scenarios/TAPASCologne
http://sumo.dlr.de/
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2016 as a lower bound estimation for changes in future HD-Maps. Each of the
three scenarios presented in the following has been conducted 30 times, based
upon 30 different states of outdated map data. These difference files have been
created by comparing the map data of the first day of August to the data of the
remaining 30 days. With the help of SUMO we extracted the trip of each of the
roaming cars with a timely resolution of 10 s. As in our previous work [21] we
assumed a grid size of 5 km × 5 km (resembling a Geohash of size 5) for all map
tiles present within the simulated area of Cologne.

5.2 Scenario Configuration

As the provided city scenario of Cologne is still rather small with a coverage
area of about 40 km × 40 km with respect to a map tile size of 5 km × 5 km, we
configured the vehicles in our simulation to immediatly request their required
map tiles. Therefore, we assumed a circular transmission range of messages of
300 m [26,45] for the 802.11p technology [32] to be commonly achievable. The
home zone area of each vehicle was simulated for two different sizes. The home
zone size zero only includes the map tile from which each vehicle starts. A home
zone of size one adds the eight surrounding map tiles to the list of stored data.
We use a simplified transmission model, which is independent from technology
and allows the evaluation of different transfer rates and map sizes. In this model,
a partial transmission of one data chunk is finished each time step. Thus, the
transfer rate and the map size can be modeled with a varying number of chunks
to be transfered. A car can share map tile layers as soon as their download is
finished. Chunks that could not be received via ad hoc communication in time are
downloaded instantly via a cellular connection. This is a simplification regarding
the simulation accuracy that will be extended in future work. With an area of
about 5 km × 5 km covered by a map tile of Geohash size five, we assumed a
data size of the tile of about 10 megabytes [1]. In our opinion this is expected
to be an average reasonable size of a map tile covering city streets. Due to the
different kinds of street networks, this value, however, might change depending
on the exact represented location in a real implementation of HD-Wmap. To
transmit such a map tile for example with a slow transmission speed of only
0.5 Mbit/s would require 160 s. In our simulation this time is mapped onto the
transmission of 16 consecutive data chunks due to the time progress of 10 s per
simulation step. To ensure a transmission at even worse network connectivity
conditions we investigated values of data chunks required for a full map tile as
illustrated by Fig. 5. To cover different scenarios, we vary the number of chunks
from 1 to 70 in our evaluation.

5.3 Percentage of Offloaded Map Data

As the first evaluation metric we analyze the percentage of map tiles, which can
be received via ad hoc communication in comparison to the remaining amount
of data that has to be transmitted via the cellular network. The achieved savings
are presented in Fig. 5. The investigated range reaches from only one necessary
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data chunk representing a data connection with a high bandwidth of 8 Mbit/s
by assuming a map tile size of 10 megabytes, up to 70 resembling a very poor
data connection of only 114 Kbit/s. In this the further parameters were fixed as
a home zone size of zero with a transmission range of 300 m.

HD-Wmapthereby achieved a sharing quota of up to 25.5% in average under
the best transmission conditions. It clearly shows the effectiveness of the app-
roach to off load the transmission of map data from the cellular network via ad
hoc communication. This quota only decreases by 1/3 to around 17.8% when
the ad hoc channel capacity is reduced to 1/70 of its initial value. This indicates,
that the offloading is limited by other factors besides throughput that require
further investigation in the future.

Fig. 5. Investigation of different amounts of data chunks to be required per map tile.

5.4 Variation of the Transmission Range

The second parameter of the simulation, that we investigated is the transmission
range of the vehicles as shown by Fig. 6. Initially set to a distance of 300 m we
further reduced this value to 200, 100 and 50 m. The amount of required data
chunks was set to 20 and the home zone size to 0.

In comparison the reduction of the transmission range to 1/3 or 1/7 of the
initial value only led to a reduction of the sharing functionality by 7.2% respec-
tively 18.4%. This reflects the simulated scenario of Cologne in the morning
rush hour with a probably high portion of commuting trips in the amount of all
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performed trips. Commuting trips mostly follow common main roads and lead
to congestion due to a high density of vehicles, which allows efficient sharing of
map data even with a largely reduced transmission range.

Fig. 6. Comparison of different transmission ranges.

5.5 Variation of the Home Zone Size

The third and final parameter, which we varied in our evaluation is the size
of the home zone. Furthermore a transmission range of 300 m and a required
amount of 20 data chunks was fixed. As stated previously a home zone of size
zero only includes the map tile that covers the start position of the vehicle. A
home zone size of one adds the eight surrounding map tiles to it. As expected,
the amount of total required chunks to perform a car’s trip can be reduced
significantly by increasing its home zone size as indicated by the rightmost graph
in Fig. 7. Interestingly, the amount of chunks which could be shared via ad hoc
communication also decreases with an increased home zone size (see leftmost
graph in Fig. 7 and the graphs of Fig. 8). This is presumably due to a high
percentage of short trips to be simulated in the morning commuting scenario.
A larger home zone of size one leads to the situation that cars, which only
perform trips, with a range between 5 and 10 km do not have to request any
more map tiles, as it would have been the case for a home zone size of zero.
The smaller amount of vehicles, which perform larger trips in the small Cologne
scenario to the outskirts of the map, however, might not find a suitable exchange
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Fig. 7. Comparison of different home zone sizes in absolute numbers.

Fig. 8. Comparison of different home zone sizes in percentage.
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partner due to a decreased density of cars in these areas. Finally this leads to an
increased percentage of necessary cellular transmission for all considered trips,
which require updates to their database. We expect a larger scenario with longer
travel distances or a smaller map tile size and a more homogeneous distribution
of vehicles to show higher offloading potential.

6 Conclusions and Future Work

This paper presents HD-Wmap, an extension of the Dynamic Map Update Pro-
tocol [21]. The Dynamic Map Update Protocol has been designed to enable effi-
cient context based map data updates, which are required for Advanced Driver
Assistance Systems and highly automated vehicles. Our proposed extension HD-
Wmapimproves the achieved results further by introducing the capability to the
cars to share personal map data with the vehicles in their proximity. This is
achieved by relying on ad hoc communication technology in the vehicular con-
text, like the 802.11p standard [32]. To the best of our knowledge, we are the
first work to propose a concrete concept to share map data between vehicles
via this technology. To ensure the fair and efficient data sharing between the
vehicles we propose the concept of a so called home zone in which the vehicles
roam the most. This area is assumed to be updated and stored prioritised in the
car’s internal storage space. Vehicles preferably request map updates via ad hoc
from surrounding ones and use the cellular updates from our previous work as
backup procedure.

Within the simulated scenario of Cologne, HD-Wmapachieved an ad hoc map
data off loading quota of up to 25.5%. Especially the design and the selection
of a proper home zone area for each vehicle denote very important factors to
improve the ad hoc data sharing-efficiency of the map updating process.

We plan to extend our initial home zone concept. For example, daily com-
muting trips of the vehicles should be considered to be included in the home
zone as well to improve their sharing capabilities through HD-Wmap. Future
simulations will span larger areas to reveal the complete efficiency improvement
of the offloading strategy of HD-Wmap, which we expect to be even higher.
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10. Burgstahler, D., Peusens, C., Böhnstedt, D., Steinmetz, R.: Horizon.KOM: a first
step towards an open vehicular horizon provider. In: Proceedings of the 2nd Inter-
national Conference on Vehicle Technology and Intelligent Transportation Systems
(VEHITS 2016), p. 6 (2016)

11. Dimatteo, S., Hui, P., Han, B., Li, V.O.K.: Cellular traffic offloading through WiFi
networks. In: 2011 IEEE Eighth International Conference on Mobile Ad-Hoc and
Sensor Systems, pp. 192–201, October 2011

12. Dressler, F., Hartenstein, H., Altintas, O., Tonguz, O.K.: Inter-vehicle communi-
cation: Quo vadis. IEEE Commun. Mag. 52(6), 170–177 (2014)

13. Hammerschmidt, C.: With data from the cloud to the living map. VDI Nachrichten
Ausgabe 03 (2016). http://www.vdi-nachrichten.com/Technik-Wirtschaft/Mit-
Daten-Cloud-lebenden-Karte. Accessed 16 Aug 2017

14. Hitachi, A.L.: Map update service/solution (2016). http://www.hitachi-
automotive.co.jp/en/products/cis/02.html. Accessed 16 Aug 2017

15. ETS Global Institute: Intelligent transport systems (ITS); vehicular communica-
tions; basic set of applications; definitions ETSI TR 102 638, V1.1.1 (2009)

16. ETS Global Institute: Intelligent transport systems (ITS); vehicular communica-
tions; basic set of applications; part 2: specification of cooperative awareness basic
service ETSI TS 102 637–2, V1.1.1 (2010)

17. ETS Global Institute: Intelligent transport systems (ITS); users and applications
requirements; part 1: facility layer structure, functional requirements and specifi-
cations ETSI TS 102 894–1, V1.1.1 (2013)

18. ETS Global Institute: Intelligent transport systems (ITS); vehicular communica-
tions; basic set of applications; part 3: specifications of decentralized environmental
notification basic service ETSI EN 302 637–3, V1.2.1 (2014)

19. Ishikawa, K., Ogawa, M., Azuma, S., Ito, T.: Map navigation software of the
electro-multivision of the 1991 toyoto soarer. In: 1991 Vehicle Navigation and Infor-
mation Systems Conference, vol. 2, pp. 463–473. IEEE (1991). http://ieeexplore.
ieee.org/xpls/abs all.jsp?arnumber=1623657

20. Jo, K., Sunwoo, M.: Generation of a precise roadway map for autonomous cars.
IEEE Trans. Intell. Transp. Syst. 15, 925–937 (2014). http://ieeexplore.ieee.org/
lpdocs/epic03/wrapper.htm?arnumber=6680774

http://360.here.com/2015/05/07/brad-templeton-autonomous-cars-maps/
http://360.here.com/2015/05/07/brad-templeton-autonomous-cars-maps/
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=6856487
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=6856487
http://www.vdi-nachrichten.com/Technik-Wirtschaft/Hochaufloesend-in-autonome-Welt
http://www.vdi-nachrichten.com/Technik-Wirtschaft/Hochaufloesend-in-autonome-Welt
http://360.here.com/2016/01/05/here-introduces-hd-live-map-to-show-the-path-to-highly-automated-driving/
http://360.here.com/2016/01/05/here-introduces-hd-live-map-to-show-the-path-to-highly-automated-driving/
http://icaci.org/files/documents/ICC_proceedings/ICC2001/icc2001/file/f19007.pdf
http://icaci.org/files/documents/ICC_proceedings/ICC2001/icc2001/file/f19007.pdf
http://www.vdi-nachrichten.com/Technik-Wirtschaft/Mit-Daten-Cloud-lebenden-Karte
http://www.vdi-nachrichten.com/Technik-Wirtschaft/Mit-Daten-Cloud-lebenden-Karte
http://www.hitachi-automotive.co.jp/en/products/cis/02.html
http://www.hitachi-automotive.co.jp/en/products/cis/02.html
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=1623657
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=1623657
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6680774
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6680774


Intelligent Offloading Distribution of High Definition Street Maps 227

21. Jomrich, F., Sharma, A., Rückelt, T., Burgstahler, D., Böhnstedt, D.: Dynamic
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Abstract. In the established Automotive Systems Engineering (ASE)
practice, an important factor in handling the complexity of product
development is the partitioning of the vehicle into different domains. The
current technological advances enable increasingly complex features for
assisted and automated driving that reach across these different domains
and are difficult to handle by the existing approaches. To cope with
these challenges, new innovative methods, procedures and techniques
are required that integrate well with the established practice. In this
contribution, we analyze existing and future automotive features and
classify them in a comprehensive taxonomy. Based on this character-
ization, established industrial and new research approaches for logical
system architectures are consolidated. The introduction of new levels of
hierarchy in the logical system architecture facilitates the attribution of
specific design schemes and engineering approaches to the related func-
tional elements. This approach facilitates the management of features
with high internal variety and wide distribution over several subsystems.
The systematic approach provides a novel rationale for the evolution from
functional chains to functional networks in the automotive industry.

1 Introduction

Many current and future innovations in the automotive industry emerge from
the field of Advanced Driver Assistant Systems (ADAS) and automated driv-
ing. Examples for this trend depict Predictive Cruise Control (PCC) [10], Lane
Keeping Assist (LKA) [71] and automated valet parking [59] features. These fea-
tures leading the way, automated driving becomes a reality [13]. A main driver of
this trend are steadily increasing high-performance computing capabilities and
innovative sensor and communication technologies. These innovations revolution-
ize the established Electrics/Electronics (E/E) system architectures to handle
the substantial raise in functional complexity regarding utilized algorithms, the

c© Springer Nature Switzerland AG 2019
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amount of processed information and the high distribution of functions over sev-
eral Electronic Control Units (ECUs) all over the vehicle. This evolution neces-
sitates improvements and advances in development methods and approaches to
cope with the new complexity.

Several roles, teams and organizations participate in the development of
an automotive system. Scattering over different development locations leads
to collaborative development [89]. The development in automotive vehicles is
historically structured into different domains [67], such as powertrain, safety
and chassis. For Original Equipment Manufacturer (OEM), well-established and
long-existing systems such as Electronic Stability Control (ESC) are iteratively
optimized achieving a high-level of maturity. Supplier structures and adjacent
business units, such as purchase or after sales, are shaped to the originated needs.
As new highly-integrated features partly collude with the existing systems, the
question of how to use legacy systems during development poses a challenge. To
foster the reuse of specific functionalities of the established systems is a key issue
for efficient development.

Nonetheless, legacy systems are often not comprehensively covered by novel
research and development approaches for systems engineering that focus assisted
and automated driving [48,80]. The presented functional architectures mainly
focus on the automated driving or ADAS domain. Therefore, only focusing on
assisting and automating functional aspects and applying hierarchization with-
out consideration of the relevant conditions of adjacent domains. In our opinion,
a comprehensive approach for the abstraction and description of the functional
architecture with respect to different levels of integration and complexity of fea-
tures is required.

To overcome these impediments, we present a taxonomy for existing automo-
tive customer features across all domains, structuring them into different levels
of complexity. The taxonomy forms a basis to provide a systematic approach for
systems engineering with a focus on functional aspects. This systematic approach
can be further elaborated to consider the impact on development processes.

This contribution is an extended version of our already published paper
[7] and is structured as followed: Sect. 2 presents the state-of-the-art of ASE
and architectures. Our cross-domain taxonomy and assessment of current and
upcoming E/E features is elaborated in Sect. 3. Our proposed approach for logi-
cal architectures and hierarchization is given in Sect. 4. Sect. 5 demonstrates the
applicability of the approach on exemplary automotive features. A conclusion
and outlook on further activities is presented in Sect. 6.

2 State of the Art

Systems engineering is a discipline to “guide the engineering of complex sys-
tems” [40]. The term“System” is widely spread across different fields and appli-
cation domains and several approaches for development are established. Within
the automotive area, the system “Vehicle” is partitioned into different domains
structuring the mechanical key components of the vehicle [88]. Figure 1 depicts
the partitioning of the vehicle into specific automotive domains.
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Powertrain
Features related to the propulsion of 
the vehicle

Body
Features attached to 
the vehicle body 

Infotainment
All features for 
information and entertainment of the 
driver and passengers

Chassis
Features for vehicle dynamics control

Safety
Passive safety 

features

Power Grid
Features for power 

management and control

Fig. 1. Partitioning of the vehicle into specific automotive domains.

This modularization evolved from the product perspective and lead to cor-
responding organization structures to facilitate product engineering [88]. The
domains originate from mechanical engineering and were expanded with elec-
trical and information processing aspects. Within the different domains, several
approaches for development processes, methods and tools are established and
integrated into the overall product development process. These methods serve
different needs and foci of the engineers, which differ from domain to domain. As
upcoming customer features lead to fuzzy system borders, the different domains’
development is moving closer together [33]. The integration and collaboration
of domains is necessary without abandoning methodological flexibility and indi-
viduality.

This contribution considers the approaches and procedures of automotive
E/E systems engineering, which consists of several different fields such as archi-
tectures, management, modeling and operation research [40]. In the automotive
domain, the management of development processes is commonly based on the
V-Model. The AutomotiveSPICE [5] specifies an established process reference
that integrates the V-Model approach. In this contribution, we focus on the
architecture and structuring of automotive embedded systems to facilitate the
process of systems engineering.

2.1 System Architecture

Several approaches and methods for the structural description of system archi-
tectures [4,61,83] follow a model-based approach. The principle of abstraction
contributes to reduced complexity [40] and facilitates system understanding [15].
It enables the structured analysis of specific topics, such as functional safety [1].
Common abstraction layers of automotive embedded systems are Logical Archi-
tecture, Software Architecture and Technical Architecture. A basic overview is
given in Fig. 2.

The abstraction layers provide a partial description of the system based on
different perspectives [96], using the principle of modularization of blocks and
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Fig. 2. Three abstraction levels of the automotive system architecture and mapping of
functional behavior to software components and electronic control units [7].

connections. Also hierarchization and encapsulation of artifacts to describe dif-
ferent levels of detail is intended. Between the artifacts of different abstraction
layers, interconnections and relations with a distinct semantic are present [61].
The example in Fig. 2 depicts relations, which describe the partitioning of func-
tional entities into software components for integration on distinct ECUs.

Logical Architecture. The logical architecture is a breakdown of a fea-
ture “into interacting functional components” [63]. It represents the functional
decomposition of a system into functional elements, which provide the functional-
ity described in the corresponding requirements. The logical architecture focuses
on the functional aspects, the logical interfaces and the coherence between the
functional elements. It is completely independent from technical considerations
or software specific issues. A common approach in the automotive area for the
structuring of logical architectures is the usage of chains of effect to describe
an overall approach from sensing to acting [70]. Demands for more elaborated
concepts to improve the structuring of increasing complex features are initially
addressed in [34] and [63]. Description of the functional element’s internal behav-
ior is highly dependent on the associated domain and not in scope of this con-
tribution.

Software Architecture. The software architecture describes the different soft-
ware components and the partitioning of the functional elements, including basic
software (operating system and middleware) and communication [70]. A stan-
dardized middleware for software components allows reuse of the basic elements,
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for automotive embedded systems this is given by the AUTomotive Open System
ARchitecture (AUTOSAR) [6]. It specifies a software framework and architec-
ture consisting of basic software elements, a run-time environment (RTE) and
application software components to enable reuse and scalability.

Improvements and extensions for AUTOSAR introduce adaptive deployment,
service-oriented communication and dynamic scheduling and application execu-
tion as well as integration in new high-performance processor architectures. The
related specification under the term “AUTOSAR adaptive” is currently under
development within the AUTOSAR partnership [29].

Technical Architecture. The technical architecture specifies the integration
level, which contains the hardware units to execute the defined software com-
ponents [63]. This comprises the ECU, actuators and sensors and their inter-
connections. In ASE, the technical architecture is commonly further refined to
represent specific E/E aspects, such as electric circuits and the wiring harness.
The technical system architecture is based on a comprehensive E/E topology
containing a segmentation into previously introduced domains, such as body,
chassis and comfort. The current E/E architectures often reflect the organiza-
tional structure introduced by segmentation of the car’s mechanical structure.
Historically, single ECUs were introduced to perform independent functionality
[43], connected with a single centralized gateway [77].

With increasing complexity and an increasing number of ECUs, domain-
controlled E/E architectures with centralized domain-controllers were introduced
[67,76]. This trend was an initial reflection to expanding system boundaries, more
complex functional chains and higher integration of features. For each domain,
master controllers were introduced to facilitate domain-comprehensive features.
The evolution of technical system architectures is thus tightly coupled with the
increasing interaction and networking of the logical architecture. The current
development leads to centralized cross-domain E/E architectures based on high-
performance computing units [33,55].

2.2 Architecture Concepts for Automated Driving

Research in the field of automated driving provides various approaches to
describe the system architectures of current research concepts. Stiller [75] pro-
vides a cognitive oriented approach of perception, planning and action tasks.
Different layers classify the abstract representation of functional elements. The
architecture concept provided by Bauer [9] is categorized into a mission layer,
a coordination layer and a behavior layer. Each layer consists of elements of
the world model class, the planning class and the HMI class. The utilized sen-
sors, actuators and the driver form the system environment. The influence of
human-machine interactions on system architecture is discussed by Flemisch
[28]. Based on the psychological categorization of the Dynamic Driving Task
(DDT) into navigation, guidance and control, the automation system provides
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an interface on each level. Matthaei [48] proposes a “functional system archi-
tecture for an autonomous on-road motor vehicle”. It applies a similar catego-
rization into a strategic level, a tactical level and an operational level and a fur-
ther distinction between localization, perception and mission accomplishment.
An implemented system architecture for automated driving, using production
vehicle sensors and additional prototyping sensors, is presented by Aeberhard
[2]. Buechel [19] presents the prototype of an automated electric vehicle. The
proposed software architecture consists of the three components data fusion,
trajectory planning and trajectory controller, which is mapped to a centralized
E/E architecture.

3 Taxonomy for Current and Upcoming
Electrics/Electronics Features

Today’s technical compendiums of carmakers are crammed with a high vari-
ety of customizable features. A significant proportion of those features is based
on E/E functionality. With rising complexity of and dependencies between fea-
tures, the established ASE methods and abstraction concepts are reaching the
limits of their capabilities. To identify boundaries and necessary extensions of
current systems engineering methods we start with establishing a comprehen-
sive overview of current and upcoming E/E features. Our goal is to integrate
well-established series features of the automotive industry and current feature
concepts of research groups within one consistent taxonomy.

For this contribution, 52 features with significant E/E share were evaluated.
The evaluated features available in series cars represent an abstracted set of
the offered features of major car companies. We analyzed the online presence
of BMW1, Daimler2, Ford3, Peugeot4, Toyota5 and VW6 to select the most
common features. Research features were selected to cover a range as wide as
possible.

The classification of the selected features applies three main criteria. The first
criteria evaluates the hardware dependency of the examined feature. It evaluates
the importance of additional and feature specific mechanical or electrical hard-
ware to fulfill the desired functionality. The second and third criteria assess the

1 BMW Technology Guide, Bayerische Motoren Werke Aktiengesellschaft, http://
www.bmw.com/com/en/insights/technology/technology guide/index.html.

2 Welcome to the Mercedes-Benz TechCenter, Daimler AG, https://techcenter.
mercedes-benz.com/en/index.html.

3 Advanced technology at your fingertips, Ford Motor Company, http://www.ford.
com/cars/focus/features/#page=FeatureCategory4.

4 Technologies & Innovations, Automobiles Peugeot, http://www.peugeot.com/en/
technology.

5 Toyota Technology, Toyota Motor Sales, U.S.A., Inc., http://www.toyota.com/
technology/.

6 Technik auf den Punkt gebracht., Volkswagen AG, http://www.volkswagen.de/de/
technologie/technik-lexikon.html.

http://www.bmw.com/com/en/insights/technology/technology_guide/index.html
http://www.bmw.com/com/en/insights/technology/technology_guide/index.html
https://techcenter.mercedes-benz.com/en/index.html
https://techcenter.mercedes-benz.com/en/index.html
http://www.ford.com/cars/ focus/features/#page=FeatureCategory4
http://www.ford.com/cars/ focus/features/#page=FeatureCategory4
http://www.peugeot.com/en/technology
http://www.peugeot.com/en/technology
http://www.toyota.com/technology/
http://www.toyota.com/technology/
http://www.volkswagen.de/de/ technologie/technik-lexikon.html
http://www.volkswagen.de/de/ technologie/technik-lexikon.html
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product complexity. Aspects of product complexity are described by Renner [68].
For the taxonomy the aspects variety and connectivity are evaluated. Figure 3
outlines the applied criteria.

Fig. 3. Evaluation criteria evaluated for the presented classification of E/E features.

For each criteria, the selected features are evaluated and rated according to
the five levels presented in Table 1.

Table 1. Used evaluation levels for the assessment of the criteria hardware dependency,
variety and connectivity.

-- - o + ++

Very weak Weak Average Strong Very strong

To further differentiate the features we use the established vehicle domains
introduced in Sect. 1 and the level of driving automation. The engineering associ-
ation SAE International defines six levels of automation [69]. These levels define
the extent and capabilities of E/E features necessary to take over the longitudinal
and lateral vehicle motion control. For example assisting features are specified
by SAE automation level 1 [69] as features that “perform either longitudinal or
lateral vehicle motion control [...]”. By SAE definition, features with automation
level 3 and upwards perform the complete DDT with or without fallback and
within or without a specific Operational Design Domain (ODD). This classifi-
cation does not consider the variety of ADAS features, that do not perform any
motion control. To allow distinction between passive advisory and active sup-
porting features on level 0, we introduce the two additional classes advisory and
supporting. Figure 4 presents the four sub-classes used to differentiate high-level
features of the taxonomy.

An overview of our proposed taxonomy is presented in Fig. 5. It distinguishes
the features by the three main categories Integrated Features, Distributed Fea-
tures and Cross-Linked Features.

Integrated features are closely related to a specific mechanical domain of the
vehicle. They represent the E/E content necessary to accomplish the targeted
operation of physical components of the vehicle. They are strongly hardware
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Advisory
Features providing additional 
information for safety, efficiency and 
comfort.

Assisting
Features performing the lateral and/or 
the longitudinal motion control with 
continuous driver supervision
(SAE-Levels 1 & 2)

Supporting
Features, that actively influence the 
vehicles state, but do not perform 
longitudinal or lateral motion control

Automating
Features performing the lateral and 
longitudinal control without continuous 
driver supervision
(SAE-Levels 3+)

Fig. 4. Classes utilized to differentiate high-level features of the taxonomy.

dependent and characterized by a weak variety and connectivity. Distributed
features combine individual components of different domains to enable addi-
tional capabilities. These features do not necessarily require additional mechan-
ical hardware components. Their functional behavior can be expressed as the
sequential combination of available information and usable actuators to provide
added value. Features with an average rating in hardware dependency, variety
and connectivity are classified as distributed features. Cross-linked features con-
nect various functional elements and depend on the joined manipulation of the
behavior of independent and domain separated components. They conflate var-
ious sources of information to achieve a comprehensive representation of the
vehicle’s state and surroundings. Cross-linked features are characterized by a
weak hardware dependency, a strong variety and a strong connectivity. This
representation forms the basis for cognitive and predictive features, including
but not limited to high automation levels.

3.1 Integrated Features

As stated above, the integrated feature level subsumes the E/E content to oper-
ate the physical components of the vehicle. This entails a close proximity to
specific mechanical units and commonly involves the usage of a dedicated ECU.
Most sensors and actuators required for the assigned task of the feature are
directly attached to the dedicated ECU. Integrated features are mainly based
on proprioceptive sensors. Proprioceptive sensors obtain information about the
internal state of the vehicle [14]. Out of the 52 evaluated features 24 are assigned
to the integrated features class. The evaluation results of these features are pre-
sented in Table 2.

The powertrain domain contains “all functions controlling the generation of
driving power and its conversion into propulsion”. The taxonomy includes the
features automatic transmission, engine control, traction control and hill assist
as a representative feature set of the powertrain domain. The safety domain on
integrated feature level includes the passive safety features airbag control and
seat belt tensioner. More sophisticated active safety features are classified as
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Fig. 5. Taxonomy of current and upcoming E/E features. Integrated features are
grouped by vehicle domains, distributed and cross-linked features by level of inter-
ference.

distributed features. The chassis domain includes features to control the vehicle
dynamics, providing a safe and attractive driving experience. Stability control,
anti-lock breaking and Electronic Power Steering (EPS) describe features that
mainly support safe and comfortable driving. Rear axle steering, damping and
suspension control and adaptive aerodynamics particularly support agility. The
body domain encompasses all features attached to the vehicle body, like lights,
windows, wipers, seats and air conditioning as well as the car’s access manage-
ment and anti-theft system. The infotainment domain is the fifth vehicle domain
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Table 2. Evaluation results for the criteria hardware dependency (H), variety (V) and
connectivity (C) of 24 features of the integrated features class, their allocation to a
specific vehicle domain and sources used in the evaluation.

Feature H V C Domain Source

Automatic transmission ++ - - Powertrain [41,86]

Traction control + - o Powertrain [60,66]

Engine control ++ + -- Powertrain [30,66]

Hill assist o -- - Powertrain [17,95]

Airbags ++ o - Safety [30,66]

Seat belt tensioner ++ - - Safety [30,66]

Stability control + o - Chassis [44,81,82]

Anti-lock breaking ++ -- -- Chassis [82]

Electronic power steering ++ - -- Chassis [38,54]

Active undercarriage ++ - o Chassis [3,46]

Rear axle steering ++ - - Chassis [90]

Adaptive aerodynamics ++ -- - Chassis [73,79]

Access management ++ - o Body [26,91]

Anti-theft system ++ -- -- Body [25]

Air conditioning and heating ++ - - Body [66]

Windows and wipers ++ - -- Body [62,66]

Seats and comfort ++ -- - Body [66]

Lights and interior ++ -- -- Body [30]

Navigation + - - Infotainment [66]

Audio and video ++ -- o Infotainment [30]

Communication ++ -- o Infotainment [64]

HMI + - o Infotainment [18]

Battery management ++ - -- Power grid [65]

Converter control ++ - - Power grid [66]

based on Weber’s definition. It summarizes the features for navigation, commu-
nication, audio and video entertainment and Human Machine Interface (HMI).
Battery management and converter control represent features that are part of 48
volt grids of hybrid electric vehicles as well as high voltage grids of fully electric
vehicles.

3.2 Distributed Features

Most of the currently available ADAS are represented by the distributed features
class. The functional behavior of distributed features resembles a chain of effects,
the aforementioned sequential combination of available information and usable
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Table 3. Evaluation results for the criteria hardware dependency (H), variety (V) and
connectivity (C) of 16 features of the distributed features class, their allocation to a
specific automation sub-class and sources used in the evaluation.

Feature H V C Sub-class Source

Speed limit warning - + o Advisory [24]

Eco-drive advice - + o Advisory [53,58,84]

Range estimation - o o Advisory [12,97]

Traffic adaptive routing - o + Advisory [27,31,39]

Collision warning o + - Advisory [23,74]

Blind spot monitor o o - Advisory [49]

Lane departure warning o o - Advisory [66,87]

Park distance warning o - - Advisory [37]

Adaptive high beam o o - Supporting [72]

Adaptive bend lighting + o o Supporting [66]

Start-stop system o + o Supporting [42,94]

Rear impact protection o o + Supporting [16]

Adaptive cruise control o + + Assisting [92]

Lane keeping assist o + + Assisting [35,47,71]

Park assist o + o Assisting [37,66]

Trailer assistant o o o Assisting [45]

actuators. The functionality of distributed features is based on the connection
of different domains. They often introduce and utilize exteroceptive sensors that
provide information about the surroundings of the vehicle [14]. Of the 52 features
included in the taxonomy 16 features belong to the distributed features class.
The evaluation results of these features are presented in Table 3.

The advisory class contains features that utilize information of integrated
features and exteroceptive sensors to provide additional information for safe and
comfortable driving and potentially to influence the driver’s behavior. Collision
warning, lane departure warning, blind spot monitor and park distance warning
depict advisory features to gain additional safety. Speed limit warning helps
to stick to regulations and eco-drive advice intends to influence the driver’s
behavior to achieve a sustainable driving style. Range estimation and traffic
adaptive routing support the driver’s decisions regarding the selected route and
stopovers.

The supporting class covers all features that actively influence the vehicle’s
state, but do not perform longitudinal or lateral vehicle motion control. It encom-
passes features such as adaptive high beam and adaptive bend light as well as
automated start-stop. Rear impact protection represents an active safety feature
that aims to decrease the damage induced to passengers during standstill, rear-
end collisions. Bogenrieder [16] describes an approach that utilizes a backwards
oriented radar sensor to detect an imminent rear-end collision.
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The park assist and trailer assistant feature perform lateral control of the
vehicle, while longitudinal control always remains with the driver. Therefore,
these are automation level 1 features and part of the assisting features class.
The Adaptive Cruise Control (ACC) feature performs longitudinal control and
the LKA feature performs lateral control. While operated individually, both fea-
tures represent automation level 1. If both systems are activated simultaneously,
the feature combination represents automation level 2, “Partial Driving Automa-
tion”. Consequentially, level 2 automation features are included in the assisting
features class.

3.3 Cross-Linked Features

In the presented taxonomy, cross-linked features utilize sensor networks to derive
information or to influence several actuators. These features span functional net-
works in distinction to the sequential functional chains of distributed features.
They are based on the fusion of proprioceptive and exteroceptive sensor informa-
tion to obtain a realistic and complete model of the vehicle’s internal state and
surroundings. Of the 52 features included in the taxonomy 12 features belong
to the cross-linked features class. The evaluation results of these features are
presented in Table 4.

Table 4. Evaluation results for the criteria hardware dependency (H), variety (V) and
connectivity (C) of 12 features of the cross-linked feature class, their allocation to a
specific automation sub-class and sources used in the evaluation.

Feature H V C Sub-class Source

Road condition warning - + ++ Advisory [8]

Green light speed advisory -- + ++ Advisory [8]

Range optimization - + ++ Supporting [21,78]

Recuperation control - + + Supporting [93]

Emergency call - o ++ Supporting [32]

Collision mitigation - + + Supporting [20,36]

Predictive cruise control -- ++ + Assisting [10,85]

Lane change assist -- ++ + Assisting [22,56]

Traffic jam pilot -- ++ ++ Automating [52,57]

Highway pilot -- ++ ++ Automating [2]

Automated valet parking -- ++ ++ Automating [19,59]

Full driving automation -- ++ ++ Automating [50,98]

The road condition warning feature in the advisory class is described in the
Car2Car communication consortium manifesto [8]. Severe road conditions are
propagated via Car2Car communication or back end service between road users.
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The green light speed advisory feature is also defined by the Car2Car consor-
tium. It interacts with the road infrastructure and provides an optimal speed
advice, averting an otherwise necessary red light stop. Both features require lane
accurate positioning and access to various internal states and the communica-
tion platform of the vehicle. Therefore, they are classified into the cross-linked
feature class.

The supporting class contains two energy management related features, the
range optimization and the recuperation control. The range optimization cal-
culates the remaining energy of the vehicle and predicts the required energy to
reach the desired destination. If necessary, it shuts down power hungry comfort
features like heating and air conditioning and limits the propulsion power. The
recuperation control predicts the vehicle’s energy flows and for example reduces
battery load before long recuperation phases, to prevent waste of energy due to
battery heat protection [93]. As these features influence various actuators and
require predictive map data, traffic flow information and internal states for opti-
mal performance, they are classified into the cross-linked category. Emergency
call and collision mitigation round out the supporting feature class. These are
active safety features that take action before an imminent collision and auto-
matically call help after an accident.

Equivalent to the distributed features, the assisting class covers features of
SAE automation level 1 and 2. The predictive cruise control feature controls the
longitudinal motion of the vehicle [85]. It calculates an energy optimal velocity
trajectory based on predictive map data and proprioceptive and exteroceptive
sensor information. The included lane change assist feature guides the driver’s
lane change maneuver [22]. It requires various sensors and predicts the surround-
ing traffic to calculate a safe lane change trajectory [56]. Both feature’s depend
on several sensing, processing and acting primitive elements and, therefore, are
classified as cross-linked features.

All features from SAE automation level 3 upwards belong to the automating
class of cross-linked features. The example features traffic jam pilot, highway
pilot, automated valet parking [59] and full driving automation [98] perform the
complete DDT. The former three features are designed for a specific operational
domain. Depending on their characteristics and implementation, all automat-
ing features utilize more or less comprehensive environmental perception and
interpretation. Beside the longitudinal and lateral control of the vehicle, the fea-
tures must control several actuators to perform the complete DDT. Automating
features comprise the highest level of cross-linking.

4 Comprehensive Hierarchization for Logical System
Architectures

As stated in Sect. 2.1, based on established system architecture modeling con-
cepts, all functional behavior of the introduced features is modeled within one
level of logical system architectures. Thereby, the differing character and inte-
gration depth of the individual functional elements is not considered. The rep-
resentation resolves the complexity of the underlying functional dependencies
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and multiple usage scenarios of particular functional elements only to a limited
degree. Hence, the systems engineering principles of modularization, abstraction
and hierarchization are not employed to the full extent.

Section 2.2 outlines the approaches utilized by researchers in the field of auto-
mated driving. The utilization of psychological concepts offers a sound charac-
terization for the functional components of automating features. This supports
the structuring of fundamental sub-tasks of the DDT, but does not necessarily
support the entire systems engineering process. Existing and established E/E
systems were mostly neglected by the described architecture representations.
For an holistic approach we need a hierarchical structure that supports a clear
representation of the dependencies between functional elements and includes all
automotive E/E features. It concurrently provides an abstraction that facilitates
adaption and association of different shapes of systems engineering activities.

The aim of the proposed hierarchization of functional elements is to intro-
duce a comprehensive domain-crossing functional architecture. The introduced
hierachization is based on the integration level and the character of the processed
information. This enables a flexible description of the existing chain of effects
and their interaction with associated elements within one systematic approach
and simplifies precise specification of interfaces. It facilitates the definition of
tailored templates for activities, such as verification and validation, functional
safety and release planning. These templates could guide developers, testers,
project and quality managers during the configuration of function specific pro-
cess implementations and the selection of a balanced set of suitable methods and
tools.

Figure 6 depicts our newly introduced hierachization for the logical system
architecture. The classified features of Sect. 3 were broken down into principal
functional elements and arranged to represent a clockwise flow of information.
The layered approach provided by Stiller [75] served as basis for the development
of the logical system architecture.

The type of information that is processed by the respective element, is the
major discrimination criterion we apply to assign the elements to a particular
level. The physics level contains the functional elements to gain information
from physical principles and vice versa to influence the physics. On the raw
information level the derived raw information is filtered and actuation requests
are processed. The filtered information of different functional elements is com-
bined via information fusion techniques within the filtered information level and
interpreted information is used to operate the actuators. On the highest level of
the hierarchization, the interpreted information is used to predict and abstract
the state and behavior of the system environment and the upcoming course and
actions of the vehicle are planned. In the following, we explain these different
levels, their characteristics and possible consequences for future systems engi-
neering.
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ture in the automotive domain.

4.1 Physics Level

The physics level of the logical system architecture is composed of sensors, inter-
faces and actuators and comprises all interfaces to the system environment.
Sensors utilize physical measurement principles and provide basis perception
functions. They provide raw information in form of discrete, unfiltered sample
data. The type of supplied information ranges from sampled physical quantities
like force and torque, acceleration and velocity to the raw image provided by
a camera and the point cloud of a lidar sensor. The sensors class also contains
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the control interfaces of the driver and the Global Navigation Satellite System
(GNSS) receiver.

The interfaces class enables the interaction with affiliated technical sys-
tems. It provides access to cellular networks and communication entities such as
Car2X, representing a bidirectional flow of information.

The actuators encompass all functional elements to affect the vehicle state
and its environment as a physical system. The powertrain elements engine, gear-
box and differentials influence the propulsion and the flow of energy of the
vehicle. By application of steering torque, the steering motor affects the lat-
eral movement of the vehicle, but also acts as an interface towards the driver.
Active suspension, flaps and spoilers alter the properties of aero- and vehicle
dynamics. Further functional elements serve a supporting purpose (e.g. cooling,
wipers or lights) and to interact with the driver (e.g. HMI, speakers).

4.2 Raw Information Level

This level contains the functional elements required for filtering and processing
of raw signals and to drive the actuators. The functions within the perception
class process the physical sensor’s raw data to derive tangible information about
the vehicle’s primitive motion and internal states. Coarse positioning is achieved
by interpretation of the pseudoranges in the navigation satellite receiver and
the electronic horizon provides information about the upcoming road segments
from an internal data storage. Images and point clouds are processed to extract
surrounding objects, lanes and traffic signs.

The actuation control class drives and controls the mechanical components
of the vehicle via the physical actuators. It represents the basic functional com-
ponents of the integrated features that are essential for the vehicle’s operability.
The software implementation of functions on this level is subjected to hard real-
time constraints.

While the elements of the physics level represent the functional share of
mechanical and electrical hardware components, the raw information level con-
tains the functional part of the embedded software associated with those ele-
ments. Its development should be coupled with the processes of the physical
level. On this level, the development of components is commonly carried out by
Tier 1 suppliers. Validation and verification of the functional elements can mostly
be done independent of other elements. The obtained information is commonly
shared within the related domain of the vehicle’s communication network.

4.3 Filtered Information Level

Functions on the filtered signal level perform fusion and abstraction of the various
detached information sources and control the vehicle operation. The information
of the proprioceptive and exteroceptive sensors is accumulated in the interpreta-
tion class. The static and dynamic environment model provide a condensed and
consistent representation of the vehicles’ surroundings. The vehicle state model
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consolidates all internal vehicle states and the driver state model describes the
driver’s features, such as level of attention and driving style.

The functions to control the lateral and the longitudinal motion of the vehicle
are the most important items of the operation control class. Their task is to
achieve the targeted velocity and vehicle pose within the operational limits.
The driving mode management coordinates the underlying functions to attain
a well-attuned driving experience. The power management approves and limits
power consumption of the various components and coordinates the recuperation
of electrified vehicles.

The functions of the filtered information level are not essential for the oper-
ability of the vehicle, but enable distributed features. The included longitudinal
and lateral control elements are part of the assisting and automating features.
The functions on this level are subjected to soft real-time constraints. Verification
and validation of these functions is performed on the interface level. Simulation
based techniques require modeling of not only the vehicle physics and environ-
ment, but also modeling of all underlying functional elements implemented in
software.

4.4 Interpreted Information Level

The interpreted information level contains cognitive functions for interpretation,
prediction and planning. Stochastic models enable the prediction of the behavior
of traffic objects and driver intentions. The information of the vehicle state model
facilitates the prediction of the vehicle’s pose. The functional element scene
understanding represents the interpretation of the aggregated information. The
longitudinal and lateral motion planning functions are based on the interpreted
information and act on the underlying control functions. A dedicated element for
energy optimization enables the range optimization and the recuperation control
features. The mission control function is an essential part of all automation
features. It coordinates the individual elements to accomplish the driving task.

The functional elements of the interpreted information level are best suited
for implementation on a centralized, high-performance control unit, as the
amount of data necessary to provide the described information exceeds the capa-
bility of established communication networks. The functional elements of the
interpreted information level resemble a service-oriented approach. Therefore,
no guarantees for real-time constraints are given. Simulation models for verifica-
tion and validation of these high level functions do not need detailed models of
the vehicle mechanics or the physical background of the utilized sensors. Emu-
lation of the model based environment representation and the control behavior
of the filtered information level is sufficient.

5 Representation of Selected Features Within the
Proposed Logical System Architecture

The elements within our proposed logical system architecture were derived from
the analysis and taxonomy of existing and conceptual automotive features in
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Sect. 3. In the following, we demonstrate the applicability by modeling selected
features of all three main categories of the taxonomy. The modeling of estab-
lished features shows the ability of our approach to maintain legacy content.
The representation of research concepts proofs the ability to cope with future
demands.

5.1 Integrated Features

Of the integrated feature class, the ESC and the EPS are modeled within our
proposed logical architecture.

Electronic Power Steering. The EPS feature serves as an actuator to influ-
ence the lateral movement of the vehicle. Figure 7 depicts the logical system
architecture of the ESC. It applies a torque to the steering wheel to support the
driver actuation or to achieve a given target steering position. The power steer-
ing described by Kim [38] supports the driver’s steering intention. It provides
a detailed description of the architecture of a power steering control feature for
driver support. The torque applied by the driver is sensed and amplified depen-
dent on the vehicle velocity. Naranjo [54] describes a power steering feature for
automated control of the vehicle. It applies steering torque to control the steer-
ing position. To obtain a satisfactory control behavior, the control is operated
with a duty cycle of 10 ms.

Therefore, the power steering feature consists of the odometer and steering
wheel elements of the sensors class, the power steering control function and the
steering motor of the actuators class.

Electronic Stability Control. The ESC feature “is an active safety technology
that assists the driver to keep the vehicle on the intended path and thereby helps
to prevent accidents” [44]. The yaw movement of the vehicle is stabilized by
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Fig. 7. The chain of effects of an Elec-
tronic Power Steering (EPS) feature
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individually controlling the tire slip of each wheel. To avoid counteracting the
driver,“it needs to accurately interpret what the driver intends for the vehicle
motion in order to provide added directional control” [81].

Figure 8 depicts the logical system architecture of the ESC. The current yaw
rate and vehicle movement is read in from a gyroscope, an odometer and an
accelerometer. The driver intention is derived from the information of the steer-
ing wheel and the pedals. The stability control functional element calculates the
individual tire slips necessary to obtain a stable movement. Actuation of the
brakes is directly applied, the engine, gearbox and differentials are actuated via
the powertrain control function.

5.2 Distributed Features

To represent the distributed features class, we selected the ACC feature as a
longitudinal control feature and the LKA feature as a lateral control feature.

Adaptive Cruise Control. The ACC feature depicts an assisting feature that
controls the vehicles longitudinal velocity and adapts it to the velocity of leading
traffic. Winner [92] provides a comprehensive overview of the ACC feature. The
radar based perception of the area in front of the vehicle is used to calculate
and control the vehicle’s velocity. The driver inputs are monitored to detect an
override by throttle actuation and a deactivation by brake actuation. Moon [51]
describes a two-level control structure, where the upper level controls the vehicles
speed by requesting accelerations and the lower level controls the acceleration
by throttle and brake actuation.

Figure 9 depicts the logical system architecture of an ACC feature. For com-
prehensibility, the elements for driver interaction, like activation and override,
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are removed and only the core elements are represented. The primitive motion of
the vehicle is estimated based on internal sensor information. The radar signal
is processed by the object tracking function and used to calculate and control
the desired time-gap in the longitudinal motion control function. Actuation is
performed via the stability control and the powertrain control elements.

Lane Keeping Assist. The lane keeping assist feature assists the driver in the
lateral control task without assuming control of the complete DDT. Following
Ishida [35], “The lane keeping assistance system consists of a camera-equipped
lane recognition unit, the LKAS control unit, and the Electric Power Steering
(EPS).” The lane tracking functional element extracts the lane markings in the
camera image and calculates the lateral deviation, orientation and curvature.
This information is used as control variable in the lateral motion control function.
The actuation is a steering torque applied via the power steering control and the
steering motor.

5.3 Cross-Linked Features

Of the cross-linked feature class we selected the PCC feature, which belongs to
the assisting sub-class. Wahl [85] describes the PCC as a feature for optimal
longitudinal control. The ACC is extended to adapt the velocity to the road
topology and speed limits besides leading traffic. Figure 10 depicts the logical
architecture of the PCC feature.
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The environmental perception of the ACC is extended by a camera system
for lane tracking and traffic sign recognition. A GNSS receiver provides coarse
positioning, which is used to provide the upcoming road topology via the elec-
tronic horizon function. A consistent model of the static environment, the vehicle
state and the dynamic environment is formed on the interpretation level.

The feature implements a model predictive control strategy. Therefore, the
pose of the vehicle and the movement of the traffic object are predicted and
passed on. Bauer [11] splits up the control task of the PCC into two levels. This
approach maps to the longitudinal motion planning element and the longitudinal
motion control.

6 Conclusions

In this contribution, existing and upcoming automotive features were evaluated
and classified in a taxonomy. We evaluated 52 current and upcoming automotive
E/E features and presented the detailed results of the assessment. Our taxonomy
presents a systematic and comprehensive overview of the current automotive E/E
cosmos. This rehashed representation facilitates the discussion and delineation
of the current challenges to the ASE practice.

Based on the taxonomy we developed a comprehensive logical system archi-
tecture for current and upcoming vehicles. An hierarchical structure was intro-
duced to the logical system architecture to handle the increasing functional com-
plexity. The utilized abstract functional elements were selected to cover all vehi-
cle domains and enable the representation of functional chains and networks.
The compact pattern provides a clear overview of the abstract representations
of all E/E components of the vehicle and facilitates the attribution of properties
to elements and interfaces. The abstraction enables the representation of new
and legacy functional elements, whose combinations constitute the various fea-
tures of the vehicle. Therefore, all feature dependencies and all stakeholders of
specific functional elements are easily identifiable.

Future work will be necessary to evaluate the anticipated added value of the
hierarchical structure of the logical system architecture. It is important to take a
closer look on how the definition of beneficial guidelines for different architecture
levels supports decision makers during the product development. For functions
on different levels, varying process quality gates may be scheduled to consider the
necessary effort for their hardware integration. With future software over the air
capabilities, a feature ramp-up after the start of production is feasible for high-
level features, while low-level features need to be integrated in the established
fashion to ensure basic functionality. Also agile practices should be more or
less beneficial on different levels. In conclusion, the definition of different meta-
strategies for verification, validation and functional safety for the different levels
of the logical system architecture should provide a substantial benefit.
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Abstract. The relocation of carsharing vehicles is one of the main chal-
lenges facing its economic viability, in addition to the operational costs
and infrastructure deployment. In this paper, we take advantage of an
innovative technological proposal of a one-way carsharing system, to test
and validate a user-based relocation strategy. The new technology allows
vehicles to be driven in a road train by either an operator (up until eight
vehicles) or a customer (up to two). The proposed strategy encourages a
customer to take a second vehicle along the way, when he/she happens to
be moving from a station with excess of vehicles, to a deficient station. As
a case study, we have considered a suburban area of the city of Lyon, of
which we have a 2015 household travel survey to build a synthetic popula-
tion undertaking various activities during a day. Then, we inject this pop-
ulation in a detailed multi-agent and multi-modal transport simulation
model, to compare the relocation performance of a lower/upper-bound
availability algorithm with three other naively intuitive algorithms. The
study shows that: (i) relocation algorithm is very sensitive to the ratio
of parking slots to fleet size, and (ii) with the right infrastructure we can
relocate one vehicle and generate at least one additional trip.

Keywords: Carsharing · User-based relocation
Multi-agent traffic simulation · Stackable vehicles · Electric vehicles

1 Introduction

Carsharing systems are innovative mobility services that are increasingly becom-
ing popular in urban and sub-urban areas and have the potential to solve real-
world problems of urban transports [17]. The principle of a carsharing system is
that customers can rent for limited period of times a car from a fleet of shared
vehicle operated by a company or a public organisation. Although carsharing ser-
vices have been proposed in the early 1970s, they have emerged as a worldwide
phenomenon only in the last decade. This is due to the deployment of one-way
carsharing systems in which the customers are allowed to leave the rented car
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at a drop-off location different from the pickup location [3]. This provides an
increased flexibility for the users compared to two-way systems.

Typically, one-way carsharing systems suffer from unbalance distribution of
available vehicles in the service area. Specifically, some locations can be more
popular than others at different times of the day (e.g., residential areas at night-
time as opposed to industrial and commercial areas at peak hours). This imbal-
ance of demand easily results into situations in which vehicles accumulates in
areas where there is a lower number of rental requests, while at the same time
there is shortage of vehicles where they are more needed [5]. When this happens,
the operator can resort to rebalancing policies, i.e., relocation of vehicles from
where they are not needed (taking into account the expected demand in the
near future) with the objective of serving more effectively the travel demands.
Clearly, this has a cost for the operator, thus relocation should be performed
only when economically viable.

However, before the operator resorts to rebalancing, he needs to know the
optimal solution for infrastructure planning, giving the high investments costs
and travel demand. In other words, he needs to determine the number, size and
location of parking stations to deploy in the area where the carsharing system
is supposed to operate in. In the literature, this problem is generally solved con-
sidering a spatial-temporal formulation of a MILP [1,10]. In our previous work,
we formulated a set-covering model coupled with queuing theory to guarantee
certain level of service to customers [8].

Different approaches for vehicle relocation in carsharing systems exist [29].
Operator-based solutions require the use of dedicated staff for executing the
redistribution tasks. On the contrary, user-based solutions rely on users willing
to relocate vehicles to locations where they are needed, usually on the basis of
an economic incentive. However, both approaches can be costly. Furthermore,
it is still uncertain whether users are willing to accept incentives for deviations
from their destinations. Finally, the design of optimisation frameworks for the
decision of which vehicles to relocate to which location can become intractable
due to the extremely large number of relocation variables [10].

To cope with the aforementioned issues, in this paper we suggest a user-based
relocation algorithm that takes a conservative stance in order to predict the
excess and deficiency of vehicles. When a customer queries the carsharing system
about trip he/she desire to perform, the system reacts by verifying whether the
origin station is in excess of vehicle and if the destination station is in deficiency
of vehicles. In this case, the system will encourage the customer to take a second
vehicle so to help at the rebalancing. The possibility to drive a second vehicle
assume a new class of lightweight vehicles, called ESPRIT cars, which can be
stacked, recharged and driven in a road train [13]. This is supposed caters for
more efficient relocations since a single customer can relocated two vehicles at
the same time.

To validate the performance of the proposed relocation strategy on a mean-
ingful case we use the city of Lyon as case study. Specifically, we use a multi-
agent simulation framework that we have previously designed [23]. It is based
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on MATSim, a popular open-source and agent-based traffic simulation platform,
which supports dynamic traffic assignment, large scenarios and detailed mod-
elling of transportation networks [2]. Then we set up a scenario using data from
the 2015 Lyon conurbation household travel survey, which provides information
about more than three million trips, and public data on the Lyon’s public transit
systems. Then, we analyse the impact of the infrastructure planning strategy on
the user-based relocation in terms of number of rental trips and relocation trips.

The remainder of this paper is organised as follows. Section 2 provides an
overview of related literature on infrastructure planning, vehicle relocation and
carsharing performance evaluation. It also introduces the ESPRIT carsharing
system and the user-based relocation in such a system. Section 3 sets the method-
ological ground of the relocation strategies on which is based this paper. Section 4
describes the Lyon case scenario, travel demand. Section 5 discusses the simu-
lation results. Finally, the conclusion summarizes the paper and outlines future
work.

2 Related Work

2.1 Models for Infrastructure Planning

Infrastructure planning tries to determine the number, size and location of park-
ing stations in a carsharing system in order to maximise some performance mea-
sure, such as demand coverage or profit. From a general point of view, this is
an instance of the facility location problem, which is an optimisation problem
extensively studied in the field of logistics and transportation planning [14].

Existing planning frameworks typically rely on time-space optimisation
approaches, which are models that assume a deterministic knowledge of the
demand of vehicles at each time interval of the control period. For instance, A
MILP formulation is used in [1] to maximise the profits of car-sharing system,
which simultaneously optimises the location of parking stations and the fleet
size under several trip fare schemes. The proposed model is then used to analyse
a case study in Lisbon. A recent work [10] addresses the planning of an elec-
tric car-sharing system using a multi-objective MILP model that simultaneously
determines the number, size and locations of stations, as well as the fleet size
taking into account vehicle relocation and electric vehicle charging requirements.
More recently, new modelling approaches (eg. queuing theory and fluid models)
have been proposed to take into account that the demand process of customers is
stochastic and exhibits seasonal effects. For instance, a closed queuing network
modelling of a vehicle rental system is proposed in [16] to derive some basic
principles for the design of system balancing methods. In our previous work [8],
we formulated a set-covering model that minimises the cost of deployment (in
terms of number of stations and their capacity) and leveraged on queuing the-
ory to also guarantee a pre-defined level of service to the customers (in terms of
probability of finding an available car/parking space).
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2.2 Relocation: State of Art

Vehicle relocation strategies can be classified into the following two broad cat-
egories: (i) user-based schemes, which incentive customers to participate in the
relocation program, and (ii) operator-based schemes, which leverage on dedi-
cated staff for relocation activities.

In [20] two operator-based strategies are simulated. The shortest time strat-
egy relocates vehicles to minimise the travel times of staff members. The inven-
tory balancing strategy moves vehicles from over-supplied stations to stations
with vehicle shortage. In [21] an inter-programming model is developed to min-
imise the costs associated to staff-based relocation. A similar model is developed
in [19] to maximise the profit of the carsharing operator. In [25] a stochastic MIP
model is formulated to optimise vehicle relocations, which has the advantage of
considering demand uncertainty. A multi-objective MILP model for planning
one-way car-sharing systems is developed in [10] taking into account vehicle
relocation, station deployment and electric vehicle charging requirements. The
design of optimal rebalancing algorithms with autonomous, self-driving vehi-
cles has been recently addressed in [26] using a fluidic model, and [30] using
a queueing-theoretical model. An alternative approach for operator-based relo-
cation scheme consists in selecting trips so as to reduce vehicle imbalance, for
instance by rejecting trips to stations with parking shortage [1,27].

User-based relocation policies are typically considered more convenient for
the carsharing operator as they do not require the use of a staff. However, it is still
uncertain whether users would be willing to participate in a rebalancing program
by accepting an alternative destination or a more distant vehicle [18]. For this
reason, most of the studies in this field focus on designing pricing incentive
policies for encouraging users to relocate the vehicles themselves [12,15]. Clearly,
the effectiveness of these schemes highly depends on users’ participation and their
willingness to accept changes of their travel behaviours.

2.3 Relocation: Stackable Vehicles

The underlying design principles of cars are rapidly evolving and the design of
innovative lightweight vehicles is coming to the fore of current academic and
industrial research programs. The long-term vision is to reinvent urban mobility
systems by leveraging on vehicles specifically designed for city use with significant
smaller spatial use and carbon footprints, as well as considerably less expensive
to own and operate [24]. For instance, several concept prototypes of stackable,
and foldable two-seat urban electric cars are currently under development, such
as the MIT BitCar [28], or EO Smart [7]. A step forward is take by the ESPRIT
European Project that is designed and prototyping a new vehicle that is stackable
with mechanical and electrical coupling, and it can be driven in road trains as
shown in Fig. 1.

ESPRIT vehicles have the potential to facilitate the deployment of one-way
carsharing by also supporting more efficient operational procedures. In partic-
ular, redistribution is made easier because the vehicles can be driven in a road
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Fig. 1. The architecture of an ESPRIT-based car-sharing system [13].

train. As a consequence, a single staff can drive a road train of up to eight vehi-
cles, or users may drive a road train of two vehicles with a conventional driving
license. As discussed in the previous section, one of the main hurdles for user-
based relocation strategies is to encourage the users to change their destination
to perform a relocation task.

With ESPRIT, we can afford a different way of user-based relocation, where
operator can take advantage of actual trips and augmenting their relocation
efficiency by delivering two vehicles instead of just one. However, this strategy
has been proven, in the following paper, to have a low impact on the total number
of carsharing trips.

2.4 Simulation of Carsharing Systems

In general, evaluating the performance of a carsharing system is a difficult task
due to the complex and time-variant interplay between the demand and supply
processes. Specifically, the availability of vehicles in a carsharing system is intrin-
sically dependent on trips that are demanded by the customers and vice-versa.
In addition, there are several operational conditions that add uncertainties to
the system about the future location of vehicles, such as the impact of pric-
ing schemes impact on the decisions of individual users. Therefore, a simulation
approach can be very useful to cope with operation complexities and to quickly
evaluate the effectiveness of different planning and operation models.

Studies of micro-simulation for performance evaluation of carsharing system
has been investigated as early as 1982 [9]. During that period, there was not
yet the large panel of traffic simulation tools that are existing nowadays. Thus,
the critics held by the author in [9] regarding the computational complexity and
availability of data should be taken in moderation. In 1999, a queuing-based
transport simulation has been proposed by [4] for the assessment of the per-
formance of a shared one-way vehicle system. Different measures of efficiency
were determined, such availability of vehicles, their distribution and energy con-
sumption, while some relocation strategies were tested. However, the simulation
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model is exactly predictive and does not capture the inherent uncertainty of real
world systems. A more detailed carsharing simulation model and open source
was introduced by [11], where it is based on multi-modal agent-based traffic
simulator, such that each agent seeks to fulfils its daily plan as a set of activ-
ities connected by legs. In our previous work, we designed a similar but more
sophisticated carsharing simulator [23], in such a way to separate the carsharing
mobility simulation model from the operational and demand model. The purpose
is to allow users test different operational models and strategies using the same
tool. We have, therefore, used this simulation model to study the performance
of a new carsharing system deployed in a suburban area of Lyon.

3 Relocation Strategies

The need for vehicles relocation in carsharing systems stems from the unbalance
of availability of vehicles that naturally emerges at different moments of the day.
A station manifesting an excess of availability of vehicles should be leveraged to
provide additional vehicles to stations manifesting a deficiency of vehicles. In this
work we assume that customers are encouraged to relocate a second vehicle if
they are planning to make a trip between stations with an excess and a shortage
of vehicles, respectively.

Defining the metric that can be used to detect whether a station has an
excess/deficiency of vehicles is not an easy task. In principle, availability might
undergo large fluctuations due to a continuous stream of pickups and drop-offs
of vehicles. In principle, relocating a vehicle from/to a highly variable station
may negatively interfere with the natural flow of vehicles and cause a butterfly
effect in the network. On the other hand, complex availability metrics would
require to have additional knowledge about the carsharing system, e.g. to predict
the minimum availability of vehicles over some time interval. In the following
we explore both approaches. Specifically, we first propose a set of relocation
policies that only rely on a simple characterisation of the carsharing dynamics
based on the instantaneous number of vehicles that are available for rent at a
station. Then, we descrive a more elaborated relocation heuristic, which assumes
a knowledge of carsharing demand patterns.

Before describing our proposed scheme, it is also important to point out that
are several business and operational factors that can affect the effectiveness of
the relocation process. As a matter of fact, a relocation task is costly, since it
consumes fuel and makes the vehicle unavailable during the trip period. Fur-
thermore, a carsharing operator might want to ensure a high availability in a
certain station by contrast to others following a specific marketing strategy. In
this paper, we will not dive into all these complexities of real world systems, but
we assume that a relocation strategy is effective if one relocated vehicle generates
at least one additional trip i.e. the fraction of additional trips over the relocation
trips should be superior or equal to one, as the minimum accepted performance.
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Algorithm 1. Uniform relocation.

1: procedure Relocate(i, j, t)
2: rand ← uniform random generator(0,1)
3: if (vi(t) > 2 AND pj(t) > 2) then � Check relocation feasibility
4: if rand ≤ γ then
5: return TRUE � Yes
6: end if
7: end if
8: return FALSE � No
9: end procedure

3.1 Policies Based on Current System State

First of all, we describe relocation policies that do not require to maintain the
past system state, or to predict the future system state. This implies that these
strategies are not influenced by the history of the carsharing system, and do
not rely on a knowledge of the carsharing demand. The only information that is
maintained by the carsharing operator is vi(t), defined as the number of available
vehicles at station i at time t, and pi(t), defined as the number of available
parking spaces at station i at timet. Clearly, pi(t) = ci − vi(t), where ci is the
capacity of station i.

The simplest relocation strategy is the uniform policy, illustrated in Algo-
rithm 1, which incentivises each customer to take a second vehicle to his intended
destination with a fixed probability γ. Specifically, let us assume that at time t
a customer generates a request for a rental vehicle from location O to location
D. The central controller of the carsharing system determines the station i that
is the closest to location O with an available vehicle, and the station j that is
the closest to location D with an available parking space. A relocation task is
assigned to the customer with probability γ if and only if there are at least two
vehicles available at station i and there is enough available parking space at
station k to accomodate the train of two vehicles.

The second relocation strategy is illustrated in Algorithm 2, and it simply
restricts the relocation task to destination stations that are empty. The rationale
behind this strategy is to avoid situations in which two close booking requests
can not be satisfied by a system.

Algorithm 2. Prioritise empty station.

1: procedure Relocate(i, j, t)
2: if (vi(t) > 2 AND pj(t)) == 0) then
3: return TRUE � Yes
4: end if
5: return FALSE � No
6: end procedure
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The third relocation strategy is the balance policy, illustrated in Algorithm 3,
in which a customer takes a second vehicle to his intended destination only if this
contributes to reduce the difference in the occupancy levels of the stations. The
rationale behind this strategy is to use the redistribution to equalise as much
as possible the utilisation of stations. This can be mathematically expressed
computing the difference between the new occupancy levels that would be due
to the movement of a single vehicle or a train of two vehicles. After standard
algebraic manipulations it is straightforward to show that if vi(t) > vj(t) + 4 it
is always beneficial to encourage a customer to take a second vehicle with him.

3.2 Policies Based on Predicted Minimum Availabilities

As noted before, the instantaneous car availability at a station is typically highly
variable. We conjecture that a more reliable parameter for guiding the relocation
decision is an estimates of the number of vehicles that will not be used because
they are in excess with respect to the carsharing demand. This excess of vehicles
can be estimated by measuring the minimum car availability over a period of
time. Specifically, let us assume that the system time is divided into time intervals
of duration τ . Then, let us denote with αk

i the minimum car availability that
is expected at station i during the time interval [kτ, (k + 1)τ ]. The estimation
of the minimum car availability of a carsharing system that does not perform
relocation, say αk,nr

i , is straightforward as it is given by

α̂k,nr
i (t) = min {vi(s) : s ∈ [kτ, t]} . (1)

In Eq. (3), the function vi(t) is provided by historical information. On the
other hand, the relocation process changes the system dynamics and observa-
tions from a system without relocation might be quite different from the ones of
the system with relocation. Thus, we decide to also compute an expected min-
imum availability using forecasts of the carsharing demand. More precisely, let
us denote with αk,r

i the minimum availability in the time interval [kτ, (k + 1)τ ]
based on the estimated number of vehicles that will be dropped off and picked
up at station i during [kτ, (k + 1)τ ] according to the carsharing demand, and

Algorithm 3. Balanced offer.

1: procedure Relocate(i, j, t)
2: if (vi(t) ≥ 2 AND pj(t) ≥ 2) then � Check relocation feasibility
3: u1 ← [(vj(t) + 1)/cj ] − [(vi(t) − 1)/ci]
4: u2 ← [(vj(t) + 2)/cj ] − [(vi(t) − 2)/ci]
5: if |u1| > |u2| then
6: return TRUE � Yes
7: end if
8: end if
9: return FALSE � No

10: end procedure
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taking into account that the initial number of vehicles is vi(kτ) and the station
has finite capacity ci. To clarify the procedure used to estimate the minimum car
availability Fig. 2 illustrates an example. As shown in the figure, we consider the
sequence of expected pick-up and drop-off events to estimate the future evolution
of the vi(t) function. Note that we discard pick-up and drop-off events that are
not feasible, i.e. pick-ups that would occur when the estimated vi(t) function is
equal to zero, and drop-offs that would occur when the estimated vi(t) function
is equal to ci.

Fig. 2. Example of αk,r
i estimation for a station with capacity equal to 3.

Finally, we have that

αk
i = min

{

αk,nr
i , αk,r

i

}

. (2)

Different approaches can be used to estimate αk
i . The simplest one is to

use historical information about the car availability from a carsharing system
in which relocation is not used. In this case, αk

i would simply be equal to
min {vi(t) : t ∈ [kτ, (k + 1)τ ]}. However, the shortcoming of this approach is that
the relocation process changes the system dynamics and observations from a sys-
tem without relocation are not representative of the system with relocation. In
particular, rental requests that failed in the system without relocation can be
successful in the system with relocation (and viceversa). Thus, we decide to use
a combination of historical data and carsharing demand forecast. Specifically,
let us assume that at time t, with t ∈ [kτ, (k +1)τ ], a customer wants to pick up
a car at station i. Then, we split the computation of αk

i into two components.
The first one is α̂k

i (t), which is given by:

α̂k
i (t) = min {vi(s) : s ∈ [kτ, t]} . (3)

In other words, α̂k
i (t) is the exact minimum availability of station i consid-

ering only the time interval [kτ, t] and the knowledge of the real car availability
given by vi(t). The second one is αk

i (t), which represents the minimum availabil-
ity in the time interval [t, (k + 1)τ ] based on the estimated number of vehicles
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that will be dropped off and picked up from station i during [t, (k +1)τ ] accord-
ing to the carsharing demand, and taking account that the initial number of
vehicles is vi(t) and the station has finite capacity ci. Finally, we have that

αk
i (t) = min

{

α̂k
i (t), α

k
i (t)

}

. (4)

Following the same line of reasoning it is possible to also estimate βk
i , defined

as the availability parking space availability at station i during time interval
[kτ, (k +1)τ ]. Intuitively, βk

i is the complement of the maximum car availability.
We are now able to define a relocation policy that leverages the knowledge of
the predicted minimum car and parking space availability, which is illustrated in
Algorithm 4. Clearly, first the relocation strategy checks if the relocation tasks
is feasible, i.e. there are at least two vehicles available at station i and there
is enough available parking space at station k to accomodate the train of two
vehicles. Then, the algorithm checks a similar but more restrictive condition,
i.e. relocation is feasible if also minimum car and parking space availabilities are
considered.

Algorithm 4. Minimum availabilities.

1: procedure Relocate(i, j, t)
2: if (vi(t) ≥ 2 AND pj(t) ≥ 2) then � Check relocation feasibility
3: if (αk

i ≥ 2 AND βk
i ≥ 2) then � Check minimum availabilities

4: return TRUE � Yes
5: end if
6: end if
7: return FALSE � No
8: end procedure

4 Case Study

4.1 Scenario

Similarly to the work previously done in [22], we will test and validate the sug-
gested user-based relocation strategies using the Lyon case study. The operating
area of the simulated carsharing system is shown in Fig. 3, and corresponds to
three suburban district of the city of Lyon. The road network is constructed from
OpenStreetMap data and made of 141,795 links, not only limited to the study
area with green background. Regarding the public transit systems, we used data
publicly available from Grand Lyon Data platform1 to define transit routes and
modes (buses, tram, underground), transit stops, as well as schedules and vehi-
cles capacities. One of the most important modelling task is to construct the
travel demand for different transportation modes. Traditionally, travel demand
1 http://data.grandlyon.com/.

http://data.grandlyon.com/


266 H. Laarabi et al.

data is organised as trip origin/destination (O/D) matrices, which simply con-
tain the number of trips that are taken from an origin node to a destination
node in a specific period of time. However, since we use a multi-agent modelling
approach, the travel demands are constructed as individual daily plan dairies,
which contain sequence of activities and the preferred transportation mode for
trips between activities. As for [22], we created the demand for Lyon based on
used census data from the INSEE website and uses data from the Lyon Travel
Diary Survey 2015. The synthetic population representing the demand is of the
order of 1.4 million agents, all of whom pass through the choice model to deter-
mine the destination and mode of trips. For this model, we considered five types
of facilities: home, work, education, shopping and leisure. Such that home facility
represents most of the facilities with 35,853 instance, while the remaining others
make up 1549 instances. The Lyon Household and travel diary survey 2015 were
used to estimate coefficients for generating the synthetic population. The records
were split according to whether the synthetic person had both a driving licence
and the household a car or not. The trip records were fitted to a nested mode
(Car or PT) and destination choice model, and the coefficients at both levels of
the nest were estimated simultaneously.

Fig. 3. Map of the simulated area, with blue diamond referring to the Esprit stations
deployed within the study area (green background). The red and grey lines refer to,
respectively, the PT and car networks [22]. (Color figure online)

The main novelty considered in this new version of the Lyon demand com-
paring to the one tested in [22], is at the level of the mode choice. We introduced
a “walk” mode, as well as new combinations of modes, such:
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1. Private car (car)
2. Park and Ride
3. Public Transport (pt)
4. ESPRIT (no Public Transport)
5. ESPRIT followed by Public Transport, “ESPRIT first”
6. Public Transport followed by ESPRIT, “ESPRIT last”
7. and Walk

ESPRIT first and ESPRIT last match to the concept of first and last kilome-
tre. These trips are of particular interest. Individual agents make travel choices
according to whether they have a driving licence, and whether there is car belong-
ing to their household. If they can drive and have access to a car then all seven
modes are available, but if the household does not have a car they may still
choose to use ESPRIT. The choice nest takes account of their car availability
status and directs the agent through the appropriate part of the choice nest
accordingly. The demand contains a total number of agents of 80.740 agents and
a customer base of 6.416 agents. While the modal share as shown in Fig. 4, shows
Esprit share of represents 6.7% of the modal share, while private car is leading by
a modal share of 64.3%, then public transport 17.3% and finally walking mode
representing 11.7% of the modal split.

Fig. 4. Modal share of the base demand.

In this case study we considered a scenario where 350 vehicles were deployed
in 77 stations, which are represented as diamonds in Fig. 3. The deployment
was undertaken following the optimal deployment strategy introduced in [6].
However, we branched off two main variants of this scenario, so to compare
the impact of the ratio of the parking slots to the vehicles on the relocation
strategies. We assumed, therefore, in the first variant that each of the stations
have reasonably very large parking space of 20 slots, in total 1540, i.e. a ratio
slot:vehicle equal to 4.4. While in the second variant we assumed a reasonably
smaller parking space of 10 slots per station, in total 770, i.e. a ratio equal to
2.2. We will see in the following why this ratio has a significant impact of the
performance of the relocation strategies.
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4.2 Results and Discussion

Considering the environment described above, we have executed multiple simu-
lations with different set-ups. On one hand, we have executed two simulations
with no relocation strategy activated on the two different parking slots: 1540 and
770. The goal is to obtain a reference line for deducing the performance of the
relocation strategies. This reference line is represented with a straight solid line
on both Figs. 5 and 8. It indicates the threshold of 100% of the number of trips
without relocation, and any bar plot rising above it means that the Algorithm
led to new successful bookings that have failed beforehand. Both variants of
parking slots have produced roughly same number of trips: Successful bookings
are dependent less on parking availability than fleet size [6].
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Fig. 5. Comparison of relocation performance when considering the four scenarios,
with respect to the ratio vehicle/parking slot. Performance is measured in terms of (1)
percentage of number of trips relative to a simulation without relocation (2) percentage
of trips where a second vehicle has been offered to be relocated.

On the other hand, we run a first set-up using the different relocation strate-
gies on the two variants of slot:vehicle ratios. The purpose is to compare the
performance of each strategy and the impact of the ratio. The second set-up
focused on the proposed sophisticated relocation strategy, Algorithm 4. Since
this algorithm depends on the predefined bin of time per contra to other algo-
rithms. Therefore, we have tested it on a set of time bins to observe their impact
on its performance.

In order to compare between the performance of the different strategies and
in different time interval, we have decided to use two metrics M1 and M2:

– M1: the difference of trips obtained from the simulation without relocation
and the one with relocation. A positive difference means that the relocation
decisions allowed the booking success of new trips comparing to the simulation
without relocation.
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– M2: The fraction of carsharing trips that actually served for transporting a
second vehicles by the agent. The purpose is to know how many relocation
trips have been required to get more successful booking trips.
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Fig. 6. Fluctuation of the sum of 30min average availability of vehicles of all stations,
for the different scenarios and solely for the case of 1540 parking slots.

Let us start with the graph result of first set-up shown in Fig. 5. The uniform
relocation strategy S1, has scored negatively in both situations, respectively
−4.7% and −3.0% for the metric M1. While it led to the highest number of
relocation such that M2 > 20% of the shares of the total trips that served
for relocating a second vehicle. This strategy based on uniformly distributed
random numbers demonstrate that it cannot be at all a solution in dealing with
the relocation problem. In addition to the fact that it can not be even used as a
reference strategy with which we would measure how well our relocation strategy
scores in comparison to a random behaviour.

Algorithm 2 scores quite well in the case of the large parking space variant:
M1 = +4.7% that is more than 400 additional trips. In contrast, it required
M2 = 13.6% of relocation trips, which is around 1300 trips. This strategy that
consists in prioritising empty stations has led to a ratio of approximately 1:3. In
other words, the decision maker will have to relocate 3 vehicles to ensure 1 new
successful booking. This strategy is costly for the carsharing operator but it can
be used as strategy with lower bound performance.

The balancing relocation strategy described in Algorithm 3 scores the highest
number of additional trips in case of 1540 slots: M1 = +9.4%. To generate
the additional 900 trips, the systems had to encourage around 2000 agents to
relocate a second vehicle (M2 = 19.4%). This is equivalent to a ratio of 1:2, one
additional vehicle for 2 relocation trips. In the case of 770 slots, the score is tied:
M1 = +0.0%, while M2 = 16.5% is still significantly high. We conclude that the
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Fig. 7. Comparison of the ongoing activity of all carsharing trips with carsharing trips
transporting a second vehicle to be relocated and solely for the case of 1540 parking
slots.

three Algorithms 1, 2 and 3 all behave quite poorly when the ratio of slots to
vehicles is low.

The proposed strategy based on minimum availability outperformed the other
strategies in terms of M1 to M2 ratio. Even though it has scored less than
strategy S3 in the case of 1540 slots: M1 = +7.0%. Yet the second metric has
a score significantly lower than the other strategies: M2 = 16.5%, resulting in
a ratio greater than 1:1. In other words, the carsharing system will require less
relocation trips to generate more additional trips, in the case of a significantly
large parking space availability. In the 770 slots variants, the algorithm offer
poor performance, but still positive score and 1:3 ratio way better than the
other algorithms.

In addition to Fig. 5, two other comparison plots were generated and depicted
by Figs. 6 and 7. The average availability figure show the slight mitigation of the
availability due to the relocation algorithms. While there is a drop of average
availability of only 5 to 20 vehicles when comparing with the no relocation case,
the Algorithm 4 remains the one with less mitigation availability relative to the
three other algorithms. This observation led us to hypothesize that the poor per-
formance of the other algorithms was due to the unavailability of vehicles due to
excessive relocation decisions. This hypothesis is supported by the plots in Fig. 7,
which shows that Algorithm 4 led to less relocation activities in comparison with
the other algorithms.
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Fig. 8. Comparison of fluctuation of relocation performance when considering different
time bins, with respect to the ratio vehicle/parking slot.

The results obtained with Algorithm4 was in the case of predefined time
bin of 40 min. At each start of the interval, the algorithm classifies the stations
that are expected to be in excess and deficiency of vehicles. This list is not
updated until the start of the next time interval. Since the minimum availability
is sensitive to the time bin, we had to test the performance of the algorithm with
different time bins.

The outcomes of these simulations have confirmed that (1) the ratio
slots:vehicles is a sensitive factor on the performance of the relocation Algo-
rithm2) larger is the time interval, more conservative is the algorithm and less
relocation trips were encouraged without degrading much the M1 metric. Indeed,
a quick calculation of the rate of change2 in both cases led to a negative slope of
−0.03%/min in terms of percentage of relocation trips, meanwhile the slope is
no less than −0.01%/min (even positive in case of 770 slots) for the percentage
of additional trips.

5 Conclusion

We have seen in this article how it is possible to achieve positive relocation
performance, if the customer is encouraged to transport a second vehicle with
him/her. This will be possible thanks to the ESPRIT model where it seeks to
design stackable vehicles that can be driven in train of two by a customer with a
car driving license. We have demonstrated that with a proper demand model and
the right station deployment and parking slots to vehicles ratio, we can ensure a
positive relocation performance with a ratio greater than 1:1, that is at least one
additional trips is generated when relocating one vehicle, using the proposed
lower/upper-bound availability algorithm. Still further studies are required to
understand better the relationship between the relocation performance and the

2 The rate of change was computed following the traditional formula: 1.7−5.1
120−10

≈
4.0−7.3
120−10

= −0.03%/min.
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parking slots to vehicle ratio. While we aim for improving the proposed algorithm
in such a way to always guarantee a ratio greater or equal to 1:1.
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Abstract. Automated vehicles become gradually available for restricted envi-
ronments. Fully Automated Vehicles (FAV) operate without a driver and need
to cooperate and interact with other road users of any kind. This article illus-
trates an interaction framework, which allows a human user outside the car to
interfere with the FAVs guidance. This is achieved by communicating a desired
maneuver, where the external user is asked to choose among a set of possible
maneuvers. This set of maneuvers is communicated by the FAV to the user and
has been checked for execution feasibility by the FAV, based on its perception.
To this end, the environment is represented as an occupancy grid and a path
search without distinct goal is performed. A small set of paths will be selected
and communicated to the external user in an abstract level. This article presents
the planning framework, as well as basic implementations for suited path search
algorithms. The conclusion addresses unsolved challenges.

Keywords: Automated driving � Assistance Vehicle
Human-machine-interaction � Cooperative automation � External user

1 Introduction

Vehicle guidance is a complex task for a human driver. The Automation of this task has
therefore been a technical endeavor since the beginning of the automobile history. In
past decades, the intelligence of automated vehicles has increased evolutionary, so that
fully automated vehicles (FAV) are gradually available for defined roadways in
restricted environments. FAVs address the highest automation level, in which no
supervision of a human driver is required as it is defined in the SAE-Level 5 [1].
A variety of possible applications with different characteristics of automated driving
can be found for FAVs. Wachenfeld et al. [2] have used distinctive features to dis-
tinguish between four main use-cases. While they don’t claim, that the existence of
further use-cases is excluded, they distinguish between the use-cases ‘Fully Automated
with available driver’, ‘Vehicle On-demand’, ‘Highway Pilot’ and ‘Automated Valet
Parking’. In all the above use-cases, the user is mainly thought to function as a pas-
senger and to use the driving time for other activities rather than driving in the vehicle
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cabin. However, there are conceivable use-cases, in which the user is outside of the
vehicle. In these use-cases, the user can be engaged with other tasks outside, while the
driving task is overtaken by the system and no human supervision is required.
The FAV will assist the user in the secondary task, by synchronizing its position and
movement with the external user’s activity. In this work, this use-case is named as
‘Assistance Vehicle (ASV)’.

The application of an ASV is reasonable from an economic point of view, only if
the accompanying user can pursue valuable activities during this time. Thus, ASVs’
use case is more convincible for commercial and service vehicles rather than private
ones. Some interesting examples are logistic and transport services such as delivery and
pickup services (e.g. parcels or garbage transport), social services (e.g. care and
insurance services), and maintenance services. Considering these services, the work
flow can be described in three main phases with respect to the driving task, where the
processes in the service central (e.g. depot or warehouse) is not considered as a phase
(cp. Fig. 1).

Depicted process phases can typically be characterized as

• Approaching/Returning Phase: This phase consists of the outward and return rides
between the central (e.g. depot) and the service zones. Service zones can be defined
by clusters of service stations, in which the driver has to do the secondary task, e.g.
delivery. Since the central might be placed of the city, this ride could include
highways with a velocity up to 120 km/h.

• Transport Phase: The ride between service zones describes the transport phase. In
most of the services, this phase happens mainly in urban areas with a maximum
velocity of 50 km/h.

• Service Phase: Finally, the ride between the several service stations in the service
zones describes the service phase. In conventional cases, this phase is a combination
of walking and driving. Therefore, the maximum velocity of this phase is consid-
ered as 30 km/h.

The application of the ASV is mainly in these service phases. This also means, that
the ASV will be transported to the service zone manually and the automation is realized

Approaching 
Phase

Transport 
Phase

Returning
Phase

Central

Service 
Phase

Service
Phase

Service Zone

Service Station

Fig. 1. Process phases for service vehicle with respect to the driving task.
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only for this specific zone. The use of this concept can be very beneficial, if the service
stations are within walking distance and therefore can be clustered as a zone. In such a
scenario with a conventional vehicle, the service phase is usually executed very inef-
ficiently, due to the high number of stop and go with short transport periods in between.
More inefficiency could be caused when the user must move between the stopped
vehicle and the next service station, which is not necessarily near to the actual position
of the vehicle. This inefficiency can be highly improved with an ASV, where the user is
discharged of the task of driving and can carry on with the work while the ASV finds a
parking spot and can drive back when the user wants to move back into the vehicle.
The vehicle will adapt its position and velocity, so that the availability of the vehicle in
the operation field is always guaranteed. In this way, the user has on-demand access to
the vehicle and the required tools at all times. The ASV can also increase the safety by
decreasing the risk of accidents and protect the user by letting him be more focused on
the service tasks. As a summary, an ASV provides the user with more comfort and
safety and in turn increases the efficiency.

In more dynamic service phases, an ASV system must be more flexible and a
spontaneous behavior planning is needed. This can happen in the service zone with
dynamic environments, where the behavior of the other participants can affect the user
action. For example, services in dynamic and built up residential areas with a high
number of service stations like parcel pickup and delivery. Due to unexpected situa-
tions and the corresponding uncertainty in the user’s action plan, a synchronization
between the user and the ASV must be done in a deeper level, rather than just navi-
gation. An on-demand interaction between the defined service stations are required, for
which the user can communicate a set of commands in the form of maneuver (e.g. U-
turn, finding parking space and follow the route) and guide the vehicle if it is necessary.
In this scenario, the ASV is more integrated with the user’s action and provides the user
with an intuitive and event-based interaction framework at maneuver layer, which is
not only limited to setting the navigation points. This interaction comprises of two
communication ways: not only does the ASV understand the intention of the road
participants based on its observation, but the user should also be able to communicate
his goals and intentions to the ASV explicitly.

Themain idea of this work is to introduce an interaction interface for the external user
to interfere in the vehicle guidance explicitly and in a discrete form from a limited
distance. The framework should not stress the user with the workload and must be
generally applicable also in unknown traffic situations, also in absence of the digital
map. The major challenge of this framework is to provide both the user and the FAVwith
amutual understanding about the shared drivable area and possible actions. Since the user
might have a restricted sight of the ASV, he might not be able to interpret the situation
correctly as the ASV does. Furthermore, the ASV might not be able to map the desired
user command to the available action due to the ambiguity in command understanding.
Therefore, it is necessary to provide the user with a standard list of executable commands,
which are extracted out of the current scene understanding of the ASV. Each command
can be described as a simplification of a chain of actions, which can be clustered into a
comprehensible single command for the user. The user commands (in form of the gesture
or signal in case of use of smart devices) should be standardized and mapped directly to
standard actions, which vanishes the ambiguity in communication.
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1.1 Related Works

One of the most well-researched topics in the field of robotics is the concept of Human-
Robot-Interaction (HRI). HRI basically allows human users to interact with robots in a
more efficient way, meanwhile making it feel more natural. This is achieved by using
techniques such as speech and gesture recognition. Due to its effectiveness it has found
use in wide range of applications in various fields such as education, home and
assistance for tele-operated and unmanned robots [3]. HRI involving the interactions
between an automobile driver and the vehicle, has gained huge popularity and has been
extensively researched in the past few years. The H-Mode [4, 5] and Conduct-By-Wire
(CbW) [6, 7] are some of the examples of such HRIs. Both of these concepts imple-
ment techniques to assist the driver in a semi-autonomous driving mode for both urban
and highway scenarios (i.e. Automation Level 3, cp. [1]). This is achieved via an active
maneuver-based interface providing continuous guidance to the driver. The CbW-
Framework has been advanced further by adding a Gate-Concept [8] which intelli-
gently splits the guidance task during execution by identifying key decision points.
Lotz and Winner have suggested a similar maneuver-based guidance for special cases
like lane changes or turns at intersections [9]. The focus of these techniques is
maneuver-based guidance such as lane changes and turning maneuvers, which fore-
most needs the vehicle to move along a fixed navigation path. Unlike most concepts
which deal with the interactions between the driver and the automated vehicle, only a
handful of researches focuses on the interaction between the automated vehicle and an
external user. The FAV of Google Car project is one such example which not only
detects the presence of a cyclist but can also distinctively understand the hand signals
[14]. Technical University of Munich’s Tele-operated driving project assists the
operator of the vehicle by both communicating and executing feasible paths that are
obtained from the current scenario. The operator can then select one such path from the
available set and use it for vehicle guidance [10].

2 Functional Concept of the Interaction Framework

2.1 Architecture and Working Principle

Inspired by [6], the here presented framework follows the approach of a maneuver-
based interface for a cooperative vehicle guidance through interaction with the external
user. The framework provides the user with a feasible set of maneuvers, where fea-
sibility is checked on the current scene percept by the ASV. The user is asked to select
one of the proposed maneuvers. To this end, the framework computes possible paths on
the ASV static environment model. We call this step Path Exploration and address two
different approaches in Subsects. 2.3 and 2.4 respectively. The output of this explo-
ration is a set of feasible paths, from which a subset is chosen in the subsequent
procedure, annotated as Maneuver Extraction. The respective output is a, generally
smaller, set of feasible paths that determines the maneuver catalog which will be
proposed to the user. This catalog is basically a bit vector, indicating which of the
standard maneuvers are feasible for execution at computation time. It is communicated
to the external user in an abstract way (cp. Fig. 2, right) in order to demand a minimum
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of interpretation. Calculated paths will be stored internally in order to serve as an initial
solution for the actual trajectory planning that will happen once the external user has
selected one maneuver for execution. During the trajectory planning, the initial solution
is refined and a temporal planning is added, yielding velocity and acceleration set
points for the execution. Here, we only address the procedure of generating the
maneuver catalog (cp. Fig. 2, left).

Paths proposed to the external user as maneuver catalog should be drivable on the
one hand – concerning vehicle dynamics and collisions with the static environment –
and should mimic paths that a human driver would have chosen on the other. In
example, a path should not end directly in front of a wall or be curvier than necessary.
The problem of path exploring is closely related to the classical path planning in
unstructured environments, that asks for a collision-free path from starting pose A to
goal pose B through an arbitrary obstacle map. A basic path planning problem, the so
called piano mover’s problem, has been found to be PSPACE-hard [12]. Accordingly,
path planners typically suffer from a rapid increase of computational complexity with
growing problem size (e.g. size of the spatial domain and number of degrees of free-
dom of the robot). Unlike the classical problem setup, no goal state is given in case of
the path exploration task. A suited algorithm not only needs to calculate a feasible path
from A to B, but also needs to choose B considering the given environment repre-
sentation. Moreover, in our case B is not restricted to be a single goal state, but
generally is a set of “meaningful” goal states. “Meaningful” could be assessed by
taking the goal B and the environment representation into viewpoint in order to
evaluate if B is a suited target. Another possibility, more beneficial for the use case
addressed here, is to additionally incorporate the path leading to B into the assessment.
E.g. a goal that is not reachable from the ASV’s position cannot be “meaningful”. The
path exploration method presented in Sect. 2.4 takes up the latter paradigm computing

Please select the 
desired maneuver 

Fig. 2. Functional architecture of the framework (left) and illustration of the maneuver catalog
presented to the external user (right). Parts of this illustration have been originally published in [11].
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a high number of path prior to any evaluation, where the alternative method, presented
in Sect. 2.3, takes up the first by choosing a set of goal states and subsequently
performing a classical path planning to each of the determined goals.

From intuition, path exploration appears to be more computational demanding than
a single path search towards a given goal. This is reasonable, if one assumes the same
quality requirements on obtained path(s). Nevertheless, for the here addressed use case,
a path obtained from the exploration is not supposed to be directly executed, respec-
tively will not directly passed to the control loops of the ASV, but serves as an initial
solution. Therefore, quality requirements can be relaxed, compared with common path
planning tasks in autonomous driving (Fig. 3).

2.2 Environment Model for Path Exploration

The environment model used for exploration of possible paths aims at capturing the
static environment. The temporal planning dimension will be handled by the ASV
without a possibility of user interaction after a user choice has been committed. In the
following, we address the construction of the environment model in absence of radar
sensors on basis of LiDAR sensors. This allows an evaluation of implemented algo-
rithm on the public available Kitti dataset [13].

Occupancy Grid Map
The static environment is represented as a 2D occupancy grid, composed of quadratic
grid-cells mi. Each cell is updated according to new sensor data by individual Bayes
Filter updates as described in [14]

lk;i ¼ lk�1;iþ log
pðmijzk; xkÞ

1� pðmijzk; xkÞ � log
p mið Þ

1� p mið Þ ð1Þ

with

lk;i ¼ log
pðmijz1:k; x1:kÞ

1� pðmijz1:k; x1:kÞ ð2Þ

Path Explora on Maneuver
Extrac on

Smart
Device

Gesture

Communica onFree Space
Detec on

Fig. 3. Illustration of the processing steps in the interaction framework. This illustration was
originally published in [11].
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where lk;i is the log-odds representation of the occupancy probability at time step k. zk
denotes the range measurements and xk denotes the FAV’s position, which is assumed
to be known by measurements (Fig. 4).

With obtaining range measurements xk from LiDAR sensors, the algorithm cannot
distinguish whether a measurement results from a dynamic or static object. Therefore,
moving objects that travel through the free-space can cause a slight increase of
occupancy probabilities in travelled-through areas. In order to prevent footprints of
moving objects, an IMM-UK-PDA1

filter can be deployed. Due to an extensive set of
formulas, details shall be omitted here with referring to [15]. In each iteration ‘newly-
free’ and ‘newly-occupied’ grid cells can be identified by observing a de- or increase of
occupancy probability. It is beneficial to determine this change by observing the dis-
crete derivative of the occupancy probability pocc;i;k in non-log form at a grid cell i at
time step k

pocc;k;i ¼ 1
1þ e�lk;i

; pocc;k;i 2 0; 1½ � ð3Þ

Dpocc;k;i ¼ pocc;k;i � pocc;k�1;i
T

ð4Þ

Fig. 4. Visualization of the free space detection in near range. Brighter color on the grid denotes
a lower occupancy probability. Colored points represent the raw point cloud. The orange box
represents a moving bicycle, causing a trace in the occupancy map. Raw data is taken from the
Kitti dataset [13]. (Color figure online)

1 Interacting-Multiple-Model Unscented Kalman Probabilistic Data Association.
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where T denotes the sampling time. Equation (3) describes a sigmoid function,
therefore the derivative is highest at lk;i ¼ 0 and decays to both the positive and
negative direction. At this point, the occupancy probability is 0.5, therefore the
occupancy is undecided. This way, an activation threshold can be defined, that damps
noise effects for the detection. By making geometrical considerations, newly-changed
cells can be merged and enclosed by a rectangular bounding box, which is treated as a
potential dynamic object with states xk; yk; hk; lk; wkð Þ and gets tracked over time.
Here x, y and h define the pose of the bounding box w.r.t. the vehicle coordinate frame,
and l, w denote length and width. The orientation of the bounding box is known by
having cells classified as newly-free and newly-occupied. The dynamic object
hypothesis is investigated by filtering the observations over time with help of the IMM-
UK-PDA filter. This filter incorporates more than one motion model in underlying
Kalman Filters. The respective predictions are combined with help of mode probability
values lj;k for each deployed motion model j 2 1; . . .;N½ �. These act as weights

XN
j¼1

lj;k ¼ 1 ð5Þ

bxk ¼XN
j¼1

lj;kbxj;k ð6Þ

bPk ¼
XN
j¼1

lj;k bPj;k þ bxj;k � bxk� � bxj;k � bxk� �Th i
ð7Þ

where bxj;k denotes predicted states of the Unscented Kalman Filter for motion model

j and bPj;k denotes the corresponding covariance matrices. bxk; bPk denote the combined
predicted states. The mode probabilities lj;k therefore indicate the relevance of each
deployed motion model for the common filter output. Probabilities lj;k are updated in
each filter step by likelihood considerations on measurements in comparison with
predicted states. By deploying a noise model among the motion models, the corre-
sponding mode probability can be used as an indicator to evaluate the dynamic object
hypothesis and allow a classification of the tracked object as static or dynamic.

Obtaining the Euclidean Distance Transform and an Artificial Potential Field

Given the occupancy grid map cleared from dynamic influence, two additional rep-
resentations can be efficiently obtained, that will be helpful for the path exploration.
Given the occupancy map m, a binary representation bm can be constructed by
thresholding the log odds. Subsequently, the Euclidean Distance Transform (EDT)

EDTbm pð Þ ¼ min
q2bm;bm qð Þ¼1

p� q2k k ð8Þ

can be obtained, where p; q 2 m denote cell-centered grid points. The EDT stores the
distance to the nearest occupied cell in meters for any grid point p. It can i.e. be used for
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efficient collision checks. A linear-time algorithm is given in [16]. Given the EDT, an
artificial potential field a can be obtained as the logarithmic inverse distance transform

a pð Þ ¼ log
1

EDTbm pð Þ

 !
ð9Þ

Different from the EDT, the potential field a does not need to be computed
explicitly, but can be evaluated on query (Fig. 5).

Fig. 5. Spatial evolution of tracked object centers (left). Right side depicts the corresponding
time evolution of the mode probabilities. Besides the noise model two constant velocity models
have been applied for straight and curved motion as described in [15].
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2.3 Path Exploring by Modified RRT

The original RRT algorithm introduced in [17] as well as its extension to RRT*,
yielding asymptotic optimality [18], is a randomized search that iteratively extends a
search tree, where each node in the search tree corresponds to a state in the ASV’s
configuration space spanned by position x; y and orientation h. Respectively, a path
from the root to a leaf node corresponds to a drivable path. It is typical for randomized
path search algorithms, that the quality of the solution path (e.g. the shortest path
leading to a given goal position) grows with the number of iterations, due to a deeper
exploration of the search space. A large variety of extensions and modifications have
been developed since the original RRT algorithm has been proposed, which typically
aim at increasing the quality of the solution path with respect to the runtime, often by
goal-biased sampling techniques. Nevertheless, the RRT algorithm does not explicitly
require a goal position to operate, which makes it particularly suitable for the here
addressed use case. The modified RRT presented here aims at generating a large
number feasible paths quickly, rather than aiming for a single high-quality solution
path. The corresponding modifications to the sampling function, nearest node search
and extend function of the original RRT are addressed in the following. New samples
are generated in a polar region around the ASV as illustrated in Fig. 6. Once the
environment model has been updated, several computing threads can work in parallel
on the path exploration. Assuming five available workers, groups of two computing
units can be deployed on separate search trees, depicted as green and red in Fig. 6. The
purpose of the artificial initial position is to obtain forward drive paths from the green
search area and reverse drive paths from the red search area. Within both computing
groups, each of the two workers can work on expanding the same search tree. This
setup is a combination of two schemes referred to as AND-Parallelization and OR-
Parallelization [19]. The fifth remaining worker can simultaneously compute a turn-
around maneuver (cp. Fig. 6, left). The target state of the turnaround is the artificial
initial state of the red search tree. A successful search therefore allows additional
maneuver proposals by combining the turnaround with the red search tree. The here
presented modified RRT is not suited to compute the turnaround, which can be done by
i.e. a Hybrid A�-Search. Once a sample has been generated, the nearest node in the
persistent search tree is taken into consideration, which can be efficiently identified by
deploying a query on a three dimensional Kd-Tree. The respective dimensions are
x; y; #

j

� �
, where # denotes the summated absolute steering effort that will be defined at

a later point. A large value of # indicates, that the path leading to the respective node
requires a high steering effort. This setup causes the nearest node search to prefer nodes
associated to lower steering effort if sufficiently close to the sample point in an
Euclidean sense, where j 2 R is a scaling parameter. The modified extension step
avoids solving the arising two-point boundary value problem of the RRT’s extension
function by only using the sample point for an Euclidean distance heuristics for a
limited number of forward-simulations. The simulation deploys a half car model _x ¼
f x; dð Þ with state vector x ¼ b _uuxy½ � denoting slip angle b, heading rate _u, heading
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angle u, position coordinates x, y and input variable d representing the steering angle.
The initial state vector for the extension x0 and initial steering angle d0 are given as
stored properties of the previously identified nearest node. xs; ysð Þ are coordinates of the
sample point. Starting from the initial state, a predefined set of m steering angle
increments Ddl is applied, each of them starting at the initial state and adding the
increment on the steering angle in each integration step. The integration is aborted if a
maximum number of n integration steps is exceeded, a sufficiently close neighborhood
of the sample point is reached or if the respective extension path leads into a collision
(Fig. 7).

Each integration state is evaluated by the cost function

Ji xk; xs; ys; kð Þ ¼ e xk; xs; ysð Þþ a � a xkb cð Þþ b � ri kð Þ ð10Þ

with squared Euclidean distance

e xk; xs; ysð Þ ¼ xk � xsð Þ2þ yk � ysð Þ2 ð11Þ

the value of the artificial potential field a (cp. Eq. 4) evaluated for the grid point
determined by rounding the position to the nearest integer coordinates

a xkb cð Þ ¼ ai; i xkb c; ykb cð Þ ð12Þ

rmin

rmax

Fig. 6. Right: Illustration of the polar sampling region. The colors red and green indicate
separate RRT threads for the current pose of the FAV (green) and an artificial pose rotated by p
(red) for the second thread. Left: Illustration of a turnaround maneuver connecting the real and
artificial pose of the FAV. The illustration was previously published in [11]. (Color figure online)
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and the cumulated absolute steering effort

ri kð Þ ¼ k � Ddij j: ð13Þ

a; b 2 R are weighting parameters. The earlier mentioned summated absolute
steering effort # used in the nearest node search is updated in each integration step as

#k ¼ #0þ ri ð14Þ

with #0 the summated absolute steering effort at the start node of the extension.
Updating # according to Eq. (14) has the effect, that each node persistent in the search
tree stores the steering effort that is needed to reach the respective node from the root.

2.4 Path Exploring by Skeletonization

The basic idea of the approach in this subchapter is to choose reasonable goal positions
from junctions in the skeleton representation of the free-space, and to subsequently
search for a path leading to this goal region. The skeleton of an image leaves a ‘thin
version’ of the shape contained in the original image while representing certain geo-
metric and topologic properties. In order to calculate the skeleton, the occupancy grid is
converted into a binary image by thresholding, where unexplored areas are considered

EXTEND(
1 for l = 1:m 
2
3
4 for k = 1:n
5
6
7        if(collision(  { 

8
9            break
10 } else {

11
12        }
13 if(reach( break;
14 end for 
15 end for 
16 min
17 addpath(

Fig. 7. The extension function of the modified RRT formulated as pseudo-code. Collision
incorporates the obstacle check on the EDT of the occupancy grid map (cp. Eq. 8). Reach
evaluates if the current state reaches an e-neighbourhood of the sample point. Addpath adds the
state with lowest cost to the search tree.
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as occupied, and subsequently blurred by a white Gaussian noise filtering. From the
resulting skeleton representation, pixel coordinates of junctions and endpoints can be
obtained by applying an image based edge detection. Subsequently, detected points are
deleted if the associated value in the potential field (cp. Eq. 9) exceeds a threshold.

The skeletonization can alternatively applied to a binary representation of the
artificial potential field by thresholding the cost value. This promises better results, but
requires the potential field to be computed explicitly, rather than only evaluating on
point-queries. A path search to each of the obtained goal positions results in too much
computation effort. Therefore, an additional selection of points should be applied as
will be addressed in the outlook. A path to each final selected goal point can be
computed by i.e. applying a Hybrid A* approach. Hereby, a post-smoothing procedure
can be omitted for the path exploration task.

Fig. 8. The original occupancy map (top left), the map after thresholding (top mid) and the map
after filtering (top right). Further, the resulting skeleton (bottom right) and the obtained goal
points in red for junctions and blue for endpoints (bottom mid). The orange errors indicate the
processing sequence of the goal point generation. The last step indicates an evaluation of each
detected point on the artificial potential field (bottom left) by an evaluation of Eq. (9). (Color
figure online)
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2.5 Maneuver Extraction

The goal of the maneuver extraction is to compare this set of candidate paths obtained
from exploration to a predefined maneuver set in order to determine which of the
maneuvers can be executed and therefore can be proposed to the external user in the
maneuver catalogue (cp. Fig. 2). To this end, each path endpoint obtained from the
path exploration is investigated. A candidate path endpoint x; y; hð Þ is mapped to the
corresponding channel index, which identifies the respective maneuver class. The
endpoint is kept, if the orientation stays within channel associated limits. If more than
one path is mapped to a maneuver class, the best path is determined according to a cost
J for an endpoint i mapped to channel j, representing a trade-off between deviation
from an ideal endpoint orientation (cp. Fig. 9), the summated absolute steering effort
(cp. Eq. 14), and length of the path leading to the endpoint li

rmin

Fig. 9. Illustration of polar channels for classification of paths to maneuver classes. Path
endpoints are mapped to the respective channel as illustrated (cp. red point). The best endpoint
within a channel is determined by considering the deviation from an ideal orientation
(cp. direction of illustrated arrows) and the summated absolute steering effort (cp. Eq. 14)
associated to the path endpoint. The illustration was previously published in [11]. (Color figure
online)
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J hi; #i; li; jð Þ ¼ s � hi � hj;ideal
� �2þ l � #iþ li ð15Þ

with s; l 2 R as weighting parameters.

3 Results

This chapter investigates the performance of the presented framework by presenting
simulation results for real sensor data obtained by the Kitti dataset [13].

Figure 10 depicts the first test-scene. The camera image is depicted for a better
understanding, but not used by the algorithm. Besides following the road, the scene
offers opportunities of a left and right-turn given as driveways to parking lots as well as
enough free-space for a turnaround. Figure 11 depicts the corresponding occupancy
grid, as well as maneuver proposals resulting from the modified RRT. All predefined
maneuver classes are proposed in this example. It can be argued, if the proposal of the
reverse-drive left turn maneuver is meaningful, as it is leading into a gap between to
parking vehicles with closed street border. A similar effect can be observed in the
second test-scene (Fig. 12).

Fig. 10. Camera image (top) and raw point cloud (bottom) of the first test-scene.
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The second scene represents an urban city scenario. As in the previous scene, it can
be argued if the proposal of the forward-drive left turn maneuver is meaningful. In case
of the forward-drive right turn maneuver, a human would be able to predict from the
camera image, that there will not be an opportunity to perform the right turn. From the
perspective of laser scan data, or more precisely from the projection on a 2D grid, this
is not clear. Due to the person right in front of the FAV, the area behind this person is
considered unknown. The modified RRT explores a right turn, as unexplored space is
considered as free-space. Note that this assumption was beneficial in case of the pre-
vious test-scene. A further interesting observation can be made concerning the reverse-
drive right turn maneuver. It is of the same arguable type of previous mentioned
proposals, but coincidently might appear reasonable due to the small alley branching

Fig. 11. Explored paths (red) and extracted paths (black). The grid map has 400 � 400 cells
with a cell length of 0.25 m resulting in a search space of 100 � 100 m. The maximum radius
for the polar sampling region of the modified RRT is 45 m. The ego-vehicle is centered. (Color
figure online)
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Fig. 12. Camera image (top) and raw point clouds with occupancy map (mid, bottom) of the
second test-scene.
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the main street. The here applied modified RRT lacks probabilistic completeness,
which results in missing maneuver opportunities even for infinite runtimes. This is a
result of avoiding the solution of a two-point boundary value problem in the modified
extension function of the RRT, resulting in reasonable runtimes despite the absence of
a given goal. In this test-scene, the small alley is not being explored. It shall be
investigated, if the path exploration by skeletonizing performs better (Fig. 13).

Figure 14 depicts goal points obtained from the skeleton. The grid-size has been
reduced to 200 � 200 cells corresponding to 50 � 50 m, as the computational effort of
a subsequent path search increases fast with growing size of search domain. Different
from the RRT, the alley will be explored successfully. Also note that no goal point
causing a right turn proposal has been determined. This is a result from considering

Fig. 13. Explored paths and maneuver proposals for the second test-scene.
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unexplored areas as occupied (cp. Fig. 8). Further, no left turn will be considered.
Nevertheless, the number of obtained goal points is quite high resulting in a high
computational effort. The number should be further reduced, which will be further
addressed in the outlook. Test-scene three depicts a situation, in which the road is
blocked by a temporarily parking vehicle. The straight forward-drive maneuver is still
proposed as an overtake maneuver. This indicates that the modified RRT is still ben-
eficial compared to e.g. deploying motion primitives (Fig. 15).

Fig. 14. Skeleton on the occupancy grid (top left) and goal points obtained from corner
detection (top right). Goal points are evaluated on the artificial potential field (bottom left) and
survive with a cost of −1.0 or lower. Note that 0 is the maximum value of the potential field
(cp. Eqs. 8 and 9). Bottom right depicts final goal points. The colors denote association to a
channel on the polar grid (cp. Sect. 2.5). (Color figure online)
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4 Conclusion and Outlook

A cooperative interaction framework has been presented, that allows a robot, such as
the ASV, to communicate feasible planning alternatives. The described approach is a
bottom-up approach, in which possible paths are computed prior to a decision. This
way, the decision can be made or negotiated by or with an external user. The modified
RRT approach deployed for the path exploration of the presented framework lacks
probabilistic completeness. Further, it cannot differentiate between meaningful goal
regions, that a human driver would have chosen, and target destinations that are not
worth to propose, at least cannot up to a satisfying extend. The skeletonizing approach

Fig. 15. Point cloud of test-scene three (top) and maneuver proposals (bottom).
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suffers from a similar property, especially being vulnerable against sharp shapes of free-
space boundaries. Further, the number of goal points to be checked by individual path
search queries might be high. In order to further reduce the number, a construction of a
road graph based on the skeleton might be helpful. This way, rule based selection rules
could be applied on the graph structure, aiming at a selection of most relevant targets.
Both methods highly depend on parametrization. In order to gain more parameter
independence, more robustness in meaningful maneuver proposals especially for urban
scenarios, as well as adopting more maneuver proposals such as parking opportunities,
the algorithm framework should incorporate semantic environment information. This
information could be extracted from a digital map, or directly from the perception of
the ASV. Addressing the latter, we aim to incorporate e.g. a pixel-wise semantic
segmentation of the camera image, in order to obtain a more distinct detection of the
drivable space. Besides that, we pursue the idea of deploying a convolutional neuronal
network for proposing meaningful goal points.
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Abstract. Robotics is a growing industry with applications in numer-
ous markets, including retail, transportation, manufacturing, and even
as personal assistants. Consumers have evolved to expect more from the
buying experience, and retailers are looking at technology to keep con-
sumers engaged. There are currently many interesting initiatives that
explore how robots can be used in retail. In today’s highly competitive
business climate, being able to attract, serve, and satisfy more customers
is a key to success. A happy customer is more likely to be a loyal one,
who comes back and often to the store. It is our belief that smart robots
will play a significant role in physical retail in the future. One successful
example is wGO, a robotic shopping assistant developed by FollowIn-
spiration. The wGO is an autonomous and self-driven shopping cart,
designed to follow people with reduced mobility in commercial environ-
ments. With the Retail Robot, the user can control the shopping cart
without the need to push it. This brings numerous advantages and a
higher level of comfort since the user does not need to worry about
carrying the groceries or pushing the shopping cart. The wGO oper-
ates under a vision-guided approach based on user-following with no
need for any external device. Its integrated architecture of control, nav-
igation, perception, planning, and awareness is designed to enable the
robot to successfully perform personal assistance while the user is shop-
ping. This paper presents the wGOs functionalities and requirements
to enable the robot to successfully perform personal assistance while
the user is shopping in a safe way. It also presents the details about
the robot’s behaviour, hardware and software technical characteristics.
Experiments conducted in real scenarios were very encouraging and a
high user satisfaction was observed. Based on these results, some con-
clusions and guidelines towards the future full deployment of the wGO
in commercial environments are drawn.
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Requirements · Functionalities
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1 Introduction

In recent years, a high concern with user satisfaction has been observed in the
retail industry. This is particularly accentuated with the rise in on-line shop-
ping which pushes retailers to provide a better in-person shopping experience to
attract customers. Among customers in the public, one of the main groups of
interest are people with disabilities (the elderly, people in wheelchair, pregnant
women, those with temporary reduced mobility, etc.). This is visible not only
in the marketing strategies but also at the political level, where accessibility for
disabled people is becoming the topic of regulation and legislation.

It is estimated that in Portugal about 8% to 10% of the population has
some form of disability [1], and that in Europe alone there are about 50 million
people with disabilities and 134 million people with reduced mobility. Apart from
people using wheelchairs, there are other cases in which people are temporarily or
permanently disabled, these include: an elderly person using a cane, or someone
with a foot or leg injury who requires the use of crutches, pregnant ladies and
parents with prams.

In fact, if we add the disabled, the elderly, pregnant women, and couples
with children, we find that between 30% to 40% of all Europeans could benefit
from improved accessibility. In addition to those people with reduced mobility
due to disability or injury, there are many people without mobility issues who
could benefit from assistance in carrying heavy bags. Shopping environments are
highly heterogeneous and give rise to a high frequency of dynamic interactions
that trigger various senses and emotions in humans. This often causes a high level
of stress in people, and those with mobility limitations. Some of the identified
difficulties include [2]:

– People who use wheelchairs;
– no adequate forward reach at basins, counters and tables;
– surfaces that do not provide sufficient traction (e.g. polished surfaces);
– People who have trouble walking;
– no seating in waiting areas, at counters and along lengthy walkways;
– access hazards associated with doors, including the need to manipulate a

handle while using a walking aid;
– surface finishes that are not slip-resistant or are unevenly laid.

Besides the difficulties brought by the shopping environment itself, conven-
tional shopping carts, which can carry many products and which are provided
with wheels so that the shoppers can push them, also have serious drawbacks.
One of them being their considerable size. This is simultaneously an important
asset and a significant drawback, as although shopping carts can hold large and
bulky products, the increased mass complicates manoeuvrability and handling.

Manoeuvrability is particularly compromised when making turns in super-
market aisles or when avoiding other carts, shelves, and indeed other shoppers
[3]. Smaller baskets appeared on the market to overcome the traditional shop-
ping cart’s drawbacks. These baskets were developed to hold a set of items while
at the same time being easy to move. They contain wheels or rolling elements
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incorporated into the bases which allow them to be moved when parallel to the
floor or when inclined. However, even though these baskets improve manoeuvra-
bility due to their reduced size and capacity, they also have drawbacks typical
of their morphology, such the need for the user to bend down for placing or
removing items, among others.

Furthermore, such baskets can have drawbacks typical of the way they are
stored, since stacking them vertically can entail a problem for elderly shoppers
or shoppers with any type of physical limitation [3].

With these described difficulties in mind, this paper presents a new robotic
concept to help and assist people (giving special emphasis to people with reduced
mobility) in these type of environments, through a user-following scenario. It
describes also the design concerns and decisions taken into consideration during
the development of the robot.

The wGO, presented in Fig. 1, is an autonomous and self-driven shop-
ping cart, designed to follow people with reduced mobility (elderly, people in
wheelchairs, pregnant women, temporary reduced mobility, etc.) in commercial
environments [4]. With the robot, the user can control the shopping cart with-
out the need to push it. This brings numerous advantages and a higher level of
comfort, since the user does not need to worry about carrying the groceries or
pushing the shopping cart.

Fig. 1. wGO: on the left the front view; on the right the back view [4].
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Internally, the robot is divided into several modules: Sensors, Vision,
Behaviour, Executing, and Control system. The Sensors module receives data
from the sensors and verifies the existence of obstacles. The Vision module
acquires and processes RGB and Depth information (people detection, identifica-
tion, and false positive reduction). The Behaviour module includes the tracking
of the user and the generation of the path for the robot to follow. The Executing
system receives the generated path and the obstacle detection information and,
depending on the desired action for the robot, sends commands to the Control
module that moves the robot along the defined path.

The wGO is designed to have an ergonomic shape, friendly both to the target
users (people with reduced mobility) and the environment (e.g. a commercial
retail environment). Its operation is guided by three different types of sensors:
ultra-sound, Laser Range Finder (LRF), and active vision. This combination
was selected due to their complementary features.

Experiments conducted in real scenarios were very encouraging and a high
user satisfaction was observed. Comments like “My shopping was very fast!”,“In
fact, it was a precious help!” and “I think it’s awesome, I will certainly use and
recommend it!” were made by participants.

The paper starts by reviewing the existing solutions for people with reduced
mobility to shop (Sect. 2) and some of the relevant legislation related with tech-
nology equipments (Sect. 3). Design related requirements are given in Sect. 4,
as well as a description of the robot’s behaviour, hardware and software details.
Next, in Sect. 5 the wGO design evolution and justifications for the changes made
are given. Section 6 identifies the main risks related with the wGO usage in a
real scenario. Section 7 analyses some technical results and a user satisfaction
study made in a relevant, unconstrained scenario. Conclusions, future work and
other applications of this technology are given in Sect. 8.

2 Existing Solutions

Looking at the commercial market, the most obvious existing solutions are those
provided by shopping cart producers1. These providers typically have products
targeted for customers in wheelchairs, but not products for other types of users
with reduced mobility (e.g. pregnant women). A different type of solution is the
adapted system. Some examples are the “amigo mobility” scooter2 and adapted
wheelchairs3, etc. These products are, however, not particularly user friendly.
The user needs to first move into the mobility auxiliary device and then to learn
how to use it (which may be particularly hard for the scooter case). In the case of
wheelchair users, the user also needs to leave their own personal chair, which may
cause discomfort and unnecessary stress. Another problem with these solutions
is that the user is visibly distinguishable from the other supermarket clients,
which may discourage some people from using it [5].
1 E.g. wanzl (www.wanzl.com).
2 www.myamigo.com.
3 E.g. meyra (www.meyra.de), promoted by Egiro (www.egiro.pt).

www.wanzl.com
www.myamigo.com
www.meyra.de
www.egiro.pt
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While this topic of assisted shopping using robotics has received very little
attention in the academic research community, several systems exist where robots
are used to help people with reduced mobility.

In [6], an anticipative shared control for robotic wheelchairs, targeted at
people with disabilities is presented. The same idea, of intelligent wheelchairs, is
also the focus of the work in [7] where a data analysis system which provides an
adapted command language is presented. A smart companion robot for elderly
people, capable of carrying out surveillance and tele-presence tasks, is described
in [8]. The work in [9] presents an analysis of the implementation of a system
for navigating a wheelchair with automation, based on facial expressions, espe-
cially eyes closed using a Haar cascade classifier, aimed at people with locomotor
disability of the upper and lower limbs.

A smart companion robot for elderly people, capable of carrying out surveil-
lance and tele-presence tasks, is described in [8]. Also, with the aim of helping
elderly people through tele-presence, a low-cost platform capable of providing
augmented reality for pill dose management was developed in [10]. In [11] an
approach based on the Dynamical System Approach for obstacle avoidance of a
Smart Walker device to help navigation of elderly people is presented.

Perhaps the closest application to the focus of this paper is presented in [12]
where a product locator application is proposed. The application runs on het-
erogeneous personal mobile devices keeping the user private information safe
on them, and it locates the desired products over each supermarket’s map. We
believe that such a system could be complementary to the wGO and could be
used in combination to further improve customers’ shopping experiences.

3 Existing Legislation

In a joint effort started in 1995, the United Nations Economic Commission for
Europe (UNECE) and IFR, engaged in working out a preliminary service robot
definition and classification scheme, which has been absorbed by the current ISO
Technical Committee 184/Subcommittee 2 resulting in a novel ISO-Standard
8373 which became effective in 2012 [13].

There, a robot is an actuated mechanism programmable in two or more axes
with a degree of autonomy, moving within its environment, to perform intended
tasks. Autonomy in this context means the ability to perform intended tasks
based on current state and sensing, without human intervention.

A service robot is a robot that performs useful tasks for humans or equip-
ment excluding industrial automation application.

A robot system is a system comprising robot(s), end-effector(s) and any
machinery, equipment, devices, or sensors supporting the robot performing its
task [14].

Being an autonomous and self-driven shopping cart, designed to follow people
with or without reduced mobility in commercial surfaces, wGO follows under the
service robot category. Thanks to the sensors (RGBD cameras and LRF) wGO
detects and identifies its user in less than 2 seconds, he just needs to push the
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“start” button and the wGO will start following him. Furthermore, distance
sensors, RGBD cameras and LRF allow wGO to identify and avoid any obstacle
along the way.

The international standard IEC 60950-1 gives the general requirements for
the safety of Information technology equipments [15]. As stated, it is essential
that designers understand the underlying principles of safety requirements in
order that they can engineer safe equipment. Designers should take into account
not only normal operating conditions but also likely fault conditions, consequen-
tial faults, foreseeable misuse and external influences.

The standard also assumes that users will not intentionally create a hazardous
situation. The priorities depicted in Fig. 2 should be observed in determining
what design measures to adopt.

Fig. 2. Priorities for design measures to adopt [15]. inp stands for “if not possible”.

The application of a safety standard is intended to reduce the risk of injury or
damage due to: electric shock, energy related hazards, fire, heat related hazards,
mechanical hazards, radiation or chemical hazards.

Here, we are mostly interested in the mechanical hazards, whose injuries may
result from: sharp edges and corners, moving parts, equipment instability, flying
particles.

Suggestions of measures to reduce risks include: rounding of sharp edges and
corners, guarding, provision of safety interlocks, providing sufficient stability to
free standing equipment. May also comprise selecting cathode ray tubes and
high pressure lamps that are resistant to implosion and explosion respectively,
and provision of markings to warn users where access is unavoidable.

Concerning Stability, the standard [15] states that under conditions of normal
use, units and equipment shall not become physically unstable to the degree that
they could become a hazard to an operator or to a service person. Compliance is
checked by the following tests, where relevant. Each test is conducted separately.
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During the tests, containers are to hold the amount of substance within their
rated capacity producing the most disadvantageous condition.

– A unit having a mass of 7 kg or more shall not fall over when tilted to an
angle of 10◦ from its normal upright position;

– A floor-standing unit having a mass of 25 kg or more shall not fall over when
a force equal to 20% of the weight of the unit, but not more than 250 N, is
applied in any direction except upwards, at a height not exceeding 2 m from
the floor;

– A floor-standing unit shall not fall over when a constant downward force of
800 N is applied at the point of maximum moment to any horizontal surface of
at least 125 mm by at least 200 mm, at a height up to 1 m from the floor. The
800 N force is applied by means of a suitable test tool having a flat surface of
approximately 125 mm by 200 mm. The downward force is applied with the
complete flat surface of the test tool in contact with the Equipment Under
Test (EUT); the test tool need not be in full contact with uneven surfaces
(for example, corrugated or curved surfaces).

Moreover, materials and components used in the construction of equipment
should be selected and arranged so that they can be expected to perform in a
reliable manner for the anticipated life of the equipment.

Risk assessment as given in ISO14121-1 [16] is depicted in Fig. 3. The first
level concerns the severity of damage of injury:

– S1: Reversible, e.g. medical treatment or first aid required;
– S2: Irreversible, e.g. loss or breaking of limbs.

The second level describes the frequency and/or duration of exposure to hazard:

– F1: 1 day up to 2 weeks; 2 weeks up to 1 year;
– F2: Less than 1 h; 1 h up to 1 day.

The last level is the possibility of avoiding the hazard

– A1: Possible, probable;
– A2: Impossible.

4 Design Requirements and Specifications

The wGO is designed to have an ergonomic shape, friendly both to the target
users (people with reduced mobility) and the environment (commercial retail
environment). Several of the robot desired functionalities and requirements were
taken into consideration:

– The robot should not have sharp edges;
– The bag should be accessible to every type of user;
– Product placement in the bag should be easy;



A Personal Robot as an Improvement to the Customers’ In-store Experience 303

Fig. 3. Risk assessment as per [16].

– The robot should be able to carry at least 20 kg;
– The Start/Stop button should be well identified and accessible;
– The Emergency button should be well identified and accessible;
– There should be redundancy in the sensors;
– The robot should detect and follow people with 1.3 m height or more;
– The robot should be easy to clean.

Since not every type of user would be able to reach a touch screen (e.g. users
in wheel chairs), a further requirement was specified that the wGOs operation
should not depend on a touch interface. An illustration of the robot’s hardware
is shown in Fig. 4.

Fig. 4. wGO hardware illustration.
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Its main internal sensors are: ultra-sound sensors, a Laser Rangefinder (LRF),
and active vision sensors. This combination was selected due to their comple-
mentary features. While the ultra-sound sensor detects any type of material that
is not sound absorbing, it has as main drawback the wide beam width and echo
problems. LRF provides 270◦ information and its precision is high. It is, how-
ever, sensitive to dust. Active vision provides very rich information (image +
3D), but it has a relatively small field of view and low precision.

The ultra-sound sensors have a minimum and maximum ranges of 3 cm and
4 m respectively, and an estimated field of view of 60◦. The LRF has a maximum
range of 6 meters and preforms 270◦ laser scanning. The specifications of the
active vision systems are:

– Range: 0.6 to 8 m (Optimal 0.6 to 5.0 m)
– Colour camera: 1280× 960 at 10 FPS
– Depth camera: 640× 480 (VGA) 16bit at 30 FPS
– Horizontal Field of view: 60◦

– Vertical Field of view: 49.5◦

4.1 Behaviour Description

The system is initialized when the user presses the start button. At this moment,
the user is typically facing the wGO (Fig. 5). After initialization, the user starts
shopping and the wGO follows him or her.

Fig. 5. wGO initialization: on the left, wheelchair typical case; on the right, non-
wheelchair typical case.

In cases where the person goes out of the image sensors’ field of view (Fig. 6),
there is a 270◦ laser scanner that aids the tracking process.
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Fig. 6. Illustration of a case where the user is out of the field of view of the RGB and
depth sensors, but visible by the 270◦ laser scanner. (Color figure online)

4.2 System Architecture

Figure 7 depicts the functional diagram of the application that is embedded
in the robot, and is responsible for gathering information from the sensors, for
example, the encoders and the RGB and depth cameras as well as controlling the
movement of the robot. Therefore, this figure depicts a high-level representation
of how perceptual data can be combined and used to enable a robot to follow a
user in a realistic environment.

Internally, the application is divided into several modules: Vision, Sensors,
Behaviour, Executing and Control system. The Vision module grabs and pro-
cesses RGB and Depth information. In addition, the same module performs peo-
ple detection [17], false positive reduction, and identification tasks. The Sensors
module grabs data received from the sensors and verifies the existence of obsta-
cles. The Behaviour module includes the tracking [18] of the detected person
and the generation of the path [19] for the robot to follow.

Fig. 7. wGO software flowchart.

In path generation, a local localization method based on odometry is used to
retrieve the position of the robot and a route planning is performed. The fusion
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of the vision and laser tracking results is made [20] in order to perceives the user
position. The Executing system receives the generated path and the obstacle
detection information and, according to the behaviour and the desired action
for the robot, sends commands to the Control [21,22] module that moves the
robot along the pre-defined path. Some of the low-level navigation procedures,
that ensure that the robot is always in a safe state, include: hardware fault
identification, obstacle detection, and maximum velocity limitation.

5 Design Evolution

The wGO is designed to have an ergonomic shape, friendly both to the target
users (people with reduced mobility) and the environment (commercial retail
environment).

It has, however, undergone an evolution, as can be seen in Fig. 8.
The design on the left of Fig. 8 was the initial proposal (v0.1). From that

version to the next (v0.2) several alterations were implemented, namely:

– LRF position was changed: It was noted that the different height would make
visible more of the obstacles typically present in a commercial site. Moreover,
stability of the support assembly easiness was increased.

– Smaller base: A smaller increases maneuverability. It cannot, however, be too
small due to stability issues which might jeopardize safety.

– Emergency button was repositioned: The emergency button needs to be vis-
ible and of easy access. It cannot, however, be positioned in a place where it
can be accidentally triggered. A new location was found that complies with
these requirements.

– Changes to the electronic box: Some changes to the electronic box were per-
formed in order to increase safety. For example, the box was electrically iso-
lated.

– Redesign of the bag holder support: Angular vertices were smoothed in order
to make the product less prone to accidents.

From that version to the next (v0.3) most of the changes were related to the
sensors:

Change of the LRF: Initial tests revealed that the LRF (RP Lidar) had difficul-
ties in seeing black. A better LRF was thus chosen to minimize this problem.

Change of the active camera: Kinect 2 was found to be too resource demanding.
A different active camera, with lower specification was tested and found to be
enough for our application, at the gain of being less resources consuming.

Inclusion of a Pan and Tilt system: A pan and tilt system was included so that
the active camera responsible for performing tracking would better follow the
user.
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Fig. 8. wGO evolution [4].

Inclusion of two additional active cameras: Two active cameras were added in
order to decrease the dead area and have a better obstacle avoidance perfor-
mance.

Changes in the structure: The middle main structure was redesigned in order
to be thinner (a sufficiently wide diameter to allow the required cables to pass
through it) and less heavy.

Reorganization of the interior of the base: The base was redesigned in order
to accommodate two batteries and thus increase the energetic efficiency of the
robot.

Head redesign: The inclusion of the additional active cameras forced a complete
redesign of the head of the robot in order to accommodate them.

6 The Risks

Safety is a critical characteristic for robots designed to operate in human envi-
ronments. Looking back at the risk assessment as given in ISO14121-1 [16] and
depicted in Fig. 3, we observe that:

– the severity of damage of injury is irreversible (e.g. breaking of limbs) - S2;
– the frequency and duration of exposure to hazard is in the order of 30 min,

twice a week (typical duration and frequency of a shopping experience) - F1;
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– it is impossible to avoid the hazard - A2.

In this way, wGO is categorized in the d level.
The two main risks associated with the wGO are:

– To turn due to someone hanging on it;
– Collision with people.

Besides the user manual and the instructions on how to use the robot prop-
erly, several of the design options had in mind the minimization of the identified
risks.

Changes in the structure included in v0.3 made the robot less heavy on its
top part, giving it a lower centre of gravity. The addition of one battery, besides
the obvious increase in the robot autonomy, also had the side effect of adding
weight to the base making the robot even more stable and harder to turn.

Collision avoidance is assured mostly by the use of redundant sensors [23].
Their existence, type and location has underwent several changes. The change
in the LRF position in v0.2, for instance, made visible more of the obstacles
typically present in a commercial site. The change in the LRF itself also allowed
the detection of darker obstacles (people wearing a black suit for instance). The
addition of two active cameras in v0.3 is another example of redundancy of
sensors to detect obstacles.

Finally, there is an emergency button, clearly visible and positioned in a
place with easy access for every type of user in case an unpredicted situation
happens. It is important to note that this button has not yet been used in any
of the internal, external, controlled or uncontrolled tests.

7 Results

In the first part of this section, some technical results on a real scenario are
shown. A formal, quantitative, real-world evaluation is highly complicated due to
many complex factors, such as the need to test in multiple different environments,
testing with several user groups (including those with reduced mobility), the lack
of any accepted standard evaluation protocol for the objective measurement of
robotic assistance in a retail environment, etc. Therefore, only initial qualitative
results based on realistic experimentation are shown in this paper. A formal
evaluation which addresses each of these issues will be performed in future work.

The second part describes a user satisfaction inquiry made on a real retail
scenario on a population of 143 clients and its results.

7.1 Technical Results

Starting with the detection process, the top left part of Fig. 9 shows the original
RGB capture from a typical user following scenario in a commercial shopping
environment. In the bottom left, the initial detection gives rise to two false
positives - corresponding to the two ladies in the back, while the intended target
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is the men with his back to the robot. By using the RGB and depth information,
shown in the top, these false positives can be removed, with the result shown in
the bottom right.

Fig. 9. People detection example. Top left: RGB information; top right: depth infor-
mation; bottom left: original detections; bottom right: result after removal of false
positives. (Color figure online)

The tracking process is illustrated next. In Fig. 10, the person is visible both
by the vision and by the 270◦ laser scanner, while in Fig. 11 the person is only
visible by the 270◦ laser scanner. In both cases, the tracking is not lost and the
wGO can follow the person.

Path generation is used to decide about the navigation strategy of the wGO.
Since the tracking module can in general return results from multiple sources of
information (e.g. vision and laser), it is necessary to merge (fuse) them into one.
An example of this results combination is provided in Fig. 12. This fusion step
makes the system more robust to errors in either one of the sensors and helps in
producing more stable trajectories.

Having one estimation of the person’s localization, it is now necessary to
decide where to send the robot (path generation). Moreover, it is important to
keep some consistency in the results. Inaccuracies produced by the sensors, can
lead to highly unstable paths, which is not desirable. An example of a path made
by the wGO is shown in the left part of Fig. 13. An increase in the smoothness
of the final route, when compared with a traditional approach, is observed.
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Fig. 10. Tracking example where the person is visible both by the vision and by the
270◦ laser scanner. Purple dot in the map image corresponds to the person as localized
by the image module, while the blue dot corresponds to the person as localized by the
270◦ laser scanner. (Color figure online)

Fig. 11. Tracking example where the person is only visible by the 270◦ laser scanner.
Blue dot in the map image corresponds to the person as localized by the image module.
(Color figure online)

Finally, a sample of the control results is given in the right part of Fig. 13.
It can be observed that the trajectory is stable while avoiding all the present
obstacles.
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Fig. 12. Fusion examples. On the left is a case where the person is visible both by
the vision and by the 270◦ laser scanner, while on the right the person is only visible
by the 270◦ laser scanner. Purple dot in the map image of the left corresponds to the
person as localized by the image module, while the blue dot corresponds to the person
as localized by the 270◦ laser scanner, and green dots are the fusion result. Blue dot
in the map image on the right corresponds to the person as localized by the image
module and is also the final result. (Color figure online)

Fig. 13. Path generation and effective path illustrations. In these figures, the purple
dots are the effective path done by the wGO, blue circle represents the wGO, large green
circle the target destination, white circles the waypoints generated by a traditional path
generation approach, smaller green circles the waypoints given by the technique present
in the wGO, red dashed lines the trajectory given by the traditional algorithm, purple
dashed lines the final trajectory produced by the wGO’s system. In the background
map, yellow and cyan areas are obstacles, red areas are security zones (although it is
not advisable, the wGO can still use them if strictly necessary) and grey areas are free
zones. (Color figure online)
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7.2 User Satisfaction Survey

This section summarizes the demonstration of wGO in a relevant, unconstrained
scenario (Fig. 14). Two wGOs were available for the tests and only users with
reduced mobility were asked to participate.

Fig. 14. wGO performing in supermarket, one of the target scenarios [4].

Transportation of the wGOs from their production site to the destination
where the demonstration (more than 1800 km) was made by truck with the
robots accommodated in disposable plywood boxes.

Concerning the location description, the site had enough space for circula-
tion, and there were no areas where the wGO did not fit. Its use was, however,
restricted to days where the store was too crowded. The hypermarket had loca-
tions with several different levels of brightness and the main corridor’s ceiling
had big skylights.

143 clients tested the wGO during two weeks of demonstration. An average
of 14 users a day used the wGO with the exception, as already mentioned, of
days where the store was too crowded.

An average of 35 minutes was spent per trip, with most users being female
(Fig. 15).

Most of the users had ages between 25 and 36, with the second most repre-
sented class people with 55 or more years (Fig. 16).

The categorization of users is shown in Fig. 17. As can be seen most of the
volunteers presented some type of reduced mobility. Among those, parents with
a baby stroller are the most represented followed by people in wheelchair and
the elderly.



A Personal Robot as an Improvement to the Customers’ In-store Experience 313

Fig. 15. Analysis of the population gender that used the wGO [4].

Fig. 16. Analysis of the population age that used the wGO [4].

Fig. 17. Categorization of the wGO users [4].
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A small questionnaire was made to the participants with the following ques-
tions:

– Do you find the wGO more agreeable than the alternatives?
– Would the wGO be a reason for you to come to this store?
– Would you reuse the wGO?
– Would you recommend the wGO?
– From a scale of 0 to 4 (being 0 not al all and 4 completely), how satisfied are

you with the wGO?

The questionnaire results are presented in Fig. 18, respectively. It can be seen
that the vast majority of the users find wGO better than existing alternatives.
More than 64% would find it a reason to return to this particular store. More than
90% would reuse the wGO and more than 97% would recommend it. Average
satisfaction was 3.5 out of 4.

(a) Do you find
wGO more agree-
able than the
alternatives?

(b) Would the wGO
be a reason for
you to come to this
store?

(c) Would you reuse
the wGO?

(d) Would you rec-
ommend the wGO?

Fig. 18. Questionnaire results [4].

7 out of the 143 have returned (within the short period of the demonstration)
to use the wGO. Of these, 5 were male and 2 female.

Comments from the users included:

Detection and Identification: at times, wGO follows someone else; the wGO
should have the ability to follow the customer in crowded environments; a passive
bracelet or plotter should be provided so that wGO will follow one person; and
the wGO should function in exterior light.

Visibility: To be recognizable by the customer, and more visible to others (e.g.
beacon, light signal); to show when it is on or off; and increase the volume.

Capacity: Larger bag; support for heavy products, such as water bottles; and
hook for personal items (e.g. handbag).

Usability: To go faster and to shorten the distance between the wGO and the
user.

Movement: More fluidity, especially in narrow passages and angles and reac-
tivity in crowded environments.
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Usage restrictions: To go outside and to go to the car’s trunk.

Other Features: To call a collaborator; to be able to scan products, know the
price and remaining bag capacity; system for fetching products; speech recogni-
tion (dialogue with wGO); guide the customer in the store.

Fig. 19. wGO Technology applied in an industrial scenario.

8 Conclusion

The wGO, an autonomous shopping cart, has been introduced in this paper. A
high focus was given to security concerns and its implication the design of the
robot. The hardware and software details of the robot have been presented, as
well as a presentation of the robot’s evolution.

Experiments made in real scenarios are very encouraging and a high user
satisfaction was observed. The participants on the user study demonstrated a
comfortable behaviour during the experiments as well as a very easy understand-
ing of the robot’s operating system (especially, related with the perception and
navigation). Comments like “My shopping was very fast!”,“In fact, it was a pre-
cious help!” and “I think it’s awesome, I will certainly use and recommend it!”
were made by participants.

Some problems, however, remain to be solved. One of them is the limited
space for the shopping items. Concerning the robot’s behaviour, low velocity,
identification errors and difficulties to move in crowded environments were men-
tioned. Moreover, there also some interesting features to be included in future
versions like the WGO be able to work in outdoor environments and follow the
user to the car, to point an example.

As a future work to attack these problems, improvements on the identifica-
tion algorithm are being developed. When identifying better the user, the wGO
will not start following a different person and will behave better in crowded
environments by, again, always following the same user.

Concerning the exterior use, new sensors are being tested that are able to
acquire depth information in the exterior. At the same time, new algorithms
that do not make use of depth information and only the RGB are being studied.
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Although the short-term application for the wGO is for commercial environ-
ments usage scenarios, several other applications are foreseen, for instance, at
the shop-floor of the manufacturing industry and logistics (Fig. 19). As conse-
quence, a new project were started in 2015 in order to develop a robot capa-
ble of performing tasks in an autonomous way through an industrial environ-
ment (NORTE-01-0247-FEDER-011109). New developments have been made
in mapping, localization [24], navigation [25] and multi-robot cooperation algo-
rithms [26]. The application of autonomous vehicles in these scenarios has several
advantages in the LEAN process offering flexibility, reducing times and therefore
the optimization of the operational costs.
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Abstract. The design of road-vehicle systems has a crucial impact on
the driver’s user experience. A post-market trial-and-error approach of
the product is not acceptable, as the cost of failure may be fatal. There-
fore, to design a suitable system in the automotive context that supports
the driver during their journey in an unobtrusive way, a thorough sur-
vey of human factors is essential. This article elucidates the broad issues
involved in the interaction of road users with intelligent vehicle tech-
nologies and summaries of previous work, detailing interaction-design
concepts and metrics while focusing on road safety.

Keywords: Human factors · Driving task · User interfaces
interaction · Intelligent vehicles

1 Introduction

The International Ergonomics Association [11] defines ergonomics or human
factors (HF) as “the scientific discipline concerned with the understanding of
interactions among humans and other elements of a system, and the profession
that applies theory, principles, data and methods to design in order to opti-
mize human well-being and overall system performance”, a definition that has
also been adopted by the Human Factors and Ergonomics Society [12]. Accord-
ing to the International Standardization Organization (ISO) standard 9241-210,
user experience (UX) stands for an individual’s perception and responses result-
ing from the use of a product, system, or service [27]. The user’s emotions,
beliefs, preferences, physical and psychological responses, behaviors and accom-
plishments that occur before, during and after use all figure into the overall user
experience. Relying on these definitions and the holistic approach depicted in
Fig. 1, HF aims at meeting user needs generating products for a positive UX
that are a joy to own and to use [44]. To this end it aligns knowledge and meth-
ods from multiple disciplines (i.e. software engineering, psychology, statisticians,
designers, etc.) based on empirical data collection and evaluation. For example,
graphical user interfaces (GUI) for pedestrian navigation and routing systems
might enhance road safety and provide an optimal UX if they are developed in
a user friendly manner. They can include aspects that connote a positive feeling
c© Springer Nature Switzerland AG 2019
B. Donnellan et al. (Eds.): SMARTGREENS 2017/VEHITS 2017, CCIS 921, pp. 318–332, 2019.
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and a pleasurable experience, such as a shaded path in hot and sunny summer
days [48].

According to the ISO 9241-210:2010 – “Ergonomics of human-system inter-
action - Human-centered design for interactive systems” user, system (consisting
of task to be performed and product interacted with) and context of use affect
UX [27]. Figure 2 shows how vehicular content as context of use can be arranged
into this scheme, where the system is traffic in which the primary driving task
(and also sometimes secondary and tertiary) takes place, the vehicle is the prod-
uct interacted with and the driver is the user.

70% to 80% of new product development failure is due to a lack of under-
standing of user needs rather than a lack of advanced technology [24]. User cen-
tered design (UCD) entails consideration of the user’s requirements within the
design phase of a service or good being produced. As a consequence, the intended
context of use will be reflected in the representation of the system’s mental model
of how such system should work [18]. Therefore, user mental models need to be
considered to effectively design systems that reflect user expectations. This is
particularly important for systems that are critical to decision making processes
in cognitively demanding scenarios [42].

Fig. 1. Holistic approach to the scientific discipline of human factors (adapted from
[13]).

The overall diffusion of the application of digital technologies in homes, build-
ings and cities presents the possibility of designing systems whose functioning
is based on intelligent technologies that simultaneously reside in multiple, inter-
connected applications [37]. As a consequence, the development of intelligent
road-vehicle systems such as advanced driving assistance systems (ADAS) is
rapidly increasing [17,35]. Many of these systems rely on sensors that collect
certain data, for example to identify the distance to the preceding vehicle or
the information shown on traffic signs. Vehicle-to-Vehicle (V2V) communication
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Fig. 2. Representation for a vehicular content of the elements that affect UX according
to the ISO 9241-210:2010.

opens up the possibility of designing cooperative ADAS (co-ADAS) that use
data collected by sensors located in other vehicles [21,38]. Their purpose is to
support the driver in the driving task, for example by extending the driver’s field-
of-view so they can be warned beforehand of a wide range of threats. However,
these vehicular systems do not always enhance driving safety when perceiving
this information leads to visual distraction or taking one’s eyes off the road.
This diversion could instigate a loss of vehicle control if the eyes-off-road time
exceeds 2 s, the recommended limit for glance away from the roadway time by the
National Highway Traffic Safety Administration (NHTSA) [14]. This is reflected
in the number of road accidents reported by the NHTSA: in 2011 alone, 10%
of fatal crashes and 17% of crashes resulting in injury in the US were reported
as distraction-affected [36], meaning that 390.331 people were killed or injured
in crashes involving a distracted driver. Over 17% of these distractions were
influenced by mobile phone use or the manipulation of other systems in the car.

Moreover, due to the fact that drivers have restricted capabilities for pro-
cessing multiple sources of information, attentional demand can cause driver
overload of attentional capacity when their processing capabilities are already
near the upper threshold (e.g., when the traffic is demanding). Therefore road-
vehicle systems intended to increase the driver’s awareness of the surrounding
environment need to be designed to ensure high usability, acceptance, efficiency
and understanding on the part of the driver.

This article elucidates the broad issues involved in the interaction of road
users with intelligent vehicle technologies, including summaries of previous work,
and will focus on the information flow to which we are exposed while driving. It
will include input and output modalities and detail the visual demand required in
the vehicle. It will finish with a close look at cooperative systems and automation.
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2 Vehicular Interaction

2.1 Information Flow

The overall driving task consists of operating a vehicle by performing many
smaller, uncomplicated tasks concurrently. Complexity of vehicular interaction
increases with the number of vehicles in traffic and higher traveling speed, as
these factors make it more difficult to maintain awareness of the surrounding
traffic environment and react to unexpected events and driving maneuvers from
other road users. Some of the tasks related to driving are as follows:

– control of speed
– observance of the distance to the leading car
– steering
– traffic observation and action prediction
– navigation
– interaction with car controls
– awareness of the in-vehicle information output
– traffic signs and rules awareness

In addition, interaction in a vehicular environment can include lane shifts
involving a combination of vehicle speeds and sizes, an ample spectrum of driving
styles and a variety of illumination, weather and road conditions [53]. Further-
more, a transfer of information occurs during the driving process from driver to
vehicle, driver to traffic environment and driver to co-driver or passengers and
vice versa (Fig. 3).

Fig. 3. Information flow in a vehicular context.
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According to multiple resource theory, people are supposed to have a variety
of resources (visual, auditory, cognitive, and psychomotor) that are dynamically
allocated to tasks based on their characteristics [55]. If sources of information
are augmented by the automobile industry by adopting technologies that can
be found in other mobile environments, such as smart phones and tablets that
stream personalized content into the car, the capacity of attentional resources

Table 1. Most relevant standards for the design of in-vehicle interfaces.

Targeted HMI system Relevant standards

Human centered design principles and
activities for computer-based interactive
systems

ISO 9241-210:2010 “Ergonomics of
human-system interaction - Human- design for
interactive systems” [27]

Specifics for elliptical models in three
dimensions to represent location of
driver’s eyes and determine field of view

ISO 4513:2010 “Road vehicles - Visibility -
Method for establishment of “eyellipses” for
drivers eye location” [5]

Warning Messages and Signals - to
clearly perceive and differentiate alarms,
warnings and information signals while
taking into account different degrees of
urgency and combining modalities of
warnings

ISO 11429:1996 “Ergonomics - System of audi-
tory and visual danger and information sig-
nals” [1]
ISO/TR 12204:2012 “Road Vehicles -
Ergonomic aspects of transport informa-
tion and control systems - Introduction to
integrating safety-critical and time-critical
warning signals” [6]
ISO/TR 16352:2005 “Road vehicles -
Ergonomic aspects of in-vehicle presentation
for transport information and control systems
- Warning systems” [3]

Driver’s Visual Behavior - Assessment of
impact of human-machine interaction

ISO 15007-1:2014 “Road vehicles - Measure-
ment of driver visual behavior with respect to
transport information and control systems -
Part 1: Definitions and parameters” [7]
ISO 15007-2:2014 “Road vehicles -
Measurement of driver visual behavior with
respect to transport information and control
systems - Part 2: Equipment and
procedures” [8]

In-Vehicle Displays, e.g. image quality,
legibility of characters, color recognition,
etc. and procedures for determining the
priority of on-board messages presented
to drivers

ISO 15008:2009 “Road vehicles - Ergonomic
aspects of transport information and control
systems - Specifications and compliance proce-
dures for in-vehicle visual presentation” [4]
ISO/TS 16951:2004 “Road Vehicles -
Ergonomic aspects of transport information
and control systems - Procedures for
determining priority of on-board messages
presented to drivers” [2]

Suitability of Transport Information and
Control Systems (TICS) for Use While
Driving

ISO 17287:2003 “Road vehicles - Ergonomic
aspects of transport information and control
systems - Procedure for assessing suitability
for use while driving” [28]
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or the total amount of information the human brain is capable of retaining at
any particular moment [29] can be affected.

As people spend a considerable amount of time driving, the latest imple-
mented vehicular technologies intend to improve the travel experience by increas-
ing safety and comfort as well as by enhancing entertainment possibilities.
Research related to the human processing capabilities particularly regarding
how much information the human being can process under driving conditions is
therefore essential to ensure road safety.

The ISO is responsible for a vast number of standards which could be used
either during the development of a particular human machine interface (HMI)
or for its subsequent testing. The requirements, specifications, guidelines and
characteristics compiled in Table 1 can be used consistently to ensure that a
system is suitable for use in a vehicular context.

They focus on an in-vehicle presentation of information that improves the
user experience and eases the learning process of road-vehicle systems. This was
reflected in the results of several studies that examined the display modality and
location in a central versus distributed display [30]. Additional works analyzed
location preferences for driver information systems (DIS) and ADAS relative to
the information they provided [39] and subsequently validated the results in a
driving simulator [45].

2.2 Input Modalities

Today’s cars have become more complex regarding driver interaction, due in part
to a digital era that has changed people’s habits and perception of content. An
increase in novel interactions on mobile devices and a growing reliance on the
provided content of developed applications has stimulated our perception and
acceptance of interactive digital technology, thereby creating many opportunities
for interacting with useful and attractive in-vehicle user interfaces devoted to
safety, comfort and infotainment. As a consequence, input modalities in the
form of mechanical parts of HMIs are increasingly being replaced by digital
substitutes.

Interaction in the vehicle takes place while driving therefore affecting control
of the vehicle, and the resulting driving performance while performing secondary
and tertiary tasks can be measured by comparing individual performance with
standard values that have been gathered as average from participants.

In this context, the selection of the most appropriate driving performance
metrics depends on the objective of the experiment and the system to be tested.
The following parameters are commonly used to monitor driving behavior [49]:

– speed-related parameters for measuring visual distraction while performing
secondary tasks. For example, reduced speed is an indicator of road visual
distraction that involves taking one’s eyes off the road [25].

– lateral position parameters for measuring driving under cognitive load.
– parameters which describe headway performance changes measure visual or

cognitive distraction.
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Research on the best input modality for in-vehicle device interaction is being
undertaken and investigating for example buttons and sensors in the steering
wheel or the use of handwriting recognition. The ideal interaction should be eyes
and hands free and one which causes no distraction. Natural language processing
makes it possible to intuitively interact with a natural user interface through
speech. Dialog systems based on spoken language, allow the interaction with
computer-based applications through the use of voice [32]. A distraction from
traffic as brief as powering on a car radio or answering a call on a mobile phone
represents an increased risk of accident, therefore the potential of using dialog
systems based on spoken language in road-vehicle applications is very large.

2.3 Display of Information

To design a suitable user interface in the automotive context the amount of
information to display needs to be considered. As stated in [46] a large quantity
of messages can be conveyed, expanding the range of possible display areas
through non-conventional locations. Particularly the use of windshields as HMI
could provide benefits for a low penetration rate of connected or automated
vehicles, as they would provide an effective way to convey important safety-
related information [43].

Figure 4 illustrates an approach in which visual data related to safety distance
is provided to the rear vehicle in real-time, independently of the communication
capabilities of the following vehicle and which relies on an asynchronous collab-
orative process [40].

Fig. 4. Windshield-conveyed message related to safety distance, independent of the
communication capabilities of the trailing vehicle (adapted from [43]).
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Regarding in-vehicle information location, a distance warning system based
on vehicle-to-vehicle (V2V) communication would be able to additionally con-
vey the time-gap between the connected vehicles, issuing a warning inside the
following vehicle depending on an established threshold [33].

Regarding the preferences for in-vehicle location of information in the study
by [41], 4 fairly homogeneous groups of functions were distributed in 4 differ-
ent display locations, the location’s proximity to the field of view of the driver

Fig. 5. (a) Example of distribution of the vehicle functions in the given displays [47] and
(b) Perceptual map with the relative positioning of all functions in the multidimensional
scaling diagram [41].
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increasing according to the urgency of the messages that they conveyed. An
example of this principle being that drivers preferred having entertainment-
related functions displayed outside their visual field, and social media and apps
integration in a vehicular context were not considered essential to be displayed
at all. Figure 5 shows (a) an example of distribution of the vehicle functions in
given displays [47] and (b) the perceptual map with the relative positioning of
all functions in the multidimensional scaling diagram [41].

3 Visual Demand in the Interaction with Road-Vehicle
Systems

Driving distraction implies diversion of the driver’s attention away from the road
to focus on another activity instead [50]. Furthermore, not every demand loads
attentional resources equally. Each task has its own demands on the processing
capabilities of the driver. The environment exhibits different properties, such as
static or dynamic and familiar or unfamiliar, and it represents varying degrees
of visual complexity. As indicated in [45], multiple glances between in-vehicle
devices and the road can affect driver attention, reducing the ability to main-
tain vehicle control and delaying and/or interrupting the cognitive processing
of traffic information. As stated in the ISO 15007-1:2014 - “Road vehicles mea-
surement of driver visual behavior with respect to transport information and
control systems”, glance duration is usually thought of as being the measure
that best captures the time necessary to extract and decode the presented visual
stimulus. Even if safety is the main objective of intelligent vehicles technology,
some systems that do not consider component integration can increase visual
distraction, cognitive load, errors and annoyance for users [31].

Simulations and models [51] have been created to investigate the visual
demand required to interact with in-vehicle systems. These tools assess visual
workload, comparing different kinds of information visualization, such as route
information [23], or navigation, email and communication modules [20].

4 Autonomy in Vehicles

Intelligent vehicle functions support tactical and operational driving tasks as part
of ADAS. Some examples of this include: anti-lock systems that allow a motor
vehicle to maintain adherence with the road surface; adaptive cruise control
systems that detect the speed of surrounding vehicles, automatically adapting
the vehicle’s velocity to traffic; and a variety of sensors based on vision, radar,
infrared or laser that are capable of detecting objects that might jeopardize road
safety. Detection of other vehicles, pedestrians or other vulnerable road users
(VRU), as well as driver monitoring, are some of the core areas of intelligent
vehicles.

As previously mentioned, some co-ADAS rely on cooperative messages broad-
casted using vehicle-to-vehicle (V2V) and vehicle-to-infrastructure communica-
tion (V2I) (V2X, collectively) to sense the surroundings. According to the US
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Department of Transportation (USDOT), many connected vehicle (CV) appli-
cation concepts have been developed through prototyping and demonstration in
recent years. A classification of these connected vehicle applications within the
CV Pilot Deployment Program is listed in Table 2.

A system to augment the visual perception of the road in an overtaking
maneuver based on V2X technologies was presented in [38]. The system used
Vehicular Ad Hoc Network (VANET) technology to provide a video-stream of
the view from the front of a leading vehicle to a rear vehicle and was partic-
ularly helpful in cases of long and vision obstructive front vehicles. The visual
display was located inside the vehicle. A projection through a head-up-display
(HUD) [21] conveyed the information in a later version of the system and which
took into account the length of the vehicle ahead. This idea to enhance road
safety was adopted by Samsung in 2015 and posted in the blog Safety Truck [10].

Table 2. Classification of the most recent connected vehicle applications sponsored by
the USDOT CV Pilot Deployment Program (adapted from [52]).

V2V safety V2I safety

Red light violation warning Emergency Electronic Brake Lights (EEBL)

Curve speed warning Forward Collision Warning (FCW)

Stop sign gap assist Intersection Movement Assist (IMA)

Spot weather impact warning Left Turn Assist (LTA)

Reduced speed/work zone warning Blind Spot/Lane Change Warning
(BSW/LCW)

Pedestrian in signalized crosswalk
warning (transit)

Do Not Pass Warning (DNPW)

Vehicle Turning Right in Front of Bus
Warning (Transit)

Research on vehicles with conditional automation [9] that are equipped with
automated functions is advancing and more and more reports about vehicles that
are able to operate autonomously for some portions of the trip are being released.
In conditional automation the vehicle’s control is relayed back to humans through
a Take Over Request (TOR) in situations that the automation is not able to
handle. To this end, it is essential to assess the driver’s state, their capabilities
and the driving environment at the time of a TOR, as the potential boredom
and road monotony associated with higher automatism of vehicles might lead to
a reduction in driver situational awareness [37].

Attempting to address this need, the use of continuous, in-vehicle visual stim-
ulus to reduce driver reaction time after a period of hypovigilance was studied
in [19]. Relying on peripheral vision, the authors implemented and tested an
unobtrusive method based on luminescence. They showed a tendency among
drivers to respond faster to a TOR when their peripheral vision detected the
stimulus.
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To monitor the driver and the road conditions a mobile application can be
used as backup system and issue a warning to avoid inattentive driving in the
event of a TOR as suggested in [15] and latter extended in [16].

How other road users are going to interact with fully autonomous vehicles
in different scenarios is not known yet. Most of the research concerning this
question has been based on simulated scenarios, including working technical
systems operated by a human operator (Wizard of Oz (WOZ)) or survey studies
(i.e. [22,34,54]. However, the authors in [26] performed a field test with driver-
less, fully autonomous vehicles through a smartphone application that indicated
to pedestrians that an autonomous vehicle was approaching. The application
was intended to develop a trust in the autonomous vehicle technology. Results
showed that the application supported the pedestrians in the verification process
of trusting autonomous vehicles as a reliable, safe technology. Figure 6 shows the
evaluation process of the application as a means to trusting autonomous vehicles.

Fig. 6. Evaluation process of the application intended to develop a trust in autonomous
vehicle technology [26].

5 Conclusion

Human factors in an automotive context have been researched extensively in
recent years as they are decisive in road safety. This paper provides a concise
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introduction to the most important human factors related to road safety and
addresses interaction design principles that heavily emphasize UCD, problems
of distraction and workload and visual perception.

Some of the most valuable metrics for testing ADAS have been introduced as
well. The information presented here provides the reader with the background,
a variety of approaches and an example of applications of the most current and
important concepts in the interaction with intelligent vehicle technologies.
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Abstract. Wireless vehicular networks are to be deployed in both
Europe and the USA within upcoming years. Such networks introduce
a new promising source of information about vehicular environments
to be used by cooperative advanced driver assistance systems (ADAS).
However, development and evaluation of such cooperative ADAS is still
challenging. Hence, we introduce a novel methodology for their develop-
ment and evaluation processes. It is applied to evaluate the fulfillment
of requirements on position accuracy information within exchanged mes-
sages. Such requirements are only roughly defined and not sufficiently
evaluated in field tests. This holds especially for Global Navigation Satel-
lite Systems (GNSS) optimized for maximum integrity of obtained posi-
tions. Such configuration is required to increase robustness and reliability
of safety critical ADAS. We find that pure GNSS-based positioning can-
not fulfill position accuracy requirements of studied ADAS in most test
cases.

Keywords: VANET · ETSI ITS · ADAS · Positioning · Evaluation

1 Introduction

Vehicular ad-hoc networks (VANETs) are an active research area. They promise
to increase traffic safety leading to high interest of both automotive industry
and governments. Hence, mass deployment can be expected within the next
years enabling the introduction of novel cooperative advanced driver assistance
systems (ADAS) [1,23]. A well known concept for the development of ADAS is
to include simulation based testing and evaluation early in the development pro-
cess [19,22]. Moreover, the simulation environment gets adapted in each develop-
ment phase, e.g., for Vehicle in the Loop tests [45]. Such concepts are especially
needed for VANET applications, due to a wide range of traffic scenarios with
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many involved vehicles. Hence, it is hard to realize a complex testing setup in a
reproducible way during field tests [39].

Development and testing of ADAS are complex tasks, and errors within the
implementation of an ADAS can have a severe impact on the results of a con-
ducted evaluation as well as on performance in real world use cases. This is espe-
cially important for cooperative ADAS, as the considered use cases are safety
critical [9]. Hence, the focus of this work is on a novel methodology lowering the
effort for cooperative ADAS development and evaluation processes, by close inte-
gration of both simulations and field tests. A first look at this issue is provided
in [37], and this work provides an extension of the one given in [37].

The first VANET use cases, e.g., Road Works Warning (RWW), require only a
positioning accuracy that allows to assign a vehicle to a dedicated lane. In regard
to the longitudinal direction, demands on the position accuracy are even lower
[2]. Our evaluation concentrates on two important VANET use cases, which are
Intersection Collision Risk Warning (ICRW) [3] and Longitudinal Collision Risk
Warning (LCRW) [4]. A comparison of the different early use cases of VANETs
[9] shows that these two ADAS have advanced requirements on position accuracy
and communication latency. A core reason of using ICRW and LCRW for the
conducted evaluation of positioning requirements is the availability of compara-
ble reference systems realized with conventional sensors, like radar sensors. The
results of the VANET based implementation should resemble the ones of the
reference system as good as possible, to allow regarding VANETs as a reliable
sensor for ADAS. Thus, we propose a development environment, which allows
to compare intermediate results of the VANET based ADAS with a radar based
reference system, following our proposed methodology.

The basic question of our evaluation is whether pure Global Navigation Satel-
lite Systems (GNSS), like the Global Positioning System (GPS), yield a suffi-
ciently high position accuracy for ADAS, while using a configuration optimized
for maximum integrity of obtained positions. This also answers the question
whether vehicles being already on the road can be equipped with VANET tech-
nology by plug-in devices, which need nothing except a power supply from the
vehicles energy system, like navigation systems.

The remainder of this work is outlined as follows. A review of related work
is provided in Sect. 2. Afterwards, Sect. 3 introduces the proposed evaluation
methodology, which is applied in Sect. 4 to ICRW and LCRW realizations.
Finally, a conclusion about achieved results and possible topics of future work
are given in Sect. 5.

2 Related Work

Basic requirements of VANET based ADAS have been determined and some
realizations, based on early versions of VANET standards, were tested during
field tests in Europe (e.g., DRIVE C2X, simTD) and the US [23]. These tests
identified accurate positioning of vehicles to be a main issue in VANETs.

In general, current VANET approaches use wireless cyclic broadcast of bea-
con messages for basic information distribution among nodes (e.g., vehicles or
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road side units (RSUs)). Two similar approaches are followed within the Euro-
pean Telecommunications Standards Institute (ETSI) Intelligent Transport Sys-
tems (ITS) and US Wireless Access in Vehicular Environments (WAVE) stan-
dardization frameworks [1,23]. Communication within VANETs is often referred
to as Vehicle-to-X (V2X) communication. In the following, we stick to the ETSI
ITS nomenclature, but porting to the WAVE system is straight forward.

Within ETSI ITS, beacon messages are called Cooperative Awareness Mes-
sages (CAMs). These are sent and received by a so called Cooperative Awareness
Basic Service within the facility layer. The facility layer combines all function-
ality from layers five upwards within the ISO/OSI model [7].

2.1 Evaluation Environments

A coupled simulation environment including network and traffic simulation is
used in [26], to show the impact of VANETs for an intersection collision detection
application. Within this simulation the effectiveness of vehicular networks for
cooperative collision detection is evaluated, especially on packet level.

Currently it is not possible to use other popular VANET standard imple-
mentations, which are often used for research and application evaluation, like
VSimRTI [36] or iTETRIS for ETSI ITS [30], or Veins for WAVE [39]. This is
caused by close coupling of such implementations to their simulation environ-
ments (ns-3 resp. OMNet++), which makes porting of this approaches to real
hardware hard. Moreover, protocol implementations dedicated for real hardware
typically make direct use of operating system functionality, e.g., to obtain time
information. Thus, such information is hard to be replaced by the one provided
by a simulation environment. Moreover, parallel and coordinated usage of many
on-board units (OBUs) within a test setup leads to very high complexity within
the setup and testing process. Therefore, rigid usage of an abstraction layer for
all data input sources is required, which is implemented within the ezCar2X
framework [34], as described in Sect. 4.1.

2.2 Development of ADAS

Development of ADAS is a complex process. Much work has been dedicated to
strategies limiting required effort within the development process, and ensuring
testability of obtained ADAS [15,19,22,45]. As a main subject, many aspects
from the field of software engineering have been adapted to specific needs of
the automotive domain. An approach for an integrated testing and simulation
framework is given in [44]. Our implementation in Sect. 4 adapts some of the
concepts from [44] to the needs of cooperative ADAS.

However, development of cooperative ADAS shows even higher complexity in
comparison to such ADAS using only information from within a single vehicle.
Especially, testability is a significant challenge, due to a massive increase in the
variety of data sets within the newly known vehicular environment. Thus, we
propose an extension to well known ADAS development methods to enable their
usage in the development process of future VANET based ADAS.
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In [43], a cooperative vehicle collision warning system is proposed based on
communicated node positions obtained with differential GPS, and the feasibil-
ity of trajectory prediction based on the communicated positions is examined.
An architecture is proposed implementing a “Future Trajectory Estimator” for
received vehicle data. The following main weaknesses of VANET based applica-
tions were identified: (a) The prediction accuracy decreases when the position
error increases. (b) Applications are vulnerable to long-period GPS blockage
and communication drop-outs. (c) There is limited tolerance of changes in the
driver’s intention, due to a slow update frequency of the determined positions.

Evaluation of ADAS performance is an important part of the development
process. Thus, it is described in more detail in Sect. 2.3.

2.3 Sensor Based Reference System

In [46] security gains from the combination of data from VANET messages with
radar measurements are studied. The aim is to validate position information from
received messages. In contrast, our aim is to evaluate if the position information
is accurate enough for robust usage within ADAS.

Different types of distance measurement sensors have been proposed for usage
in the automotive domain. These include laser scanners, radar sensors, photonic
mixing devices (PMDs) and cameras, which are common sensors for current
ADAS equipped vehicles [45]. The measured distance, relative velocity and head-
ing of the detected objects are passed to the ADAS for further processing. Basic
requirements of a reference system for ADAS are given in [12].

OBUs typically use a GNSS based positioning system, e.g., Cohda Wire-
less MK4a [21]. We use a GNSS software receiver and compare its real live
measurements to the ones of an automotive radar system. Details about the
satellite based position estimation are given in Sect. 2.4. The input data for
an ADAS based on a VANET approach are messages sent by vehicles. CAMs
mainly contain the vehicle’s position, including the positions confidence infor-
mation (optional), speed, heading and generation time of the position [7].

Further processing of the different input data sets for evaluation of the
VANET based ADAS is described in Sect. 3.2.

2.4 Satellite Based Positioning

GNSS have deeply entered the consumer market and are widely used for car nav-
igation systems. GNSS based service applications offer a number of opportunities
to the transportation market. Professional and reliability critical applications like
road tolling, anti-theft systems and dangerous goods tracking have been imple-
mented in vehicles. These applications are highly sensitive to the appearance
of jamming devices, one account of weaknesses of current satellite navigation
systems: the extremely low signal power. A close look on security implications
of VANET dependency on GNSS input is given in [16,17].

Basically, GNSS like US American GPS, European Galileo, Russian Glonass,
and Chinese Beidou are based on the same concept: Navigation satellites are
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placed in a medium earth orbits in a height of about 20.000 km to 25.000 km.
These satellites emit highly precise ranging signals with up to 50 W for the esti-
mation of the signal travel time from the satellite to the receiver on the earth. If
the receiver is able to track the signal of 4 satellites or more, it can calculate it’s
actual position and time by use of the signal travel time. If the receiver would
be perfectly aligned to the common GNSS clock, 3 satellites in view would be
enough. However, most receivers are not perfectly aligned to the system time
of GNSS and the receiver’s clock offset to the system time has to be estimated.
Beside the actual time information valid for the transmitting satellite, the satel-
lite signal also carries information to determine the position of all satellites of
the corresponding system, corrections for ionospheric and tropospheric effects
and offset information for the satellite’s unique clocks.

Most current commercial GNSS receivers use the satellite signals of the GPS
L1 civil navigation signal. Galileo and Beidou provide open positioning signals at
the same center frequency of 1575.42 MHz. Thus, modern civil GNSS receivers
will also be able to use multiple of these systems in parallel. From the time the
receiver estimated the timing offset between these satellite navigation systems,
all corresponding satellites can be used for a joint positioning.

The GPS L1 C/A (coarse/acquisition) civil navigation signal offers a perfor-
mance of about 5 to 10 m to the civil user. In case of scattering or multi path
effects due to vegetation, buildings or other surrounding objects, the position
accuracy can decrease to several tens (or in worst case hundreds) of meters. In
case of more precise requirements on the position, one might also use either dif-
ferential correction services, like DGNSS, or more sophisticated dual frequency
receivers. The usage of two frequencies allows the receiver to estimate the iono-
spheric signal distortions, which effects the distance estimation between receivers
and satellite the most. Thus, the usage of two frequencies improves the accuracy
up to 2 to 9 m and in combination with differential corrections down to tens of
centimeters. For additional information, see [10,24,27,32].

3 Evaluation Methodology

A central aspect of our development and evaluation methodology is to com-
bine pure software based simulation, a real world reference system and a real
world VANET. Thereby, we try to keep the amount of changing code as low as
possible, when moving between the simulation environment to real world exper-
iments. This is done due to two major reasons. At first, it avoids the effort for
implementing a lot of wrapper code, which speeds up the development process.
Secondly, it avoids errors introduced by changing behavior of the ADAS between
the different evaluation environments.

The proposed development process of ADAS includes a simulation environ-
ment into the testing process in an early development phase. This methodology
is similar to well known test-driven development [13] leading to an enhanced
and extended version of simulation-driven development, which has shown good
results used within a single vehicle [19]. Each implemented feature is tested with
simulated data inputs and its performance is evaluated as early as possible.
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In contrast to prior work, we do not use a newly implemented feature only on
a single entity in the simulation environment. Instead, after the feature showed
the expected behavior on a single vehicle it is deployed on all entities (i.e.,
vehicles, road side units) within the simulation environment. Thereby, also the
correct interaction of each component regarding multiple communicating entities
can be verified early in the development process.

A central requirement of the proposed methodology is the availability of a set
of traffic scenarios, which are characteristic for the use case(s) of the ADAS to be
implemented. To obtain such scenarios we use two complementary approaches.

Firstly, the standardized requirements of the ADAS are used to identify rel-
evant road topologies. Afterwards, various traffic flows for these road topologies
are generated. We use deterministic traffics flows as well as such from random
trip generation. This can be done by various mechanisms, as such implemented
within the Simulation for Urban Mobility (SUMO) framework [14].

Secondly, traffic scenarios which are identified as challenging for ADAS by
real world field tests are included. To identify and characterize such scenarios,
a possibility to obtain detailed traces from test drives and to re-run the entire
drive with consistent timing of data inputs within the simulation environment
is required. Requirements for such playback functionality can be found in [11],
our implementation is described in detail in Sect. 4.1.

As already mentioned, we do not only use simulations to evaluate an ADAS.
We also apply (multiple) vehicle-mounted sensors. As our target ADAS’s aim at
collision avoidance, distance measurement sensors are used. Thereby, we address
the issue that it is hard to perfectly resemble traffic scenarios from simulation
in practice, because of many cooperating entities.

The distance sensors are used to realize a reference ADAS serving as ground
truth for the evaluation of the cooperative ADAS based on V2X data. To obtain
a well usable reference system, we recommend to follow best practices for such
single vehicle applications proposed in prior work [19,22]. The reference system
is designed to obtain the maximum performance achievable by an ADAS using
only local sensor information. Field tests are used to compare the reference
system and cooperative ADAS. In a first testing step, side effects caused by the
implementation are identified and removed. Afterwards, system limitations are
determined during a second evaluation step.

In the following, a software architecture, which allows to implement a frame-
work for the above described evaluation methodology, is described in Sect. 3.1.
Afterwards, Sect. 3.2 describes a set of information processing steps which is
common to many VANET based ADAS. Thus, these processing steps can be
regarded as an extension to the standardized information handling steps within
current ETSI ITS and WAVE frameworks.

3.1 Software Architecture

To switch from simulation to a real world environment with little effort we
facilitate input interfaces that can be used for real sensors as well as for the
input data from a simulation environment. The received data at the interfaces
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Fig. 1. Software architecture of the evaluation system.

is then processed in the exact same manner for both types of environments. The
resulting software architecture is depicted in Fig. 1. Required functionality from
the advanced ITS implementation are described in the next paragraphs.

The time provider is the central component to provide the current time, which
can be requested by all the other components of the system. It can be based on
different time systems, like the local system time, a GPS time or the times-
tamps used in the simulation environment. The main reason for this single time
provider is a synchronized time base for the whole evaluation system. Another
advantageous feature is the ability to change the speed of the systems time
lapse. Thus, in a simulation or playback environment (which is described later
in Sect. 4.1) development time is reduced significantly. The position provider is
the time provider’s equivalent component for position data. Within the system
other entities can request the current position of the ego vehicle. The position
provider obtains its input data from a position sensor connected to the system,
like a GNSS receiver or from a traffic simulator.

After a VANET message has been received, it is propagated through the pro-
tocol stack until it arrives at the application layer. Within ETSI ITS parts of the
application layer are located in the so called facility layer. It contains a dedicated
facility entity for each message type, e.g., the basic service for CAMs. After a
message has been processed by its respective facility entity, it is handed over to
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the so called Local Dynamic Map (LDM). The LDM entity is standardized by
ETSI ITS in [6], and is intended to store every received message until its validity
time expires. It hands over the stored data to all data sinks, which have regis-
tered for the corresponding message type. Our first component for information
processing is called data fusion. It acts as a data sink of the LDM.

A trajectory provider is used to model the trajectory of a vehicle, either the
ego vehicle, or all of the vehicles within its vicinity. Trajectories can be mod-
eled in various ways. Most common representations use a sequence of points,
which are usually observed positions along the driven path and for the predicted
behavior in the future [47]. For trajectory modeling, splines are popular in the
automotive domain, because they resemble smooth trajectories satisfying the
demanded constraints. They can also be used for trajectory planning in collision
avoidance scenarios [31]. Splines are used to approximate and interpolate the
vehicle’s trajectory as a continuous function. If several points of a function can
be measured, the approximation is done by calculating polynomials between the
known points. Depending on the degree of the polynomials, continuous gradi-
ents and curvatures can be chosen as boundary conditions. Therefore, a smooth
and continuous function can be achieved. As splines do not oscillate at their
boundaries they can be used to get an accurate estimation of the function in the
near future, where no positions are known yet. One disadvantage is, that the
interpolation has to be recalculated every time a new position value is obtained
[25].

An important component of our evaluation environment is the data recorder.
It connects to all the defined interfaces during initialization phase of the frame-
work. At runtime, it records all the input data streams together with a time
stamp of the recording time for each entry. This synchronized input data of a
driving scenario is required for the offline evaluation of the ADAS.

3.2 General Purpose Information Processing

Most safety critical applications of VANETs account for collision avoidance sys-
tems with a low amount of exceptions, like broken down vehicle warning [9].
They all are based on the VANET protocol stack. The analysis of requirements
for such collision avoidance systems shows that advanced information process-
ing is very similar for many of them. Thus, we define a basic set of common
information processing blocks to be used by all these ADAS.

The information processing chain consisting of the commonly used processing
blocks is shown in Fig. 2. It is described in the following. Details about the
actually chosen methods for our dedicated evaluation are given in Sect. 4.1.

The object sensors input is pre-processed by the corresponding component.
Likewise, received CAMs are handled by the V2X data pre-processing compo-
nent. Both components provide local object lists, DR and DV with the same
format. These object lists are the input for the data fusion and vehicle track-
ing function generating a global object list DG with all detected vehicles in the
vicinity of the ego vehicle. To compare the evaluation results of the object sen-
sor based ADAS and the VANET based one, the data fusion component can
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Fig. 2. Information processing chain for an ADAS.

also handle each class of input data separately. Then, for each object in DG the
trajectory agent creates a new trajectory provider or updates the existing one
with the new position data for the dedicated object. The trajectory agent itself
offers an interface to subscribe for the object list DG that also delivers the asso-
ciated trajectory provider for each object. Finally, the collision detection entity,
which subscribes to DG, receives every update of the list. If necessary, a warning
message is issued and displayed on the human machine interface (HMI).

The object sensor data pre-processing has two main tasks. The first one is to
filter all object sensor messages and only pass those with detected objects. The
second task is to transform the object’s position data so that it relates to the
vehicle’s reference position (in the centre of the front bumper) and not to the
object sensor’s mounting position any more. The relative position of each object
sensor in relation to the reference position has to be measured very accurately
and is statically configured for every test vehicle.

Within the LDM, CAMs are already filtered according to their relevance for
the ego vehicle and their validity time. In addition, the purpose of the V2X data
pre-processing differs from the object data in the case of position transformation.
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In a first step, the absolute GPS position is transformed into a relative distance
to the ego vehicle’s reference position. This step is required to further process
the object sensor and V2X data in a similar way within a Cartesian coordinate
system. This transformation produces a deviation, due to the nature of the
coordinate system. Thus, this transformation should only be performed once at
the beginning of the processing chain.

The next step is to spatio-temporally align the V2X data with the ego vehicles
current time and position. As described in [40], a trajectory prediction has to be
performed for the time span of the communication delay of each received message
from another vehicle, which results in a (predicted) position at this juncture. The
communication delay is calculated by the difference of the generation time of the
message and the current time stamp of the ego vehicle. The precondition for this
spatio-temporal alignment is that the time basis of all vehicles are synchronized,
for example by using GPS time.

Multiple approaches exist for vehicle trackers being part of our data fusion
component. An important example is multi hypothesis tracking (MHT) [18],
which is a well established approach for multi-target tracking. The main advan-
tage of MHT is to solve observation-to-track conflicts by holding alternative data
association hypotheses and propagating them into the future. Thereby, subse-
quent data can resolve the uncertainty.

The trajectory agent is meant to manage all trajectory providers generated
from DG. It holds an internal hash map with an entry for each object together
with a link to the corresponding trajectory provider. With each update of the
object list the hash map is searched for all objects. If one can not be found,
a new trajectory provider is generated. Otherwise, the existing one is updated
with the new position. For all entries of the hash map that are not available in
DG any more the corresponding trajectory providers are destructed.

Collision detection can be done by using motion prediction models like tra-
jectory prediction, state-space models, structured environment approximation,
classification models or neural networks. An overview on existing approaches for
collision risk estimation is given in [20].

As depicted in Fig. 2, processing of the radar based reference ADAS and the
V2X based ADAS only differs in the pre-processing steps. The reason for this
architectural decision is to achieve comparability of both ADAS during the val-
idation phase. More precisely, the object sensor and the V2X receiver have the
same tasks. They decode and filter the incoming messages. One delaying factor
is data access within the LDM. Hence, it is compensated by the spatio-temporal
alignment during the V2X data pre-processing. Only the transformation algo-
rithm used in the object sensor and the spatio-temporal alignment within the
V2X data pre-processing have a varying impact on the precision of the objects
position. Since, the transformation is based on the exactly determined distance
of the mounted radar and the ego vehicles reference position it is accurate to
one millimeter. Thus, the inaccuracy is negligible. Hence, the impact of the pro-
cessing steps on the evaluation results can be reduced to the accuracy of the
algorithm used for the spatio-temporal alignment of the V2X data.
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4 Evaluation Realization

Required components and interfaces within the ITS communication architecture
are specified in the ETSI ITS standards, like [5,6,8]. The ezCar2X framework
[34,35] provides an implementation of these standards, which is used in the
following. The facility entities for the position and time providers are located
within the ezCar2X framework, too. Only the sensor data received at the CAN
interface is directly handed over to the ADAS.

Usage of the evaluation methodology from Sect. 3 for the evaluation of two
dedicated ADASs (ICRW and LCRW) is described in the following.

4.1 Evaluation Environments

The design goal was to generate the smallest possible effort for a change between
simulation environment and real test vehicles, as outlined above. Hence, we opti-
mized the software architecture regarding the reusability of most of the compo-
nents in both environments. To obtain the required flexibility, all interfaces to
external entities are realized with abstract classes and different implementations.
For example, three implementations are used for GPS/GNSS and V2X input:
file (i.e. playback), real hardware, simulation based.

According to [5,8] all time stamps within the protocol stack have to be
aligned to their respective GPS coordinates. Thus, the ezCar2X position and
time providers were implemented in a coupled way ensuring mutual consistency
of both time and position data.

In our trajectory provider we used cubic splines with third order polynomials
from [28] for the prediction of all trajectories. The forecasting horizon of the
trajectory providers was set to 10 s, but only the next 2 s were considered within
the collision risk estimation, as the number of false detections increases with a
longer time span. The vehicle tracker uses the MHT approach as described in
[41]. It is implemented using the library from [38] for vehicle tracking, using the
Dempster-Shafer theory of evidence.

The used collision detector implementation is illustrated in Fig. 3. Trajec-
tory prediction is combined with a piecewise approximation of the trajectories
as described in [29]. Therefore, the two trajectories of ego and other vehicle are
examined in each time step of the prediction period. A bounding box is gener-
ated around each vehicle’s reference position using its width and length (taken
from the vehicle’s CAM) [7]. Additionally, for the V2X data the bounding box
has to be expanded by adding the current uncertainty of the GPS position (also
taken from the CAM) in a circular shape. This expansion is justified by the
nature of GPS positions, which are defined as a position and a circular region
around it. Within that circle, 95% of the measured positions are located. Thus,
a GPS position should not be taken as an exact value. Instead, the whole confi-
dence circle has to be considered during collision detection. The bounding boxes
increase with the degradation of the position accuracy. Finally, the two bounding
boxes are used to identify whether they overlap. If this is the case, a collision is
detected and a warning message is generated, which is displayed on the HMI.
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Fig. 3. Collision detection mechanism.

The simulation environment is described next. Then, details about the field
test setup are given. Finally, tracing and playback mechanisms are introduced.

Simulation Environment. We use a simulation environment consisting of
three dedicated state of the art frameworks. These are SUMO for microscopic
traffic flow simulation, the ns-3 network simulator for channel as well as layer 1
and 2 simulation, together with the ezCar2X framework providing the remain-
ing protocol layers in accordance with current ETSI ITS standards [14,33,35].
A detailed description of this combination of dedicated tools and their coupling
process can be found in [34].

Vehicles’ position information within the simulation environment is perfect,
i.e., each vehicle can determine its global position without any error. Positions
of other vehicles are only known from received messages. Therefore, Gaussian
noise is added to the positions generated in the traffic simulation to study the
impact of position uncertainty.

SUMO can be run in parallel or in advance of the remaining simulators.
Running it in advance and using generated vehicle traces for the other simulators
significantly increases simulation speed. However, this can only be done for use
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cases with no interaction between ADAS output and vehicle behavior, as vehicle
trajectories are fixed in this case. For example, this can be done to determine the
time of issued warnings. Therefore, the input data for an ADAS, as described
in Sect. 3.1, is then derived from the output file of the SUMO traffic simulator.
One of the vehicles within the traffic scenario is defined as the ego vehicle whose
positions are then passed to the position interface for the ego position provider.

Two options for receiving position data from other vehicles were realized. To
obtain a best case scenario (i.e., no packet loss), positions of all other vehicles
are handled as received CAMs at the ITS-G5 interface. This leads to the best
possible information quality for the ADAS. A more realistic option is to use ns-3
channel simulation to model real message exchange. Corresponding radar data
can be obtained from a radar sensor model within the simulation environment.

Real World Test Setup. The test setup is targeted for ADAS avoiding front
or side collisions, like in [3,4]. Thus, the test vehicle is equipped with three radar
sensors (depicted by Short Range Radar (SRR) and Long Range Radar (LRR))
acting as object sensors, as shown in Fig. 4.

Fig. 4. Test vehicle equipment and radar sensor coverage.

Radar sensors where chosen due to their wide spread use in the automotive
domain. They ensure robust object detection, a high resolution and measurement
accuracy. The LRR is placed in front of the vehicle to cover the forward-facing
street over a distance of 200 m. The two SRRs face to the front-left and front-right
with an angle of 35◦ from the longitudinal axis of the vehicle. The SRRs have
shorter coverage of about 50 m, but a wider input opening angle of 60◦ coverage.
All three radars were connected via CAN buses to the notebook running the
software framework and ADAS.
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The test vehicle was additionally equipped with two multi-frequency anten-
nas for VANET communication within the 5.9 GHz frequency band, an ITS-G5
compliant communication box from Cohda Wireless [21] and a dual-frequency
GNSS software receiver that was also connected to the notebook.

In the test scenario a second vehicle was involved that was equally equipped,
except for one front LRR. To identify the impact of the position accuracy on
the VANET based ICRW scenario the following test scenario was used: the
ego vehicle approaches an intersection with a constant velocity where the last
possible stop line is marked with a pylon. Afterwards, the ego vehicle is going
back to the start position and repeats the maneuver. The second test vehicle
approaches the intersection from the left direction in the first run and from the
right direction in the second run. This scenario is repeated several times to have
comparable sensor data and to compensate possible effects caused by a deviant
driver behavior. Thereby, the scenario leads to two collision situations that were
detected by the radar based reference implementation.

We look at pure GNSS based positioning as we use no extra data input, i.e.,
via a mobile network. During the test, information on the satellites’ position
and pseudo ranges were collected. This information was recorded by the GNSS
software receiver of each test vehicle. The rtklib [42] was then applied, to deter-
mine the vehicle’s position and the corresponding accuracy in post-processing.
To this end, the information from the GNSS software receiver and from a second
GNSS receiver, installed about 100 m next to the test place at a position with
well known coordinates, were used. These different position accuracies for the
same test scenario were recorded to have a varying position accuracy available
during post-processing for evaluation purposes.

Offline Testing Environment. One main advantage of our software archi-
tecture approach is the possibility to integrate data player components for all
sensor data recorded in a field test. Data sets are synchronized and can be used
for offline evaluation of enhancements within the application. Fig. 5 shows the
playback architecture that only differs in the software components for data input
to the simulation and evaluation environment.

The software architecture, which was already described in Sect. 3.1, is reused
for synchronized offline playback together with another set of data input compo-
nents. For each one of the radar data, ITS-G5 messages and position data stream
a playback component was implemented. These components read one data block
out of the recorded stream and replay the data on their corresponding inter-
face on the exact time offset as recorded. All the player components register at
a central signal handler during the initialization phase of the software frame-
work. When all components are ready the RUN signal is send which guarantees
a synchronized start of the playback.

The playback architecture provides an offline testing environment where
small changes of the ADAS application implementations can be tested under
consistent conditions for a realistic driving scenario with much lower effort as
for a test drive and much faster evaluation speed as the playback system doesn’t
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Fig. 5. Synchronized information flow in the playback architecture for offline usage.

have to run in real time. All components after the data player are executed in
multiple threads, like done in live testing mode.

Reference System. To compare the evaluated collision detection system with
the radar based reference system the following reference values were examined:

1. Difference in the time of collision detection tDiff

2. Distance of the ego and second vehicle at the time of collision detection d
3. Number of false positive and negative detections #false pos and #false neg

The time of collision detection is used to determine the time lag for the V2X
based ADAS in comparison to the radar based reference system. If a collision was
detected by the V2X based ADAS, the difference of the two reference positions
(in the center of the front bumper) of the ego and the second vehicle is calculated
and compared to the distance measured by the reference system at the time
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when the collision was detected. The third criteria is a very common benchmark
for collision detection systems, that counts the false positive and false negative
detections compared to the reference system.

4.2 Evaluation Results

Obtained results for studied performance aspects are discussed in the following.

Position Accuracy Availability. While driving the test scenario described in
Sect. 4.1, two position data sets were recorded: pure GPS data and GPS data
with a reduced ionosphere effect (by incorporation of the measurement from the
extra GNSS receiver). The pure GPS data had a minimum accuracy of 7.58
m, maximum accuracy of 20.39 m and the average value was 14.41 m. GNSS
with reduced ionosphere effects had the same values for minimum and maximum
accuracy, and an average accuracy of 13.7 m. Confidence about this values was
more than 99.9% in all cases.

Please note that the GNSS software receiver was configured to achieve a
high integrity level for the vehicle’s position, which is crucial in the context of
collision avoidance. If the provided integrity is too low, the ADAS system might
suffer from false alarms. Thus, narrow radio frequency filters are applied within
the GNSS receiver to block interfering signals and frequency shifted multi-path
effects. As mentioned before, this helps to gain a higher integrity level, but may
reduce the number of used satellites. The smaller the number of satellites, the
worse the achieved position accuracy. The number of satellites in view further
suffered from shadowing by trees and a building, which encircled the test area.

End-to-End Delay. During our tests we obtained the end-to-end delay, which
is calculated from the offset of the CAM generation time at the sender and the
recording time at the receiver being equal to the time when the input data is
available for the ADAS. The sender generates a new CAM every time its position
fix gets updated. The positioning unit’s update frequency is 1 Hz. For the ego
vehicle we found the following delays: minimum 14 ms, maximum 1.001 s and
an average delay of 127 ms. The second vehicle obtained a minimum of 14 ms,
maximum of 510 ms and an average delay of 70 ms.

End-to-end delay is used in the V2X data pre-processing component, as
described in Sect. 3.2, for the spatio-temporal alignment of the second vehicle’s
position. As this mechanism is meant to predict the vehicle status for the time
span of the communication delay, the impact of this end-to-end delay on the
ADAS application is reduced to a minimum. In detail, the impact depends on
two factors: the accuracy of the prediction mechanism itself and the accuracy of
the position data used to calculate the prediction.

Impact of the Position Accuracy. The accuracy of the communicated posi-
tions has to be considered within collision detection. Thus, the position data
can not be taken as an exact value the applicability of V2X data input strongly
depends on the position accuracy received from other vehicles. As described in
Sect. 4.1, the bounding boxes of the ego and second vehicle used for collision
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risk estimation are expanded by adding the current uncertainty of the position
value. Thus, collisions were detected earlier as in the reference system, but with
less reliability. The difference can be quantified by the position accuracy value
itself. To cope with lower position accuracy, advanced approaches for the usage
of bounding boxes during collision risk estimation have to be examined.

Analysis of the V2X Based ADAS. The accuracy of the ego and other
positions were varied during test runs in the playback environment to analyze
the impact of the ego and second vehicle’s position accuracy separately. The ego
position confidence was set to 0.25 m during one set of test runs, as this is equal
to the measurement accuracy of the used radar sensors, and also to the originally
derived value in a second test setup. Respectively, the confidence of the second
vehicle was set to 0.25 m or to the recorded value in separate test runs.

Our analysis of the results from numerous test runs shows that the best
combination of weights for the ego and the second vehicle’s position accuracy is
to take the confidence for the second vehicle from the CAM and a fixed value of
0.25 m for the ego vehicle. The resulting collision detection within the ADAS is
depicted in Fig. 6 for the radar reference system and the V2X based detection.

Fig. 6. Comparison of radar and V2X based ADAS
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At the horizontal axis, the diagram shows the chronological sequence of the
results for the driven test scenario. A detected collision based on radar data is
marked with rectangular shapes. The results of the V2X communication based
detection are labeled with circular shapes. The collision scenario with the second
vehicle approaching from right hand side can be recognized in the middle of the
sequence for the reference system. The one collision situation was detected over
a period of three prediction steps by the reference system. Future positions of
the ego vehicle and the second vehicle are predicted every 100 ms for a time span
of 2 s into the future.

The vertical axis of the diagram represents the predicted future distance
between the reference positions of the ego and the second vehicle in case of a
predicted collision. Since the distances measured by the radar sensors have a
much higher accuracy, we took only distances less than 0.75 m into account for
the illustration of the results from the radar based collision detection.

As marked with an extra line at 0.25 m in Fig. 6, we added a threshold for
the distance of the reference positions of the ego and second vehicle. Thereby, a
detected collision by V2X data is only incorporated, if the predicted distance in
the future is less than 0.25 m. We recommend to use this threshold as one extra
element in a V2X based ADAS to decide whether a warning message is actually
passed to the driver. This threshold would reduce the number of false positive
collision detections but is does not compensate the low position accuracy.

By means of the defined benchmark parameters, the V2X based collision
detection achieved the following results: tDiff is at 1.74 s, d = 5.65 cm, #false
pos = 0 and #false neg = 2. The two false negative detections represent the
delay of the V2X based application. During a detected collision, the distance
of the two reference positions of the ego and the second vehicle goes below the
defined threshold not before the third prediction step of the reference system.
Since the collision situation ends after this third step, it is only detected once
by the V2X based application.

5 Conclusions and Future Work

VANETs are in the wake of mass roll out within upcoming years. To achieve the
aim of increased safety of driving, advanced methodologies for development and
evaluation of VANET based ADAS are required. The proposed methodology,
which is based on the concept of simulation driven development, can be used
to realize an evaluation environment incorporating simulation, real world tests
and offline testing. Therefore, we propose an approach which allows to keep the
effort to a minimum when switching between these three environments.

Moreover, we evaluated available position accuracy of today’s GNSS sys-
tems with parameters optimized for maximum integrity of obtained positions.
Achieved results show that the position accuracy of pure GNSS is not sufficiently
high, in order to provide location data for every driving situation with a quality
that enables save VANET based collision avoidance ADAS. Thus, we propose
to incorporate further positioning solutions, i.e., differential GNSS or relative
positioning approaches, to improve the position accuracy.



Evaluation Methodology for Cooperative ADAS 351

Future work can obtain additional realistic test scenarios to be used within
the evaluation environment. One can also look at integrated test scenarios fea-
turing the availability of simulated traffic information during real test drives.
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