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Abstract

This chapter reviews key vocabulary research and draws a number of conclusions
regarding teaching and learning. Areas addressed include the amount of vocab-
ulary required to use English; what it means to know and learn a word; the
incremental nature of vocabulary acquisition; the role of memory in vocabulary
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learning, incidental, and intentional vocabulary learning; and the implementation
of a systematic approach to vocabulary teaching and learning. This chapter also
introduces principles by which activities can be developed for vocabulary teach-
ing and instruments that will help teachers choose effective tasks. The insights
and techniques discussed in this chapter can help teachers develop principled
vocabulary programs for their students.

Keywords
Vocabulary size, Vocabulary depth, Incidental learning, Intentional learning,
Retrieval

Introduction

Vocabulary learning is a critical part of developing second-language competency.
Vocabulary knowledge has been shown to play a significant role in language
comprehension and production. It has also been shown to affect scores on general
proficiency measures. It is no wonder then that vocabulary development is consid-
ered by researchers, teachers, and students alike, to be among the most important
tasks of the language learner. Reflecting this importance, there has been a wealth of
research in this area in recent years, leading to a robust set of research-led pedagog-
ical principles. This chapter highlights these insights and provides tangible advice on
how to teach vocabulary in an effective manner.

The Vocabulary Challenge Facing L2 English Learners

Before pedagogical stakeholders can design principled vocabulary programs, they first
need to understand the vocabulary challenge facing learners of English. There are a
considerable number of word families in English (a word family consists of a
headword [play], its inflections [played, playing], as well as its derivations [playful,
playfulness, playfully]). The average dictionary lists many tens of thousands of word
families, for example. However, even educated native speakers will know only a
fraction of these, perhaps around 17,000 (Goulden et al. 1990). Although this figure is
probably unrealistic for all but the most motivated learners, the good news is that it is
possible to function in English with vocabularies far smaller than this, the reason being
that learners do not need to understand all the running words in a text to comprehend it.
A key consideration here, and one of the main areas of vocabulary research, is just how
many words are necessary to perform various tasks in English. However, before
discussion of that area is possible, it is first important to answer a related question.

What Percentage of the Vocabulary in a Text Is It Necessary to Know?

The percentage of known words in a text is referred to as lexical coverage. Some
researchers have suggested that coverage of 95% of the lexical items in a text
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predicts adequate reading comprehension (Laufer 1989), while others (e.g., Hu and
Nation 2000) have suggested a higher figure, 98%. It is probably best to think of
these numbers as points on an approximately linear scale, with comprehension
improving as lexical coverage increases (Schmitt et al. 2011). Therefore, 95% lexical
coverage might be considered a minimal and > 98% an optimal figure (Laufer and
Ravenhorst-Kalovski 2010). This equates to 1 unknown word per 20 and per 50
words of text, respectively.

While less research has focused on coverage figures for listening, studies in this
area have also found that better comprehension comes with greater lexical coverage.
They have also suggested that adequate comprehension is possible with lower
lexical coverage than reading. Van Zeeland and Schmitt (2013), for example,
found that a great deal can be comprehended with 95% coverage of narrative texts.

It is important to remember that these figures are probabilistic; meeting the
coverage targets is no guarantee of successful comprehension. In addition, there
will inevitably be individual differences with some learners able to comprehend
more with less coverage and some able to understand little with more coverage.
Finally, it is also important to remember that discourse comprehension is a multi-
faceted construct; there are many other factors that affect the extent to which a
learner comprehends a text (see Schmitt et al. 2011). However, with an understand-
ing of lexical coverage requirements, it is now possible to determine the extent of the
lexical challenge facing L2 learners.

How Many Words Is It Necessary to Know to Reach the Coverage
Figures?

The above showed that to read an authentic text independently, 95% coverage can
be taken as a minimal requirement, while >98% coverage can be considered
optimal. Studies have shown that the latter equates to approximately 8000—9000
word families, while the former can be realized with knowledge of 4000-5000 word
families (Laufer and Ravenhorst-Kalovski 2010; Nation 2006). For listening, it
seems that comprehension is possible with comparatively less coverage. Thus,
95% coverage can be attained with knowledge of 2,000-3,000 word families.
This latter figure is supported by Webb and Rodger (2009), who found that 95%
coverage of a corpus of 318 movie scripts could be achieved with knowledge of the
most frequent 3,000 word families. All these figures include proper nouns, as it is
assumed that these do not pose a great deal of difficulty for learners (i.e., they will be
familiar to most or guessable from context). Laufer and Ravenhorst-Kalovski (2010)
calculated that proper nouns account for approximately 2.1% of words in a text.
Of course, even with understanding of all proper nouns, many words will still be
unknown, but with vocabulary sizes of 8,000-9,000 words for reading and
2,000-3,000 words for listening, learners should be able to infer the meaning of
novel words from context and understand most of the communicative content
of the text.

While the learning goals described in this section may seem prohibitively large, it
is useful to remember that many are successful in reaching such levels. These
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statistics should provide stakeholders with size targets that need to be attained in
order to function well in English in various ways; however, they do not tell us which
words students need to know.

Which Words Should Learners Study?

In some situations, the particular words to teach are obvious. For example, beginners
in a classroom need, among other things, the words required to operate in a
classroom setting, e.g., book and pencil. ESP learners focusing on a specific field
of study, e.g., medicine, will need to learn the technical vocabulary required in that
field (scalpel, femur). This situationally based vocabulary and technical vocabulary
are obvious targets for teaching, but it is less obvious what to teach if the goal is a
general increase in vocabulary size. In this case, the best criterion to guide target
word selection is frequency of occurrence. Words occurring frequently in English are
typically the most useful and the first acquired by students. The usefulness of
frequent words has much to do with text coverage. That is, knowing a small number
of words in English allows coverage of a large proportion of a text. Readers can
perform a coverage analysis by copying a text and pasting it into a vocabulary
profiler (e.g., Lextutor: https://lextutor.ca/). The results will, depending on the
intended audience of the text, resemble the findings of Nation (2006). For example,
he reports that 82.93% of the words in Lady Chatterley's Lover are from the most
frequent 1,000 word families of English, which includes function words like that, a,
and fo. The next 1,000 word families account for 7.21% of the running words in the
text. However, another 1,000 word families, the tenth most frequent, account for
only 0.24% of the same text (Table 1). This frequency order reflects the order of
importance to the average learner, with highly frequent words important and low-
frequency words less so. Spoken discourse generally has less diversity when it
comes to vocabulary, and so 3,000 word families will cover around 95% of typical

Table 1 Percentage coverage figures for Lady Chatterley’s Lover

Frequency band Percentage contribution to total coverage | Cumulative coverage
(in thousands) (excluding proper nouns) (including proper nouns)
1 80.88 82.93

2 7.21 90.14

3 3.14 93.28

4 1.78 95.06

5 1.07 96.13

6 0.69 96.88

7 0.61 97.43

8 0.47 97.90

9 0.32 98.22

10 0.24 98.46

Adapted from Nation (2006)
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speech (Webb and Rodgers 2009). However, for academic spoken English, the
number of word families needed to reach necessary coverage is larger, 4,000 in
addition to proper nouns (Dang and Webb 2014). Clearly, the most frequent words
in English are an essential foundation to all language users and need to be learned
regardless of the effort.

In addition to learning a wide and varied vocabulary of individual words, English
learners must also cope with formulaic language. English has a large number of these
multi-word lexemes, many of which are opaque (e.g., pass away, bite the dust, kick
the bucket, all meaning to die). Although it is certainly possible to be communicative
without using these, they are a large part of what makes proficient English speakers
sound natural and their lexical choices appropriate. In addition, recognizing formu-
laic language is associated with a processing advantage (Pawley and Syder 1983).
Also, as such formulaic language seems to be ubiquitous in English, learners need to
be able to fluently decode the meaning of these lexical phrases if they are to read and
listen to authentic discourse efficiently (Martinez and Murphy 2011). It is clear then
that the lexical challenge facing learners, both in terms of single items and formulaic
sequences, is considerable.

Word lists offer a partial solution to this problem. These allow stakeholders to
determine which words or sequences should be included in instruction. List selection
is important as many are currently available and the most appropriate list will depend
on learner needs. For example, the Essential Word List (Dang and Webb 2016)
would suit beginners, while the Academic Vocabulary List (Gardner and Davies
2014) could be used with EAP students. Lists of formulaic sequences, common
phrasal verbs, for example (Garnier and Schmitt 2015), are also useful tools for
materials writers and teachers. These tools, if correctly deployed, offer valuable
research-driven evidence around which syllabi can be designed.

The Construct of Vocabulary Knowledge

Perhaps the first step to understanding vocabulary learning is to specify what it
means to know a word. The average layperson would probably assume a word
known if learners can demonstrate knowledge of its meaning and form (written and/
or spoken). While learners may be able to use a word with this level of understand-
ing, such shallow knowledge might be considered as, to borrow terminology
employed earlier, minimal. In contrast, optimal knowledge consists of a great deal
more. The most frequently used componential taxonomy of lexical knowledge is
Nation (2013). The following represents the most extensive description of vocabu-
lary knowledge produced to date (Table 2).

As can be seen by this listing, true mastery involves knowing a variety of word-
knowledge aspects. The more aspects of word knowledge known, the more likely it
is that it will be used in the right contexts in an appropriate manner. However,
Nation’s conceptualization should be seen as aspirational rather than prescriptive. It
describes all potential aspects of knowledge, rather than those aspects necessary for
appropriate use. Indeed, native speakers would not be expected to have knowledge
of every dimension at both receptive and productive levels for all words known to
them. As such, it would be unwise to expect language learners to develop maximal
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Table 2 Dimensions of word knowledge

What does the word sound like?
How is the word pronounced?

What does the word look like?

How is the word written and spelled?

Form Spoken

Written

Word parts What parts are recognizable in this word?

I IRCIE IR I

What word parts are needed to express this
meaning?
What meaning does this word form signal?

=

Meaning | Form and meaning

v}

What word form can be used to express this
meaning?

Concepts and referents What is included in the concept?

What items can the concept refer to?

What other words does this make us think of?

What other words could we use instead of this
one?

Associations

CIE IR IR

=

Use Grammatical functions In what patterns does the word occur?

la)

In what patterns must we use this word?

Collocations R | What words or types of words occur with this
one?

P | What words or types of words must we use
with this

Constraints on use (register, R | Where, when, and how often would we
frequency, etc.) expect to meet this word?
P | Where, when, and how often can we use this
word?

Taken from Nation (2013)
Note: R receptive knowledge, P productive knowledge

knowledge. Furthermore, although the taxonomy represents a componential descrip-
tion of the vocabulary construct, the various dimensions should not be taken as
inherently discrete but as contributing to one predominant construct, that of foreign
language vocabulary knowledge (Gonzalez Fernandez and Schmitt under review).
Perhaps the most beneficial use of such a listing is as a pedagogical tool for
analyzing and/or specifying the goals of a classroom activity or assessment. Addi-
tionally, it reminds students that revisiting words known only to the form-meaning
level is important, as enhancement of shallow knowledge is just as critical to
appropriate use as establishing form-meaning knowledge of unknown lexical items.

The Incremental Nature of Vocabulary Learning

Gaining full mastery of each knowledge type listed above simultaneously is clearly
unrealistic. Although currently there is a limited understanding of how some are
acquired (e.g., register), it seems clear that certain types are learned before others. For
example, Bahns and Eldaw (1993) found that collocational knowledge lagged behind
general vocabulary knowledge (cf. Webb and Kagimoto 2009). Advanced learners
studied by Schmitt (1998) had little problem with spelling regardless of what else
they knew about the words, suggesting that this is one of the first aspects of lexical
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knowledge to be mastered by students. These findings were supported by Gonzalez-
Fernandez and Schmitt (under review), who found an implicational relationship
between different types of knowledge. They report that a learner who has derivational
knowledge of a word and knowledge of its different meaning senses will also have
knowledge of its collocations and written form-meaning link. Their research showed
that the four types of knowledge investigated can be placed in the following order of
difficulty: form meaning and collocation < polysemy and derivation. Furthermore,
they considered knowledge at both the recognition and recall levels and found recall
knowledge indicated the presence of recognition knowledge, but the opposite was
not true. This latter finding is supported by Laufer and Goldstein (2004) who found
that productive knowledge of both form and meaning is more challenging than
receptive knowledge of the same two word-knowledge types.

The above research also suggests that just because some word-knowledge
aspects are known does not necessarily mean that others will be. Schmitt and
Zimmerman (2002) found that even advanced learners who knew one form of a
word (e.g., philosophy) did not necessary know all members of its word family
(philosophize, philosophical, philosophically). Also, learners might know the core
meaning sense of a word, but they are unlikely to know all possible meaning senses
(Schmitt 1998). Thus, learning a word must be an incremental process, with the
various word-knowledge aspects being mastered at different rates. It follows from
this that each of the word-knowledge types will be known at different degrees of
mastery at any one time. This is illustrated by Fig. 1, which shows what knowledge
of a word might look like.

Just as it is possible to say that a word is known to a greater or lesser extent by the
level of mastery of each word-knowledge aspect, so can mastery of each aspect be
placed on a continuum between the dichotomous poles known and unknown, with
various levels of knowledge between those two extremes. Even an aspect as seem-
ingly basic as productive knowledge of the written form is learned incrementally,
along a cline like the following (Fig. 2).

From this, we see that vocabulary acquisition is not only incremental but also
incremental in a variety of ways. First, lexical knowledge consists of different kinds

Unknown Fully known

Form written productive:

Form written receptive: |

Concepts and referents productive: |

Concepts and referents receptive: |

Grammatical functions productive: |

Grammatical functions receptive: |

Collocations productive: |

Collocations receptive: |

Fig. 1 A graphic representation of potential word mastery by word-type aspect
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No knowledge of spelling Some letters correct Mostly correct Fully correct spelling

Fig. 2 A graphic representation of cline of mastery for written form knowledge

of word knowledge that cannot be learned fully simultaneously. Instead, learners
develop knowledge of different aspects at different times. Second, each word-
knowledge type develops along a cline, which means that not only is word learning
in general incremental but learning of the individual word-knowledge aspects is also
incremental. Taken together, these conclusions indicate that word learning is a
complicated but gradual process.

However, it would be wrong to assume that the journey from no knowledge,
through partial mastery, to full mastery is one of only incremental progression. It
would be pleasing to believe that learners’ lexical development is one of linear
growth, but teachers and leaners have long known this not to be the case, recognizing
that lexical knowledge can also decay (e.g., Fitzpatrick 2012). At present, little is
known about this process, other than that it is a common occurrence, presumably
happens due to lack of interaction with target vocabulary, and can likely affect each
of the word-knowledge aspects. However, although it is possible to theorize that
some aspects of word knowledge may be more severely affected than others by a
period of reduced input, currently we know very little about the relative speed with
which different types of word knowledge degrade. One robust finding from studies
in this area is that productive vocabulary knowledge of the form-meaning link is
more vulnerable to decay than equivalent receptive knowledge (e.g., Chen and
Truscott 2010). However, studies also report some productive knowledge remains
on delayed posttests. This suggests that some words are more resilient to decay than
others. Research findings are contradictory as to the causes of such comparative
resilience, with some suggesting that variables such as word class impact retention
(Ellis and Beaton 1993) and others finding no difference between the retention of
nouns and verbs (Barclay 2017). In addition to part of speech, there are numerous
factors that could potentially influence this process; however, it is unlikely that any
one of these is entirely responsible for knowledge maintenance. Therefore, more
research is needed in this area before conclusions can be drawn and pedagogical
strategies developed to help the mitigation of lexical decay. For the time being,
perhaps the best advice for educators is the importance of retrieval and sustained
interaction with target vocabulary. Additionally, as once-acquired vocabulary is
never truly lost (de Bot and Stoessel 2000), learners should not despair at the natural
“ebb and flow of [lexical] knowledge” (Fitzpatrick 2012).

Recycling and Retrieval

The fact that vocabulary is learned incrementally inevitably leads to the implica-
tion that, to be truly learned, words must be met and used multiple times. The
number of exposures/usages necessary depends on a number of factors, including



44 Current Perspectives on Vocabulary Teaching and Learning 807

how salient the word is, how necessary the word is for a learner’s present needs,
and whether the word is met incidentally while pursuing some other purpose or
studied explicitly with the goal of learning it. This latter distinction is the focus of
the next section.

Incidental and Intentional Vocabulary Learning

An important distinction is that of incidental and intentional learning. Although
somewhat of a simplification, it is generally true that the former refers to learning
that occurs when students are engaged in some other task and the learning of
vocabulary is not one of the overt goals. In contrast, the latter refers to learning
when (one of) the specified goal(s) is vocabulary acquisition itself. Incidental
learning then does not involve an explicit focus on vocabulary, unlike intentional
learning that often comprises tasks focusing on target words (Schmitt 2008). Some
word-knowledge aspects are best learned intentionally. For example, the use of word
cards or flash card software is particularly suited to foundational aspects of knowl-
edge, such as the form-meaning link. This is because such learning leads to high
pickup rates (Crothers and Suppes 1967), and the declarative knowledge it produces
is especially appropriate for this aspect of word knowledge (Schmitt 2014). In
contrast, deeper aspects of word knowledge (e.g., collocation, derivation, etc.)
might best be learned through extensive incidental exposure. This is because such
exposure aids the development of intuitions regarding appropriacy of use (ibid.).
These two learning types should not be seen as conflicting therefore but as comple-
mentary pieces of the vocabulary-learning puzzle.

Frequency of Exposure and Retrieval

Frequency of exposure (the number of times an item is encountered) has been found
to correlate with acquisition for both incidental and intentional learning. Based on
the discussion in the previous section, it should be unsurprising to learn that the
number of exposures necessary for acquisition varies greatly depending on the type
of learning. Incidental learning typically requires more exposures, while intentional
learning requires fewer to reach a learning threshold. Although it would be peda-
gogically convenient if research could specify a number of exposures after which
acquisition will occur, this does not seem to be possible.

Recent research into incidental learning has found that the probability of devel-
oping word knowledge from reading does improve with an increase in frequency of
occurrence but that there is no threshold past which all unknown words seem to be
learned for the various aspects of word knowledge (Pellicer-Sanchez and Schmitt
2010). Furthermore, reading has been found to benefit more than just the form-
meaning link. For example, exposure to novel words can lead to the development of
multiple aspects of word knowledge. Moreover, the probability of each aspect
developing improves with greater frequency of occurrence (Webb 2007a). A similar
correlation has also been demonstrated when the stimulus is audiovisual material
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(Rodgers 2013). Therefore, greater frequency of exposure can have a positive effect
on multiple aspects of vocabulary, but it is not possible to specify an exact number of
exposures necessary for such improvement.

Similarly, studies investigating intentional learning have shown that rather than
stipulating a requisite number of exposures, more exposures increase the probability
of learning (e.g., Peters 2014). One reason why it is not possible to provide a
threshold number is that other factors besides frequency of exposure are important
for vocabulary learning. In fact, Schmitt (2008, p. 339) concludes that “virtually
anything that leads to more exposure, attention, manipulation, or time spent on
lexical items adds to their learning.” Another reason is that each word varies in
terms of the learning burden it poses for a student. The learning burden of a word is
the amount of effort needed to learn it (Webb and Nation 2017). This is affected by a
number of factors. Some factors are learner-dependent, describing variables relating
to the language learner (e.g., motivation, language-learning aptitude, proficiency).
Other factors are interlexical and relate to the relationship between known language
and the L2 item (e.g., L1, known L2 words). For example, Willis and Ohashi (2012)
investigated the learning burden that cognates pose Japanese learners of English.
Using the vocabulary size test (Nation and Beglar 2007), they found that cognates
were more likely to be known by the participants than noncognates even after other
potentially conflating factors were controlled. This shows that cognates have a lower
learning burden than noncognates, at least for Japanese learners of English. Other
factors can be grouped as intralexical and relate to the intrinsic difficulty some words
pose (see Laufer 1997). One final category relates to the learning context and
includes variables such as task design and the level of engagement with an item.
All of these factors can potentially affect the learning burden, which in turn can
impact the number of exposures required to learn a lexical item.

Within this discussion, an important distinction needs to be recognized, that of
exposures and retrievals. The former relates to the number of times a participant
sees a target item, both before a learner has encoded a word and afterward. The
latter, retrieval, refers to the act of recalling a (partially) learned form. Numerous
researchers have argued that retrieval facilitates learning and retention to a greater
extent than mere presentation of an item (e.g., Baddeley 1990). That is, the number
of retrievals is a better predictor of learning and long-term retention than the
frequency of exposure. For example, Nakata (2016) found that items retrieved five
and seven times are better retained than items retrieved once or three times. How-
ever, Nakata also found that considerable knowledge was retained by the one-
retrieval group 4 weeks after learning. There are two important points that need to
be stressed: first, more retrievals lead to more robust knowledge, and, second, any
retrieval of information will benefit retention.

Finally, as the number of encounters necessary to reach the learning threshold
likely depends on the factors introduced above, it follows that a teacher cannot
predict when Learner A will learn Word B. Therefore, it is pertinent to encourage
learners to interact with lexical items (both single words and formulaic sequences) as
often as it takes for acquisition to occur, rather than mandating a specific number of
encounters.
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The Timing of Retrieval

The above section showed that vocabulary needs to be recycled if learners are to
retain it. One of the great mistakes many teachers make is to focus on a new word
only once, leading to a high probability of that word being forgotten and the time
spent on learning it wasted. Nation (1990) suggests that to avoid this waste, it is as
important to recycle partially known words as it is to teach new ones. However, there
are more efficient and less efficient schedules for recycling and revision. To under-
stand the best timing for this recurring exposure to words, it is necessary to
understand how the mind forgets new information. Typically, most forgetting occurs
soon after the end of the learning session. After that major loss, the rate of forgetting
decreases (Fig. 3).

The forgetting curve in Fig. 3 indicates that it is critical to have a review session in
which learners retrieve the words they learned soon after the learning session but less
essential as time goes on. This finding suggests that learners should rehearse new
material soon after the initial meeting and then at gradually increasing intervals, as
illustrated in Fig. 4 (e.g., Ebbinghaus 1885).

This pattern of learning is referred to as spaced repetition or expanding rehearsal.
Nakata (2015) provides an empirical example of the benefits of this procedure,

Strength of knowledge

Time

w

The typical pattern of forgetting

N~ T~

Time

Fig.

Strength of knowledge

Fig. 4 Forgetting pattern with spaced repetition
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showing that learning through short, medium, and long expanding intervals is
more robust than learning through massed-retrieval procedures. With the prom-
inence of communicative language teaching and inductive task design, such
learning is not currently in vogue; however, the use of lists and flash cards for
vocabulary learning, especially if learners employ expanded rehearsal, can
greatly facilitate both acquisition and retention of vocabulary (e.g., Nation
2013). Numerous flash card applications are freely available that incorporate
spaced repetition algorithms. These automatically program learning so that it is
both efficient and effective and take the responsibility for determining the timing
of recycling away from the learner, allowing him/her to concentrate on acquiring
vocabulary.

A Principled Approach to Vocabulary Teaching and Learning

The background in the above sections leads to several observations that are impor-
tant for vocabulary pedagogy. First, a learner is unlikely to be able to acquire a
sufficiently wide vocabulary through explicit learning alone; there are simply too
many words to learn. Second, learning an achievable number of word families
(3,000-9,000) can provide considerable rewards in the linguistic abilities they
support. A significant percentage of this can be realistically addressed in an explicit
manner over time. Third, the most important words to target for explicit attention are
generally the most frequent words in English.

Combining these points, one can make a cost/benefit calculation (Nation 1995)
concerning what vocabulary to teach. All teaching carries cost, mainly in classroom
time but also in teaching and learning effort. The most frequent 3,000 word families
are worth this cost, because they are the essential foundation to any language use. If
learners need to develop topic-specific vocabulary, then technical words are also
likely to be met sufficiently frequently to justify intentional learning (appropriate
word lists can help determine this discipline-specific lexis for ESP provision). In
addition, the most frequent formulaic sequences are good candidates for explicit
attention (e.g., Garnier and Schmitt 2015). Finally, learners who hope to be able to
efficiently read authentic English texts would need knowledge of mid-frequency
vocabulary (i.e., between 3,000 and 9,000; see Schmitt and Schmitt 2014) which
could also be learned intentionally. Beyond this band, however, words occur so
infrequently that time is better spent on developing strategies that enable learners
to determine the meaning of unknown lower-frequency vocabulary on their own
(see Nation 2008).

In addition to this cost/benefit consideration, any single method of vocabulary
learning will not address all the word-knowledge aspects that are required for full
vocabulary use. We can explicitly address some aspects, like meaning and gram-
matical characteristics, but aspects like collocation, polysemy, and register are likely
to require extensive exposure in many different contexts. Thus, Nation (2007)
identifies four areas on which teachers need to focus: meaning-focused input,
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meaning-focused output, form-focused input, and fluency development. These will
be discussed in relation to vocabulary learning below.

Meaning-Focused Input

This strand involves vocabulary development from listening, reading, or reading
while listening. The focus here is on comprehension and enjoyment rather than
language learning per se. Importantly, this strand requires that learners are familiar
with most items in a text. In practical terms, this means students should have
minimal or optimal lexical coverage of the texts that are used. This strand is
important because it enables learners to recycle previously learned vocabulary,
develop partially known aspects of word knowledge, and practice lexical determi-
nation strategies such as guessing meaning from context.

One key to facilitating this strand is maximizing learners’ language exposure.
Although no guarantee of development, one of the most effective ways to learn
English is to live in an English-speaking country. Fitzpatrick and Clenton (2010)
showed that study-abroad programs can stimulate lexical development, while
research has also shown that longer sojourns can lead to substantial gains. However,
spending short periods in an L1 context is probably not a sustainable solution to the
lexical acquisition challenge, nor is it a realistic possibility for all learners.

Reading has traditionally been promoted to increase a learner’s exposure to
English. Typically, this means the use of graded readers or graded online content
(see www.erfoundation.org). The provision of comprehensible input via graded
reading programs has been found to lead to vocabulary learning (e.g., Al-Homoud
and Schmitt 2009). As proficiency increases, learners will naturally wish to move on
to more lexically challenging readers and eventually authentic texts. Such texts have
also been shown to facilitate learning of individual words (Pellicer-Sanchez and
Schmitt 2010) as well as formulaic sequences (Macis 2018). Another possibility is
narrow reading. This entails reading numerous texts on the same topic. Reading on
one subject leads to the increased frequency of topic-specific vocabulary and,
therefore, a greater likelihood of acquisition. This latter strategy is a natural choice
for ESP courses.

Other sources of exposure are audiovisual content and computer games. TV, film,
and online content are good options for providing extensive language exposure as
they are abundant and tend to be popular activities. They have also been shown to
promote acquisition and knowledge maintenance, particularly if captions are used
(Peters et al. 2016). Similarly, computer games are a good source of language
exposure and can lead to vocabulary learning (Peters 2017). However, learners
with larger vocabulary sizes tend to profit more from these sources of incidental
exposure (Montero-Perez et al. 2017). Indeed, although audiovisual material and
video games can be useful sources of input, many learners will not have sufficient
coverage of authentic audiovisual texts to allow fluent processing. Therefore, to
fulfill the requirements of this strand, teachers need to consider the vocabulary level
of a learner before recommending activities.
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Meaning-Focused Output

This strand involves learning through writing and speaking. This means learners
using known (or partially known) language while also compensating for lexical gaps
through communication and lexical determination strategies (e.g., using monolin-
gual or bilingual dictionaries). Meaning-focused output can aid lexical development
in a number of ways: Encouraging the use of newly acquired vocabulary, promoting
the negotiation of various aspects of word knowledge, and contributing to the
incremental development of partially known items (Nation and Meara 2002).
Including target lexical items for learners to use is one way to ensure that learners
are pushed to use items that are only partially known, rather than relying on
compensation or avoidance strategies.

Language-Focused Learning

This strand involves the intentional learning of vocabulary. Deliberate learning is an
efficient method for gaining a large amount of robust lexical knowledge expedi-
tiously. The word-knowledge aspects covered in this strand tend to be limited to the
form and/or the meaning. That is why teachers need to encourage the development of
word-knowledge aspects of greater depth during the meaning-focused input and
meaning-focused output strands. To encourage effective form-focused learning, the
following points need to be considered.

The Choice of Activity

One reasonable way to start is by focusing on the meaning and word form aspects
first. Numerous tasks focus on the form-meaning link, for example, using word
cards, writing the form of the target word, gap fills, matching, odd one out, and
sentence writing. However, research has shown that the type of activity used, and the
knowledge type it aims to engender, can affect the extent and strength of acquisition.
As we have finite processing capacity, a focus on one word-knowledge aspect will
necessarily reduce focus on other aspects. For example, concentrating on meaning
and encouraging meaning elaboration through mind maps or sentence writing
will, while promoting the learning of semantic properties of the target word, inhibit
learning of structural properties (i.e., form) (Barcroft 2002). This is illustrated by
Barcroft’s (2015) type of processing — resource allocation (TOPRA) model
below (Fig. 5).

The thick outer lines represent the finite processing resources of each learner at
any one time; these do not move. The inner lines do move and reflect the type of
processing required by a task. Thus, a task such as sentence writing, which requires
semantic processing, will reduce the proportion of processing capacity devoted to
form and mapping. This model therefore predicts that such a task would promote
more semantic learning than form learning or mapping. Obviously, an activity
cannot focus on all aspects of word knowledge, so it is important for teachers to
analyze activities to determine the type of processing it requires and then select tasks
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+—> +—>

Semantic Processing Form Processing Processing for Mapping

Mapping
Semantic Learning Form Learning (e.g. ability to connect form
to meaning)

+—> +—>

Fig. 5 The TOPRA model. (Barcroft 2015)

based on the type of knowledge most necessary to learners. This conclusion holds
for both individual words and formulaic language; research has shown that the focus
of a task affects which aspects of idioms are learned, with meaning-focused learning
tasks (i.e., L2-L1) leading to better knowledge of meaning and form-focused learn-
ing tasks (i.e., L2-L1) fostering better knowledge of form (Steinel et al. 2007).

Another useful tool to help teachers choose learning tasks is the Involvement
Load Hypothesis (Laufer & Hulstijn 2001). This holds that vocabulary learning and
retention are dependent on the extent of involvement facilitated by a task. Involve-
ment consists of three components:

» Search relates to whether learners need to look for the required word-knowledge
aspect: Is the meaning of an item provided, or do learners need to attend to it
themselves?

* Need is how necessary a linguistic item is to the success of a task: Is there a need
to engage with the target word to complete a task, is the need for meaning
disambiguation imposed by an external source (e.g., the teacher), or is it up to
the learner (e.g., by looking in a dictionary)?

» Evaluation is the extent to which a task requires the comparison of a lexical item
with a context to check appropriacy: Is there a requirement to check words against
known words and/or context, and is that requirement provided by an external
source (e.g., gap fill) or initiated by the learner?

The total involvement load of an activity is calculated by combining each
element. Laufer and Hulstijn (2001) suggest tasks that have greater involvement
load lead to more robust learning. A more fine-grained, but similarly user-friendly,
approach to task assessment is Technique Feature Analysis (Nation and Webb 2011).
This analytical tool contains dichotomous scales relating to research findings on
conditions facilitative of vocabulary learning. The instrument contains 18 questions
separated into 5 sections (motivation, noticing, retrieval, generation, and retention),
with a higher total score associated with a more impactful learning task. Although
the validity arguments are yet to be fully explored for either tool, for teachers and
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materials writers, they offer a quick method of checking the likelihood of a given
task fostering robust knowledge. Thus, they should be used in combination with
other tools (e.g., observation) to ensure that pedagogical activities are meaningful.

The Presentation of the Word and Meaning

Research has also considered the effect of different methods of meaning presentation
and found some to be more helpful than others. These research findings often differ
from common pedagogical practices and accepted EFL orthodoxy, and so it is
important for educators and materials writers to consider their own practice in
light of the following.

There are numerous ways of presenting the meaning of the target language: L2
definitions, L1 definitions, L2 synonyms, L1 equivalents, and pictures (Nation and
Webb 2011). Additionally, combinations of the above are also common (the use of
L2 definitions with accompanying pictures, the use of an L2 synonym and an L2
definition). Teachers are often reticent to use L1 equivalents; however, research has
shown that they are a highly effective method of meaning presentation. For example,
in a study with Israeli learners of English, Laufer and Shmueli (1997) found that
words accompanied with an L1 equivalent were learned and retained better than
those explained in L2. In spite of the widespread notion that L1 should not be used in
the classroom, teachers and materials writers need to recognize that using the L1 for
learning the meaning aspects of target vocabulary is efficient and should be consid-
ered, especially for lower-level learners.

Research has also explored the presentation of words in and out of context. It is a
common assumption that unknown words should be presented in a context that
disambiguates the target meaning. However, research has shown that for the initial
acquisition of the form-meaning link, discrete presentation of target items is as
effective, if not more effective, than presentation in a disambiguating sentential
context. For example, in an investigation of Japanese EFL students, Webb (2007b)
found no difference between word-pair and word-pair + sentence conditions in terms
of acquisition of form-meaning aspects of word knowledge. This finding has been
extended to formulaic language. Le-Thi et al. (2017) found no difference between the
intentional learning of formulaic sequences in sentential and decontextualized condi-
tions. Context is of course important to the learning of foreign language vocabulary
but is particularly meaningful after the initial acquisition of shallow aspects of
knowledge. After the learning of form-meaning aspects, single words and formulaic
language need to be encountered numerous times in diverse contexts to facilitate the
development of knowledge aspects that allow situationally appropriate language use.

A related issue is the number of items that can be learned in any one session.
Nation (2008) suggests that for beginner learners, 20 words is a realistic figure but
that for proficient learners, this number is as high as 50. Again, there seems to be no
number that is applicable to all learners, even those with similar proficiency. This is
because the number of words that can be studied and retained will likely depend on
learner variables (such as language-learning aptitude and working memory) and task
design. Perhaps therefore, best practice might involve setting a realistic minimum
that all learners can attain, but not a maximum number of items for study.
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Many words are polysemous (have more than one meaning sense) in English, and
often some of their different meaning senses have a common underlying trait. Fork,
as an example, can mean a fork to eat with, a fork in a road or river, a tuning fork for
use with music, a pitch fork that farmers use to throw hay, or several other things.
The General Service List (West 1953) indicates that the meaning sense of implement
used for eating or in gardening makes up 86% of the occurrences, while anything so
shaped, like a fork in the road, makes up 12%. This would suggest that eating fork is
the most important meaning sense, but in this case, we can capture all of the meaning
senses by drawing learners’ attention to the similarities between them. By defining
the core concept, in this case the shape shared by each of the meaning senses, we
maximize the efficacy of the teaching by enabling students to understand the word in
amuch wider variety of contexts. Analysis similar to West’s has also been conducted
on the most frequent phrasal verbs in English. This showed that they too can be
polysemous. For example, work out can mean to plan, exercise, happen, or prove to
be successful (Garnier and Schmitt 2015); however, it is not yet clear the extent
to which there are core concepts that allow multiple meaning senses to be addressed
simultaneously. The best advice, therefore, is for practitioners to address the notion
central to multiple meaning senses of phrasal verbs whenever possible.

Teachers can also maximize vocabulary learning by teaching word families
instead of individual word forms. Instructors can make it a habit when introducing
a new word to mention the other members of its word family. In this way, learners
form the habit of considering a word’s derivations. To reinforce this habit, teachers
may eventually ask students to guess a new word’s derivatives at the time of
introduction. Including a derivation section as part of an assessment also promotes
the idea that learning the complete word family is important.

The Target Words

In addition to the type of learning activity and the manner of item presentation, the
choice of the target words themselves can also affect the extent of learning that
occurs. Research shows that learning semantically related words (e.g., synonyms,
antonyms, co-hyponyms) is less efficient (Tinkham 1997) and less effective (Ishii
2014). Recent studies have also shown that teaching words that have visually similar
referents (e.g., spherical objects such as globe, watermelon, football) at the same
time can inhibit vocabulary learning (Ishii 2014).

It is key that teachers consider all these points when selecting words for learners
to study and when preparing vocabulary-focused activities. Additionally, it is
equally important that students are made aware of these principles so that they can
effectively organize their own vocabulary study.

Fluency Development
Fluent lexical production is vital for competent speaking and writing (Snellings et al.

2002), while automaticity of lexical decoding is critical to understanding both
spoken and written discourse efficiently. Automaticity in lexical production and
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recognition can be influenced through pedagogical interventions. For example,
continued use of flash card software can shorten the time necessary to recognize a
word (ibid., 2002). Furthermore, Nation (2008) suggests that tasks such as 4-3-2, in
which learners produce the same oral content in progressively shorter periods,
positively influence fluent production of lexis. A further method of affecting lexical
fluency is through implementation of an extensive reading program. Longitudinal
research has shown that such an intervention can lead to the development of reading
speed, which is presumably associated with fluent lexical processing (McLean and
Rouault 2017).

Conclusion

Pulling together the areas covered in this chapter, the following principles of
vocabulary learning and teaching can be extracted:

» It is essential that learners develop knowledge of the most frequent words in
English. Word selection should be made with the needs of the learners in mind.
The learning targets presented in this chapter provide realistic objectives that
should be communicated to learners.

* The construct of vocabulary knowledge comprises multiple components. It also
includes both single words and formulaic sequences. A principled approach to
vocabulary teaching and learning needs to take this into consideration.

* Vocabulary learning is incremental. Therefore, it is important for teachers to
promote sustained interaction with vocabulary, rather than simply teaching
novel words.

 Intentional and incidental learning are complimentary. A systematic approach to
vocabulary teaching necessarily includes provision for both.

* The findings of memory research should be used to determine the manner and
timing of recycling. One of the most important roles of the vocabulary teacher,
therefore, might be recommending and introducing effective vocabulary-learning
software.

* The choice of learning task impacts the type of knowledge produced; therefore,
the needs of the learners should be used as a criterion for task selection.

» A principled vocabulary curriculum needs a balance of meaning-focused input,
meaning-focused output, form-focused input, and fluency development.

» Research has shown that there are more efficient and less efficient tasks for
vocabulary learning. These findings should be considered when designing or
choosing activities.

This chapter has highlighted insights into the nature of vocabulary and vocabu-
lary learning and discussed ways that research-led practice can be developed.
Teachers, learners, materials writers, and researchers all agree that vocabulary is
an essential component of competent foreign language use. Considering the number
of word families needed to engage with ungraded authentic texts, the ubiquity of
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formulaic language needed for natural production and fluent decoding, and the
various aspects of the vocabulary-knowledge construct needed for appropriate use,
learners face a difficult challenge. The good news is that teachers and materials
writers can positively influence the acquisition and retention of foreign language
lexical knowledge. However, for this to occur, it is vital that a principled approach is
adopted.
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