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Abstract. This paper deals with a scheduling problem in the telecom-
munication field, namely the node migration scheduling for an access
network. The problem consists of migrating nodes from a former network
to a new one affording the required services. The migration procedure
needs the installation of a bridge between the two networks without dis-
rupting current services. Nodes are moved sequentially one by one. Our
objective is to minimize the cost of the required bridge. We describe an
enhanced genetic algorithm based on a good initial population. Numer-
ical experiments show that our method has good performance.

1 Introduction

In the telecommunications filed, operators are faced to new challenges such as
emergence of new services and the traffic evolution. Indeed, the shift from a ser-
vice to another obliges the operator to adjust the actual network configuration to
support the new equipment installation. Technological capabilities are in perpet-
ual evolution. Formerly, circuit switching was well repented before the emergence
of internet and video technology. Nowadays, The mobile technology become the
trend in the telecommunication sector. The operators interest is on deploying
the 5G technology. Therefore, all these changes emphasizes the importance of
the migration optimization strategies and the more specifically the migration
scheduling problem. A migration decision can be taken at the strategic or the
tactical level. In fact, For a medium term horizon links and nodes may be con-
cerned. In a medium-term horizon, only nodes should migrate from a former
network to a new one.

In this context, we consider the node migration process as a gradual stepwise
move of the nodes which should be well planified in order to prevent the services
interruption. For this aim, a temporary bridge should be installed between two
networks linking the migrated nodes to those remaining in the ancient network
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(Fig. 1). Once all nodes are displaced to the new network, the bridge should be
removed.

Fig. 1. A migration from ancient to new network

We extend the node migration scheduling problem addressed in [1] by propos-
ing an enhanced genetic algorithm with a new strategy for generating the initial
population. The paper is organized as follows. In Sect. 2, we present the migration
process. Section 3 recall the problem formulation as presented in [1]. Section 4
presents some related works. Section 4 details the proposed method. In Sect. 5,
we present computational results and finally we conclude.

2 Problem Description

Geographically spoken, three domains can be defined for the telecommunication
networks which are the core, the metro and the access network. The access net-
work which is connected to the end users consists of a set of transmission nodes
connected to traffic processing nodes (Fig. 2). Two transmission nodes connect
a processing nodes ensuring the continuity of services. In order to perform a
migration, transmission nodes should be replaced by other nodes supporting the
bandwidth growth.

As mentioned previously in the introduction, installing a bridge along the
migration process present many advantages. First, it guarantees the interoper-
ability between the networks. Second, it prevents also from the service rupture.
From a technical perspective, it represents a gateway for the traffic between
the nodes connected to the ancient and the new network. Our objective is to
find minimal capacity cost connecting the two networks. Finding a good node
ordering for a migration sequence is the success key for achieving our goal. More
practical applications for the migration problem include the Virtual machine
migration as well as evolving to a more capacitated network using IP routers.
The following example highlights the influence of changing the nodes order in
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the migration sequence by considering two different orders. We note that the
maximum value of the traffic on the bridge throughout the migration process is
15 for the first order. We now consider a second migration scenario. For this sce-
nario, the value of the maximum traffic on the bridge is 12, entailing a capacity
of the bridge less than the first scenario (Fig. 3).

Fig. 2. Access network structure

Fig. 3. Migration scenarios

3 Problem Formulation

Given an undirected graph G = (V, E) with |v[ = n nodes and E the set of
valuated edges. An edge corresponding to the traffic amount between two nodes
i and j and is denoted dij . The capacity on the bridge is ensured via boards. A
board w which belongs to the boards set W is defined by its modular capacity
λw and its cost kw. We denote by Oi =

∑n
j=1 dij ∀i the total flow issued from

the node i. The decision variables are:
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– xik: binary variables which take 1 if node i is migrated before or at the stage
k and 0 otherwise.

– fik: the traffic amount on the bridge emanating from i at the stage k.
– cw: the number of boards of type w.

We recall the problem formulation as presented in [1]:

Min
∑

w∈W

kwcw (1)

fik ≥ Oixik −
n∑

j=1

dijxjk ∀k = 1, . . . , n∀i = 1, . . . , n (2)

n∑

i=1

fik ≤
∑

w∈W

λwcw ∀k = 1, . . . , n (3)

n∑

i=1

xik = k ∀k = 1, . . . , n (4)

xin = 1 ∀i = 1, . . . , n (5)

xik−1 ≤ xik ∀i = 1, . . . , n∀k = 2, . . . , n (6)

xik ∈ {0, 1} ∀i, k = 1, . . . , n (7)

fik ≥ 0 ∀i, k = 1, . . . , n (8)

cw ∈ Z ∀w ∈ W (9)

The objective function (1) aims to minimize the total boards cost. The constraint
(2) expresses the flow amount circulating on the bridge if we migrate the node i
at or before the stage k. The constraint (3) imposes that the total flow is limited
by the capacity of the bridge at any stage. The constraint (4) forces k nodes to
be moved in the new network after k steps. The constraint (5) ensure that all
nodes should be migrated the final stage. The constraint (6) fixes the variable
at 1 for stages superior to k, once we migrate a node i at a given stage k. The
constraints (7), (8) and (9) are the integrity and non-negativity constraints.

4 Related Work

The network planning problem has attracted more attention in the telecommu-
nications field. One of the most studied problems in the planning context is the
migration problem. This problem encompasses a variety of network technolo-
gies such as traffic routing and transmission technology [3] and mobile access
network technology [4]. The authors of [5] and [6] tackle the migration problem
from an SDH to Ethernet network. The proposed migration consider both nodes
and links. The Problem is solved using metaheuristics namely the ant colony
[5] and a genetic algorithm in [6]. The authors of [7] suggests a mixed integer
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linear program to reduce the costs in a passive Optical Network. These costs
are related to the capacity evolution. An empirical approach and mathematical
model were proposed in [8] to address the migration in a mobile network with
load balancing. The authors of [9] propose two algorithms for a virtual network
in order to minimize the whole migration time. The authors of [10] take into
account the virtual machines dependencies and the network structure to get a
scheme. The objective of such migration is to decrease the traffic amount in the
network. We study in this work the node migration scheduling problem for an
access network in order to migrate from a 4G network to 5G network. In [1],
a time-staged formulation and lower bound model were proposed to solve this
problem. We should mention that exact method were not able to solve large sized
instances. An approximate method was developed in [2] to solve this problem
in virtual networks. Therefore, the objective of this work is to provide another
approximate method combining the partition problem concepts and the standard
elements of a genetic algorithm.

5 Proposed Method

Genetic algorithms are population based search techniques. They are among
the most important class of evolutionary algorithms. The concept behind this
technique introduced by Holland [11] is inspired by biological natural selection.
This work is motivated by the fact that the use of the classical form of genetic
algorithm (GA) may consume much time and could not converge to a global
optimum. To remedy this weaknesses, many works focus on improvement on
GA operators such as crossover and mutation. Other works consider that evo-
lutionary algorithms with automatic parameter tuning is more performant than
setting manually these parameters. Another important feature of the genetic
algorithm is the population initialization since it accelerates the convergence of
the algorithm. Population initialization has not received the attention it deserves
despite its importance. In order to solve node migration scheduling problem, we
propose a new genetic algorithm with an initial population based on problem
knowledge.

Different approaches for generating initial population are suggested. An alter-
native random initialization in genetic algorithm was discussed by [12], authors
of [13] proposed an opposition based learning initialization approach. Selective
initialization is proposed in [14] to deliver better results. A state-of the-art pop-
ulation initialization techniques was proposed in [15]. The classification of these
techniques is based on three categories which are randomness, compositionality
and generality.

We propose a knowledge based procedure for our GA. The procedure starts by
generating the first chromosome C1 in the initial population. This chromosome
represents a bi-partition solution of the problem.

The pseudo-code of the overall proposed genetic algorithm is given in Algo-
rithm1.

We introduce quickly the bi-partitioning problem in Sect. 5.1 related to the
graph theory and optimization problems.
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Algorithm 1. Pseudo code of the genetic approach
1: Input: GA parameters:
2: Output: cost of the best migration order;
3: Begin
4: generate the initial population with knowledge based initialization procedure
5: While termination criterion is not met do
6: select parents from the current population popk
7: apply crossover
8: apply mutation
9: apply replacement

10: EndWhile
11: compute the cost of the best migration order
12: End

5.1 The Graph-Partitioning Problem GPP

The graph-partitioning problem (GPP) is a combinatorial optimization prob-
lem, which belongs to the class of NP-hard. Cutting a graph into smaller parts
is relevant since it presents many advantages for parallelization or complex-
ity reduction. This problem concerns both the weighted and unweighted graph.
Formally, Given an undirected graph G = (V, E), where V represents the set
of vertices and E refers the set of edges, a graph partitioning could be defined
as division of V into k disjoint subsets V1, V2, . . . , Vk in order to minimize the
cut value. Each disjoint subset is named a partition. The cut edges are those
edges whose extremities belong to different partitions. For a weighted graph, the
cut value Ci defines the cut edges weight sum. Considering k = 2 is a special
case of partitioning problem where we divide the vertices set in only two sub-
sets. This problem is called graph bi-partitioning or graph bisection. The GPP
problem has proven its ability to solve real life such parallel processing, complex
network, image processing, road network and VLSI design [16]. Much effort, as
for [17], have been made to solve this problem exactly. When exact methods fail
to deliver results, approximative methods are used such as lin Kernighan algo-
rithm and more recently multilevel algorithms [16]. A fast running heuristic for
the bi-partitionning problem from [18] is used to generate the chromosome C1.

5.2 Solution Representation

The sequence representation can be considered as permutation which refers to a
sequence of integers where each number designates a migration order. Possible
values are from 1 to n where n = |N |. The vector Perm(x) is the permutation
order of a solution x as shown in Fig. 4.

5.3 Initial Population

A population is composed of a set of chromosomes as illustrated in Fig. 5. NP
denotes the population size. As mentioned earlier, in order to generate the first
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Fig. 4. A chromosome encoding

individual, we refer to the heuristic from [18]. The remaining population indi-
viduals (|NP | − 1) are generated following the Algorithm2.

Algorithm 2. Knowledge-based algorithm for generating the initial population
1: Input: NP: population size, N: chromosome length
2: Output: initial population pop1;
3: Begin
4: solution ←− RunHeuristic (from [18])
5: generate the first chromosome C1 in the initial population
6: For all remaining individuals in this population
7: swap two nodes position x and y to get the current individual Ck (with x, y ∈

[1, N
2

] or x, y ∈ [N
2

+ 1, N ])
8: EndFor
9: End

5.4 Selection

We use the classical roulette selection wheel. In this method, all the chromosomes
in the population are placed on the roulette wheel according to their fitness
values. Each individual is assigned a segment of roulette wheel. The size of each
segment in the roulette wheel is proportional to the value of the fitness of the
individual.

5.5 Crossover

One-point crossover works by selecting a common crossover point in the parent
chromosome and then swapping the corresponding parts. We check the offspring
chromosome feasibility in order to get a feasible potential solution.

5.6 Mutation

The purpose of mutation is to preserve and introduce diversity. It alters one or
more gene values in a chromosome from its initial state.
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Fig. 5. Generating initial population

5.7 Replacement

The replacement operator consists of choosing the appropriate individual for
removal. Replacement strategies have been studied in the literature. Several
methods were discussed among them Steady State and elitism.

6 Experimental Tests

The proposed approach has been coded in C language and executed on a i7
processor machine with 1.8 GHz. Memory and 8 GB Ram. In this section, two
benchmark sets are considered. The first set A refer to small size instances up to
40 nodes proposed firstly in [1]. The second set B deals with medium and large
size instances from [2]. For all the instances a complete graph is considered. The
overall Instances sets consist of a traffic matrix randomly generated between
100 Mb/s and 1 Gb/s which consider only the symmetric traffic.

Different versions of the genetic algorithm are considered:

1. SGA: simple genetic algorithm (random initial population).
2. ICPGA: genetic algorithm with combined initial population(12 random, 1

2
based bi-partitioning approach).

3. IPBBGA: genetic algorithm with initial population based bi-partitioning.

Defining the quality of this proposed evolutionary approach is crucial. In order
to evaluate the results, we use the following performance measures which are the
gap and ARPD metrics:

G = 100 ∗ (GAi − OPT )
OPT

. (10)
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ARPD =
1
s

s∑

i=1

Ai − bAi

bAi
∗ 100 (11)

where GAi denotes the solution value obtained by a version of genetic algorithm
for its ith instance. bGAi is the best solution value obtained for that instance
among the three versions of GA (SGA, ICPGA and IPBBGA).Ai refer the solu-
tion value obtained by an approximative method (heuristic, genetic algorithm)
for its ith instance. bAi is the best solution value obtained for that instance
among the fours methds of GA (SGA, ICPGA and IPBBGA and the heuristic).
We denote by s the number of problem instances for a problem size. We should
note that OPT is the solution of mathematical formulation f2 presented in [1].

Table 1. Average gap values for instances of set A

Size GIPBBGA GSGA

20 5.71 17.14

25 2.77 11.11

30 0 1.85

35 0 6.94

40 0 10.75

Table 2. Average ARPD values for instances of set B

Size ARPDIPBBGA ARPDICPGA ARPDSGA ARPDH

50 0 0 7.73 2.77

60 0 0 2.62 0.76

70 0 0 5.99 0.28

80 0 0 4.78 0.21

90 0.16 0 5.89 2.2

100 0 0.15 5.5 2.03

200 0.04 0.06 4.34 1.17

The first column of Table 1 cites instances of type A. Column 2 and 3 report
the average gap values between optimal solution and two versions of genetic
algorithm namely the IPBBGA and the SGA. It is clear that the proposed app-
roach outperforms the classical version of genetic algorithm. Indeed, the average
gap value has decreased from 17.14 to 5.71 for |v| = 20 and from 11.11 to 2.77
for |v| = 25. The optimality is reached for all the instances of size 30, 35, 40.
Mathematical formulation from [1] was not able to deliver results for instances
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Table 3. Comparaison between initial population results

Size IPBBGA SGA

Min Max Min Max

20 491.7 502.6 519.9 580.6

25 758.5 783.2 821.3 901.1

30 1098 1121.8 1187.3 1284

35 1515.4 1546.7 1636.5 1733

40 1992.5 2018.2 2153.7 2256

50 3191.1 3194.8 3414 3518.7

60 4577.9 4595.4 4868 5006.6

70 6229.1 6244.9 6660.7 6839.2

80 8176.5 8194.6 8730.2 8894.5

90 10404 10425.7 11059.8 11288.7

100 12849 12863.2 13642 13858.4

200 52312.8 52344.8 54698.4 54981.7

Fig. 6. Total traffic on the bridge for 10 instances (|V | = 35 nodes)

up to |v| = 40 nodes. Therefore, to assess the efficiency of the IPBBGA algo-
rithm for medium and large size instances, we compare our results to Heuristic
H from [2] which address the nodes migration problem for virtual machines.
Table 2 presents the ARPD values for the instances set B. Results show that
for the two versions using the initialization procedure (IPBBGA and ICPGA)
perform better compared to basic version of genetic algorithm (SGA) and the
heuristic H. Indeed, the proposed results in column 2 and 3 have small average
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Table 4. Running time for IPBBGA

SEQ tIPBBGA

20 0.05

25 0.08

30 0.12

35 0.18

40 0.28

50 0.5

60 0.89

70 1.3

80 1.75

90 2.4

100 3.2

200 24.1

ARPD values near to zero for almost the cases. The SGA has the worst results
among the considered methods i.e. an average ARPD from 2.62 to 7.73.

In order to confirm the robustness of the initialization procedure, average
Best (Min) and worst (Max) chromosomes for the initial population are listed in
Table 3 for both IPBBGA and SGA. The reported values disclose the competi-
tivity of our initial population since for the overall considered sizes, the average
worst chromosomes fitness for IPBBGA is always better to the average best
chromosomes fitness for the SGA. The running time is reported in Table 4. For
similar cost values, we should compare the total traffic values. Figure 6 reports
the total traffic values for 10 instances of size |V | = 35 nodes. Based on these
results, the initialization procedure proves its efficiency to deliver better results.

7 Conclusion

In this paper, the node migration scheduling problem for an access network is
discussed. A genetic algorithm with initialization procedure is proposed. The
originality of this proposed approach resides in using initial population based on
a fast heuristic of the bi-partition problem. This problem was used in prior works
to get effective bounding for our migration scheduling problem. The results show
that our proposed approach is effective. It provides better results than other
methods in a reasonable time. To extend this work, we will investigate more
tight bounds for this problem as well as others application context.
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