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About UNet Conference Series

UNet is an international scientific event that highlights new trends and findings in hot
topics related to ubiquitous computing/networking. This fourth edition was held during
May 2–5, 2018, in the fascinating city of Hammamet, Tunisia.

Ubiquitous networks sustain the development of numerous paradigms and tech-
nologies such as distributed ambient intelligence, context-awareness, cloud computing,
wearable devices, and future mobile networking (e.g., B4G and 5G). Various domains
are then impacted by such a system, such as security and monitoring, energy efficiency
and environment protection, e-health, precision agriculture, intelligent transportation,
home-care (e.g., for elderly and disabled people), etc. Communication in such a system
has to cope with many constraints (e.g., limited capacity resources, energy depletion,
strong fluctuations of traffic, real-time constraints, dynamic network topology, radio
link breakage, interferences, etc.) and has to meet the new application requirements.
Ubiquitous systems offer many promising paradigms aiming to deliver significantly
higher capacity to meet the huge growth of mobile data traffic and to accommodate
efficiently dense and ultra-dense systems. A crucial challenge is that ubiquitous net-
works should be engineered to better support existing and emerging applications
including broadband multimedia, machine-to-machine applications, Internet of Things,
sensor networks, and RFID technologies. Many of these systems require stringent
quality-of-service constraints including better latency, reliability, higher spectral and
energy efficiency, but also some quality-of-experience and quality-of-context
constraints.

The main purpose of UNet Conference Series is to serve as a forum that brings
together researchers and practitioners from academia and industry to discuss recent
developments in pervasive and ubiquitous networks. This conference provides a forum
for exchanging ideas, discussing solutions, debating the challenges identified, and
sharing experiences among researchers and professionals. UNet also aims to promote
adoption of new methodologies and to provide the participants with advanced and
innovative tools able to catch the fundamental dynamics of the underlying complex
interactions (e.g., game theory, mechanism design theory, learning theory, SDR plat-
forms, etc.).



Welcome Message from the UNet 2018 Chairs

It is our pleasure to welcome you to the proceedings of the 2018 edition of the
International Symposium on Ubiquitous Networking, UNet 2018. The conference was
held in the city of Hammamet, Tunisia, during May 2–5, following up on the success of
past editions. Tunisia has a growing and active community of networking researchers
and the choice of Hammamet for UNet 2018 allowed its attendees, coming from all
parts of the globe, to interact in a fascinating environment.

The growth of pervasive and ubiquitous networking in the past few years has been
unprecedented. Today, a significant portion of the world’s population is connected to
the Internet most of the time through smart phones, and the Internet of Things promises
to broaden the impact of the Internet to encompass devices ranging from electric
appliances and medical devices to unmanned vehicles. The goal of UNet is to be a
premier forum for discussing technical challenges and solutions related to such a
widespread adoption of networking technologies, including broadband multimedia,
machine-to-machine applications, Internet of Things, security and privacy, data engi-
neering, sensor networks, and RFID technologies. Toward this aim, we had four main
technical tracks of papers covering all the aspects of ubiquitous networks.

The UNet 2018 program featured four invited talks addressed by distinguished
keynote speakers: Prof. Michele Zorzi from University of Padua (Italy), Prof. Robert
Schober from Friedrich Alexander University (Germany), Prof. Moncef Gabbouj from
Tampere University of Technology (Finland), and Prof. Mounir Ghogho from the
International University of Rabat (Morocco)/University of Leeds (UK). This year,
UNet was co-located with the IEEE 5G-IoT Summit Hammamet led by Professors
Mohamed-Slim Alouini (KAUST University, Saudi Arabia), Noureddine Boudriga
(University of Carthage, Tunisia), Slim Rekhis (University of Carthage, Tunisia), Fethi
Tlili (University of Carthage, Tunisia), Essaid Sabir Hassan II University of
Casablanca, Mustapha Benjillali (INPT, Morocco), Latif Ladid (University of
Luxembourg, Luxembourg), Ashutosh Dutta (Columbia University, USA), Mounir
Ghogho (International University of Rabat-Morocco/University of Leeds, UK), Walid
Abdallah (Aviation School of Borj El Amri, Tunisia), and Yacine Djemaiel (Higher
Institute of Technological Studies in Communications, Tunisia).

With a rich program that reflects the most recent advances in ubiquitous computing,
involving a broad range of theoretical tools (e.g., game theory, mechanism design
theory, learning theory, machine learning, etc.) and practical methodologies (e.g.,
SDR/SDN platforms, embedded systems, privacy and security by design, etc.) to study
modern technologies (e.g., LTE-A, LTE-B, 5G, IoT), we were very pleased to welcome
our attendees to this new edition of the UNet conference series.

We are very thankful to the Communication Networks and Security Research Lab
(CN&S) from the University of Carthage, and the Tunisian Association for Research
and Innovation in Telecommunication and Security (@RITS) for co-organizing this
exciting event. We are grateful to our technical sponsors, without whom UNet 2018



would not have been possible. We would like to thank Springer Science+Business
Media the and IPv6 Forum. We are also very thankful to all our sponsors and patrons
(SUP’COM, University of Sfax, University of Tunis, TBS, ENSEM, MOBITIC).

Enjoy the proceedings!

September 2018 Noureddine Boudriga
Mohamed-Slim Alouini
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Welcome Message from the UNet 2018 TPC Chairs

It is with great pleasure that we welcome you to the proceedings of the 2018 Inter-
national Symposium on Ubiquitous Networking (UNet 2018), which was held in
Hammamet, Tunisia. The conference featured an interesting technical program of five
technical tracks reporting on recent advances in ubiquitous communication technolo-
gies and networking, ubiquitous Internet of Things: emerging technologies and
breakthroughs, mobile edge networking and fog-cloud computing, data engineering for
ubiquitous environments, and cyber-security for ubiquitous communication. UNet
2018 also featured four keynote speeches by world-class experts, and one invited paper
session.

We received 87 paper submissions from 19 countries and four continents. From
these, 30 regular papers and five short papers were accepted after a careful review
process to be included in the UNet 2018 proceedings. The regular-paper acceptance
rate was 34% whereas the overall acceptance rate in UNet 2018 was 40%.

The preparation of this excellent program would not have been possible without the
dedication and the hard work of the different chairs, the keynote speakers, and all the
Technical Program Committee members and reviewers. We take this the opportunity to
acknowledge their valuable work, and sincerely thank them for their help in ensuring
that UNet 2018 will be remembered as a high-quality event.

We hope that you will enjoy this edition’s proceedings.

September 2018 Slim Rekhis
Essaid Sabir
Sofie Pollin



Organization

Organizing Committee

General Chairs

Noureddine Boudriga University of Carthage, Tunisia
Mohamed-Slim Alouini King Abdullah University of Science and Technology,

Saudi Arabia

Technical Program Chairs

Slim Rekhis University of Carthage, Tunisia
Essaid Sabir ENSEM, Hassan II University of Casablanca, Morocco
Sofie Pollin KU Leuven, Leuven, Belgium

Main Tracks Chairs

Mustapha Benjillali INPT, Morocco
Adel Ghazel University of Carthage, Tunisia
Halima ELbiaze University of Quebec at Montreal (UQAM), Canada
Mounir Ghogho International University of Rabat-Morocco/University

of Leeds, UK
Sabrina De Capitani

di Vimercati
University of Milan, Italy

Publication Chairs

Bruno Miguel Silva University of Beira Interior, Portugal
Mohamed Sadik ENSEM, Hassan II University of Casablanca, Morocco

Workshops and Special Sessions Chairs

Rachid EL-Azouzi University of Avignon, France
Tembine Hamidou New York University of Abu Dhabi, Abu Dhabi, UAE

Tutorial Chairs

Fethi Tlili University of Carthage, Tunisia
Mohamed El Kamili Sidi Mohammed Ben Abdellah University of Fez,

Morocco

Local Arrangements and Registration Chairs

Walid Abdallah Aviation School of Borj El Amri, Tunisia
Yacine Djemaiel Higher Institute of Technological Studies

in Communications, Tunisia



Publicity Chairs

Lamia Chaari University of Sfax, Tunisia
Tania Jiménez University of Avignon, France
Abdellatif Kobbane ENSIAS, Mohammed V University of Rabat, Morocco
Wessam Ajib University of Quebec at Montreal (UQAM), Canada
Dario Bauso University of Palermo, Italy
Jong-Hoon Kim Kent State University, USA
Sami J. Habib Kuwait University, Kuwait

Technical Program Committee

Abdelhamid Belmekki INPT, Morocco
Abdellatif Kobbane Mohammed V University of Rabat, Morocco
Abdelmajid Badri Hassan II University of Casablanca, Morocco
Abdelmajid Khelil Landshut University of Applied Sciences, Germany
Abdulkadir Celik King Abdullah University of Science and Technology,

Saudi Arabia
Abdulrahman Alabbasi KTH Royal Institute of Technology, Sweden
Adel Ghazel University of Carthage, Tunisia
Ahmed El Maliani Drissi Sidi Mohammed Ben Abdellah University, Morocco
Alessandro Chiumento KU Leuven, Belgium
Alonso Silva Nokia Bell Labs, France
Al-Sakib Khan Pathan Southeast University, Bangladesh
Amal Hyadi McGill University, Canada
Antoine Bagula University of the Western Cape, South Africa
Asma Ben Letaifa University of Carthage, Tunisia
Basem Shihada King Abdullah University of Science and Technology,

Saudi Arabia
Bruno Miguel Silva University of Beira Interior, Portugal
Bruno Tuffin Inria, Rennes, France
Carlos Alberto Kamienski Federal University of ABC, Brazil
Dhananjay Singh Hankuk University of Foreign Studies, South Korea
Dhouha Krichen University of Carthage, Tunisia
Dieter Fiems Ghent University, Belgium
Dimosthenis Ioannidis Centre for Research and Technology Hellas, Greece
Donghyun Kim Kennesaw State University, USA
Elarbi Badidi United Arab Emirates University, UAE
Emna Zedini King Abdullah University of Science and Technology,

Saudi Arabia
Faissal El Bouanani Mohammed V University in Rabat, Morocco
Fatma Benkhelifa King Abdullah University of Science and Technology,

Saudi Arabia
Fethi Tlili University of Carthage, Tunisia
Francisco Javier

Lopez-Martinez
University of Malaga, Spain

XII Organization



Gabriele Anderst-Kotsis Johannes Kepler University Linz, Austria
Giampaolo Bella Catania University, Italy
Gianluigi Ferrari University of Parma, Italy
Giuseppe Ruggeri Mediterranea University, Italy
Gyu Myoung Lee Liverpool John Moores University, UK
Habib Fathallah University of Carthage, Tunisia
Haijun Zhang University of Science and Technology Beijing, China
Hakim Ghazzai Qatar Mobility Innovations Center, Qatar
Halima ELbiaze University of Quebec at Montreal, Canada
Hamza Dahmouni INPT, Morocco
Hongjiang Lei Chongqing University of Posts and

Telecommunications, China
Houbing Song Embry-Riddle Aeronautical University, USA
Houria Rezig El Manar University, Tunisia
Hyunbum Kim University of North Carolina at Wilmington, USA
Imran Ansari Texas A&M University at Qatar, Qatar
Ismail Berrada Sidi Mohamed Ben Abdellah University, Morocco
Jean-Pierre Cances University of Limoges, France
Joel Rodrigues National Institute of Telecommunications (Inatel),

Brazil
Jong-Hoon Kim Kent State University, USA
José Luis Hernandez Ramos University of Murcia, Spain
Krzysztof Szczypiorski Warsaw University of Technology (WUT), Poland
Kumar Yelamarthi Central Michigan University, USA
Lamia Chaari University of Sfax, Tunisia
Leila Boulahia University of Technology of Troyes, France
Liang Yang Guangdong University of Technology, China
Lin Cai Illinois Institute of Technology, USA
Loubna Echabbi INPT, Morocco
Luis Quesada University College Cork, Ireland
Maha Sliti University of Carthage, Tunisia
Mahdi Ben Ghorbel University of British Columbia, Canada
Majed Haddad University of Avignon, France
Md Zakirul Alam Bhuiyan Fordham University, USA
Megumi Kaneko National Institute of Informatics, Japan
Michael Losavio University of Louisville, USA
Miguel Franklin de Castro Federal University of Ceará, Brazil
Mohamed El Kamili Sidi Mohammed Ben Abdellah University of Fez,

Morocco
Mohamed Koubaa University of Tunis El Manar, Tunisia
Mohamed Raiss El Fenni INPT, Morocco
Mohamed Sadik Hassan II University of Casablanca, Morocco
Mohammed Erradi Mohammed V University, Morocco
Mojtaba Aajami Yonsei University, South Korea
Mort Naraghi-Pour Louisiana State University, USA
Mouna Garai DGET, Tunisia

Organization XIII



Mounir Ghogho International University of Rabat-Morocco/University
of Leeds, UK

Mourad El Yadari Moulay Ismail University, Morocco
Mudassir Masood King Fahd University of Petroleum and Minerals,

Saudi Arabia
Muhammad Ali Imran University of Glasgow, UK
Murat Uysal Ozyegin University, Turkey
Mustapha Benjillali INPT, Morocco
Nabil Benamar Moulay Ismail University, Morocco
Nasir Saeed King Abdullah University of Science and Technology,

Saudi Arabia
Neji Youssef University of Carthage, Tunisia
Nik Bessis Edge Hill University, UK
Nourhene Ellouze University of Jendouba, Tunisia
Olivier Brun LAAS-CNRS, France
Oussama Elissati INPT, Morocco
Oussama Habachi University of Limoges, France
Paolo Bellavista University of Bologna, Italy
Parul Garg University of Delhi, India
Paulvanna Nayaki

Marimuthu
Kuwait University, Kuwait

Ping Zhou Qualcomm, USA
Rabah Attia University of Carthage, Tunisia
Rachid EL-Azouzi University of Avignon, France
Rachid Saadane EHTP, Morocco
Razvan Stanica INSA Lyon, France
Rick McGeer University of California, USA
Ridha Hamila Qatar University, Qatar
Rosa Figueiredo University of Avignon, France
Sabrina De Capitani

di Vimercati
University of Milan, Italy

Said Andaloussi University of Hassan II, Morocco
Salah Benabdallah University of Tunis, Tunisia
Salvatore Distefano University of Kazan, Russia
Sami Faiez Manouba University, Tunisia
Sami Habib Kuwait University, Kuwait
Sarra Berrahal University of Carthage, Tunisia
Satish Chikkagoudar Pacific Northwest National Laboratory, USA
Sergio Saponara University of Pisa, Italy
Seyeong Choi Wonkwang University, South Korea
Sherali Zeadally University of Kentucky, USA
Sofiane Cherif University of Carthage, Tunisia
Stefano Chessa University of Pisa, Italy
Stefanos Gritzalis University of the Aegean, Greece
Stylianos Basagiannis United Technologies Research Centre, Ireland
Sung Sik Nam Korea University, South Korea

XIV Organization



Sye Loong Keoh University of Glasgow, UK
Takoua Abdellatif University of Carthage, Tunisia
Tania Jimenez University of Avignon, France
Taufik Abrão State University of Londrina, Brazil
Tawfik Ismail Cairo University, Egypt
Tembine Hamidou New York University of Abu Dhabi, UAE
Thinagaran Perumal University of Putra Malaysia, Malaysia
Tzu-Chieh Tsai National Cheng-Chi University, Taiwan
Vasilis Friderikos King’s College London, UK
Walid Abdallah Aviation School of Borj El Amri, Tunisia
Wessam Ajib University of Quebec in Montreal, Canada
Wojciech Mazurczyk Warsaw University of Technology, Poland
Xinrong Li University of North Texas, USA
Yacine Djemaiel University of Carthage, Tunisia
Yahya Benkaouz Mohammed V University in Rabat, Morocco
Yan Chen University of Electronic Science and Technology

of China, Chengdu, P.R. China
Yang Xiao University of Alabama, USA
Yunsheng Wang Kettering University, USA
Zhuo Chen InterDigital Communications, USA
Zoubir Mammeri Paul Sabatier University, France

Organization XV



UNET’18 Keynote Speakers



Overview of Artificial Intelligence, Machine
Learning and Big Data Analytics
with Applications in Various

Decision-Making Environments

Moncef Gabbouj

Tampere University of Technology, Finland

Abstract. Artificial Intelligence (AI) can be defined in many ways, but one thing
all experts agree upon is the key role machine learning plays in AI. This keynote
will adopt a tutorial style to first provide a quick overview of the current state of
AI and reviews in some details the main approaches followed in machine
learning, with a special focus on the more recent advances in deep learning and
neural networks. We will also present a hierarchical layered approach that
exploits many types of sensor and non-sensor signals and data, and proposes
suitable representations, as well as processing and analysis algorithms in order
to apply machine learning, including deep and shallow learning. The framework
can be explored in various decision-making environments, including healthcare
and wellbeing, surveillance, and media and entertainment to mention a few
fields.

Biography

Moncef Gabbouj received his BS degree in electrical
engineering in 1985 from Oklahoma State University,
Stillwater, and his MS and PhD degrees in electrical
engineering from Purdue University, West Lafayette,
Indiana, in 1986 and 1989, respectively.

Dr. Gabbouj is a Professor of Signal Processing at the
Department of Signal Processing, Tampere University of
Technology, Tampere, Finland, where he leads the Multi-
media Research Group. Dr. Gabbouj held the prestigious
post of Academy Professor with the Academy of Finland
2011–2015. He held several visiting professorships at dif-
ferent universities, including The Hong Kong University of
Science and Technology, Hong Kong (2012–2013), Purdue
University, West Lafayette, Indiana, USA (August-
December 2011), the University of Southern California
(January–June 2012), and the American University of



Sharjah, UAE, (2007–2008). He was Head of the Depart-
ment during 2002–2007, and served as Senior Research
Fellow of the Academy of Finland in 1997–1998 and 2007–
2008. His research interests include multimedia
content-based analysis, indexing and retrieval, machine
learning, nonlinear signal and image processing and analy-
sis, voice conversion, and video processing and coding.

Dr. Gabbouj is a Fellow of the IEEE, a member of the
European Academy and the Finnish Academy of Science
and Letters. He is the past Chairman of the DSP Technical
Committee of the IEEE Circuits and Systems Society and
member of the IEEE Fourier Award for Signal Processing
Committee. He was Honorary Guest Professor of Jilin
University, China (2005–2010). He served as associate
editor of the IEEE Transactions on Image Processing, and
was guest editor of Multimedia Tools and Applications, the
European journal Applied Signal Processing. He is the past
chairman of the IEEE Finland Section, the IEEE Circuits
and Systems Society, Technical Committee on Digital
Signal Processing, and the IEEE SP/CAS Finland Chapter.
He was also (co-)Chairman of BigDataSE 2015, EUVIP
2014, CBMI 2005, and WIAMIS 2001.

XX M. Gabbouj



Robotic Communication: When
Communication Theory Meets Control Theory

Mounir Ghogho

International University of Rabat-Morocco/University of Leeds, UK

Abstract. Mobile robots (terrestrial and aerial) are gaining importance in an
increasing number of applications. They often require wireless communication
capabilities to complete their tasks, and in some applications the main task of the
robot is communication/relaying of information. The conventional approach to
adding communications capabilities to mobile robots does not leverage the fact
that the robot can control its position and can hence move in such a way as to
improve the communication performance through spatial/mobility diversity.
Since the energy consumption due to mobility is tightly linked to the robot’s
state vector transitions (kinematics and dynamics) over time, communication-
aware path/trajectory planning requires a good knowledge of both control theory
and communication theory. Therefore, designing efficient communication sys-
tems for mobile robots calls for a new paradigm where control theory plays a
pivotal role. In this talk, this paradigm will be described and illustrated through
examples, and new research opportunities will be presented.

Biography

Mounir Ghogho received his PhD degree in 1997 from the
National Polytechnic Institute of Toulouse, France. He was
an EPSRC Research Fellow with the University of
Strathclyde (Scotland), from Sept 1997 to Nov 2001. In
December 2001, he joined the University of Leeds where
he was promoted to full Professor in 2008. While still
affiliated with the University of Leeds, he joined the
International University of Rabat (UIR) in January 2010,
where he is currently the Director of TICLab (ICT
Research Laboratory) and Scientific Advisor to the Presi-
dent. He is a Fellow of IEEE, a recipient of the 2013 IBM
Faculty Award, and a recipient of the 2000 UK Royal
Academy of Engineering Research Fellowship. He is cur-
rently an associate editor of the IEEE Signal Processing
Magazine and a member of the steering committee of the
Transactions of Signal and Information Processing. In the
past, he served as an Associate Editor of the IEEE Trans-
actions on Signal Processing and IEEE Signal Processing



Letters, a member of the IEEE Signal Processing Soci-
ety SPCOM, SPTM and SAM Technical Committee. He
chaired many conferences and workshops including the
European SIgnal Processing conference Eusipco2013 and
the IEEE workshop on Signal Processing for Advanced
Wireless Communications SPAWC’2010. He is the Eur-
asip Liaison in Morocco.

XXII M. Ghogho



Spectrum Sharing and Networking Issues
in 5G mmWave Cellular Networks

Michele Zorzi

University of Padova, Italy

Abstract. This talk will discuss some relevant networking issues for 5G
mmWave cellular systems. First, we will give an extensive discussion on the
potential benefits and technical challenges of spectrum sharing in a mmWave
context. We will show that from this points of view this scenario is much more
promising than traditional cellular systems in sub-6 GHz bands. We will also
discuss the role of coordination between different operators for the purpose of
managing the inter- and intra-system interference, which is shown to be the
ultimate limiting factor in spectrum sharing. Second, we will discuss how
directionality makes it more difficult to implement and operate network man-
agement functionalities, with specific reference to Initial Access and Cell
Search, where the energy/latency/detection tradeoff is of particular interest.
Finally, we will briefly describe our full-stack 5G mmWave cellular simulator,
which includes the whole protocol suite as well as detailed mmWave channel
models, and present some examples of system-level results it can provide.

Biography

Michele Zorzi was born in Venice, Italy, on December 6th,
1966. He received the Laurea Degree and the Ph.D. in
Electrical Engineering from the University of Padova, Italy,
in 1990 and 1994, respectively. During the Academic Year
1992/93, he was on leave at the University of California,
San Diego (UCSD), attending graduate courses and doing
research on multiple access in mobile radio networks. In
1993, he joined the faculty of the Dipartimento di Elet-
tronica e Informazione, Politecnico di Milano, Italy. After
spending three years with the Center for Wireless Com-
munications at UCSD, in 1998 he joined the School of
Engineering of the University of Ferrara, Italy, where he
became a Professor in 2000. Since November 2003, he has
been on the faculty at the Information Engineering
Department of the University of Padova. His present
research interests include performance evaluation in mobile
communications systems, random access in mobile radio



networks, ad hoc and sensor networks, energy constrained
communications protocols, and broadband wireless access.

Dr. Zorzi was the Editor-In-Chief of the IEEE Wireless
Communications Magazine in 2003–2005, is currently the
Editor-In-Chief of the IEEE Transactions on Communica-
tions, and serves on the Editorial Boards of the IEEE
Transactions on Wireless Communications, the Wiley
Journal of Wireless Communications and Mobile Com-
puting and the ACM/URSI/Kluwer Journal of Wireless
Networks. He was also guest editor for special issues in the
IEEE Personal Communications Magazine (“Energy
Management in Personal Communications Systems,” Jun.
1998) and the IEEE Journal on Selected Areas in Com-
munications (“Multi-media Network Radios,” May 1999,
and “Underwater Wireless Communications and Net-
works,” to be published in 2008). He is a Fellow of the
IEEE.

XXIV M. Zorzi



Synthetic Molecular Communication
for Future Nano-Communication Networks

Robert Schober

Friedrich Alexander University (FAU), Erlangen, Germany

Abstract. Synthetic molecular communication is an emerging research area
offering many interesting and challenging new research problems for commu-
nication engineers, biologists, chemists, and physicists. Synthetic molecular
communication is widely considered to be an attractive option for communi-
cation between nano-devices such as (possibly artificial) cells and nano-sensors.
Possible applications of nano-communication networks include targeted drug
delivery, health monitoring, environmental monitoring, and bottom-up² manu-
facturing. The IEEE and ACM have recently founded several new conferences
and journals dedicated to this exciting new and fast growing research area.

In this keynote, we will give first a general overview of the areas of synthetic
molecular communication and nano-networking. Components of synthetic
molecular communication networks, possible applications, and the evolution
of the field will be reviewed. Subsequently, we will give an introduction to
various synthetic molecular communication strategies such as gap junctions,
molecular motors, and diffusion based molecular communication. Thereby, we
will focus particularly on diffusion based synthetic molecular communication,
identify the relevant basic laws of physics and discuss their implications for
communication system design. One particular challenge in the design of diffu-
sive synthetic molecular communication systems is intersymbol interference.
We will discuss corresponding mitigation techniques and provide some results.
Furthermore, we will present several receiver design options for diffusive syn-
thetic molecular communication, discuss their respective advantages and dis-
advantages, and elaborate on the impact of external phenomena such as
molecule degradation and flow. In the last part of the talk, we will discuss some
research challenges in synthetic molecular communication from a communica-
tion and networking point of view.



Biography

Robert Schober received the Diplom (Univ.) and the Ph.
D. degrees in electrical engineering from
Friedrich-Alexander University Erlangen-Nuremberg
(FAU), Germany, in 1997 and 2000, respectively. From
May 2001 to April 2002 he was a Postdoctoral Fellow at
the University of Toronto, Canada, sponsored by the
German Academic Exchange Service (DAAD). From
2002 to 2011, he was a Professor and Canada Research
Chair at the University of British Columbia (UBC),
Vancouver, Canada. Since January 2012 he is an
Alexander von Humboldt Professor and the Chair for
Digital Communication at FAU. His research interests fall
into the broad areas of Communication Theory, Wireless
Communications, and Statistical Signal Processing.

Robert received several awards for his work including
the 2007 Wilhelm Friedrich Bessel Research Award of the
Alexander von Humboldt Foundation, the 2008 Charles
McDowell Award for Excellence in Research from UBC,
a 2011 Alexander von Humboldt Professorship, a 2012
NSERC E.W.R. Stacie Fellowship, and the 2017 Wireless
Communication Technical Committee Recognition
Award. In addition, he has received several best paper
awards for his research and is listed as a 2017 Highly
Cited Researcher by the Web of Science. Robert is a
Fellow of the Canadian Academy of Engineering, a Fel-
low of the Engineering Institute of Canada, and a Fellow
of the IEEE. From 2012 to 2015, he served as
Editor-in-Chief of the IEEE Transactions on Communi-
cations. Currently, he is the Chair of the Steering Com-
mittee of the IEEE Transactions on Molecular, Biological
and Multiscale Communication and serves on the Edito-
rial Board of the Proceedings of the IEEE. Furthermore,
he is a Member at Large of the Board of Governors and a
Distinguished Lecturer of the IEEE Communications
Society.
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Abstract. The purpose of this paper is to compare two estimation methods
when identifying the coefficients of the Simplified Volterra Series (SVS) model,
in order to linearize a class AB GaN Power Amplifier (PA) driven by a 20-MHz
LTE-A signal. First, a Digital Predistorter (DPD) design using the cholesky
decomposition based inversion method and the Least Square QR (LSQR)
algorithm is carried out, and next the performances of each method are analyzed
in terms of computational complexity and suppressing distortions capability.
The co-simulation test results show that the LSQR performs better than Cho-
lesky decomposition in terms of Adjacent Channel Power Ratio (ACPR) and
Normalized Mean Square Error (NMSE) by a margin of 3 dB and 4 dB,
receptively.

Keywords: RF power amplifier � Digital predistortion � Volterra series
Estimation algorithms � Look-up table (LUT)

1 Introduction

To compensate the Power Amplifier (PA) nonlinearity, Baseband Digital Predistortion
(DPD) has been widely used as one of the most advantageous linearization techniques
[1–7]. The DPD technique is based on the PA behavior characterization in order to
produce its mathematical inverse function. This mathematical model is then placed
before the PA stage to correct its nonlinearity and the final output signal will be linear
according to the original input signal [2].

Recently, the bandwidth employed in modern wireless communication systems
continues to increase to satisfy the consumers’ requirements in term of data rates. Long
Term Evolution (LTE) and LTE advanced (LTE-A) systems are characterized by a
wide signal bandwidth that can achieve 100 MHz, and this disturbs the design of the
RF transmitter, such as the characterization of the PA behavior which becomes highly
nonlinear when the bandwidth increases [1, 4].

Commonly, memory polynomial models functions have been used in the literature,
essentially, the widely known Memory Polynomial (MP) model [2] and the Wiener and
the Hammerstein models [3]. Recently, Volterra Series (VS) models and its reduced
forms have gained a considerable attention because of its high efficiency compared to
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the other models [4]. However, estimation algorithms used to identify the models
coefficients need to be focused on. In [4], the Compressed Sampling Matching Pursuit
(CoSaMP) technique is applied for an assortment of well-known models as the MP and
the Simplified Volterra Series (SVS) models to extract their coefficients and to reduce
the DPD implementation complexity. The test results given for a Doherty PA using a
100-MHz LTE-A signal show an Adjacent Channel Power Ratio (ACPR) improvement
of 12 dB. One drawback of CoSaMP based DPD is that such algorithms are typically
slow. Sparse Bayesian Learning (SBL) approach is used in [5] to identify the param-
eters of the PA behavioral model and the coefficients of the predistorter inverse
function. The experimental results show that with this technique, the ACPR can
achieve the communication standard obligation.

The objective of the present work is to compare two different mathematics algo-
rithms to estimate the SVS model coefficients [4]: an iterative method based on the
Least Square QR (LSQR) theory [8] and a direct method based on the cholesky
decomposition [9, 10]. Then a proposed DPD architecture is implemented and tested
using measured data from a highly nonlinear class AB GaN PA driven by a 20-MHz
LTE-A signal. The Normalized Mean Square Error (NMSE), and the ACPR metrics are
used to compare the performances of the two methods.

2 SVS Model Overview

2.1 VS Model

The modeled complex output yvs(n) at a time instant n is mathematically related to the
complex input sample x(n) and the precedent sames x(n – qK) through [4]:

yVS nð Þ ¼
XQ�1

q1¼0

w1 q1ð Þ � n� q1ð Þ

þ
XQ�1

q1¼0

XQ�1

q2¼q1

w2 q1; q2ð Þ � n� q1ð Þ � n� q2ð Þ

þ
XQ�1

q1¼0

XQ�1

q2¼q1

XQ�1

q3¼q2

w3 q1; q2; q3ð Þ � n� q1ð Þ � n� q2ð Þ � n� q3ð Þþ . . .

þ
XQ�1

q1¼0

XQ�1

q2¼q1

. . .
XQ�1

qK¼qK�1

wk q1; q2 . . . qkð Þ � n� q1ð Þ � n� q2ð Þ . . . � n� qKð Þ

ð1Þ

Where K and Q are the nonlinearity order and the memory depth, respectively,
wk(q1, q2…qk) is named the discrete-time coefficient of the Kth Volterra kernel order.

Checking Eq. (1), the number of terms to be extracted rises exponentially with the
order of nonlinearity and memory depth. That’s why, simplified variants of the VS
models are used to model the highly nonlinear PAs and to establish the predistorter
inverse function.
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2.2 SVS Model

A new pruned VS model that combines three simplification aspects was developed in
[4]. The SVS model takes advantage of an additional complex branch which allows to
suppress the IQ-imbalance drawbacks as presented in [11]. In order to reduce the
overall number of coefficients, the model employs the magnitude |x(n)| of the input
samples as reported in [12]. Also, another simplification is based on the use of the
Dynamic Deviation Reduction (DDR) approach [13] so each sample x(n) is factored
into the input entries with n to n – D indices, where D represents the DDR order. Thus,
the equation that defines the SVS model can be given as [4]:

ySVS nð Þ ¼ yA nð Þþ yBðnÞ ð2Þ

yA nð Þ ¼
XQ�1

q1¼0

wa1 q1ð Þx n� q1ð Þ

þ
XQ�1

q1¼0

Xq1
q2¼q1�D

wa2 q1; q2ð Þx n� q1ð Þ x n� q2ð Þj j

þ
XQ�1

q1¼0

Xq1
q2¼q1�D

Xq2
q3¼q2�D

wa3 q1; q2; q3ð Þx n� q1ð Þ x n� q2ð Þj j x n� q3ð Þj j þ . . .

þ
XQ�1

q1¼0

Xq1
q2¼q1�D

. . .
Xqk�1

qk¼qk�1�D

wak q1; q2 . . .:: qkð Þx n� q1ð Þ x n� q2ð Þj j . . . x n� qkð Þj j

ð3Þ

yB nð Þ ¼
XQ�1

q1¼0

wb1 q1ð Þx n� q1ð Þ�

þ
XQ�1

q1¼0

Xq1
q2¼q1�D

wb2 q1; q2ð Þx n� q1ð Þ� x n� q2ð Þj j

þ
XQ�1

q1¼0

Xq1
q2¼q1�D

Xq2
q3¼q2�D

wb3 q1; q2; q3ð Þx n� q1ð Þ� x n� q2ð Þj j x n� q3ð Þj j þ � � �

þ
XQ�1

q1¼0

Xq1
q2¼q1�D

. . .
Xqk�1

qk¼qk�1�D

wbk q1; q2 . . . qkð Þx n� q1ð Þ� x n� q2ð Þj j . . . x n� qkð Þj j

ð4Þ

Where ySVS nð Þ and x nð Þ are the complex output and input of the model, respec-
tively, wa and wb are the coefficients of the SVS model.
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3 Estimation Algorithms Overview

Various types of least square algorithms have been used to extract the models coeffi-
cients. The straightforward method is to formulate the SVS model function in (2), (3)
and (4) using the generic linear system expressed as [14]:

~y ¼ Ux :Wx ð5Þ

The output vector ~y of dimension M � 1; is an estimate of the measured output
waveform y, where M is the entire number of samples. Each output signal ~y nð Þ at an
instant n corresponds to a M � 1 vector Ux nð Þ created with the input signal as depicted
in [15]. Ux is M � N matrix that assembly all the Ux nð Þ vectors where N is the total
number of the model coefficients. Wx is a N � 1 vector including the model coeffi-
cients. We pursue a similar method to establish the predistorter coefficients as:

~x ¼ Uy :Wy ð6Þ

And the estimation error is written as:

e nð Þ ¼ x nð Þ � ~x nð Þ ð7Þ

The estimated input vector ~x is generated from the output vector y as demonstrated
in Fig. 1, so, Uy is established similar to Ux with y nð Þ instead of x nð Þ. To estimate the
predistorter coefficients, the Least Square (LS) method based on the minimization of
the square of the residual function ek k2, where �k k2 stands for the Euclidean norm [16]
is applied in this work. Thus, the predistorter coefficients are defined as [15]:

Wy ¼ UH
yUy

� ��1
UH

y : x ð8Þ

Fig. 1. Simplified block diagram of the proposed DPD architecture
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Wy is the estimated LS solution of (8) where UH
y denotes the complex conjugate

transpose of matrix Uy. The Eq. (8) requires a complex inversion of the covariance
matrix ðUH

yUyÞ of dimension N � N.
For large dimension matrices, matrix inversion becomes very difficult, the cholesky

decomposition method and the LSQR algorithm are used in this work to deal with this
issue.

3.1 Matrix Inversion Based on the Cholesky Decomposition

The cholesky decomposition method allows to obtain easily the inverse matrix

UH
yUy

� ��1
, due to its efficiency to deal with linear equation [9].

Let our target matrix:

U ¼ UH
yUy ð9Þ

First, cholesky approach decomposes U as the product of an upper triangular matrix
S and its transpose conjugate such that:

U ¼ SHS ð10Þ

Where sij are the elements of S (1 � i � j � NÞ given by [9, 10]:

Diagonal part: sii ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uii �

Pi�1
K¼1 s

�
kiski

q

Upper terms: sij ¼ 1
sii ðuij �

Pi�1
k¼1 s

�
kiskjÞ

Where uij are the elements of U (1 � i � N; 1 � j � NÞ and s�ki is the conjugate
value of ski.

This implies:

U�1 ¼ S�1SH
�1 ð11Þ

Let’s define P ¼ S�1, where P ¼ p1; p2 . . . pNð Þ is computed as follows:

S� pi ¼ idi ð12Þ

Where idi are the columns of the identity matrix
Once P is computed, we can easily calculate U�1 as:

U�1 ¼ PPH ð13Þ

3.2 Coefficients Estimation Based on the LSQR Algorithm

In this case, the Eq. (8) can be solved by obtaining Wy as:

Comparative Study of Estimation Algorithms 7



UH
yUy :Wy ¼ UH

y : x ð14Þ

Let Z ¼ UH
y : x, Eq. (13) can be rewritten as:

U :Wy ¼ Z ð15Þ

LSQR is an iterative algorithm which was proposed in [8] for solving least square
linear problem. This approach is equivalent to the conjugate gradient least square
(CGLS) but requires fewer iterations to obtain similar results [17]. Based on the bi-
diagonalization method, LSQR uses a regularization parameter bLSQR and solves (15)
as [17]:

min
Wy

ð Z� UWy
�� ��2

2 þ b2LSQR Wy
�� ��2

2Þ ð16Þ

For each iteration LSQR generates an estimated solution Wyi in order to minimize
the residual norm Z� UWy

�� ��
2.

4 Implementation and Test Results

Figure 1 presents the bloc diagram of the DPD stage where u(n) is the input signal to
the predistorter unit, whose output x(n) feeds the PA to produce output y(n).

In this work, we have employed the measured input/output data from a class AB
GaN PA using a 20-MHz LTE-A signal with a one-carrier configuration. The input
signal has a peak-to-average power ratio (PARP) of 7.5 dB and was sampled at
92.16 MHz. The proposed DPD is based on the SVS model with K = 7, Q = 4 and
D = 2. Also, the predistorter coefficients were extracted from a training data of 8000
samples which implies that M = 8000 and N = 616.

The co-simulation test set-up has been developed to compare the performances of
the cholesky decomposition method and the LSQR algorithm in identifying the coef-
ficients of the proposed DPD solution. Hence, the test set-up is performed using:

• A Matlab-based model of a class AB GaN PA using a 20-MHz LTE-A signal.
• A Matlab-based processing of the estimation algorithms.
• An FPGA-based implementation of the Predistorter unit.

4.1 FPGA Implementation

The estimated coefficients obtained from the estimation algorithm block are copied to
the predistorter unit to predistort the input signal as shown in Fig. 1. In this work, 616
coefficients are used to construct the SVS model polynomial function. That’s why a
large number of multipliers and adders are needed to implement the predistorter unit.
For this reason, the Look Up Table (LUT) solution [18] is used to implement the
predistorter function in FPGA as detailed in Fig. 2.

8 H. Rezgui et al.



The proposed DPD design has been implemented in VHDL, on the target Xil-
inx FPGA Zynq-7000SoC XC7Z020-CLG4841. The FPGA used resources for the
designed predistorter are reported in Table 1.

Obtained results show that the proposed predistorter takes up a little portion of the
Slice LUTs and Slice Registers available resources however, it occupies 55% of the
total DSP48E1 cores. To counteract this, mathematical methods to simplify the pre-
distorter models are required.

4.2 Test Results

The linearization performances of the proposed DPD in terms of ACPR and the NMSE
between the output signal and the original input signal for each method are summarized
in Table 2.

Fig. 2. LUT-based predistorter unit

Table 1. FPGA used resources.

Resources Used Available Percentage

Slice LUTs
Slice registers

3299 78600 4.19%
709 157200 0.45%

Block RAM 56 285 19.64%
DSP48E1 220 400 55%

Table 2. ACPR and NMSE comparison

Configuration Cholesky decomposition LSQR algorithm

ACPR NMSE ACPR NMSE
Upper Lower Upper Lower

No DPD −36.19 −36.81 – −36.19 −36.81 –

With DPD −38.94 −40.39 −32.43 −43.12 −43.56 −36.86

Comparative Study of Estimation Algorithms 9



In Table 2 we notice that LSQR performs better than cholesky decomposition in
terms of ACPR and NMSE by a margin of 3 dB and 4 dB, receptively. The enhanced
performances are also confirmed by the low complexity of the LSQR, because its
running time is on the order of O(N) [17], while the Cholesky requires time on the
order O(N3) [9], where N is the total number of the model coefficients. Note that, the
results seen above are obtained after only 188 iterations of the LSQR algorithm.

Figure 3 reports the simulation results of the AM–AM characteristics of class AB
GaN PA with and without predistortion. Obtained results approve the ability of the
proposed DPD architecture to suppress the nonlinear distortion (static nonlinear-
ity + memory effect). It can be seen that the LSQR algorithm based DPD allows for a
better linear behavior which confirms the obtained linearization performances given in
Table 2.

(a) 

(b) 

Fig. 3. AM/AM performance of the PA with and without DPD. (a) Cholesky decomposition.
(b) LSQR Algorithm.
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Also, the output power spectrum after applying the proposed DPD using each of the
estimation approach is given in Fig. 4. An improvement in spectral regrowth reduction
in the adjacent bands is noticed, the proposed DPD is able to remove the out-of-band
emission. The out of band component can be reduced by around 4 dB when the
cholesky decomposition is applied to identify the predistorter unit coefficients and by
7 dB for the LSQR algorithm which corroborates the advantage of the LSQR algorithm
in term of achieving better linearization performance.

5 Conclusion

Two estimation methods, LSQR and cholesky decomposition have been applied in
order to identify the PA nonlinear behavioral and the predistorter inverse function
coefficients. Tests results shown for a class AB GaN PA using a 20-MHz- LTE-A
signal confirm the advantage of the LSQR algorithm compared to the cholesky
decomposition method in terms of achieving better performances and lower complexity

(a) 

(b) 

Fig. 4. PA measured output spectrum. (a) Cholesky decomposition. (b) LSQR Algorithm.
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while reducing by 7 dB the ACPR metric. However, FPGA implementation of the
predistorter unit shows that 55% of the total DSPs cores must be used because of the
large number of coefficients required by the SVS model. A further work will investigate
a simpler form of the predistorter model.

Acknowledgment. The authors wish to thank Prof. Fadhel Ghannouchi and Dr. Ramzi. Darraji
from the iRadio Lab, University of Calgary, AB, Canada for providing the power amplifier
measurements.
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Abstract. We consider the following fundamental sweep coverage prob-
lem that arises in mobile wireless sensor networks: Given a set of k mobile
sensors and a set of m points of interests (POIs) in the Euclidean plane,
how to schedule the mobile sensors such that the maximum delay between
two subsequent visits to a POI by any sensor is minimized. We study two
scenarios of this problem: (i) start positions of the sensors are fixed such
that they must return to their start positions between subsequent traver-
sals to POIs that fall in their trajectories, and (ii) sensor positions are not
fixed and they are not required to return to their start positions between
subsequent traversals. Scenario (i) models battery-constrained sensors
which need to be recharged frequently, whereas scenario (ii) models sen-
sors that have no constraint on battery and hence frequent recharging
is not necessary. We present two constant factor approximation algo-
rithms for each scenario. The problem we consider is NP-hard and, to
the best of our knowledge, these are the first algorithms with guaranteed
approximation bounds for this problem.

1 Introduction

Tremendous work in the literature of wireless sensor networks (WSNs) has estab-
lished that one of the major applications of sensor networks is on surveillance
problems [1,3,4,12,15,16,20,21,23–29,31]. These surveillance problems require
specific coverage requirements for different proposes. The vast majority of work
on surveillance problems using static and mobile WNSs focused on providing
two kinds of coverage: full coverage and barrier coverage. In full coverage, sen-
sors deployed over the given field continuously monitor the entire area. Any point
within the area is ensured to be covered by at least one sensor. A full coverage
is usually required when users need to fully monitor the entire environment. In
barrier coverage, sensors are deployed to form a barrier for detecting any intrud-
ers crossing the given barrier area, which is generally a line segment or a strip.
The sensors then guard the barrier by guarding the crossing paths. The κ-full
coverage and κ-barrier coverage variations of these problems were also studied
[1,12,16,20,26,28,29,31].

Both the full and barrier coverage problems can be classified as the static
coverage problems since the given area (or barrier) needs to be covered at all
times by the sensors. In contrast, some applications may require that coverage
be provided for the specific given points periodically, i.e., the points do not need
c© Springer Nature Switzerland AG 2018
N. Boudriga et al. (Eds.): UNet 2018, LNCS 11277, pp. 14–27, 2018.
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to be covered at all times and they only need to be visited within a specific
period. One immediate application of such setting is in patrolling where certain
points of interests (POIs) are visited within a specific time period. This problem
is called sweep coverage and it differs from the static coverage problems as POIs
do not need to be covered at all times and only the specific time requirement for
inspecting the POI needs to be satisfied. Li et al. [18] were the first to study this
problem from the objective of minimizing the number of sensors given the sweep
period. We denote this problem as MinSensorSweep – given a set of m POIs
and the (global) sweep period t, the goal is to schedule sensors such that the
sweep coverage requirement is satisfied with the minimum number of sensors.

Contributions. In this paper, we consider the sweep coverage problem with
the objective of minimizing the coverage delay. That is, given a set of m POIs
and a set of k mobile sensors, the goal is to schedule the given sensors such that
the sweep period t is minimized. We denote this problem as MinDelaySweep.
MinDelaySweep is different than MinSensorSweep since we deal with the
problem of minimizing the time period between two subsequent visits of the
POIs. The only previous work that studies this problem is due to Chen et al. [5]
where they provided several algorithms to minimize the coverage delay. However,
their algorithms were evaluated only through experimentally and no approxima-
tion bounds were given. Therefore, we focus on designing algorithms and proving
achievable approximation bounds for MinDelaySweep.

We consider two different scenarios of MinDelaySweep. The first scenario,
called Predefined-Start, covers the case in which start positions of sensors are fixed
and after every traversal of the POIs in their trajectories, the sensors go back
to their start positions. This scenario is useful when sweep coverage is provided
by the battery-constrained mobile sensors which need to be recharged quite
frequently at their base stations. The second scenario, called Not-Predefined-
Start, covers the case in which sensor positions are not fixed and they do not
need to go back to their base stations after every traversal of the POIs as they
are assumed of having sufficient energy (i.e., they are not battery-constrained)
to provide the sweep coverage for a very long time.

Someone may say that existing techniques and algorithms for MinSensor-
Sweep can be used to solve MinDelaySweep. The idea is to take a solution of
MinSensorSweep and see which value of t minimizes the sweeping period for
all the POIs. However, this process needs to be repeated at least O(log t) times
to figure out the right value of t (since the values starting from 1 upto the right
value t need to be checked and at least a binary search is needed). Moreover, the
solution depends on the solution of MinSensorSweep used. Furthermore, it is
worth to note that MinDelaySweep is a NP-Hard problem. Therefore, we focus
on the algorithms that provide good approximation of the exact solution and
run in polynomial time. We give two algorithms each for Not-Predefined-Start
and Predefined-Start scenarios of MinDelaySweep.

– We provide a 2δ-approximation algorithm for the Not-Predefined-Start sce-
nario of MinDelaySweep and a (δ + 2 − 1

k )-approximation algorithm for
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the Predefined-Start scenario of MinDelaySweep, where δ is the approxi-
mation ratio of an algorithm for the traveling salesman problem (TSP).

– We provide a 2γ-approximation algorithm each for both the Not-Predefined-
Start and Predefined-Start scenarios of MinDelaySweep, where γ is the
approximation ratio of an algorithm for the tree cover problem (TC).

Using Christofides’s algorithm [6] to compute the solution for TSP tour,
we obtain 3-approximation for the Not-Predefined-Start scenario of MinDe-
laySweep and (72 − 1

k )-approximation for the Predefined-Start scenario of Min-
DelaySweep (Christofides’s algorithm has the approximation ratio of 1.5 for
the TSP tour). Using the algorithms of Even et al. [8] to compute the solu-
tion for TC tours in both Not-Predefined-Start and Predefined-Start scenarios of
MinDelaySweep, we obtain 8-approximation for both of our algorithms (Even
et al.’s algorithm has the approximation ratio of 4 for both the rooted and
unrooted versions of TC tours). These bounds can be improved if we have bet-
ter approximation factors for both δ and γ. From recent work on tree and cycle
cover problems [14,19], we can obtain 6-approximations for our algorithms based
on TC tours. To our best knowledge, these bounds are the first approximation
bounds for the NP-hard MinDelaySweep.

Although our solutions look like direct extensions of the existing results on
TSP and TC, no such approximation bounds were known in the literature for
MinDelaySweep (except experimental study with no approximation bounds
in [5]). Our study is interesting since it shows that MinDelaySweep is related
to the problem of finding k TSP and TC tours of equal lengths in graphs. Given
a solution with k equal length tours, a solution for MinDelaySweep is no more
than the factor of 2 times more than the k equal length tour solution used to
solve MinDelaySweep.

For the TSP based solution for Not-Predefined-Start scenario, we take a TSP
tour and divide that tour into k-subtours in such a way that the approximation
obtained from the division is no more than 2 times the approximation of the
one single tour. For the Predefined-Start scenario, we use the k-splitour concept
of Frederickson et al. [9] (details later) and obtain k trajectories such that the
claimed approximation bound is still satisfied after the trajectories are modified
to include the start positions of sensors. For the TC based solution for both
Not-Predefined-Start and Predefined-Start scenarios, we use the concept of Even
et al. [8] to build k trees such that the approximation obtained is no more than
2 times the approximation of each tree.

Related Work. There is a vast literature on coverage problems in mobile
WSNs, which can be divided into three main categories: full coverage, barrier
coverage, and sweep coverage. The full and barrier coverage problems are static
coverage problems, whereas the sweep coverage problem is a dynamic coverage
problem. The full coverage problem is heavily studied under area and point
coverage [3,25,27,28]. Several papers studied how mobile sensors can be used to
assist static coverage under a hybrid setting of mobile and static sensors. The
k-coverage problem through mobile sensors is also studied in both mobile WSNs
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and in hybrid setting in [1,12,16,20,26,28,29,31]. Howard et al. [13] proposed
a potential-field based algorithm and ensured that the initial configuration of
the nodes quickly spreads out to maximize coverage area. A virtual-force-based
sensor movement strategy to enhance network coverage is considered in [32].

Kumar et al. [15,16] studied barrier coverage where the sensors need to form
a barrier to prevent intruders from crossing the barrier. They contributed signifi-
cantly on theoretical foundations and provided several local algorithms that work
based on limited neighborhood information. They also studied density require-
ments for achieving barrier coverage preserving connectivity requirements. These
papers [4,21,23,24] studied several different aspects of barrier coverage. Target
coverage problem is considered in [3,7,17] for tracking both static and moving
targets.

As we mentioned above, most of the existing works focus on static coverage
(full and barrier) with stationary configurations of sensors. Even with mobile
sensors, they focus mostly on achieving an optimized deployment through their
mobility without exploring dynamic coverage [18]. The concept of this kind of
coverage was originally studied in the context of robotics, e.g. [2], focusing mainly
on the coverage frequency. Li et al. [18] were the first to study sweep coverage
which necessitates the dynamic coverage in the context of mobile WSNs. They
studied sweep coverage with the objective of minimizing the number of mobile
sensors (i.e., MinSensorSweep) for required sweep coverage time period. The
sweep time period is given for any POI and the objective was to fulfill that
timing requirement minimizing the number of sensors. MinSensorSweep is
further studied by [10,11,18,22,30].

Roadmap. We discuss model and preliminaries in Sect. 2. We then present
and analyze two approximation algorithms for Not-Predefined-Start scenario of
MinDelaySweep in Sect. 3. We repeat this process for Predefined-Start scenario
in Sect. 4. We conclude in Sect. 5 with a short discussion.

2 Model and Preliminaries

We consider a set M = {s1, s2, . . . , sk} of k mobile sensors and a set P =
{p1, p2, . . . , pm} of m static POIs in the Euclidean plane R

2. We denote by ci

the position of the POI pi ∈ P in R
2, which is fixed. Each POI pi ∈ P has a

unique identifier (UID). We denote by dist(pi, pj) the Euclidean distance between
two POIs pi and pj . We assume that mobile sensors si ∈ M move at a constant
speed v in R

2. If speed is not the same, then the speed can be taken as a ratio
to compute the length of the trajectory that the mobile sensor should traverse.
Each sensor si has the limited sensing range and the POIs are said to be covered
(i.e., visited or scanned) only when the mobile sensors pass through the positions
of the POIs. We assume that the time is divided into time units and the unit
distance corresponds to one time unit.

We consider two scenarios of the problem. In the first scenario, called
Predefined-Start, all the mobile sensors si ∈ M start from the predefined posi-
tions to scan specific POIs along their trajectories and they go back to their
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predefined start positions after one complete traversal of their trajectories. They
then recharge their battery and start their next traversal. We ignore the time
to recharge mobile sensors assuming that it is negligible; if it is not the case
then, the recharging delay can also be taken into account while computing tra-
jectories. This represents a large class of mobile WSN applications where sensors
are highly power-constrained. In the second scenario, called Not-Predefined-Start,
the mobile sensors si ∈ M have no constraint on (battery) power and can scan
POIs in their trajectories for a quite long time without recharging. Therefore,
the mobile sensors do not need to go back to the predefined positions.

We study the sweep coverage problem with the objective of minimizing the
coverage delay, which we denote by MinDelaySweep. More precisely, we aim
to schedule k mobile sensors in M to scan the m POIs in P such that they
delay between subsequent visits to POIs by sensors is minimized and each POI
is scanned at least once in one traversal of any sensor. We have the following
definitions for MinDelaySweep.

Definition 1 ([18]). A POI is said to be t-sweep covered by a sweep algorithm
F if and only if it is covered at least once every t time units by the sensors
scheduled by F .

Definition 2 ([18]). A set of POIs are said to be globally sweep covered by a
sweep algorithm F if and only if every POI pi is ti-sweep covered under F .

Definition 3. The sweep coverage delay is the maximum ti among POIs under
F .

Definition 4. Given a set of k mobile sensors and a set of m POIs, the sweep
coverage delay minimization problem, MinDelaySweep, is to schedule k mobile
sensors to globally sweep cover the POIs such that the sweep coverage delay is
minimized.

Given M and P in the Euclidean plane R
2 and Not-Predefined-Start scenario,

the deployment of the POIs in P can be represented by an undirected weighted
complete graph G = (V,E,w), where V is the set of all POIs in P and, for any
two POIs pi and pj , there is an edge between them, i.e., (pi, pj) ∈ E. Moreover,
there is a weight function w : E → R

+ such that w(e) = dist(pi, pj) for an edge
e = (pi, pj) ∈ E. We denote by cmax := maxe∈E w(e), the maximum weight edge
in E.

In Predefined-Start scenario, the deployment of the POIs in P and the sensors
in M can be represented by an undirected weighed graph G′ = (V, V ′, E′,w),
where V is the set of all POIs in P, V ′ is the set of predefined start positions
of the mobile sensors in M, for any two POIs pi and pj , there is an edge e =
(pi, pj) ∈ E′, and w(e) = dist(pi, pj). Furthermore, for any start position si and
any POI pj , there is an edge (si, pj) between them such that e′ = (si, pj) ∈ E
and w(e′) = dist(si, pj).

Given G or G′ and k mobile sensors in M, the goal in MinDelaySweep is to
find a set of k trajectories to scan all m POIs in P such that the maximum length
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among k trajectories in minimized. MinDelaySweep is NP-hard. Take the Not-
Predefined-Start scenario and |M| = 1 (there is only one sensor in M such that
k = 1). This setting is equivalent to finding the minimum length Hamiltonian
path that passes through all POIs in P which is a well-known NP-hard problem.
Therefore,

Theorem 1. MinDelaySweep problem is NP-hard.

Since MinDelaySweep is NP-Hard, we look for approximation algorithms.
We use the existing literature on traveling salesman problem (TSP) and tree
cover problem (TC) and derive four approximation algorithms. Two approxi-
mation algorithms are for Not-Predefined-Start scenario and the rest two are for
Predefined-Start scenario.

We now provide several definitions which are useful later in the algorithms. A
tour is a path that visits all the POIs starting from some initial vertex (POI) v1
and ends at the same vertex v1 in G after visiting all the nodes of G exactly once,
i.e., R = {v1, v2, . . . , vm, v1}. Note that two subsequent nodes in R are connected
by an edge. A subtour is a tour that is obtained by dividing the tour R into more
than one segments such that a segment contains all the vertexes in the tour R
in the same order starting from some initial vertex of the subtour to the ending
vertex of that subtour. For example, if R is divided into two tours R1 and R2

starting from v1, then R1 = {v1, . . . , vt, v1} and R2 = {vt+1, . . . , vm, vt+1}.
A tree cover of a graph G is a set of trees T = {T1, . . . , Tk} such that

V =
⋃k

i=1 V (Ti). The cost of the tree Ti is defined by Cost(Ti) =
∑

e∈Ti
w(e).

The cost of a tree cover T is maxTi∈T Cost(Ti). An r-rooted tree cover of a graph
G is a tree cover T , where each tree Ti ∈ T has a distinct root r ∈ Z, where
Z ⊂ V denotes a set of root nodes. Note that the roots of Ti and Tj for i �= j
must be distinct. However, trees may share some nodes and edges to other trees.

3 TSP Tour Based MINDELAYSWEEP Algorithms

We present two algorithms, Not-Predefined-Start-TSP and Predefined-Start-TSP.
Not-Predefined-Start-TSP is suitable for Not-Predefined-Start scenario of Min-
DelaySweep and Predefined-Start-TSP is suitable for Predefined-Start scenario.

Not-Predefined-Start-TSP Algorithm. The pseudocode of Not-Predefined-
Start-TSP is given in Algorithm 1. The basic idea behind Not-Predefined-Start-
TSP is to find a trajectory for each sensor and ask that sensor to cover (scan)
the POIs that are in that trajectory. To find the trajectories, we use the the
well-known ideas on constructing a TSP tour and dividing the tour to obtain
k trajectories. For the TSP tour construction in G, Not-Predefined-Start-TSP
selects a node, say v1, among the POIs as a starting vertex and uses a known
algorithm for TSP (say Christofides [6]).

Denote the TSP tour obtained through this construction by R :=
{v1, v2, . . . , vm, v1} and let Cost(R) = L. R is then divided into k-subtours (or
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Algorithm 1. Not-Predefined-Start-TSP
1 Pick a POI v1;
2 Use an algorithm for TSP and find a TSP tour R = (v1, v2, v3, . . . , vn, v1) with

Cost(R) = L;
3 Let cmax be the longest edge in R. Remove cmax from R such that L = L− cmax;
4 For j ≤ 1 to j < k do
5 Find the last POI vl(j) such that the cost of the path from v1 to vl(j) along

R is not greater than j
k
L;

6 Obtain k subtours as
7 R1 = (v1, . . . , vl(1)), R2 = (vl(1)+1, . . . , vl(2)), . . . , Rk = (vl(k−1)+1, . . . , vn),
8 Add an edge from the last node in each subtour to its first node such that
9 R1 = (v1, . . . , vl(1), v1), R2 = (vl(1)+1, . . . , vl(2), vl(1)+1), . . . ,

Rk = (vl(k−1)+1, . . . , vn, vl(k−1)+1),
10 Assign one sensor to each Rj , 1 ≤ j ≤ k;

trajectories), say Rj , 1 ≤ j ≤ k, of almost equal length starting from v1. The
division process works as follows. Let cmax be the longest edge in R. Then, cmax

is removed from R such that L = L − cmax. Now, starting from v1, the POIs
that fall in R upto length L/k are assigned to R1 such that R1 = {v1, . . . , vl(1)},
where vl(1) the last vertex in R1. Similarly, starting from v1, the POIs that fall
in R upto length 2L/k except the POIs that are already in R1 are assigned
to R2 such that R2 = {vl(1)+1, . . . , vl(2)}, where vl(2) is the last vertex in R2.
According to this division, Rk = {vl(k−1)+1, . . . , vn} and we have k sub-tours.
Moreover, we have that Cost(Ri) and Cost(Rj), 1 ≤ i, j ≤ k, i �= j are at most
the factor of 2 from each other. The reasoning is that R is divided in to equal
fragments and the length of the edge between the last POI of one sub-tour
and the first POI of next subtour changes the length of each fragment only
by the factor of 2. These k subtours are updated by adding the starting ver-
tex of each subtour at the end of that tour to obtain one trajectory such that
R1 = {v1, . . . , vl(1), v1}, R2 = {vl(1)+1, . . . , vl(2), vl(1)+1}, and so on. As sensors
do not have predefined start positions and there are k sensors, these sensors are
randomly assigned to traverse k trajectories computed. We prove the following
theorem for the approximation ratio of Not-Predefined-Start-TSP.

Theorem 2. The approximation ratio of Not-Predefined-Start-TSP is at most
2δ, where δ is the approximation ratio of an algorithm for TSP.

Proof. Let LOPT be the length of the optimal tour for TSP in G. Moreover, let
L be the length of the TSP tour obtained using an algorithm for TSP. We have
that L = δ · LOPT , where δ be the approximation ratio of an algorithm used to
compute the TSP tour. Since the tour R is divided into k subtours, we have that
the time tTSP required to sweep each subtour Rj is such that tTSP ≤ 2δ·LOPT

v .
This is because the lengths of the subtours are within the factor of 2 from each
other. Let tOPT be the time period in the optimal solution. In other words, there
is a sweep algorithm A in which if we use k sensors moving at constant speed
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Algorithm 2. Predefined-Start-TSP
1 Pick a POI v1;
2 Use an algorithm for TSP and find a TSP tour R = (v1, v2, v3, . . . , vn, v1) with

Cost(R) = L;
3 For j ≤ 1 to j < k do
4 Find the last POI vl(j) such that the cost of the path from v1 to vl(j) along

R is not greater than j
k
(L − 2cmax) + cmax;

5 Obtain k-tour by forming k subtours as
6 R′

1 = (v1, . . . , vl(1)), R
′
2 = (vl(1)+1, . . . , vl(2)), . . . . R

′
k = (vl(k−1)+1, . . . , vn),

7 Assign each subtour R′
j to mobile sensors si ∈ M such that

c(si, R
′
j) ≤ c(sm, R′

j), si �= sm;
8 For j = 1 to j = k do
9 Update the subtour R′

j by adding sensor sj assigned to it in its beginning
and end and denote it by Rj ;

v each sensor will be visited in minimum time units. As LOPT is the length
of the shortest route for the corresponding TSP, we get tOPT ≥ LOPT

v for one
mobile sensor. Therefore, the approximation ratio of Not-Predefined-Start-TSP

is bounded by tT SP

tOPT
≤

2δ·LOPT
v
L
v

≤ 2δ. �	

Since Christofides’s algorithm [6] has approximation 1.5, we obtain:

Corollary 1. Using Christofides’s algorithm [6] for TSP tour, Not-Predefined-
Start-TSP achieves the approximation ratio of at most 3 for MinDelaySweep.

Predefined-Start-TSP Algorithm. The pseudocode of Predefined-Start-TSP
algorithm is given in Algorithm 2. The main idea of this algorithm is to find a
TSP tour R similar to Not-Predefined-Start-TSP. However, due to the predefined
start positions of the sensors, R need to be carefully split into k subtours and also
the sensors needs to be carefully assigned to cover the POIs in those subtours.
We use the approach of Frederickson et al. [9] to divide the tour R into k-
subtours. Moreover, after the tour is divided into k-subtours, the mobile sensors
that minimizes the cost Cost(si, Rj) is assigned to Rj to provide the coverage for
the POIs in Rj , where Cost(si, Rj) is the minimum distance from the position
of any sensor si ∈ M to any node in subtour Rj .

The k-SPLITOUR algorithm of Frederickson et al. [9] starts from some ver-
tex, say v1, and finds the last POI vl(j) in R such that the cost of the path from
v1 to vl(j) is not greater than j

k (L − 2cmax) + cmax, where cmax is the maximum
weight of an edge in E. Then it forms k subtours as R′

1 = {v1, . . . , vl(1)}, R′
2 =

{vl(1)+1, . . . , vl(2)}, . . . , R′
k = {vl(k−1)+1, . . . , vn}. Each subtour R′

j is assigned to
a sensor si ∈ M which minimizes the cost Cost(si, R

′
j). Finally, each subtour

R′
j is updated by adding the sensor that assigned to cover it in the beginning

and end to get Rj , i.e., if a sensor si is assigned to R′
j , then we have that

Rj = {si, vl(j−1)+1, . . . , vl(j), si}. That is, Rj is the trajectory for sensor si. We
prove the following results for the approximation ratio achieved by Predefined-
Start-TSP.
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Lemma 1. Let Ck be the cost of the largest of the k-subtours generated by Algo-
rithm 2. Algorithm 2 guarantees that Ck ≤ L

k + 2cmax(2 − 1
k ).

Proof. We have that Cost(R′
1) ≤ 1

k (L − 2cmax) + cmax. Similarly, Cost(R′
k) ≤

1
k (L − 2cmax) + cmax. For each j, 1 ≤ j ≤ k − 2, Cost(R′

j) ≤ 1
k (L − 2cmax).

Now, while updating the tours by adding the sensors that are assigned to
the subtour, we have that Cost(R1) ≤ Cost(R′

1) + Cost(v1, s1) + Cost(vl(1), s1).
We have that Cost(s1, v1) + Cost(vl(1), s1) ≤ 3cmax due to triangle equality,
since Cost(v1, vl(1)) ≤ cmax. Therefore, Cost(R1) ≤ 1

k (L − 2cmax) + 4cmax.

Similarly, Cost(Rk) ≤ 1
k (L − 2cmax) + 4cmax. For each j, 1 ≤ j ≤ k − 2,

Cost(Rj) ≤ Cost(R′
j) + Cost(sj , vl(j)+1) + Cost(vl(j+1), sj). Moreover, we have

that Cost(sj , vl(j)+1) + Cost(vl(j+1), sj) ≤ 4cmax.

Thus, Ck = maxj Cost(Rj) ≤ 1
k (L − 2cmax) + 4cmax ≤ L

k + 2cmax(2 − 1
k ). �	

We immediately have the following lemma for the optimal cost.

Lemma 2 ([9]). Let C∗
k be the cost of the largest subtour in an optimal solution

for the k-subtours. We have that C∗
k ≥ 1

kC∗, where C∗ is the cost of an optimal
TSP tour.

Theorem 3. Predefined-Start-TSP achieves the approximation ratio of at most
δ + 2 − 1

k , where δ is the approximation ratio of an algorithm for TSP.

Proof. We have that L ≤ δC∗, where C∗ is the cost of the optimal solution
for TSP. Moreover, we have that C∗

k ≥ 1
kC∗, and due to traingle inequality,

cmax ≤ 1
2C∗

k [9]. Therefore, combining Lemmas 1 and 2, and substituting L,
cmax, and C∗

k by their values, the theorem follows. �	

Corollary 2. Using Christofides’s algorithm [6] for TSP tour, Predefined-Start-
TSP achieves the approximation ratio of at most 7

2 − 1
k for MinDelaySweep.

4 Tree Cover Based MINDELAYSWEEP Algorithms

We present two algorithms, Not-Predefined-Start-TC and Predefined-Start-TC.
Not-Predefined-Start-TC is suitable for Not-Predefined-Start scenario of MinDe-
laySweep and Predefined-Start-TC is suitable for Predefined-Start scenario of
MinDelaySweep.

Not-Predefined-Start-TC Algorithm. The pseudocode of Not-Predefined-
Start-TC is given in Algorithm 3. Not-Predefined-Start-TC uses an unrooted tree
cover construction algorithm Unrooted-TC(G, k,B) to compute a set of k trees
T = {T1, . . . , Tk}. These k trees are then converted to k tours and assign one
sensor in each tree to scan the POIs that belong to those trees.

We discuss here the Unrooted-TC(G, k,B) algorithm of Even et al. [8] to
compute a set T of k trees given as input these three parameters: the graph G,
the number of trees k (which is equal to the number of mobile sensors in M),
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Algorithm 3. Not-Predefined-Start-TC
1 Use an algorithm Unrooted-TC(G, k,B) for the unrooted version of TC problem

and find a set of k trees T = {T1, . . . , Tk};
2 Transform each tree Ti ∈ T into a tour Pi using an appropriate tour

construction algorithm given a tree;
3 Assign a mobile sensor to each tour Pi to cover the POIs that are in that tour;

and a bound on the cost of each tree B. Unrooted-TC(G, k,B) then either returns
that the bound B chosen for the cost of the tree is too small or finds a tree cover
T = {T1, T2, . . . , Tk} of cost at most 4B for each Ti, 1 ≤ i ≤ k.

Unrooted-TC(G, k,B) of Even et al. [8] works as follows. It first removes the
edges of G with weight larger than B. This may divide G into a set of connected
components which are denoted by {Gi}. Then a minimum spanning tree MSTi

is computed for each Gi. After that Cost(MSTi) is computed and this cost is
divided by 2B to determine the number of trees ki required to cover the vertices
in Gi. If

∑
i(ki + 1) > k for ki determined for every Gi, then it gives more than

k trees which means that the estimate of B is small and Unrooted-TC(G, k,B)
has to repeat this process with larger B such that

∑
i(ki + 1) is equal to k. We

need exactly k trees since we have k sensors in M. When
∑

i(ki + 1) = k, then
each MSTi is decomposed to ki + 1 trees T j

i such that Cost(T j
i ) ∈ [2B, 4B),

where 1 ≤ j ≤ ki. The leftover of MSTi after constructing ki trees is assigned
to Li which is called the leftover tree. Therefore, Unrooted-TC(G, k,B) returns
in total k trees and Even et al. [8] showed that the cost of each tree is at most
4B.

Not-Predefined-Start-TC then transforms the k trees obtained using Unrooted-
TC(G, k,B) into k tours as follows. For each edge (i, j) ∈ T , we ask Not-
Predefined-Start-TC to add another edge between i and j with the same weight
w(ij). Note that the subgraph consisting only of the edges in T and these new
duplicate edges provides an Euler cycle. Note also that the total cost of the Euler
cycle is 2 times Cost(T ). Let P be that cycle. Then the tour is obtained as fol-
lows. If P has a sequence like i, j, l, . . . , o, i, p, then we replace it by i, j, l, . . . , o, p
(removing the second i in the sequence). The difference here in the total cost of
P is only due to the deletion of the second i. As the edge weights in G satisfy
triangle inequality, we have that w(op) ≤ w(oi)+w(ip). Therefore, this shortcut
process does not increase the cost of P and it is within 2 times the cost of T .

Even et al. [8] proved the correctness of Unrooted-TC(G, k,B) in the sense
that it returns a set of k trees with desired properties if proper cost bound B is
provided as an input. Our discussion of the Unrooted-TC(G, k,B) algorithm of [8]
for T construction is for an illustration purpose and other available algorithms
for the unrooted tree cover problem can also be used in Line 1 of Algorithm 3
to compute T . Therefore, we focus here on the general approximation ratio
achieved by Not-Predefined-Start-TC.

Theorem 4. The approximation ratio of Not-Predefined-Start-TC is at most 2γ,
where γ is the approximation ratio of an algorithm for the unrooted version of
TC.
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Proof. Let γ be the approximation ratio of the algorithm used to compute the
solution for the unrooted version of TC. In the tour construction process, we
increased the cost of each tree by a factor of at most 2. Therefore, the approxi-
mation of Not-Predefined-Start-TC is at most 2γ. �	

Since Even et al.’s algorithm [8] has the approximation ratio of 4 for the
unrooted version of TC, we obtain the following corollary.

Corollary 3. Using the Even et al.’s algorithm [8] Unrooted-TC(G, k,B), Not-
Predefined-Start-TC achieves the approximation ratio of 8 for MinDelaySweep.

Predefined-Start-TC Algorithm. The pseudocode of Predefined-Start-TC is
given in Algorithm 4. Predefined-Start-TC uses a rooted tree cover construction
algorithm Rooted-TC(G, k,B) to compute a set of k trees T = {T1, T2, . . . , Tk}
such that each tree Ti is rooted at a start position of a sensor. These k trees are
then converted to k tours using an appropriate tour construction algorithm and
the sensor that is in the start position (i.e., the root of the tree) is asked to to
scan the POIs that fall in those trees.

We discuss here the Rooted-TC(G, k,B) algorithm of [8] which takes as input
the same three parameters as in Unrooted-TC(G, k,B). Rooted-TC(G, k,B) then
either returns that the bound B chosen for the cost of the tree is too small or
finds a tree cover T = {T1, T2, . . . , Tk} of cost at most 4B for each Ti, 1 ≤ i ≤ k.

Rooted-TC(G, k,B) removes edges with weights greater than B and compute
k different minimum spanning trees Ti with k different roots as the starting
positions of the sensors. Some of the trees in Ti can be empty in the sense
that they may contain only the root node. Rooted-TC(G, k,B) then decomposes
each tree Ti into j trees such that Cost(T j

i ) ∈ [B, 2B), for every j, and assign
the leftover of the tree Ti after dividing it into j trees to the leftover tree Li.
According to the construction Cost(Li) < B. Each tree Cost(T j

i ) is then matched
to the roots that are at distance at most B from it. If not all tree are matched,
then it is the case that the bound B chosen is too small and Rooted-TC(G, k,B)
repeats this k tree construction and matching by choosing a larger value of B.
If all trees are matched then Rooted-TC(G, k,B) returns k trees rooted at the
start positions of k sensors.

The Predefined-Start-TC algorithm then transforms the k trees obtained using
Rooted-TC(G, k,B) into k tours similar to the technique we discussed in Not-
Predefined-Start-TC. Each tour Pi constructed for the tree Ti has the cost that
is at most 2 times the cost of Ti.

Even et al. [8] proved the correctness of Rooted-TC(G, k,B) in the sense that
it returns a set of k tree with desired properties of proper cost B is provided
as an input. Similar to Not-Predefined-Start-TC, our discussion of the Rooted-
TC(G, k,B) algorithm of [8] for T construction is for an illustration purpose and
other available algorithms for the rooted tree cover problem can also be used in
Line 1 of Algorithm 3 to compute T . Therefore, we prove the following theorem.
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Algorithm 4. Predefined-Start-TC
1 Use an algorithm Rooted-TC(G, k,B) for the rooted version of TC problem and

find a set of k trees T = {T1, . . . , Tk} rooted at the start positions of k sensors
(the roots are different for each tree);

2 Transform each tree Ti ∈ T into a tour Pi using an appropriate tour
construction algorithm given a tree;

3 Ask the mobile sensor in the start position that is in that tour Pi to cover the
POIs that are in Pi;

Theorem 5. The approximation ratio of Predefined-Start-TC is at most 2γ,
where γ is the approximation ratio of an algorithm for the rooted version of
TC.

Proof. Let γ be the approximation ratio of the algorithm used to compute the
solution for the rooted version of TC. Predefined-Start-TC modifies the tree cover
that is obtained by Rooted-TC(G, k,B) to form a tour in the expense of factor
2 increase in the cost of each tree. Therefore, the approximation of Predefined-
Start-TC is 2γ. �	

Since Even et al.’s algorithm [8] has the approximation ratio of 4 for the
rooted version of TC, we obtain the following corollary.

Corollary 4. Using the Even et al.’s algorithm [8] Rooted-TC(G, k,B)
Predefined-Start-TC achieves the approximation ratio of 8 for MinDelaySweep.

5 Concluding Remarks

We considered the fundamental problem of sweep coverage in mobile WSNs. We
studied this problem with the objective of minimizing the coverage delay given
the limited set of k sensors to cover a set of m POIs in the Euclidean plane.
For the future work, it is interesting to improve the approximation ratios of our
algorithms. For the practical aspect, it is interesting to experimentally evaluate
our algorithms, especially the tree cover based algorithms, on the performance
they achieve in real world scenarios.
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Abstract. Recently, the deployment of small-cell with overlay coverage
has emerged as a reliable solution for 5G heterogeneous network (Het-
Nets). While they provide useful properties, these architectures bring
several challenges in network management, including interference align-
ment, extensive back-hauling, and cell selection within HetNets. In this
work, we model the cell selection paradigm in 5G HetNets using a non-
cooperative game-theoretic framework, and we show that it admits an
equilibrium using mixed strategy Nash Equilibrium (NE) method.

Keywords: Game theory · 5G heterogeneous networks · Cell selection

1 Introduction

Over the last decade, anywhere and anytime wireless connectivity has become
a reality and has resulted in the increase of data traffic. 5G networks are antici-
pated to form a new generation of cooperative ubiquitous mobile networks meet-
ing the demand of mobile users. The noticeable growth of the resulting data
traffic is assumed to pose enormous loads on the radio spectrum resources in
future 5G networks.

Therefore, network densification using small-cells is considered to be a key
solution in the emerging networks. The deployment of small-cell in a given area
permit to provide a huge capacity gain and bring small base stations closer to
users’ devices. Nevertheless, the great deployment of small-cells presents several
challenges in network management, including interference alignment, extensive
back-hauling, and cell selection within HetNets.

Indeed, since the cell selection procedure is generally based on the received
signal strength, the heterogeneity of transmission power in the HetNets raises
the complexity of the network planning. However, such criterion is no longer
applicable due to the disproportion of transmission power. In addition, the max-
imum Signal to Interference plus Noise Ratio (SINR) based cell selection in the
case of HetNets affects the load balancing and does not guarantee the intended
performance in terms of spectral efficiency. For these reasons, we use game theory
to study the cell selection issue while maintaining the quality of service (QoS)
level required by users and maximizing the spectral efficiency.
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Consequently, the main contributions of this paper are as follows:

– We propose a non-cooperative game theoretic model describing the cell selec-
tion in 5G HetNets composed of small and macro-cells belonging to two dif-
ferent tiers. The proposed model considers two players User Equipment (UE)
and Base Station (BS) with different utility functions.

– We prove the convergence of the proposed game using a mixed strategy NE.
– We design a cell selection method for 5G HetNets where we consider simulta-

neously the UEs′ strategies and the BSs′ strategies. We show through simu-
lation the effectiveness of the proposed game in reducing the users’ blocking
rate and enhancing the network performances in 5G HetNets.

This paper is organized as follows. Section 2 gives a brief profile about related
work. In Sect. 3, we describe the network architecture and we present the cell
selection game model. In Sect. 4, we present the equilibrium determination in
the cell selection game model. Section 5, we evaluate the performance of the
proposed game through simulation work. Finally, Sect. 6 concludes the paper.

2 Related Work

Game theory is a part of applied mathematics which is concerned with the
decision made in a conflict situation. It provides a large set of mathematical
tools modeling and analyzing interactions among the rational entities based on
the gain perceived by these entities. In addition to the economic domains, game
theory is also employed in communication engineering to solve several kinds of
problems concerning power control, resource allocation, radio access technology
(RAT) selection, and node participation. It has been widely used to analyze the
cooperative and non-cooperative behaviors of mobile nodes in the cell selection
issue within a HetNet. In this context, many studies have been conducted toward
the application of game theory in cell selection issue within the HetNets.

Authors in [5] proved the convergence to the NE for a wireless interface
selection with three main broadband technologies. Authors in [1] studied the
dynamics of RAT selection games in HetNets where users selfishly select the
best RAT while maximizing their throughput. Through simulation results they
noticed that the proposed game converge to NE within a small number of switch-
ing. However, in these works, the throughput is considered as the only objective
function without considering the pricing scheme.

In [8], authors proposed a non-cooperative game for RAT selection where
they considered a throughput function and a pricing function. However, through
simulation results, they concluded that the convergence time and the pertinence
are improved when users have sufficient information about each other and about
the network, which is not the case in the real world applications.

Moreover, the aforementioned papers consider that the HetNet belongs to
the same network operator. In [2], authors investigated cell selection issue in a
HetNet composed of small and macro-cells belonging to two different tiers. They
proposed a non-cooperative game getting the best distribution of UEs among



30 M. Gharam and N. Boudriga

small and macro BSs and they proved the convergence to a NE. However, since
each BS is able to serve a limited number of users, the users’ blocking rate could
increase when the users’ number is growing, which may decrease the system QoS.

Therefore, this work consider a non-cooperative cell selection game in 5G
HetNets composed of small and macro-cells belonging to two different tiers. The
proposed game takes into consideration a capacity and a pricing functions. In
this game the users’ blocking rate is improved by contributing several BSs of
different network operators in the communication. Such network operators must
have build a prior agreement between them (as referred to as communication
agreement [4]) allowing a free movement over the cells of different operators
(Table 1).

Table 1. Comparison between existing works

Reference Cells belonging

to different tiers

No need for

other users’

information

No need for

network’s

information

Cross-tiers

interference

protection

Users’

blockage

protection

Naghavi [8] ×
Dhifallah [2] × × × ×
Our proposal× × × × ×

3 Network Architecture and Model Description

3.1 Network Architecture

We consider a HetNet, depicted in Fig. 1, consisting of small-cell base stations
(S −BSs) added in the area of macro-cell base station (M −BS) improving the
system throughput and enhancing the flexibility to offload data traffic from M −
BSs. M−BSs and S−BSs are deployed by different operators and they interact
according to communication agreements. The coverage area of M −BSs may be
overlapped to deal with the coverage hole problem. Moreover, we assume that
the entire spectrum is divided into sub-bands, where each sub-band is assigned
to a specific BS to reduce the cross-tiers interference. We also assume that users
are in mobility and may request a service from a M − BS or a S − BS.

Indeed, when a mobile user selects a S − BS, this latter accepts to serve it
only when its maximum capacity is not reached yet, otherwise, it can redirect
the request to the closest M − BS of the same operator, or to a M − BS of an
other operator according to the communication agreement established between
the operators. However, when the user selects a M − BS to serve it, this latter
may accepts the request whenever its maximum capacity is not yet reached, or
forward the request to the closest BS belonging to the same or different operator.

Therefore, the BS′s decision depends on its own capacity and on the neigh-
boring node’s capacity, which represents the maximum number of users that can
serve. The capacity of each BS is limited in order to guarantee the required
QoS. Hence, the income of each BS depends on the total number of UE that it
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serves and on the total number of UE served by the whole network. Once the
UE′s request is accepted by a given BS, the latter must pay the service fees.
These fees are shared between the BSs involved in the communication.

Fig. 1. Heterogeneous network architecture

3.2 Cell Selection Game Model

This sub-section is devoted to present the theoretical model that we proposed in
order to find an appropriate cell selection scheme in a HetNet. To this end, we
consider that, at the time t, a UE is near to a S −BS and receives a high SINR
from the close M −BS, as well. We assume that there is a QoS threshold defined
in advance permitting the S−BS to delegate the UE to the best closest M −BS
even if that decreases its revenue. Therefore, we propose a non-cooperative game
with two players (UE and BS). Each player has different set of pure strategies,
Table 2, where it selfishly selects the strategy that ensures him the greater payoff.
Thus, the UE′s utility function is based on the link capacity with the selected
BS. However, the BS′s utility function depends on the service price of a served
user at a time t. Therefore, we propose the following strategy combinations:

Select S − BSi & S − BSi Serves UE: In this strategy combination, the UE
is very close to the S − BSi and its signal is stronger than its M − BSi. At
the same time, the S − BSi strategy is to serve this UE because the maximum
number of UEs that it can serve is not reached. In this case the UE and the
BS have the same strategy. Therefore, the UE′s payoff is:

X11 = CS−BSi
(t) + GUE,S−BSi

(t)

where CS−BSi
(t) is the normalized link capacity when the UE is associated to

the S − BSi, expressed by:

CS−BSi
(t) =

WS−BSi
(t)log2(1 + SINRS−BSi

)
max(CS−BSi

(t))

With WS−BSi
(t) is the used bandwidth and SINRS−BSi

is the signal to inter-
ference plus noise ratio of the S − BSi.
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GUE,S−BSi
(t) is the UE′s gain when it selects the S − BSi, expressed by:

GUE,S−BSi
(t) =

WA

WT
+ CS−BSi

(t)

with WA is the available sub-band and WT is the total sub-band.
The BS′s payoff is: Y11 = PUE,S−BSi

(t), where PUE,S−BSi
(t) is the price of

the service provided by the S − BSi to the UE at time t, expressed by:

PUE,S−BSi
(t) =

PS−BSi
× NS−BSi

NT

With PS−BSi
is the unit price of S − BSi’ service, NS−BSi

is the total number
of UEs served by S − BSi, and NT is the total UEs′ number in the network.

Select S − BSi & M − BSi Serves UE: The UE in this case is close to the
S − BSi, but this latter can not serve it because the maximum number of UEs
that it can serve is reached. The S − BSi receives the request of the UE and
redirects it to its M − BSi. In this case, the UE payoff is:

X21 = CM−BSi
(t)

Where CM−BSi
(t) is the normalized link capacity when the UE is associated to

the M − BSi, expressed by:

CM−BSi
(t) =

WM−BSi
(t)log2(1 + SINRM−BSi

)
max(CM−BSi

(t))

with WM−BSi
(t) is the used bandwidth and SINRM−BSi

is the signal to inter-
ference plus noise ratio of the M − BSi. The BS′s payoff is:

Y21 =
PUE,M−BSi

2

where PUE,M−BSi
(t) is the price of the service provided by the M − BSi to the

UE at time t, expressed by:

PUE,M−BSi
(t) =

PM−BSi
× NM−BSi

NT

With PM−BSi
is the unit price fixed for the M − BSi, NM−BSi

is the total
number of users served by M − BSi, and NT is the total number of users in the
whole network. PUE,M−BSi

(t) is divided by 2 because the request of the UE is
firstly sent to the S −BSi then it is redirected to the M −BSi. In this case, the
price of the service is shared between S − BSi and M − BSi.

Select S − BSi & M − BSj Serves UE: The UE in this case is close to the
S − BSi, but this latter can not serve it because the maximum number of UEs
that it can serve is reached. The S − BSi receives the request of the UE and
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redirects it according to a communication agreement to the closest M − BSj

through the M − BSi. Therefore, UE′s payoff is:

X31 = CM−BSj
(t)

where CM−BSj
(t) is the normalized link capacity when the UE is associated to

the M − BSj belonging to an other operator, expressed by:

CM−BSj
(t) =

WM−BSj
(t)log2(1 + SINRM−BSj

)
max(CM−BSj

(t))

With WM−BSj
(t) is the used bandwidth and SINRM−BSj

is the signal to inter-
ference plus noise ratio of the M − BSj . The BS′s payoff is:

Y31 =
PUE,M−BSj

(t)
3

Where PUE,M−BSj
(t) is the price of the service provided by the M −BSj to the

UE at time t, expressed by:

PUE,M−BSj
(t) =

PM−BSj
× NM−BSj

NT

With PM−BSj
is the unit price fixed for the M − BSj , NM−BSj

is the total
number of users served by M − BSj , and NT is the total number of users in
the whole network. PUE,M−BSj

(t) is divided by 3 because the communication
includes three entities (S − BSi, M − BSi, and M − BSj). In this case, these
entities will share the price of the service paid by the UE.

Select M−BSi & S−BSi Serves UE: In this case the UE selects the M−BSi

as it provides the best signal strength, but this latter cannot serve it because
the maximum number of UEs that it can serve is reached. So, the M − BSi

redirects it to the closest S − BSi in order to balance the load and provides a
better QoS to the served UEs.

Therefore, the UE′s payoff is: X12 = CS−BSi
(t).

And, the BS′s payoff is: Y12 = PUE,S−BSi
(t)

2 , where PUE,S−BSi
(t) is divided

by 2 because the request is firstly sent to the M − BSi then it is redirected to
the S − BSi belonging to it. Therefore, M − BSi and S − BSi will share the
service price paid by the UE.

Select M − BSi & M − BSi Serves UE: In this strategy combination, the
UE selects the M −BSi while the M −BSi strategy is to serve the UE because
in this instant it is off-loaded. In this case the UE and the BS have the same
strategy. Therefore, UE′s payoff is:

X22 = CM−BSi
(t) + GUE,M−BSi

(t)

GUE,M−BSi
(t) is the UE′s gain when it selects the M − BSi, expressed by:

GUE,M−BSi
(t) =

WA

WT
+ CM−BSi

(t)

The BS′s payoff is: Y22 = PUE,M−BSi
(t).
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Select M − BSi & M − BSj Serves UE: The UE in this case is close to
the M − BSi, but this latter can not serve it because the maximum number
of UEs that it can serve is reached. In this case, the M − BSi redirects the
request of the UE to the closest M − BSj that offers the best QoS according to
a communication agreement.
Therefore, UE′s payoff is: X23 = CM−BSj

(t).

The BS′s payoff is: Y23 =
PUE,M−BSj

(t)

2 ,
PUE,M−BSj

(t) is divided by 2 because the request is firstly sent to the M −BSi

then it is redirected to the M −BSj which has a communication agreement with.
Therefore, M − BSi and M − BSj will share the service price paid by the UE.

Table 2. Matrix game

4 Equilibrium Determination in Cell Selection Game

The NE represents the solution for players in non-cooperative games. One of the
essential objectives in this work is to prove the existence of NE. There are two
main types of NE defined in non-cooperative game [7], the pure strategy and the
mixed strategy. In a pure strategy, each player’s strategy is the best response to
the strategies of other players. However, it is not suitable for the cell selection
game because it leads to the non-causal problem even if the game processes a
pure strategy [3]. Thus we introduce the concept of mixed strategy NE.

A mixed strategy for player i is a probability distribution over his set of
available actions. In other words, if player i has Ki actions, a mixed strategy is
Ki dimensional vector p = (p1, p2, ..., pK) where 0 ≤ pk ≤ 1 and

∑K
k=1 pk = 1.

In our situation, we consider that each UE has 2 possible actions consisting
of KUE = {select S − BSi, select M − BSi}, and each BS has 3 possible
actions consisting of KBS = {S − BSi serves UE, M − BSi serves UE, M −
BSj serves UE}. According to the NE theory, there is a mixed strategy NE
where player1 playing (action1, p∗

1, p∗
2) and player2 playing (action1, q∗) do not

have interest to change their actions. Our objective is finding p∗
1, p∗

2, and q∗.

Theorem

Let p∗
1 ∈ [0,

GUE,MBSi
(t)

GUE,MBSi
(t)+GUE,SBSi

(t) ] and p∗
2 = p∗

1×GUE,SBSi
(t)

GUE,MBSi
(t) , be the opti-

mal probabilities of the UE when it decides to select S − BSi and let q∗ =
2PUE,MBSi

(t)−PUE,SBSi
(t)

2(PUE,SBSi
(t)+PUE,MBSi

(t)) + PUE,MBSi
(t)−PUE,SBSi

(t)

2PUE,SBSi
(t)+ 2

3PUE,MBSi
(t))

, be the optimal proba-

bilities of the BS when it decides that the S − BSi serves the UE.
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There is a mixed strategy NE, UE (select S −BSi, p∗
1, p∗

2), BS (S −BSi serves the
UE, q∗) where the UE selects the S − BSi if the probability p1 > p∗

1 and p2 > p∗
2

and the BS′s action is S − BSi serves the UE if q > q∗.

Proof

• We consider the UE strategies:
– If the UE plays (select S − BSi), its expected payoff is:

E(select S − BSi) = p1X11 + p2X21 + (1 − p1 − p2)X31

– If the UE plays (select M − BSi), its expected payoff is:

E(select M − BSi) = p1X12 + p2X22 + (1 − p1 − p2)X23

After all calculation made, the UE will select the S−BSi when E(select S−BSi)

is greater than E(select M − BSi) =⇒ p1 > p∗
1 and p2 > p∗

2, where:

p∗
1 ∈ [0,

GUE,MBSi
(t)

GUE,MBSi
(t) + GUE,SBSi

(t)
] and p∗

2 =
p∗
1 × GUE,SBSi

(t)
GUE,MBSi

(t)

with 0 < p∗
1 ≤ 1 ; 0 < p∗

2 ≤ 1.

• We consider the BS strategies:
– If the BS plays (S − BSi serves the UE), its expected payoff is:

E(S − BSi serves the UE) = qY11 + (1 − q)Y12

– If the BS plays (M − BSi serves the UE), its expected payoff is:

E(M − BSi serves the UE) = qY21 + (1 − q)Y22

– If the BS plays (M − BSj serves the UE), its expected payoff is:

E(M − BSj serves the UE) = qY31 + (1 − q)Y32

After all calculation made, the BS will choose the strategy S − BSi serves the
UE when E(S − BSi serves the UE) is greater than E(M − BSi serves the UE)

and greater than E(M − BSj serves the UE) =⇒ q > q∗, where:

q∗ =
2PUE,MBSi

(t) − PUE,SBSi
(t)

2 (PUE,SBSi
(t) + PUE,MBSi

(t))
+

PUE,MBSi
(t) − PUE,SBSi

(t)
2PUE,SBSi

(t) + 2
3PUE,MBSi

(t))

4.1 System Features

In this game, the two set of players have different requirements, the UEs′ need
is to select the cell that provides the required QoS during mobility, whereas, the
BSs′ aim is to distribute the users between different cells in order to balance the
load. These requirements are affected by the variation of the number of users
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served in the whole network. Moreover, the players’ strategies are based on the
probability value that depends principally on their requirements.

As indicated before, p∗
1 and p∗

2, represent the optimal probabilities of the UE
when it decides to select S − BSi. Their expressions depend on the UE′s gain.
These probabilities are affected by the increased number of users in the network.
Therefore, p∗

1 and p∗
2 will decrease when the number of users served by the cell is

increasing, because more the cell becomes charged, more the QoS is deteriorated.
On the other hand, q∗ represents the optimal probability of the BS when it

decides that the S − BSi serves the UE. Its expression depends on the service
price, which is firstly affected by the number of users in the whole network.
Indeed, when the number of users in the whole network is increasing, q∗ will
increase because in load time, the BS player decides that the S −BSi serves the
users in order to balance the load. However, when the network is few charged,
the M − BSi accepts most of users’ request as the required QoS is respected.

Also the expression of q∗depends on the number of BS involved in the
communication, which is denote by α and can take three possible values
(α = 1, 2, or 3). Indeed, in the case of α = 1, the UE and the BS select
the same strategy, then the service price is given to the cell that serves the UE.
In the case of α = 2, the UE selects S − BSi or M − BSi and the BS redi-
rects the request to an other one belonging to the same operator, or, the UE
selects M − BSi and the BS redirects the request to M − BSj belonging to an
other operator, then the service price is divided between the selected cell and
the serving cell. Finally, in the case of α = 3, the UE selects S − BSi and the
BS redirects the request to M − BSj belonging to an other operator, then the
service price is divided between S − BSi, M − BSi and M − BSj .

5 Performance Evaluation

In this section, we evaluate the performances of the proposed non-cooperative
cell selection game within 5G HetNets using MATLAB software. As depicted
in Fig. 2(a), we consider an urban zone implementing two macro-cell BSs with
radius of 800 m for each one. We assume that the coverage areas of the M −BSs
are overlapped. In addition, we consider that each M − BS is overlaid by 5
S − BSs where each S − BS radius is equal to 100m. We also assume that the
network is full charged when each M − BS serves 30 users and each S − BS
serves 10 users simultaneously. The main parameters of this simulation are based
on works presented in [2] and in [6] and they are listed in Fig. 2(b).

In Fig. 3, we present the best response function of each player when the net-
work is half charged (55 UEs). As indicated in the previous section, q represents
the probability of the BS to decide that S − BSi, M − BSi, or M − BSj serves
the UE. However, p2 = p1×GUE,SBSi

(t)

GUE,MBSi
(t) represents the probability that the UE

selects S − BSi or M − BSi during mobility. Indeed, when the BS decides that
the S −BSi serves the users with less than 50% of probability q, the UE should
choose to select S − BSi with 0% of probability p2. And whenever BS chooses
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Fig. 2. Communication environment

Fig. 3. Combined best response functions

that the S − BSi serves the users with more than 50% of probability q, the UE
should choose to select S − BS with 100% of probability p2.

The same thing for UEs′ strategies. When the UE selects S − BSi with a
rate lower than the range between [0%, 59%] of probability p2, the BS should
choose that S − BSi serves the UE with 0% of probability q. And whenever the
UE selects S − BSi with a rate more than the range [0%, 59%] of probability
p2, the BS should decide that S − BSi serves the UE with 100% of probability
q. Since p2 varies according to the variation of p1 between p1−min and p1−max,
a set of p2 optimal probability are detected. Therefore, the mixed strategy NE
is the set of values (p∗

2 ∈ [0, 0.59] and q∗ = 0.5) representing the intersection of
the BS′s best response functions with the UE′s best response function.

Now, we study the evolution of (p∗
1, q∗) according to the variation of the

UEs number. p∗
1 represents the optimal probability of the UE when it decides

to select S −BSi strategy. Figure 4(a), shows the behavior of p∗
1 with the growth
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Fig. 4. Evolution of p∗
1, q

∗ in function of UEs number

of the UEs’ request on the network. Indeed, when the network is half charged
(UEs number ≤ 40 users), p∗

1 is around 0.3. In this case, the S −BSi, M −BSi,
and M −BSj offer the same QoS to the UE. However, when the number of UEs
associated to the S − BSi increases, p∗

1 decreases until it reaches the minimum
when the network is full charged. In this case, the UE looks for the cell that
provide a better QoS than its best S − BSi.

Fig. 5. The rate of S − UE from the total UE number

Figure 4(b), shows the evolution of q∗ with the increase of the total number
of UEs associated to the whole network. q∗ represents the optimal probability
of the BS when the S −BSi serves the UE. We notice that q∗ increases slightly
until the network becomes half loaded. When the UEs number exceeds the half
of the network capacity, q∗ increases significantly until reaching its maximum
when the network is full loaded. In the beginning of the load time, the BS decides
that the S −BSi serves a few number of UEs’ request since the M −BSi is low
loaded. However, in load-off time, S −BSi accepts most of the received requests,
as long as the required QoS is respected, in order to balance the load.
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Figure 5 presents the load of the S − BS network compared to the overall
load. In the loaded time, the global network strategy tends to associate UEs to
the S−BSs in order to balance the load between macro and small-cells. However,
in the load-off time, the selection strategy tends to distribute the UEs.

6 Conclusion

In this paper, we focused on the cell selection issue during mobility in 5G Het-
Nets. To this end, we proposed a non-cooperative cell selection game with two
players (UE and BS). This game realizes an equilibrium in the UEs distri-
bution while respecting the required QoS and maximizing the network’s gain.
Simulation results are provided to show the performance of the proposed game.
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Abstract. Free space optical (FSO) transmission is a technology which
uses a narrow laser beam to transmit the signal from the source to the
destination through the free space. Although it has various advantages, a
laser beam propagating through the atmosphere is subjected to different
kind of disturbances causing the attenuation of the signal and, in some
extreme conditions, leading to the link outage. In fact, the atmospheric
turbulences and the chemical nature of the medium is the main source
of link attenuation. In this paper, we present the different challenges of
FSO communications: absorption, pointing errors, atmospheric turbu-
lence and scattering phenomenon. Moreover, based on the strength of
turbulences, we will detail the FSO channel modeling. Then, we intro-
duce some techniques to overcome the weakness presented by FSO link
under different strength of atmospheric turbulences.

Keywords: Absorption · Atmospheric turbulence · Misalignment · RF

1 Introduction

Free space optical communications (FSO) have witnessed a growing interest in
the last few decades due to its various advantages. In fact, FSO communications
ensure secure communications using straight line to transmit data. Thus, the
whole communication channel is in the visible area and any tapping activity will
be detected [1]. In addition, the cost of FSO installation is low compared to
the optical fiber and RF systems [2]. The FSO systems use a laser beam with
a frequency in the range of Terahertz (THz). This frequency makes it able to
support a large bandwidth which in turn ensures a high data rate compared to
the conventional RF systems (10 to 100 Mbps) [3]. The FSO technology can be
used for indoor or outdoor transmissions. Despite its various advantages, FSO
communications have several limitations. FSO systems suffer from being highly
sensitive to atmospheric and weather conditions. In the nature, fog is the biggest
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challenge for FSO communications [4,5,8]. In addition, fog affects the transmis-
sion where the waves are in the visible and the infrared ranges. This is due to the
fact that, in these ranges, the fog’s particles and the wavelength of laser beam
have the same order of magnitude. Several experimental tests were made to
study the influence of fog on FSO. These studies serve to characterize and mea-
sure the attenuation of the laser beam. In [6], the authors have presented several
empirical models to predict the fog attenuation, then they identify the most rig-
orous model. They have found that the attenuation depends on the wavelength
of FSO transceiver and on the visibility. On the other hand, link performances
depend also on the nature and on the chemical composition of the propaga-
tion medium. The transmitted light can react with the particles presented in the
atmosphere causing beam spreading, known as aerosols [7]. Hence, an interaction
with the particles leads to several phenomenon that affect the link, e.g., absorp-
tion, scattering and atmospheric turbulences. Atmospheric turbulence is due to
the unequal distribution of humidity and temperature in different parts of the
atmosphere [8]. Several research works were conducted to investigate the effect
of atmospheric turbulences on communications performances. Their studies sup-
ported by experimental tests show the effects of weather conditions and factors
on the refractive index known also as the strength of atmospheric turbulences. In
[9], Augustine et al. have used an experimental indoor test in order to evaluate
the effects of thermal turbulence on the laser beam in term of refractive index.
They have studied the fluctuation of the refractive index using the experimental
data and Andrews and Phillips model. They have found that the refractive index
is depending on the temperature. In [10], an experimental test of beam wander
variance induced by the atmospheric turbulence has been studied. The test was
made using an optical turbulence generator chamber. They confirmed that the
increase of temperature gradient can cause serious impairment of FSO link. In
[11], the authors made an experimental test to show the effects of harsh climate
on FSO communications. They found that the temperature has the strongest
effect on the link performance.

The remainder of this paper is organized as follows: In Sect. 2, we present
an overview of the different source of impairments affecting the FSO commu-
nications. Then, we present the FSO channel model in Sect. 3. In Sect. 4, we
introduce the different techniques used to overcome the weakness of FSO link
under different strength of atmospheric conditions. Finally, Sect. 5 concludes this
paper.

2 FSO Challenges

In FSO communications, laser beam is spread through the atmosphere from the
transmitter to the receiver. This beam is subject of many sources of attenuation.
In fact, the laser reacts with the atmosphere particles causing the attenuation of
the signal. The total atmospheric attenuation is due to the scattering and to the
absorption phenomena. In fact these phenomenon result from the interactions
between the laser beam and the molecules of the gas and the aerosols present in
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the atmosphere. As given by [4,12], the aerosol is a set of particles of different
forms: such as spherical or irregular. In the following, we will present the different
challenges for the FSO transmissions.

2.1 Absorption

Absorption of the laser beam is caused by the interaction of the emitted pho-
tons and the molecules/atoms existing in the atmosphere (i.e., N2, CO2, H2O,
O2, etc.). This interaction leads to the disappearance of some photons and their
energies will be converted to heat causing an elevation of the temperature. The
absorption is considered as “selective wavelength” phenomenon due to its depen-
dence on the type of gas and its concentration in the atmosphere. The wavelength
range is divided into two principal zones: Transparent and opaque zones. For,
the wavelengths at the first zone, the absorption is considered minimal and it
can be neglected. However, in the blocking zone, the absorption is maximal [12].
In order to overcome the effects of atmospheric absorption on laser beam prop-
agation and taken into account that it is too difficult to control the chemical
composition of the atmosphere, the FSO systems are made with wavelengths
falling in the transparent zone. Thus, in the experimental work, the absorption
phenomenon is neglected and the atmospheric attenuation is depending only on
the scattering coefficient.

2.2 Scattering Phenomenon

Scattering phenomenon is depending on the size of aerosols and molecules present
in the atmosphere. Based on the size of these particles, the scattering can be
classified into Rayleigh and Mie scattering. The Rayleigh scattering appears
when the particle size (r) is relatively small compared to the wavelength λ of
incident beam (i.e., r < λ/10). However, the Mie scattering appears when the
aerosols size are comparable to the wavelength of the transmitted light (i.e.,
λ/10 < r < 10λ). In the nature, the most known phenomenon causing scattering
are fog and haze. In fact, the fog’s particles and wavelength of the incident light
have the same order of magnitude, reacting together leads to the apparition of
Mie scattering phenomenon. In the nature, the fog appears as clouds touching
the ground formed from the water vapor. In fact, when the water vapor present in
the atmosphere becomes in excess, the surplus of vapor condenses. Hence, when
warm and moist air flows over a colder surface the fog appears. As a result, the
fog particles reduce the atmospheric visibility. The visibility is defined as the
greatest distance at which an object can be clearly seen by a human observer. It
is measured by the Runway Visual Range (RVP) which refers to the path length
crossed by a luminous flow until its intensity is reduced to 5% of its original
value.

2.3 Pointing Errors

The laser beam, transmitted by the source to the destination, is travelling in a
straight line. Thus, any misalignment between the transmitter and the receiver
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causes pointing errors that affect the link performances. These pointing errors
are mainly caused by building sways, mechanical vibrations, dynamic wind loads
and thermal expansion. The effects of pointing errors on FSO transmission are
considered as critical issues because these errors would increase the outage prob-
ability and bit-error rate and consequently decrease the channel capacity [13,14].
In order to mitigate the misalignment fading many techniques can be used. In
fact, complex tracking mechanism can be employed to align the laser beam
between the transmitter and the receiver by using a feedback channel. However,
the FSO systems based on this mechanism are expensive [15]. On the other
hand, for short distance, a laser beam with an increase in the power budget is
considered as a suitable solution [16].

2.4 Atmospheric Turbulence

The large amount of solar irradiance absorbed by the earth surface causes an
important increase of the ambient temperature and leads to the formation of
warm air around the ground. This warm air passes over the surrounding air and
leads to the inhomogeneity of the ambient atmosphere. This inhomogeneity is
manifested by the formation of cells and eddies with different sizes and tem-
peratures and with different refractive index [8,17,18]. The refractive index is
the key factor of scintillation phenomenon caused by the atmospheric turbulence
and characterizes the strength of atmospheric turbulence. In general, refractive
index depends on altitude and weather factors such as temperature, solar irra-
diance and humidity [17,19]. The eddies react with the transmitted laser beam
and cause random phase and amplitude variations of the received signal inducing
distortion in the optical wave front. This phenomenon is called “scintillation”
and it is responsible of the signal degradation and of the fading of the received
power [20,21].

3 Channel Model

The atmospheric turbulences are random fluctuations of the intensity and the
phase of the received signal. In the literature, several models are employed to
explore the intensity of these fluctuations. The most used models are Log-Normal
and Gamma- Gamma. In fact, for low to moderate turbulences, the fading can be
modeled by Log-Normal distribution, while for moderate to strong turbulence;
the fading is modeled by Gamma-Gamma distribution [13,14].

3.1 Log Normal Model

The density probability function (PDF) of Log-Normal distribution is given as
follow

fh (h) =
1√

8πhσ
exp

{
−

(
ln(h) + 2σ2

)2
8σ2

}
(1)

where h is the normalized channel fading, σ is the scintillation index character-
izing the strength of atmospheric turbulence.
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3.2 Gamma-Gamma Model

The density probability function (PDF) of Gamma-Gamma distribution is given
as follow

fh (h) =
2(αβ)(α+β)/2

Γ(α)Γ(β)
h

(α+β)
2 −1Kα−β

(
2
√

(αβh)
)

, (2)

where the parameters α and β are related to the atmospheric conditions and
represent, respectively, the effective number of large and small scale eddies of
the scattering process. Kn(.) is the modified Bessel function of the second kind
of order n and Γ(.) denotes the Gamma function. The parameters α and β are
given by [22] and denote the effective number of large and small scale eddies.

4 Techniques to Mitigate the Effect of FSO’s Challenges

To bridge this gap and overcome the weakness of FSO link under strong atmo-
spheric turbulence, several techniques are used. In the following, we will present
some techniques already existed and have been tested.

4.1 Hybrid FSO/RF System

This technique consists of adding an RF link to the FSO link. This setup can
exist into two configurations.

(1) Hard switching configuration: For the hard switching configuration, at any
time only one link is active while the other link is idle. In fact, while the
atmospheric conditions are favorable, the FSO is active. Otherwise, the RF
will be activated and FSO goes into idle state, Fig. 1. However, the disadvan-
tage of this approach is that the RF link can be selected for a large period
and the channel capacity of FSO link is wasted.

(2) Soft switching configuration: In the soft switching, the two links are activated
simultaneously, Fig. 2. In this configuration, the use of channel coding (i.e.,
Raptor codes,...) is mandatory. In fact, the data is encoded then sent through
the two links. At the receiver side, the data is collected from the two links
and it is stored, then decoded and interpreted.

The performances of the soft and hard switching configurations, under foggy
weather, is presented in [23]. They have found that the encoded system (i.e. soft
switching approach) can provide significantly higher throughput particularly in
adverse weather condition than the hard switching configuration. On the other
hand, the performance of soft switching configuration under harsh climate has
been studied in [24]. The authors have found that the soft switching configuration
under harsh and desert climate with high temperature ensures a high level of
quality of service compared to the individual FSO link.
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Fig. 1. Hybrid FSO/RF hard switching configuration.

Fig. 2. Hybrid FSO/RF soft switching configuration.

4.2 Hybrid Automatic Repeat Request

In most of the recent related works, the HARQ (automatic repeat request) proto-
cols are used on FSO communications. These protocols are used to overcome the
loss of data presented under atmospheric turbulences. The main idea of HARQ is
based on the acknowledgment (ACK) received from the receiver [14]. If a positive
ACK is received that means that the transmitted packet was received without
error. Thus, the sender will move to the next packet. However, when a negative
ACK (NACK) is received, which means that an error affected the transmitted
packet, a re-transmission is then required. The re-transmission process continues
until a positive ACK is received or a maximum number of rounds M is achieved.
Note that, the process of re-transmission depends on the type of HARQ used.
In the following we will present two types of HARQ.

(1) HARQ with incremental redundancy (HARQ-IR): For the HARQ-IR, for
each packet generated by the transmitter, a number of parity bits are added.
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A positive ACK is sent in case of successful decoding. In contrary, in case
of decoding failure, the erroneous packet is stored in a buffer at the receiver
and a NACK is sent to the transmitter. In the second round, new parity bits
are generated then sent to the receiver. This process continues until an ACK
is received or M rounds are achieved. Thus, each round contains different
parity bits. After each rounds, at the receiver side, a combination of all the
stored parity bits is carried out which ensure a high successful decoding.

(2) HARQ with chase combining (HARQ-CC): In case of HARQ with Chase
Combining Protocol (HARQ-CC), when a decoding failure occurs, the erro-
neous packet is stored in a buffer at the received side and NACK is sent to
the transmitter [30]. The transmitter re-sends the same packet until an ACK
is received or M rounds are achieved. At the receiver side, for each round,
maximal ratio combining (MRC) is carried out to all the previous received
packets.

Note that for low to moderate atmospheric turbulences, the HARQ technique
can be an efficient solution to overcome the loss of data. However for strong
turbulences, the loss of data increases with the strength of turbulences and the
re-transmission technique becomes a useless solution. Thus, in this case using
the hard or soft switching configuration can be a great solution.

5 Conclusion

In this paper, we have presented an overview of FSO communications. We have
introduced the different challenges faced by a laser beam propagating through
the atmosphere. These sources of attenuation can highly affect the link perfor-
mances and in the worst case cause the link outage. Moreover, we have pre-
sented the FSO channel modeling for different strength of atmospheric turbu-
lence. Then, we have presented some techniques that can be used to overcome
the weakness of FSO link under different strength of atmospheric turbulence.
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Abstract. In this paper, a new scalable and adaptable STBC (space time bloc
coding) architecture is proposed. This architecture is based on switching
between diversity and spatial multiplexing depending on the instantaneous
channel state and offers an improvement of bit error rate performances com-
paring to conventional STBCs.
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1 Introduction

With the continuous growth of wireless systems, new demands are required, such as
more connected devices, larger data traffics volume and better quality of services at a
reduced cost [1], which leads to a huge need of improvements.

Large-scale Multiple-Input Multiple-Output (Large-scale MIMO) is based on the
use of a large number of service antennas at the base station to help focusing signal’s
energy into smaller regions of space [2]. It helps improving throughput and energy
efficiency [3]. Furthermore, increasing antennas’ number is beneficial even for low
Signal to Noise Ratio (SNR) [4].

The most known MIMO techniques are diversity and Spatial Multiplexing.
Diversity uses multiple antennas to send many copies of the data stream. It aims to
enhance wireless link quality [5, 6]. Spatial multiplexing consists on sending different
data streams independently in order to offer higher peak throughput [7].

Several works studied adaptation techniques in order to enhance bit error rate
(BER) performances in MIMO systems [8–12]. Particularly, they studied adaptation of
MIMO techniques to the instantaneous channel state by switching between diversity
and spatial multiplexing.

With the growing number of antennas, implementation of switching techniques and
even diversity techniques is becoming more and more complex and less performing.

In this paper, we resolve the problem of switching techniques’ implementation in
large-scale MIMO system by proposing an embedded architecture.

This paper is organized as follows: Section two describes the system’s structure and
the role of each component. Then, section three details the switching techniques’
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implementation’s problem in large-scale MIMO and a new system’s architecture to
solve it. Finally, performances of the proposed switching algorithm are evaluated in
Sect. 4, considering the case of perfect channel knowledge via MATLAB simulations.

2 System Overview

In this work, we consider a simplified MIMO-OFDM (Orthogonal frequency division
multiple access) system model with Nt transceiver and Nr receiver antennas as depicted
in Fig. 1. Other than the basic components, a switching bloc is added to select between
spatial multiplexing and diversity to enhance the BER performances.

After symbol’s mapping, modulated symbols are encoded by the MIMO encoder
(diversity or multiplexing) and OFDM samples are computed via IFFT (Inverse fast
Fourier transform). Finally, these samples go through a parallel to serial converter and
cyclic prefix is added.

After passing through a multipath channel with additional white Gaussian noise, the
signal reaches the receiver to be decoded and demodulated.

2.1 Switching Module

Switching module is used to dynamically choose which MIMO technique offers better
BER performances depending on the instantaneous channel state.

In this work, the considered MIMO techniques are:

– Diversity: It uses multiple antennas to send multiple copies of the required signal to
ensure better wireless link quality [5, 6].

– Spatial multiplexing: It uses multiple antennas to send independent data streams
each time to ensure greater throughput at a given signal to noise ratio (SNR) [7].

Fig. 1. System structure
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The used switching criterion is PPSNC (post-processing SNR Criterion) [12].
Several switching criterions are studied. The most known are the demmel condition
number of the instantaneous channel matrix and the post-processing SNR. A compar-
ison study given in [12] proved that post processing SNR based switching technique
offers the best BER performances.

This technique consists on choosing the MIMO technique that offers the highest
post-processing SNR weighted by the constellation’s Minimum Euclidean distance.
The spatial multiplexing is chosen if:

ppSNRMDd
2
MD\

min
k ppSNRSM;k
� �

d2SM ; ð1Þ

Where:

• ppSNRMD: Post-processing SNR after MIMO diversity processing.
• ppSNRSM;k: Post-processing SNR after Spatial multiplexing processing of the kth

channel.
• d2SM : Minimum Euclidean distance of the constellation assigned to MIMO diversity.
• d2MD Minimum Euclidean distance of the constellation assigned to spatial

multiplexing.

Elsewhere, MIMO diversity must be chosen.

2.2 Mapping/Demapping

To maintain a fixed data rate for the mentioned MIMO techniques, we used two
modulation’s mapping sizes:

– 2R- Constellation if diversity is selected.
– 2

R
T - Constellation for spatial multiplexing otherwise.

Where R is the number of bits per code and T is the number of symbol periods per
space-time bloc code.

3 Proposed Embedded STBC Architecture

With the growth of antennas’ number, conventional spatial architectures cannot be used
for the switching techniques because at the same data rate, spatial multiplexing is much
more efficient than diversity.

In fact, for the diversity, the bit error probability [12] is given by:

PMD ¼ NsMDNeMDQ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PPSNRMDdmin2MD

2

r !

ð2Þ

Where:

• NsMD : Number of transmission chains
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• NeMD : Constellation’s nearest neighbors’ number
• PPSNRMD: SNR after signal decoding at the receiver
• dmin2MD ¼ 12

2R�1: Constellation’s minimum Euclidean distance with R is the number
code word’s bits in case of diversity technique.

With the increase of R, dmin is decreased and so the bit error probability rises.
Which means that to preserve the same data rate for diversity and spatial multiplexing,
BER performances of the diversity technique is deteriorated.

Moreover, conventional Space-time bloc coding (STBC) is not defined for large-
scale systems. Therefore, we propose a new MIMO encoder’s architecture which is
based on choosing a small conventional STBC for each bloc of two antennas
depending on the instantaneous channel state then embedding them to obtain an
adaptable and scalable STBC.

In this work, we consider two low complexity MIMO techniques which are
Alamouti and spatial multiplexing with zero-forcing decoder.

Figure 2 represents the embedded STBC based on switching between Alamouti
code and spatial multiplexing.

Let’s pose the data stream x1; x2; ::xNtf g, the switching scenario will be as follow:
At the transmitter:

• For each group of two antennas, evaluate the switching criterion:

– If spatial multiplexing is the most appropriate x1 is sent in the first antenna and x2 in
the second one for the first symbol’s period. Then at the second period, x3 is sent in
the first antenna and x4 in the second one.

– If diversity is the most appropriate, x1 is sent in the first antenna. x2 is sent in the
second antenna at the first period. Then at the second period, �x�2 is sent in the first
antenna and x�1 in the second one.

• Repeat the first step for all the next groups of two antennas to get the STBC
mentioned in Fig. 2.

At the receiver:

• Receive the signal during two symbol’s periods

Fig. 2. Switching between Alamouti code and spatial multiplexing in an embedded spatial
architecture
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yT1 ¼ HXT1 þNT1 ð3Þ
yT2 ¼ HXT2 þNT2 ð4Þ

With yT i;i¼1;2 is the received signal at the ith symbol’s period T, XT i;i¼1;2 is the
transmitted signal at the ith symbol’s period, N is a random white Gaussian noise vector
and H is the channel state matrix. H is supposed to be constant for two symbol’s
periods.

Channel equalization

XT1 ¼ H�1yT1 ð5Þ

XT1 ¼ H�1yT2 ð6Þ

• For each group i of two antennas, decide the transmitted symbols si :

– In case of spatial multiplexing:

si ¼ XT1 1ð Þ;XT1 2ð Þ;XT2 1ð Þ;XT2 2ð Þð Þ

– In case of Alamouti:

si ¼ XT1 1ð ÞþX�
T2 2ð Þ� �

=2; XT1 2ð Þ � X�
T2 1ð Þ� �

=2
� �

• The Final estimated symbols are given by embedding the estimated symbols of each
group of two antennas:

s ¼ s1s2. . .sNt=2
� �

4 Simulation Results

To analyze the proposed technique’s performances, MATLAB simulations of the
MIMO-OFDM system described in Sect. 2 is performed. Following IMT vision of 5G
networks given in [1], we assume the smallest bandwidth possible which is 100 MHz
at 30 GHz spectrum. Channel measurements are following the millimeter waves’
specification given in [13]. BER is the mean of 100 realizations and we assume that
perfect channel state information is available.
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The first simulation is a comparison between conventional OSTBC (orthogonal
space-time bloc coding) from [14] described in Fig. 3, the embedded STBC given in
Fig. 4, the conventional spatial multiplexing and the proposed switching technique. We
are limited to Nt ¼ 8 and Nr ¼ 8.

To ensure a fixed data rate, bpsk (Binary Phase Shift Keying) modulation is used
for spatial multiplexing, qpsk for embedded STBC and 256-psk for conventional
STBC.

Table 1 summarizes the simulation’s configuration.

Fig. 3. OSTBC scheme [14]

Fig. 4. Embedded STBC scheme

Table 1. Simulation 1 configuration

Spatial multiplexing modulation Bpsk

Conventional STBC modulation 256-psk
Embedded STBC modulation Qpsk
Number of transceiver antennas 8
Number of receiver antennas 8
Subcarrier bandwidth 0.87 MHz
Number of subcarriers 128
Mobile’s speed 360 km/h
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Simulation results are illustrated in Fig. 5.

Figure 5 shows that the Alamouti embedded system presents better BER perfor-
mance than MIMO OSTBC 8 � 8 at the same data rate in the order of 16 dB at
BER ¼ 10�2. Besides, the switching technique offers a gain of 4 dB compared to
spatial multiplexing and 3,5 dB compared to embedded STBC at BER ¼ 10�3.

A second simulation is performed in a larger architecture (Nt ¼ 32 and Nr ¼ 32). It
aims to compare the BER of the described spatial multiplexing, embedded STBC and
the switching between them. The new configuration is given by Table 2.

Fig. 5. BER performance of the switching algorithm in an embedded architecture 8 � 8

Table 2. Simulation 2 configuration

Spatial multiplexing modulation Bpsk

Embedded STBC modulation Qpsk
Number of transceiver antennas 32
Number of receiver antennas 32
Subcarrier bandwidth 0.87 MHz
Number of subcarriers 128
Mobile’s speed 360 km/h
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Simulation results are illustrated in Fig. 6.

Simulation’s result shows that the switching technique offers a gain of 2 dB
compared to the spatial multiplexing and the embedded STBC at BER ¼ 10�3.

5 Conclusion

In this paper, we studied the effects of using MIMO techniques’ adaptation in a large-
scale MIMO system. First, we defined the system’s architecture as well as the used
technologies. Then, we explained the used adaptation technique, the simulation pro-
cedure and its results.

The major contribution of this work is proposing a new scalable and adaptable
Diversity/multiplexing trade-off. It offers a better system’s bit error rate performances
and avoids the resources’ waste in case of favorable channel state.

Further work will consider channel estimation problems in large scale MIMO and
its effect on the adaptation techniques.

Fig. 6. BER performance of the switching algorithm in an embedded architecture 32 � 32
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Abstract. Taking advantage of the PLC module developed using NS-3
network simulator, we aim through this work to study a realistic model of
a cooperative in-home network based on the MAC switching. To evaluate
the QoS of the implemented system, we study the channel behaviour
in terms of maximum capacity and bit error rate for the AF and DF
relay protocols, in comparison with direct transmission. We also study
the throughput obtained by our cooperative system. According to the
simulations, and despite the short distances and the minimal variations,
the cooperative transmission has proved its out-performance compared
to the direct transmission protocol.

Keywords: Power line communication · In-home application
Cooperative communication · MAC layer · NS-3 simulator

1 Introduction

With the advent of renewable energy sources, the power grid is going through
a major evolution. To take into consideration these new changes, old electrical
equipments need innovative communications systems able to remotely control
the intermittent production of renewable energies and optimize consumption.
Technological intelligence was introduced in these networks, which led to the
concept of Smart Grid (SG).

The Smart Grid is based on making data and power transmissions coexist
within the same electrical support, mainly due to the power line communication
technology (PLC). The modernization of the grid has used various information
technologies in order to meet the communications requirements (reliability, data
rates, throughput, security, etc.) in such environments, like the indoor and out-
door systems [1].

Cooperative transmission is one of the solutions to improve the efficiency
and performance of the SG network with the presence of disturbing elements
characterizing the electrical medium. This relaying technique consists in routing
the information from the source to the destination via a relay node, through a
c© Springer Nature Switzerland AG 2018
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different path, when the direct link connecting the source and the destination is
affected by the fading effects. This cooperation offers flexibility, robustness and
coverage to the whole network.

2 State of the Art

Several studies have investigated the application of cooperative communication
in different environments. Most of them targeted the physical level, such as the
energy consumption side [2], multiplexing/modulation techniques [3] and total
capacity [4]. Different relay protocols have been used for this purpose, to which
belong the Decode and Forward (DF) and Amplify and Forward (AF) [5]. In [6],
a comparison of these two protocols was conducted in an in-home environment,
based on a measuring campaign performed in an urban area in Juiz de Fora in
Brazil. The results were used to compare the AF and DF protocols in terms of
data rates.

Concerning the MAC layer, we found only few works working on it. In [7]
the authors show the benefits of the cooperative transmission in terms of packet
error ratio through a cooperative protocol for PLC link layer. Using this protocol,
the relay sends a Want To Cooperate message to the source that has already
received a negative acknowledgement (Nack) from the destination. We note that
the simulations for this work were done with Matlab, which is the common
evaluation environment used in the cited works. In our work we consider an in-
home application based on cooperative communication. We chose to work with
NS-3 simulator, which allows to simulate different topologies of the PLC network
and offers more flexibility in the channel configuration than the other simulation
tools [8]. Simulations in [9–11] were based on this module.

In [9], the authors have studied the characteristics of Linear-Periodic Time-
Variant channel which they implement using PLC NS-3 module. Based on this
characterization, they introduced an analytical model for MAC scheduler and
evaluated its performance through simulations. In [10], a study of the channel
transfer function for several PLC topologies was detailed and simulated using
the NS-3 PLC module. Simulation results were compared with the output of the
MATLAB simulator and the real measurements for broadband and narrowband
PLC. Unlike the above-mentioned works which focused mainly on direct trans-
mission schemes, we are treating in our work a cooperative PL communication.

An evaluation of an in-home PLC system was produced in [11] to measure
some Quality of Service (QoS) metrics through this network. Based on this home
model, we added to the direct communication system studied by the authors, a
cooperative communication scheme using the NS-3 PLC module, where the data
exchange is done in dual hop via a relay node.

3 Contribution

Our contribution consists on studying the contribution of the cooperative com-
munication in an in-home environment, through the comparison of the AF and
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DF protocols with the direct communication. Unlike the previous works, we are
based on the PLC module developed using the NS-3 simulator, which is described
in [8]. The QoS is evaluated in term of capacity, Bit Error Rate and network
throughput. For the latter, we have implemented a new MAC Header facilitat-
ing cooperative communication between the different nodes. More details will be
provided later.

Our paper will be organized as follows: In the first section we introduce the
adopted topology and the NS-3 PLC elements used to build it, followed by a
description for the cooperative system. In the second section we use different
metrics to evaluate the QoS through the network. Finally, the simulation results
are discussed in the third section.

4 Network Topology

The NS-3 simulator is a discrete-event network that includes several modules and
features used to simulate network protocols with different topologies. Simulations
can be visualized through a graphical interface. The PLC module, not being
officially a part of the NS-3 standard distribution, is a module allowing various
configuration of PLC networks and the simulation of realistic channels behaviour.

4.1 In-Home Topology

For our in-home application, we adopt the topology model used in [11] to take
advantage of the cabling measurements and to compare the given simulations
results with the cooperative transmission. More details on the design of this
model can be found in the same reference. Figure 1 shows a layout of the net-
work topology with stretching wires. It considers a 60 m2 home composed of a
bedroom, a living room, a kitchen and a bathroom.

The simulation of a communication between two nodes of this network goes
through a defined channel configured using the PLC module.

4.2 NS-3 PLC Elements

This module is described in details in [8]. Establishing a communication between
two nodes using the PLC module is done in several steps. Nodes are at first, cre-
ated and connected through a Cable . The current PLC implementation includes
three commonly used power cable types. We are using the NAYY150SE cable in
this work.

The Channel is set up based on a Spectral Model . Nodes are connected
to the channel using methods provided by a Net Device to enable communica-
tion between them.

To facilitate working with the Net Device , a Device Helper is defined
and is usually responsible for creating Transmitter and Receiver Interfaces.
Outlets are installed on the nodes, and a PLC Physical is installed on each
Outlet .
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Fig. 1. In-home simulated topology

Once the topology is successfully created, the Noise Floor is set through
Interference class at each Physical Interface installed on each MAC . To
send a packet from one node to another, the CSMA/CA MAC protocol is
enabled on nodes.

As mentioned in [8], the PLC module supports four Impedance types, which
are fixed, frequency selective, time-selective, and frequency and time selective
impedance. Fixed impedance is used in our simulation.

4.3 Cooperative Communication

As cited in [12], cooperative relaying is no longer limited in channel specification
and physical layer but also investigated with MAC protocols. In our case, the
relayed path is then decided at MAC layer as described in Fig. 2 (usually done
based on routing tables).

PLC_Node PLC_NodePLC_Node

PLC_Phy

PLC_Mac

PLC_Phy PLC_Phy

PLC_Mac PLC_Mac

PLC_Channel
Impedance Graph Spectral model

Transfert functionInterface

Fig. 2. Cooperative transmission through the MAC and physical layers
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The PLC module provides two MAC protocols with different control mech-
anism which are the ARQ (Automatic Repeat Request) and the Hybrid ARQ.
We are using in our network the ARQ MAC where a successful transmission is
marked with a positive acknowledgement (Ack).

Preamble MAC Header Payload FCS

Type Id Source 
Address

Destination 
Address

Relay 
Address

Sequence
number

Message 
length

Fig. 3. PLC frame format

To do this, the decided relayed packet is retrieved by the intermediate
node due to the new address field added to the MAC header indicating the
relay’s MAC address (see Fig. 3). The channel access in this module adopts the
CSMA/CA mechanism. This mechanism is basically presented as follows: When
the channel is free, the sending station executes its Backoff algorithm [14].

It is a counter started at the end of the DIFS (DCF interframe space) that
decrements as long as the channel is free. When a collision is detected, this
counter is suspended until the channel is released. Once the counter reaches 0,
the station starts sending its packet and waits for the reception of an Ack from
the destination station. The destination’s response is sent after a short interframe
space (SIFS). Once the Ack is received, the transmitting station will understand
that the transmission was made without collisions. In the opposite case and at
the expiration of the Backoff counter, the transmitter resends the same frame.

Rx

Rx

Rx
Sx

Sx

SxNode1

Node2

Relay

Fig. 4. CSMA/CA scenario for cooperative transmission

In our cooperative network, the CSMA/CA algorithm is performed twice:
between the source and the relay, and then between the relay and destination.
When the channel is sensed busy, an indicator called Network Allocation Vec-
tor (NAV) is maintained at each listening node to inform about the channel
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reservation status [14]. We have summarized the communication in Fig. 4. In the
following sections, we will use this characterization of the network to evaluate
its performance.

5 QoS Parameters

The purpose of our work is to evaluate the QoS on this cooperative network,
through the quantification of some selected metrics, which are the capacity, the
bit error rate and the transmission throughput.

Channel Capacity

Theoretically, the maximum achievable capacity C is given by the known Shan-
non formula:

C = B log2(1 + γ). (1)

B refers to the bandwidth and γ to the received SNR. For a cooperative com-
munication, capacity expression depends on the adopted relaying techniques.
Extensive researches focused on the AF and DF protocols in dual or multi-hop
communication and several maximization problems were posed. To defend the
output of our system, we calculated the capacities of the AF and DF systems
in order to compare their achievable rate with that of a direct communication.
These capacities are defined by [13]

CAF = B log2(1 + γAF ) with γAF = (
N∑

i=1

(γi)−1)−1

CDF = B log2(1 + γDF ) = min
i=1..N

{Ci} with Ci = B log2(1 + γi)

(2)

where γi is the received SNR at the ith node.

Bit Error Rate

The Bit Error Rate (BER) is a value usually given in percentage and defines
for every transmitted bit sequence the erroneous bit rate. Its expression depends
on the adopted modulation scheme. Various forms of digital modulations can be
applied in powerline communication. In Narrowband systems, Frequency Shift
Keying (FSK), Phase Shift Keying (PSK) and Amplitude Shift Keying (ASK)
are used. On the other side, for a transmission of high data rates (above 1 Mbps),
M-ary PSK, M-ary QAM and OFDM are adopted for the spectral efficiency they
offer [15]. For the BPSK modulation, the BER is given by:

BER =
1
2

erfc

(
Eb

N0

)
with

Eb

N0
=

γ.B

C
(3)

We remind that Eb

N0
is by definition the energy per bit to noise power spectral

density ratio.
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Network Throughput

By definition, the throughput is an average number of flow units per unit of time
deducted after successive processing periods. Unlike the theoretical capacity,
the throughput T is the output of packets transmission simulation through the
network, which explains its lower values. It is calculated using the following
formula:

T (bit/s) =
8.T otalReceivedBytes

RoundTripDelay
(4)

The Round Trip Delay is defined by the total time spent by a signal to be
transmitted from a node to another until the reception of the Ack.

The parametrization of these quantities according to the considered network
is specified during the simulation.

6 Simulation Results

The NS-3 PLC module offers specific features to analyse the network and sim-
ulated channels behaviour. The installation of this module and basic steps to
simulate a PLC system are described on the official website of the developers
(see [8]). For the study of the communication channel, some estimations have
been taken into account. Table 1 shows the values of the used variables.

Table 1. Numerical values used in simulation

Variable Value

Nodes number 26

Frequency range 2–30MHz

Noise Floor 15−9 W

Transmit PSD 10−6 W

Packet size 1024 Bytes

The channel transfer function is calculated using the method implemented in
the PLC module. We first choose to study Shannon capacity C with and without
a relay station. Figure 5 shows the variation of this capacity for an AF and DF
relay systems versus direct transmission link.

Theoretically, the direct channel can reach a maximum capacity of 70 Mb/s,
while DF reaches more than 100 Mb/s, thus exceeding the capacity given by
the AF system. This is explained by the low value of the SNR of the direct
transmission compared to the cooperative one.

Compared with Figs. 6, 7 and 8, we notice the decline in capacity values
using M-QAM modulation with M = 2, 16, 64. It should be reminded that the
constellation for M = 2 is the same for BPSK modulation. A higher QAM modu-
lation allows carrying more bits through the channel, Fig. 6, 7 and 8 shows that
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the capacity is proportionally increasing by moving to a higher-order constel-
lation. Also, it is clear that the highest values of capacities are given in short
distances. The cooperative communication proves its efficiency in terms of data
rate compared to the direct link.
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Concerning the error rate, Fig. 9 gives the BER function progression for the
direct channel as well as those relayed. The percentage of error is certainly small
in short distances, but the gap between the BER given with the relay compared
to the direct transmission is important.

This is due to the better signal quality and the higher spectral efficiency
provided by the cooperative transmission.
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The cooperative communication technique has been exploited at the MAC
level by measuring the throughput value based on MAC forwarding without the
use of an Internet stack.
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Fig. 10. Measured throughput for cooperative and direct link communications

Finally, Fig. 10 shows the comparison between the three simulated techniques.
The improvement of the throughput is clear, although showing the difference
between the values has required a precision to 6 digits after the decimal point
because of the relatively short wiring adapted for our application. This through-
put increasing should be better seen for long distances. Our application focuses
on an in-home application where the cable length is limited.

This increase in throughput as well as in capacity has shown the advantage
brought by the cooperative communication that we have introduced into this
in-home system relative to the concurrent direct link.

7 Conclusion

In this paper, we chose to work on network simulators like the NS-3 simulator
whose PLC module was recently developed and put in open source. Based on this
module, and focusing on an in-home application, our work consisted in studying
a cooperative system based on MAC forwarding by introducing a modification
to the predefined MAC header. For the QoS evaluation across our network, we
simulated the capacity of a direct channel connecting a source to a destination,
as well as the capacities of two relayed channels using the AF and DF protocols
while using different QAM modulations. The error percentage (BER) has also
been simulated for these channels. The next quantity was the network through-
put. The short distances did not prevent us from seeing a clear result on the out
performance of cooperative communication compared to direct transmission. It
will be interesting to collect these QoS measurements through the set up of a
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real PLC system and configuring a relay host. This will permit to compare the
output of the real system to the results given by the NS-3 simulation.
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Abstract. This paper deals with a scheduling problem in the telecom-
munication field, namely the node migration scheduling for an access
network. The problem consists of migrating nodes from a former network
to a new one affording the required services. The migration procedure
needs the installation of a bridge between the two networks without dis-
rupting current services. Nodes are moved sequentially one by one. Our
objective is to minimize the cost of the required bridge. We describe an
enhanced genetic algorithm based on a good initial population. Numer-
ical experiments show that our method has good performance.

1 Introduction

In the telecommunications filed, operators are faced to new challenges such as
emergence of new services and the traffic evolution. Indeed, the shift from a ser-
vice to another obliges the operator to adjust the actual network configuration to
support the new equipment installation. Technological capabilities are in perpet-
ual evolution. Formerly, circuit switching was well repented before the emergence
of internet and video technology. Nowadays, The mobile technology become the
trend in the telecommunication sector. The operators interest is on deploying
the 5G technology. Therefore, all these changes emphasizes the importance of
the migration optimization strategies and the more specifically the migration
scheduling problem. A migration decision can be taken at the strategic or the
tactical level. In fact, For a medium term horizon links and nodes may be con-
cerned. In a medium-term horizon, only nodes should migrate from a former
network to a new one.

In this context, we consider the node migration process as a gradual stepwise
move of the nodes which should be well planified in order to prevent the services
interruption. For this aim, a temporary bridge should be installed between two
networks linking the migrated nodes to those remaining in the ancient network
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(Fig. 1). Once all nodes are displaced to the new network, the bridge should be
removed.

Fig. 1. A migration from ancient to new network

We extend the node migration scheduling problem addressed in [1] by propos-
ing an enhanced genetic algorithm with a new strategy for generating the initial
population. The paper is organized as follows. In Sect. 2, we present the migration
process. Section 3 recall the problem formulation as presented in [1]. Section 4
presents some related works. Section 4 details the proposed method. In Sect. 5,
we present computational results and finally we conclude.

2 Problem Description

Geographically spoken, three domains can be defined for the telecommunication
networks which are the core, the metro and the access network. The access net-
work which is connected to the end users consists of a set of transmission nodes
connected to traffic processing nodes (Fig. 2). Two transmission nodes connect
a processing nodes ensuring the continuity of services. In order to perform a
migration, transmission nodes should be replaced by other nodes supporting the
bandwidth growth.

As mentioned previously in the introduction, installing a bridge along the
migration process present many advantages. First, it guarantees the interoper-
ability between the networks. Second, it prevents also from the service rupture.
From a technical perspective, it represents a gateway for the traffic between
the nodes connected to the ancient and the new network. Our objective is to
find minimal capacity cost connecting the two networks. Finding a good node
ordering for a migration sequence is the success key for achieving our goal. More
practical applications for the migration problem include the Virtual machine
migration as well as evolving to a more capacitated network using IP routers.
The following example highlights the influence of changing the nodes order in
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the migration sequence by considering two different orders. We note that the
maximum value of the traffic on the bridge throughout the migration process is
15 for the first order. We now consider a second migration scenario. For this sce-
nario, the value of the maximum traffic on the bridge is 12, entailing a capacity
of the bridge less than the first scenario (Fig. 3).

Fig. 2. Access network structure

Fig. 3. Migration scenarios

3 Problem Formulation

Given an undirected graph G = (V, E) with |v[ = n nodes and E the set of
valuated edges. An edge corresponding to the traffic amount between two nodes
i and j and is denoted dij . The capacity on the bridge is ensured via boards. A
board w which belongs to the boards set W is defined by its modular capacity
λw and its cost kw. We denote by Oi =

∑n
j=1 dij ∀i the total flow issued from

the node i. The decision variables are:
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– xik: binary variables which take 1 if node i is migrated before or at the stage
k and 0 otherwise.

– fik: the traffic amount on the bridge emanating from i at the stage k.
– cw: the number of boards of type w.

We recall the problem formulation as presented in [1]:

Min
∑

w∈W

kwcw (1)

fik ≥ Oixik −
n∑

j=1

dijxjk ∀k = 1, . . . , n∀i = 1, . . . , n (2)

n∑

i=1

fik ≤
∑

w∈W

λwcw ∀k = 1, . . . , n (3)

n∑

i=1

xik = k ∀k = 1, . . . , n (4)

xin = 1 ∀i = 1, . . . , n (5)

xik−1 ≤ xik ∀i = 1, . . . , n∀k = 2, . . . , n (6)

xik ∈ {0, 1} ∀i, k = 1, . . . , n (7)

fik ≥ 0 ∀i, k = 1, . . . , n (8)

cw ∈ Z ∀w ∈ W (9)

The objective function (1) aims to minimize the total boards cost. The constraint
(2) expresses the flow amount circulating on the bridge if we migrate the node i
at or before the stage k. The constraint (3) imposes that the total flow is limited
by the capacity of the bridge at any stage. The constraint (4) forces k nodes to
be moved in the new network after k steps. The constraint (5) ensure that all
nodes should be migrated the final stage. The constraint (6) fixes the variable
at 1 for stages superior to k, once we migrate a node i at a given stage k. The
constraints (7), (8) and (9) are the integrity and non-negativity constraints.

4 Related Work

The network planning problem has attracted more attention in the telecommu-
nications field. One of the most studied problems in the planning context is the
migration problem. This problem encompasses a variety of network technolo-
gies such as traffic routing and transmission technology [3] and mobile access
network technology [4]. The authors of [5] and [6] tackle the migration problem
from an SDH to Ethernet network. The proposed migration consider both nodes
and links. The Problem is solved using metaheuristics namely the ant colony
[5] and a genetic algorithm in [6]. The authors of [7] suggests a mixed integer
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linear program to reduce the costs in a passive Optical Network. These costs
are related to the capacity evolution. An empirical approach and mathematical
model were proposed in [8] to address the migration in a mobile network with
load balancing. The authors of [9] propose two algorithms for a virtual network
in order to minimize the whole migration time. The authors of [10] take into
account the virtual machines dependencies and the network structure to get a
scheme. The objective of such migration is to decrease the traffic amount in the
network. We study in this work the node migration scheduling problem for an
access network in order to migrate from a 4G network to 5G network. In [1],
a time-staged formulation and lower bound model were proposed to solve this
problem. We should mention that exact method were not able to solve large sized
instances. An approximate method was developed in [2] to solve this problem
in virtual networks. Therefore, the objective of this work is to provide another
approximate method combining the partition problem concepts and the standard
elements of a genetic algorithm.

5 Proposed Method

Genetic algorithms are population based search techniques. They are among
the most important class of evolutionary algorithms. The concept behind this
technique introduced by Holland [11] is inspired by biological natural selection.
This work is motivated by the fact that the use of the classical form of genetic
algorithm (GA) may consume much time and could not converge to a global
optimum. To remedy this weaknesses, many works focus on improvement on
GA operators such as crossover and mutation. Other works consider that evo-
lutionary algorithms with automatic parameter tuning is more performant than
setting manually these parameters. Another important feature of the genetic
algorithm is the population initialization since it accelerates the convergence of
the algorithm. Population initialization has not received the attention it deserves
despite its importance. In order to solve node migration scheduling problem, we
propose a new genetic algorithm with an initial population based on problem
knowledge.

Different approaches for generating initial population are suggested. An alter-
native random initialization in genetic algorithm was discussed by [12], authors
of [13] proposed an opposition based learning initialization approach. Selective
initialization is proposed in [14] to deliver better results. A state-of the-art pop-
ulation initialization techniques was proposed in [15]. The classification of these
techniques is based on three categories which are randomness, compositionality
and generality.

We propose a knowledge based procedure for our GA. The procedure starts by
generating the first chromosome C1 in the initial population. This chromosome
represents a bi-partition solution of the problem.

The pseudo-code of the overall proposed genetic algorithm is given in Algo-
rithm1.

We introduce quickly the bi-partitioning problem in Sect. 5.1 related to the
graph theory and optimization problems.
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Algorithm 1. Pseudo code of the genetic approach
1: Input: GA parameters:
2: Output: cost of the best migration order;
3: Begin
4: generate the initial population with knowledge based initialization procedure
5: While termination criterion is not met do
6: select parents from the current population popk
7: apply crossover
8: apply mutation
9: apply replacement

10: EndWhile
11: compute the cost of the best migration order
12: End

5.1 The Graph-Partitioning Problem GPP

The graph-partitioning problem (GPP) is a combinatorial optimization prob-
lem, which belongs to the class of NP-hard. Cutting a graph into smaller parts
is relevant since it presents many advantages for parallelization or complex-
ity reduction. This problem concerns both the weighted and unweighted graph.
Formally, Given an undirected graph G = (V, E), where V represents the set
of vertices and E refers the set of edges, a graph partitioning could be defined
as division of V into k disjoint subsets V1, V2, . . . , Vk in order to minimize the
cut value. Each disjoint subset is named a partition. The cut edges are those
edges whose extremities belong to different partitions. For a weighted graph, the
cut value Ci defines the cut edges weight sum. Considering k = 2 is a special
case of partitioning problem where we divide the vertices set in only two sub-
sets. This problem is called graph bi-partitioning or graph bisection. The GPP
problem has proven its ability to solve real life such parallel processing, complex
network, image processing, road network and VLSI design [16]. Much effort, as
for [17], have been made to solve this problem exactly. When exact methods fail
to deliver results, approximative methods are used such as lin Kernighan algo-
rithm and more recently multilevel algorithms [16]. A fast running heuristic for
the bi-partitionning problem from [18] is used to generate the chromosome C1.

5.2 Solution Representation

The sequence representation can be considered as permutation which refers to a
sequence of integers where each number designates a migration order. Possible
values are from 1 to n where n = |N |. The vector Perm(x) is the permutation
order of a solution x as shown in Fig. 4.

5.3 Initial Population

A population is composed of a set of chromosomes as illustrated in Fig. 5. NP
denotes the population size. As mentioned earlier, in order to generate the first
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Fig. 4. A chromosome encoding

individual, we refer to the heuristic from [18]. The remaining population indi-
viduals (|NP | − 1) are generated following the Algorithm2.

Algorithm 2. Knowledge-based algorithm for generating the initial population
1: Input: NP: population size, N: chromosome length
2: Output: initial population pop1;
3: Begin
4: solution ←− RunHeuristic (from [18])
5: generate the first chromosome C1 in the initial population
6: For all remaining individuals in this population
7: swap two nodes position x and y to get the current individual Ck (with x, y ∈

[1, N
2

] or x, y ∈ [N
2

+ 1, N ])
8: EndFor
9: End

5.4 Selection

We use the classical roulette selection wheel. In this method, all the chromosomes
in the population are placed on the roulette wheel according to their fitness
values. Each individual is assigned a segment of roulette wheel. The size of each
segment in the roulette wheel is proportional to the value of the fitness of the
individual.

5.5 Crossover

One-point crossover works by selecting a common crossover point in the parent
chromosome and then swapping the corresponding parts. We check the offspring
chromosome feasibility in order to get a feasible potential solution.

5.6 Mutation

The purpose of mutation is to preserve and introduce diversity. It alters one or
more gene values in a chromosome from its initial state.
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Fig. 5. Generating initial population

5.7 Replacement

The replacement operator consists of choosing the appropriate individual for
removal. Replacement strategies have been studied in the literature. Several
methods were discussed among them Steady State and elitism.

6 Experimental Tests

The proposed approach has been coded in C language and executed on a i7
processor machine with 1.8 GHz. Memory and 8 GB Ram. In this section, two
benchmark sets are considered. The first set A refer to small size instances up to
40 nodes proposed firstly in [1]. The second set B deals with medium and large
size instances from [2]. For all the instances a complete graph is considered. The
overall Instances sets consist of a traffic matrix randomly generated between
100 Mb/s and 1 Gb/s which consider only the symmetric traffic.

Different versions of the genetic algorithm are considered:

1. SGA: simple genetic algorithm (random initial population).
2. ICPGA: genetic algorithm with combined initial population(12 random, 1

2
based bi-partitioning approach).

3. IPBBGA: genetic algorithm with initial population based bi-partitioning.

Defining the quality of this proposed evolutionary approach is crucial. In order
to evaluate the results, we use the following performance measures which are the
gap and ARPD metrics:

G = 100 ∗ (GAi − OPT )
OPT

. (10)
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ARPD =
1
s

s∑

i=1

Ai − bAi

bAi
∗ 100 (11)

where GAi denotes the solution value obtained by a version of genetic algorithm
for its ith instance. bGAi is the best solution value obtained for that instance
among the three versions of GA (SGA, ICPGA and IPBBGA).Ai refer the solu-
tion value obtained by an approximative method (heuristic, genetic algorithm)
for its ith instance. bAi is the best solution value obtained for that instance
among the fours methds of GA (SGA, ICPGA and IPBBGA and the heuristic).
We denote by s the number of problem instances for a problem size. We should
note that OPT is the solution of mathematical formulation f2 presented in [1].

Table 1. Average gap values for instances of set A

Size GIPBBGA GSGA

20 5.71 17.14

25 2.77 11.11

30 0 1.85

35 0 6.94

40 0 10.75

Table 2. Average ARPD values for instances of set B

Size ARPDIPBBGA ARPDICPGA ARPDSGA ARPDH

50 0 0 7.73 2.77

60 0 0 2.62 0.76

70 0 0 5.99 0.28

80 0 0 4.78 0.21

90 0.16 0 5.89 2.2

100 0 0.15 5.5 2.03

200 0.04 0.06 4.34 1.17

The first column of Table 1 cites instances of type A. Column 2 and 3 report
the average gap values between optimal solution and two versions of genetic
algorithm namely the IPBBGA and the SGA. It is clear that the proposed app-
roach outperforms the classical version of genetic algorithm. Indeed, the average
gap value has decreased from 17.14 to 5.71 for |v| = 20 and from 11.11 to 2.77
for |v| = 25. The optimality is reached for all the instances of size 30, 35, 40.
Mathematical formulation from [1] was not able to deliver results for instances



78 F. Moalla et al.

Table 3. Comparaison between initial population results

Size IPBBGA SGA

Min Max Min Max

20 491.7 502.6 519.9 580.6

25 758.5 783.2 821.3 901.1

30 1098 1121.8 1187.3 1284

35 1515.4 1546.7 1636.5 1733

40 1992.5 2018.2 2153.7 2256

50 3191.1 3194.8 3414 3518.7

60 4577.9 4595.4 4868 5006.6

70 6229.1 6244.9 6660.7 6839.2

80 8176.5 8194.6 8730.2 8894.5

90 10404 10425.7 11059.8 11288.7

100 12849 12863.2 13642 13858.4

200 52312.8 52344.8 54698.4 54981.7

Fig. 6. Total traffic on the bridge for 10 instances (|V | = 35 nodes)

up to |v| = 40 nodes. Therefore, to assess the efficiency of the IPBBGA algo-
rithm for medium and large size instances, we compare our results to Heuristic
H from [2] which address the nodes migration problem for virtual machines.
Table 2 presents the ARPD values for the instances set B. Results show that
for the two versions using the initialization procedure (IPBBGA and ICPGA)
perform better compared to basic version of genetic algorithm (SGA) and the
heuristic H. Indeed, the proposed results in column 2 and 3 have small average



An Enhanced Evolutionary Approach 79

Table 4. Running time for IPBBGA

SEQ tIPBBGA

20 0.05

25 0.08

30 0.12

35 0.18

40 0.28

50 0.5

60 0.89

70 1.3

80 1.75

90 2.4

100 3.2

200 24.1

ARPD values near to zero for almost the cases. The SGA has the worst results
among the considered methods i.e. an average ARPD from 2.62 to 7.73.

In order to confirm the robustness of the initialization procedure, average
Best (Min) and worst (Max) chromosomes for the initial population are listed in
Table 3 for both IPBBGA and SGA. The reported values disclose the competi-
tivity of our initial population since for the overall considered sizes, the average
worst chromosomes fitness for IPBBGA is always better to the average best
chromosomes fitness for the SGA. The running time is reported in Table 4. For
similar cost values, we should compare the total traffic values. Figure 6 reports
the total traffic values for 10 instances of size |V | = 35 nodes. Based on these
results, the initialization procedure proves its efficiency to deliver better results.

7 Conclusion

In this paper, the node migration scheduling problem for an access network is
discussed. A genetic algorithm with initialization procedure is proposed. The
originality of this proposed approach resides in using initial population based on
a fast heuristic of the bi-partition problem. This problem was used in prior works
to get effective bounding for our migration scheduling problem. The results show
that our proposed approach is effective. It provides better results than other
methods in a reasonable time. To extend this work, we will investigate more
tight bounds for this problem as well as others application context.
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Abstract. With the advent of Big Data, new challenges have emerged
regarding the evaluation of decision support systems (DSS). Existing evaluation
benchmarks are not configured to handle a massive data volume and wide data
diversity. In this paper, we introduce a new DSS benchmark that supports
multiple data storage systems, such as relational and Not Only SQL (NoSQL)
systems. Our scheme recognizes numerous data models (snowflake, star and flat
topologies) and several data formats (CSV, JSON, TBL, XML, etc.). It entails
complex data generation characterized within “volume, variety, and velocity”
framework (3 V). Next, our scheme enables distributed and parallel data gen-
eration. Furthermore, we exhibit some experimental results with KoalaBench.

1 Introduction

Several benchmarks have been proposed for information systems evaluation and
specifically for decision support systems [1]. We particularly mention the well-known
TPC-DS [18] and the TPC-H benchmarks [13, 24]. They provide data sets and usage
scenarii allowing comparison of systems’ behavior under equivalent conditions, thus
permitting comparative evaluations. Recently, information systems have quickly
evolved to support the growth of data Volume, Variety/diversity and Velocity (3 V)
framework. However, the evaluation benchmarks have not evolved at the same rate.
The existing solutions are still at the time where data warehouses were mainly stored in
a single powerful machine and relational databases were mostly used. Besides, there
are many other reasons to make us believe that a new DSS benchmark is required. For
instance, we cite the following:

(i) New Enabling Technologies: Nowadays, there are different NoSQL (“Not only
SQL”) systems that ease Big Data management, which cannot be handled effi-
ciently by existing relational systems [11, 20]. These systems enable the storage
according to various data models (documents, columns, graphs, etc.), introducing
a higher flexibility on the schema levels. We are facing a high diversity of
solutions to jointly consider;
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(ii) Multiple Data Models: Every NoSQL solution supports different formats and data
models [7]. On one hand, multidimensional data warehouses rooted with rela-
tional databases (ROLAP) favour data models like the snowflake schema (stan-
dardized schemas) or the star schema (non-standard schema). On the other hand,
NoSQL systems are likely to use a flat model with a complete denormalization
(can be related to the universal relationship) and could use imbrications. These
approaches go against the principle introduced by the relational approach of strict
separation between the data model and the data processing. The dependencies
between data modelling and data processing make even more important to have a
support for multiple data models adapted to multiple various treatments;

(iii) Data Volume: Before deciding which solution to adopt, it is important to check
the system behaviour under a massive amount of data [11]. The larger the amount
is, the more we are facing the memory limits on a single-computer configuration.
Big Data’s new solutions allow to scale up and balance the memory disorders.
Data are settled on multiple computers forming a cluster. Then, when it reaches
the storage limit, the system can be upgraded by simply adding new computers.
This agile method costs less than increasing the storage capacity of a centralized
computer. It is worth to mention that existing benchmarks generate the data only
on one computer;

(iv) Variety/Diversity: NoSQL systems rely on new logical data models that promise
higher flexibility. Some NoSQL systems are said “schemaless”; i.e. there is no
fixed data schema. Data of the same class can have no schema or might have
multiple schemas. Integration and analysis of those heterogeneous data sets is a
complicated task that benchmarks dedicated to the existing decision-making
systems are still struggling with;

(v) Velocity: As data is generated with an increasing rate, the architectures are
compelled to adopt a system capable of processing such fast growing data.

Henceforth, related research community must consider new evaluation benchmarks
supporting big data challenges. Data warehouses evaluation benchmarks (TPC-DS
[18], TPC-H and SSB [19] are relatively out-of-date and do not consider the new
challenges and technologies. These solutions are neither defined for a usage in a
distributed environment, nor for NoSQL databases. Their data generating processes are
quite sophisticated and interesting. However, they remain limited when it comes to data
volume and data variety since they depend on the memory limit of the machine being
used for data generation and they only generate one data model, one file format, and
one schema. NoSQL systems work with different logical data models and different file
formats and they can accommodate to diverse schemaless data. In other terms, a
significant effort is needed to load data on NoSQL systems and to be able to assess
some of their advantages such as support for data diversity.

In this paper, we propose a new benchmark for evaluating multidimensional data
warehouses that take into consideration big data properties (i.e., 3 V paradigm).
KoalaBench is an extension of TPC-H that tackles big data technologies and
requirements. These new benchmark functionalities include:

– Support for relational databases system and NoSQL systems;
– Support for multiple logical models: snowflake, star schema, flat schema;
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– Support parallel and distributed data generation natively in HDFS;
– Support for variety/diversity: multiple schemas at once;
– Support for velocity: able to process fast growing data.

The remaining is organized as follows. We provide in Sect. 2 a comprehensive
overview on existing benchmark suites. Section 3 describes the proposed benchmark.
We finally exhibit an extensive experimental work and results in Sect. 4. Concluding
remarks and some future directions are drawn in Sect. 5.

2 Related Work

During the last few years, tremendous research efforts on information system bench-
marks have been deployed. However, the technology evolution and the explosion of
stored information are demanding novel and efficient benchmarks methods. We dis-
tinguish two benchmarking families with respect to distributed information systems
and decision support systems. The first method details the TPC-D derived benchmarks,
which focus on Decision Systems (DSS). Whereas, the second family tackles the
benchmarks supporting NoSQL approaches.

2.1 Decision Benchmark Systems (DSS)

Benchmark approach edited by Transaction Processing Performance Council (TPC) is
the most used to evaluate DSS systems. The well-known benchmark APB-1 was
popular in the 90’s. It quickly became obsolete because it was too simple and
unsuitable for most experiences [4, 22].

The TPC-D benchmark was the first benchmark designed explicitly for DSS sys-
tems. Later, two sub-benchmarks were derived from it: TPC-H has been designed for
ad-hoc queries and TPC-R has been designed for reporting. TPC-DS succeeds on TPC-
H as the data model became richer, standardized and supports a total of 99 queries
classified into 4 categories: interactive OLAP queries, ad-hoc decision support queries,
extraction queries and reporting queries. The data model is a constellation schema
composed of 7 fact tables and 17 shared dimensions tables. TPC-H is an alternative
benchmark that simulates a decision support system database environment. It imple-
ments business-oriented queries and concurrent data access. These queries are per-
formed on ultra large amounts of data and have a high degree of complexity.

In 2009, the Star Schema Benchmark (SSB) was proposed [19]. It is an extension of
the TPC-H benchmark. Unlike TPC-DS, SSB introduces some denormalization on data
for the sake of simplicity. It implements a pure star schema composed of a fact table
and 4 dimension tables. In order to adapt a star-schema-oriented benchmark to NoSQL,
two SSB-derived benchmarks were proposed. Namely, the CNSSB that supports
column-oriented data models [6] and SSB that supports column-oriented as well as
documents-oriented data models with different logical data modelling approaches [2].
TPC benchmarks remain the main reference for DSS evaluation. However, they are
built for relational systems and cannot be easily implemented for NoSQL databases.
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2.2 Big Data Benchmarks

Big Data benchmarks tend to compare the new systems that are storing massively
distributed data and that support parallels computing. Yahoo Cloud service is one of the
most popular tools. It is used to compare standard CRUD operations (Create, Read,
Update and Delete) [3]. It already has been used by most of the NoSQL systems
proving their capabilities for data loading, updates, etc. [3]. Similarly, Bigframe is a
benchmark that primarily focuses on problems of volume, variety, and velocity in Big
Data context [10]. With more functionalities than the first two, the authors of [8]
propose BigBench which models command lines. It is composed of 3 types of data:
structured (from TPC-DS), semi-structured (clicks streams on web sites), and
unstructured (clients comments) and it is developed to measure and evaluate offline
analytic using Hadoop. Hibench is a benchmark suite for measuring incomplete data
using Hadoop and MapReduce. BigDataBench is a complete benchmark suite that
evaluates the big data requirements centric on 4 V [14]. it supports the offline and
online analysis using Hadoop and NoSQL.

As shown in Table 1 and unlike traditional benchmarks, big data benchmarks are
oriented toward flexible information, massive data, and scalability. Even though these
big data benchmarks have gained popularity in the last few years, they do not evaluate
the same criteria as compared to DSS benchmarks (fact, dimensions, OLAP).

In this paper, we propose a new benchmark, an extension of TPC-H. This solution
supports column-oriented models and document-oriented models. This effort is com-
plementary to the Big Bench effort as it provides a simpler but fair framework to play
with NoSQL and SQL-like technologies. Also this new benchmark is dedicated to
multidimensional data warehouse.

3 KoalaBench Benchmark Tool

KoalaBench is a decision support benchmark for Big Data needs. It is derived from the
TPC-H benchmark, the reference benchmark in research and industry for decision
support systems. It has been adapted to support Big Data technologies such as NoSQL

Table 1. Comparing Big Data benchmarking solutions.

Benchmark Multidimensional
scheme (fact – dimensions, OLAP)

Data scalability Software

YCSB No Partial (volume, variety) NoSQL
Bigbench No Partial (volume- variety) Hadoop
BigDataBench No Total NoSQL
HiBench – Partial (volume- variety) Hadoop/hive
SSB+ Yes Partial (volume) NoSQL
TPCH Yes no RDBMS
CN Yes Partial (volume) NoSQL
Koalabench Yes Total NoSQL
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and Hadoop file systems. It generates data in different file formats following different
data models. The data generator is developed using a Java development of TPC-H. It
supports:

– different logical models (flat, star, snowflake and flexible models);
– different formats compatible with NoSQL and relational storage systems;
– parallel and distributed data generation through HDFS and MapReduce;
– diversity in data through flexible schemas;
– velocity of generated data.

3.1 Data Models

The KoalaBench benchmark can generate consistent data with 3 logical models [3, 4].
We detail them below:

Snowflake Data Model. This first data model is very close to the one used in the TPC-
H benchmark with small modifications. In the snowflake model, data redundancy is
minimized through data normalization; facts refer to dimensions which refer to other
entities. For example, a customer can reference a country that references a region
(Europe). The regions and the countries are generated in different files. The data
schema is represented in. In this model, the data are generated in 9 files which will
serve to supply the database.

Star Data Model. This data model corresponds to a star schema. It is a common data
model for data warehouses [17, 21]. It is simpler than the snowflake schema. Here, we
only consider one entity per fact and one entity per dimension. Dimensions themselves
can have some redundancy (functional dependencies data). For instance, the customer
is associated with a country that is associated with a region (e.g. EUROPE). In the star
schema, we will not have a separate file for countries and regions. The customer file
will include the country and the region even if the region is functionally dependent
from the region. The data generation and data model are very similar to the Star
Schema Benchmark (SSB) (Fig. 1).

We add a table entity. named Date. becomes an explicit dimension and it is
described by multiple attributes such as “week number”, “day of the week”, “day in the
year”, … The date table is common in traditional data warehouses. The LineItem fact is
associated with 4 dimensions: Customer, Part, Date, and Supplier. This makes a
simplification in the schema. The data schema is represented in Fig. 2.

Flat Data Model. This is the simplest data model we propose. It groups, in one entity,
data about the fact and dimensions. This creates a considerable amount of redundancy
in data, but it is known to be better for some NoSQL systems that do not support joins.
We remove some attributes that are less important.

3.2 Complex Data

The new benchmark supports diversity of data, meant as variety of schema. It can
generate data with diverse schemas i.e. data of the same class (table, collection) does
not have to comply with one strict schema, different records of the same class can have
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different schemas. It is easy to think of instances of the class “products”, where we can
store mobile phones and num supplier. They can be described by common attributes
such as weight and brand but they can have specific attributes such as screen size.

Fig. 1. Snowflake data model

Fig. 2. Star data model.
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Benchmark support for data diversity is important as support of flexible schemas is
one of the major advantages of some NoSQL systems. KoalaBench enables diverse
data generation, which can help measure this advantage. Data diversity is optional and
is user defined. The user has to define two parameters:

– diversity: the possible schema categories. The records of the same category are
homogeneous in structure i.e. have the same attributes.

– homogeneity: indicates the distribution of the data according to the diversity,
meaning the ratio of records by the schema category.

To illustrate, consider A the set of the attributes such as A = [a1, a2 …, an] and
T the set of records such as T = [t1, t 2 …, tm]. With a diversity level equal to 2, we get
two categories of schemas:

– C S1= [b1, b2, …, bp] a set of attributes bj 2 A
– C S2 = [c1, c2, …, cq] a set of attributes cj 2 A

The choice of attributes is determined by the user, in a configuration file of schemas
and their distribution; CS1 [ CS2 = A. This file allows the user to determine the
schemas and the distributions percentage.

The homogeneity specifies the distribution of data for the different possible sche-
mas; the level of homogeneity is proportional to the level of the diversity. For example,
with a diversity level at 2, the homogeneity is equal to 1⁄2 + 1⁄2, forming two sets of
data such as T1 [ T2 = T et T1 \ T2 = ∅:

– T1: 50% of records with a data schema of category CS1.
– T2: 50% of records with a data schema of category CS2.

Note 1: In this extension, the flexibility does not concern root attributes (identifiers)
of the dimensions.

Note 2: The absence of some attributes in the data schemas that are potentially
diverse, has a direct consequence on the results and the queries usage. Some requests
can become invalid, if the attributes they contain do not appear in any schemas. To
address this issue, we recommend choosing categories of schema that cover every
attribute (C S1 [ C S2 = A).

Data Velocity. Ability to process data with regular or irregular interval refreshment
is another contribution of this paper. The new benchmark considers this feature and
allows the user to select the data generation interval and the time T for data loading in
the system. For example, for a total volume of 1 TB of data, the user can specify a
generation of 2000 GB every 60 s. Same for loading, the user can schedule a load at a
regular time interval or not. For an irregular interval, the user only specifies the number
of times the file must be loaded and the maximum time Tmax to wait between two loads.
The system implicitly generates a value T 2 [1, Tmax].

3.3 File Formats and Supported Systems

Several file formats are possible: tbl, csv, json and xml. To optimize the data loading
phase in the NoSQL systems, the generator gives the user the possibility to specify the
appropriate format of the used NoSQL systems. For example, for the document-
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oriented model, MongoDB is a system storing data in bjson (binary json), it is opti-
mized for a loading from json files. Loading a csv format file in MongoDB is possible
but it will need a conversion in json that considerably increases the loading time.
Koalabench has a special option for generating data compatible with ElasticSearch.

Regarding the formats and the data models generated, several data management
systems are supported.

– Relational databases: PostgreSQl, MySQL, Oracle that takes files under csv, tbl or
xml formats.

– XML databases or object-oriented supporting XML format files.
– Document-oriented databases: MongoDB, CouchDB, ElasticSearch that compliant

with json format.
– Column-oriented databases: HBase, Cassandra that takes csv format files.
– Graph-oriented databases: Neo4j that takes files in csv format.

The supported systems are summarized in the following Table 2.

3.4 Distributed Data Generation

The data generator has been adapted to generate data on several computers in parallel.
It is possible to generate data on the very popular distributed files system HDFS. The
distributed generation is based on the two main components of the Hadoop distributed
file systems:

– MapReduce: to ensure the parallel generation of data.
– HDFS: to ensure the distributed file storage.

3.5 Impact of Scale Factor

Here, we discuss the effect of the scale factor on data generation. We detail the data
generation for scale factor sf = 1. For other scale factors, the proportions are linear

Snowflake Model: When we generate data with the snowflake data model, we gen-
erate 8 files for 8 entities. For each entity we have: 5247925 line items, 1500000 orders,
150000 customers, 800000 supplied parts, 200000 parts, 10000 suppliers, 25 nations, 5
regions. The total dataset size takes different amounts of memory depending on the data
format. More precisely, it takes: 3.87 GB in .xml, 2.33 GB in .json, 1.16 GB in .tbl and
1.16 GBin .csv.

Table 2. Supported systems versus supported file formats.

Information system class Supported databases (examples) File formats

RDBMS PostgreSQL, MySQL, SqlServer, Oracle, etc. csv, tbl, xml
Document-oriented MongoDB, CouchDB, ElasticSearch json
Column-oriented Hbase, Cassandra csv, tbl
Graph-oriented Neo4J csv
XML, object-oriented BaseX, … xml, json, csv
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Star Model: When we generate data with the star data model, we generate 5 files for 5
entities. For each entity we have: 5247925 line items, 150000 customers, 200000 parts,
10000 suppliers and 255 dates. The total dataset size takes different amounts of
memory depending on the data format. Yet: 2.52 GB in .xml, 1.47 GB in .json,
0.68 GB in .tbl and 0.68 GB in .csv.

Flat Model: When we generate data with the flat data model, we just generate 1 file.
We have a total of 5247925 line items. The total dataset size takes different amounts of
memory depending on the data format. More precisely, it takes: 8.21 GB in .xml,
4.67 GB in .json, 2.38 GB in .tbl and 2.38 GB in .csv.

Obtained results are summarized in Table 3.

3.6 Queries Generator

Without loss of generality, we use the original QGEN query generator to generate
queries written in SQL. Generating queries in other interrogation languages is tempting
and certainly useful, but it would be challenging to cover all the NoSQL technologies
out there. Moreover, this would likely be technology and version specific. The QGEN
generator has a high number of queries; few of them could not be directly translated
into NoSQL language specific queries. Some NoSQL systems are not suitable for non-
standard data models (e.g. “joins” are not supported natively). Thus, it is up to the
benchmark users to handle the adaptation work.

For our own experiments, we rewrote some queries to adapt them to the non-
standard data models and we translated them into the targeted NoSQL database lan-
guages: Hive for HBase usage, CQL for Cassandra usage, in the MongoDB query
language for a usage with MongoDB and in the Cypher language to be used with
Neo4j. These queries can be classified according to two criteria:

– Dimensionality affects the dimensions number in the grouping clause (equivalent to
the Group By clause in SQL): iD for i dimensions;

– Selectiveness affects the level of data filtering when some conditions are applied.

4 Experiments and Data Sets

In this section, we present the results of some experiments conducted using the pro-
posed benchmark. More precisely:

Table 3. File size versus data model.

Model/format .xml .json .tbl .csv

Flocon 3.87 GB 2.33 GB 1.16 GB 1.16 GB
Star 2.52 GB 1.47 GB 0.68 GB 0.68 GB
Plat 8.21 GB 4.67 GB 2.38 GB 2.38 GB
Flat flexible 6.48 GB 4.12 GB 2.13 GB 2.13 GB
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– we analyze and compare data generation with respect to the memory usage;
– we analyze and compare data generation with respect to the execution time;
– we analyze and compare loading times in Cassandra and MongoDB NoSQL.

For the different configurations, we change the scale factor to enable comparison at
different scale levels.

Hardware. The used cluster includes three nodes (machines). Each node has 4-core
CPU, 3.4 Ghz (i5-4670), 8 GB RAM, 2 TB SATA disk (7200RPM), 1 Gb/s network.
Each node acts as a worker. One node acts also as dispatcher.

Software: Every machine runs on a CentOS operating system. We test data loading on
two NoSQL data stores: Cassandra (v.3) and MongoDB (v.3.2) [5]. The latter repre-
sents respectively column-oriented storage and document-oriented storage.

Experiment 1: Memory Usage on Different Configurations. In Table 4, we report
the time needed to generate data under different scale factors (sf = 1, 10, 100, 1000) for
the different data models. The file format impacts drastically the memory usage, as we
can see in Table 3. For instance, at sf = 1000 and under the flat model, we have got
2380 GB for CSV file format and 4670 GB (almost double) for the JSON format. This
difference impacts significantly the generating time, as files with a more expressive
format (JSON or XML) may need 3 to 4 longer time. This way, using flat model at
sf = 1000, we need around 17883 s to generate a CSV file versus 69872 s for a JSON
file. Another observation can be noted about the fixed or flexible generation on the flat
model. Indeed, we notice that the flexible generation is faster, which is explained by the
minor volume generated Table 6.

Table 4. Memory usage (in GB) by factor and by scale model

sf1 sf10 sf100 sf1000

Snowflake xml 3.87 GB 38.7 GB 387 GB 3870 GB
json 2.33 GB 23.3 GB 233 GB 2330 GB
csv 1.16 GB 11.6 GB 116 GB 1160 GB
tbl 1.16 GB 11.6 GB 116 GB 1160 GB

Star xml 2.52 GB 25.2 GB 252 GB 2520 GB
json 1.47 GB 14.7 GB 147 GB 1470 GB
csv 0.68 GB 6.8 GB 68 GB 680 GB
tbl 0.68 GB 6.8 GB 68 GB 680 GB

Flat flexible xml 6.48 GB 64.8 GB 64.8 GB 6480 GB
json 4.12 GB 41.2 GB 412 GB 4120 GB
csv 2.13 GB 21.3 GB 213 GB 2130 GB
tbl 2.13 GB 21.3 GB 213 GB 2130 GB

Flat xml 8.21 GB 82.1 GB 821 GB 8210 GB
json 4.67 GB 46.7 GB 467 GB 4670 GB
csv 2.38 GB 23.8 GB 238 GB 2380 GB
tbl 2.38 GB 23.8 GB 238 GB 2380 GB
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Experiment 2: In Table 5, we report the loading time under different scale factors
(sf = 1, 10, 100) for different data models. We only have proceeded to the necessary
loading for each tool, JSON for MongoDB and CSV for Cassandra. We notice that the
required loading time in Cassandra is lower than in MongoDB. For example, at sf = 1,
we need 672 s for Cassandra versus 3976 s for MongoDB, which means 4 times
longer. This can be explained by the file’s format used. In MongoDB, the JSON format
used is 4 times more voluminous than a CSV file. In addition, it led to more transfers
between the master node and the slave node. The communication in Cassandra via its
master-master architecture seems much less expensive. MongoDB creates an important
number of indexes to optimize the querying phase.

5 Concluding Remarks

This paper presents the KoalaBench benchmark built to address the issues of decisions
support systems based on big multidimensional data warehouses (Big Data). It is based
on an extension of the reference benchmark TPC-H. The data can be generated in
different formats (TBL, CSV, XML, JSON) and in different data models. It is worth to

Table 5. Time of generation (in seconds) by scale factor and by model.

sf1 sf10 sf100 sf1000

Snowflake xml 50.2 s 386 s 3634 s 35902 s
json 39.2 s 298 s 2873 s 27453 s
csv 23.7 s 173 s 1877 s 17832 s
tbl 23.7 s 173 s 1877 s 17832 s

Star xml 30.5 s 192 s 2028 s 18973 s
json 40.5 s 244 s 2351 s 21839 s
csv 20.8 s 123 s 1312 s 12893 s
tbl 20.8 s 123 s 1312 s 12893 s

Flat flexible xml 122 s 1143 s 11165 s 104321 s
json 71 s 561 s 5835 s 56348 s
csv 21 s 136 s 1560 s 14902 s
tbl 21 s 136 s 1560 s 14902 s

Flat xml 154 s 1372 s 13767 s 132756 s
json 87 s 691 s 7003 s 69872 s
csv 31 s 164 s 1873 s 17883 s
tbl 31 s 164 s 1873 s 17883 s

Table 6. Loading time per model and per scale factor with Cassandra and MongoDB.

sf = 1 sf = 10 sf = 100

Cassandra (star) 672 s 6643 s 69025 s
MongoDB (flat) 3967 s 38632 s 381142 s
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mention that KoalaBench is not restricted to relational models; it can also generate data
in several NoSQL systems. This novel benchmark solution is suitable for columns-
oriented, graph-oriented and documents-oriented NoSQL systems. Moreover, data can
be generated under a fixed or a flexible schema, in a distributed architecture using the
Hadoop platform. KoalaBench proposes a specific loading script for every evaluated
system. Conducted experiments show that the KoalaBench brings numerous advan-
tages compared to the original version TPC-H. It simplifies the loading phase and
allows data loading in a Hadoop distributed environment. It also permits evaluating the
schemas’ diversity, which is specific to NoSQL approaches. This functionality enables
dynamic data generation.
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Abstract. Thanks to the development in the wireless communication
technologies and the microelectronics domain, Wireless Sensor Networks
(WSNs) are more and more omnipresent. The most important challenge
of WSN is how to extend its lifetime. For long distance communication,
using one hop transmission causes the dissipation of a lot of energy. To
avoid this dissipation, an energy-efficient multihop transmission strategy
based on Dijkstra algorithm is proposed in this paper. We consider a
WSN organized into clusters, each cluster is composed of N sensor nodes
classified as follows: source node, cluster head (CH) node as the desti-
nation, group of active nodes and group of sleeping nodes. The selection
of CH node is based on the position of nodes within the cluster and
their residual energy. Then, the CH groups the remaining nodes into
active or sleeping nodes according to a reference distance. We suppose
that the transmitting symbol is correctly received only if the Signal-to-
Noise Ratio (SNR) at the receiver is above a threshold γth. Our main
objective is to define a new transmission technique minimizing the power
consumption using multihop communication. The selected relays which
cooperate to aid the source-destination communication are those offering
the least transmit power while maintaining SNR equal to the threshold
γth. We use Dijkstra algorithm to select the reliable relays. Simulations
results demonstrate that the proposed transmission technique can reduce
enormously the power consumption.
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1 Introduction

With the development of internet of things technology, Wireless Sensor Net-
works are in use everywhere today.1 In fact, a WSN is described as a network of
nodes connected via wireless links, often powered by batteries of limited energy.
Each sensor accomplishes three main functions: collecting, processing and trans-
mitting collected data to one collection point called the Cluster-Head. To ensure
conviviality, this network can be divided into groups called clusters. The applica-
tion of the WSN involves several fields to facilitate the human life and preserve
the nature. A wide examples of WSN applications cited in [1–3], the traffic
monitoring, environmental surveillance, infrastructure control, healthcare, etc.
According to the application, wireless sensors can be deployed in difficult to
reach locations, (ex: submarine, underground, sahara, forest...). So, it is trouble-
some to replace their batteries. Generally, inaccessible sensors are left away once
their batteries have been exhausted. They are called dead nodes. The number
of dead nodes greatly influences the network performance and sometimes, if this
number is important, the network will be totally disabled. Thus, one of the most
important challenges of WSN is how we can extend the WSNs lifetime as long as
possible. Several techniques and approaches are adopted in WSN to reduce the
energy consumption. Among these techniques, those who use clustering. Authors
in [4] and [5] present a state of the art survey on clustering algorithms and classify
them based on various metrics such as convergence rate, cluster stability, cluster
over-lapping, location awareness and support for node mobility. In [6], authors
proposed a clustering algorithm based on cell combination for the networks. This
clustering algorithm consists of dividing the monitoring area into hexagonal cells
based on the geographic location information of nodes. In [7], authors proposed
a clustering algorithm which uses an associated weight function and tries to
regroup the sensor nodes so that a minimum number of clusters with maximum
number of sensor nodes in each cluster could be obtained. Authors in [5] and
[8], present a survey about LEACH protocol and its descendant as F-LEACH,
SLEACH, Sec-LEACH, SS-LEACH, RLEACH, A-LEACH, and V-LEACH in
[9]. Routing techniques are also considered as a good approach to minimize the
energy consumption in WSNs. In fact, the aim of routing in WSNs is to find out
and maintain routes in WSNs to transmit data between nodes. There are many
routing protocols have been proposed in the literature to make the availability of
WSNs for a long period with a low power. Among these protocols, we can cite,
P-SEP presented in [10], this algorithm is a modified Stable Election Protocol
(SEP), allows to prolong the stable period of Fog-supported sensor networks by
maintaining balanced energy consumption. In [11], authors proposed an energy
aware routing algorithm for cluster based WSNs. This algorithm is based on a
cluster head (CH) selection strategy according to residual energy of the CHs
and the intra-cluster distance for cluster formation. In [14], a new multihop

1 This publication was made possible by NPRP grant #8-1781-2-735 from the Qatar
National Research Fund (a member of Qatar Foundation). The statements made
herein are solely the responsibility of the authors.
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transmission strategy is proposed. This strategy allows to select a set of reliable
nodes collaborate to transmits data to the destination node with the minimum
possible power. Authors in [15], propose an energy-efficient transmission strat-
egy with cluster organization phase to improve energy saving in WSNs. This
technique allows firstly classifying the nodes within the cluster, then applies a
relay selection algorithm to choose the relays that offers the minimum transmit
power.

In this paper, we propose a new multihop transmission strategy based on
SNR threshold. This transmission strategy is done in two steps. During the first
step we try to elect the appropriate node as cluster head based on the distance
to the cluster center and the residual energy of nodes. Then, we classify the
remaining nodes within the cluster into sleeping nodes and active nodes. The
second step is dedicated to select the set of reliable relays which offering the
least transmit power while maintaining the SNR at the receiver equal to the
threshold γth. The relays selection algorithm is based on Dijkstra algorithm.
This set of nodes participates in the transmission to aid the source-destination
communication.

We present this paper as follows: In Sect. 2, we present our system model.
In Sect. 3, we present the CH election procedure. Section 4 is devoted to clarify
the relay selection strategy based on Dijkstra algorithm and Sect. 5 to define
the transmission strategy. Numerical results are shown and discussed in Sect. 6,
followed by our conclusions in Sect. 7.

2 System Model

This section is devoted to present the system model of our network. We consider
a clustered WSN which is established for both cooperative and non-cooperative
transmission schemes. As shown in Fig. 1, all nodes within the cluster are placed
randomly. They have the coordinates x and y between [−a, a] and [−b, b] respec-
tively. Each cluster is composed of one source node noted S, one destination node
(in our work we will consider that the elected CH is the destination node) and
the remaining nodes within the cluster are grouped into active nodes and sleep-
ing nodes according to the decision of CH. Based on this model, we propose a
multi-hop transmission technique based on Dijkstra algorithm to minimize the
energy consumption in WSNs. In fact, we suppose that when a sensor node
detects relevant information, it tries to transmit it to the destination node via
multi hop transmission scheme. The selected relays which participate in this
transmission are those offering the least transmit power while maintaining SNR
equal to the threshold γth. This set of nodes is obtained by applying Dijkstra
algorithm. The elected CH has to transfer the received data to a center of super-
vision and maintenance in order to take the necessary intervention. The matrix
distance between nodes is calculated using this formula:

d(i, j) =
√

[x(i) − x(j)]2 + [y(i) − y(j)]2 (1)

We suppose that each node is equipped with a single antenna and limited
battery source. The communication between nodes is in half-duplex mode. So,
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the sensor cannot transmit and receive data simultaneously. The transmitting
signal is noted XS . The set of active relays within the cluster can participate in
the transmission by forwarding the received signal XR to the elected CH using
Decode-and-Forward relaying strategy. To combine the signals from selected
relays and source node, the elected CH uses the Maximum Ratio Combiner
(MRC). The received signal from a node i to a node j can be as:

Yi,j =
√

Pihi,jXi + ni,j (2)

Where Pi is the transmitting signal, hi,j is the channel coefficient modeled as a
Rayleigh fading channel, (hi,j = νi,jd

−α/2
i,j , where di,j is the distance between i

and j, α is the path loss exponent and νi,j is the fading coefficient modeled as
a circular symmetric complex Gaussian random variable with variance 1). Xi is
the transmitted signal and ni,j is a White and Additive Gaussian Noise with
variance N0. We suppose that the transmitting symbol is correctly received by
the destination only if the SNR at CH equal to γth. Therefore, to have the SNR
at CH equal to γth, the transmitter must use a power equal to:

Pi =
N0γth

|hi,j |2 (3)

We suppose that the maximum power available for a transmission is Pmax, so if
the power in Eq. (3), exceeds Pmax, the transmission will not take place and the
system is considered in outage state.

Fig. 1. An example of a cluster

3 The CH Election Procedure

In this section, we explain firstly the procedure of CH election and then the
principle of classification of nodes within the cluster.
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The elected CH is responsible for forwarding the receiving data from the
source node to a center of maintenance and supervision. The process of election
CH consists of selecting the appropriate node as cluster head based on two cri-
teria: the distance to the cluster center and the residual energy of nodes. In fact,
the ignorance of residual energy in this process causes the rapid death of certain
nodes. Because, if the elected CH has low energy, this accelerates its death and
shortens the WSN lifetime. To elect the CH, we firstly sort the nodes in descend-
ing order according to its residual energy. Then we choose from the two nodes
that have the most energy which is closest to the cluster center. After, the elec-
tion of CH, this last classifies the remaining nodes within the cluster into active
nodes and sleeping nodes according to a reference distance dref . The nodes that
have a distance from S less than dref will be notified to be active nodes and will
be used in the application of Dijkstra algorithm to select the set of reliable nodes
which will participate in the multi hop transmission to minimize the transmit
power. The nodes which don’t receive a notification message from the elected
CH stay in sleeping mode and conserve its residual energy. The election of the
better CH node and the classification of remaining nodes within the cluster alle-
viate the processing and avoid the unnecessary transfer of messages between the
nodes.

4 Relay Selection Algorithm

In this section, we present our proposed relay selection strategy based on Dijkstra
algorithm. So, firstly we define the Dijkstra algorithm and its steps.

4.1 Dijkstra Algorithm

Dijkstras algorithm is an algorithm for finding the shortest paths between nodes
in a graph. There are different variants of this algorithm. The original variant
consists of finding the shortest path between one source node and one destination
node. An alternative variant fixes a single node as the “source” and finds shortest
paths from the source to all other nodes in the graph [12].

We consider that the source, the CH and the active nodes form a completely
connected graph G(X, A, C), where X is the set of vertices, A is the set of arcs
and C is the cost of arcs. X will be divided into two groups, a group of visited
nodes which have found the shortest path to the source node and a group of
unvisited nodes, called the unvisited set, contains the node set that has not
determined the vertices of the shortest path. Dijkstras algorithm calculates the
shortest paths between two nodes in a graph as follows: [13].

Step 1: set the cost to zero for the source node and infinity for all other nodes.
Step 2: for the node in question, consider all of its neighbors and calculate

their costs. Compare the newly cost to the assigned value and attribute the
smallest one. For example, if a node N1 is marked with a cost of 5, and the
edge connecting it with a neighbor N2 has length 3, then the cost to N2
(through N1) will be 5 + 3 = 8. If N2 was previously marked with a cost
greater than 8 then change it to 8. Otherwise, keep the current value.



102 M. Abderrahim et al.

Step 3: remove this node from the unvisited set and add it to the visited set.
Step 4: repeat step 2 and step 3 until the destination will be marked as visited

node.

4.2 Relay Selection Algorithm

Our objective is to define a transmission technique aiming to maintain a min-
imum SNR equal to γth at the elected CH node while minimizing the overall
consumed power. For that we define a new transmission strategy to aide source
node to transmit the detected data to the elected CH with the minimum pos-
sible power. The set of selected relays is found by applying Dijkstra algorithm.
So, in our work, the source node and the elected CH node and the set of active
nodes constitute a completely connected graph G(X, A, C), where X is the set
of vertices, A is the set of arcs and C is the cost of arcs. We define the cost as
the transmit power that keeps SNR equals to γth. Figure 2 shows an example
of a cluster composed of 7 nodes. Node 1 is the source node and node 5 is the
elected CH. Algorithm 1 details the process of selecting the adequate relays that
offer us the minimum power consumption.

Algorithm 1

Initialization: C(S) =0
C(i)=∞; where belongs to active nodes set
Previous (S)=S
Visited nodes=[S]

While (CH doesnt belong to Visited nodes)
For each i belongs to active nodes set

If C(S)+P(S,i)< C(i)
C(i)= P(S,i)+ C(S)
Previous(i)=S
Visited nodes=[Visited nodes, i]

End if
Update S=i

End for
End while

After running Dijkstra algorithm, we calculate the transmit power through
the scheme composed of the set of visited nodes using this formula:

Pc = PS,R1 +
L−1∑

i=2

PRi,Ri+1 + PRL,CH (4)

Where R = {R1, R2, . . . , RL} is the set of relays selected as result of applying
Dijkstra algorithm.
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Fig. 2. Dijkstra algorithm

5 Transmission Strategy

In this section, we explain the proposed transmission technique. In fact, our
transmission strategy combines the cooperative and the non-cooperative schemes
to reduce the transmit power. The transmitted symbols are assumed to be cor-
rectly detected by the CH node only if the SNR at the CH is above a threshold
γth, otherwise, the transmission is interrupted. After the election of CH node,
we calculate the transmit power Pd considering that S will transmit using direct
link. If Pd exceeds the maximum power authorized to use Pmax, the source infor-
mation could not been transmitted and the system suffers from an outage state.
Then, we carry out the relay selection strategy based on Dijkstra algorithm to
select the set of suitable relays R = {R1, R2, . . . , RL}. This set will participate
in the transmission in order to aid the source-destination communication. We
calculate afterward the transmit power using the cooperative scheme Pc.

Pc = PS,R1 +
L−1∑

i=2

PRi,Ri+1 + PRL,CH (5)

As we mentioned previously, our transmission strategy uses cooperative and non-
cooperative schemes. So, we will compare between Pd and Pc and choose the one
that gives us the smallest value. Table 1 is given to facilitate the comprehension
of the proposed strategy.
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Table 1. Proposed transmission strategy

1- Election of CH node based on the distance to the cluster center and the residual
energy of nodes.
2- Classification of remaining nodes into active nodes and sleeping nodes.
3- Choose of transmission scheme

If ( Pd > Pmax )
⇒ Outage state

Else
Calculate the transmit power: PT =min(Pd, Pc)

If ( PT = Pd)
⇒ Direct transmission

Else
⇒ Cooperative transmission

End if
End if

6 Numerical and Simulations Results

In this section, we display the simulation results of our proposed transmission
strategy to demonstrate how far it can save energy in the network. So, to evaluate
its performance, we use Monte-Carlo simulations. We suppose that the channel
corresponds to the Rayleigh channel. We set the path loss exponent α to 3 and
the variance of the AWGN N0 to 0.01. We use 103 samples for each simulation.
We fix the coordinates a and b to 4, so all relays are randomly distributed within
the cluster, whose the coordinate are between [−4, 4]. The reference distance dref

which will be used to classify the nodes equal to 3/2 * dS,CH .
The energy saving percentage is calculated as follows:

ES(%) =
(Pc − Pd)

Pd
∗ 100 (6)

Where Pc is the transmit power via cooperative scheme and Pd is the transmit
power using direct link. We carry out our simulations for many random topologies
and we present the average result.

In Fig. 3, we have shown the comparison of energy consumption between
direct transmission and our multi hop transmission strategy for N = 10 (N rep-
resents the number of sensors within the cluster). The results illustrate that the
total energy consumption is reduced significantly using multi hop transmission.
This reduction in power consumption thanks to the election of the appropriate
node as CH and the classification of nodes into active nodes and sleeping nodes
is translated into energy saving. In Fig. 4, we present the percent of the energy
saved thanks to our proposed strategy compared to the transmission where the
CH is randomly chosen within the cluster for N = 10. Thus the energy saving
attains more than 75% in high SNR values. As shown, the saved energy increases
proportionally with the SNR. Because, when the SNR increases, the amount of
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Fig. 3. Power consumption comparison for N = 10

the authorized power Pmax also increases. This increases the probability to find
a set of relays which cooperate to transmit data with transmit power less than
Pd. Moreover, the number of nodes within the cluster influences the total energy
consumption and consequently the percent of energy savings. In fact, by increas-
ing the number of nodes per cluster, more energy savings can be found. Because
when N increases, we will be more likely to select the best set of relays which
provides the minimum transmit power. We see clearly in Fig. 5 this increase
when we change N from 10 to 25 for SNR = 20 dB.

Fig. 4. Energy saving
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Fig. 5. Energy saving for N = [10:25]

7 Conclusion

In this paper, a new multi hop transmission strategy which is based on Dijk-
stra algorithm is applied to a clustered WSN. This approach considered that
the transmission achieves the destination without interruption only if the SNR
at the CH is above an SNR threshold. Otherwise, the system is considered in
an outage state. The main purpose of our proposed strategy is to improve the
energy saving in order to extend the network lifetime. So, we define a new trans-
mission technique consisting of electing the appropriate node as CH according
to its residual energy and its distance to the cluster center. Then, classify the
remaining nodes into active nodes and sleeping nodes to alleviate the processing
and minimize the unnecessary transfer of messages between the nodes within the
cluster and to reduce the duration of data transmission to the maintenance cen-
ter. After that, we apply the relay selection strategy based on Dijkstra algorithm
to select the set of reliable relays. We have compared the results between direct
transmission and cooperative transmission, simulations prove that our proposed
transmission strategy offers a significant energy savings (can reach up to 80% in
high SNR). The percent of energy savings varies proportionally with the number
of nodes within the cluster. As future work we will investigate the multi-source
case where more than one source node can transmit data simultaneously.
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Abstract. A Wireless Sensor Network (WSN) consists of a set of sensor
nodes which have a limited energy, processing and memory capabilities.
The applications of WSN in some hostile environment make the sensor
nodes difficult to replace once their battery resources exhaust. The wire-
less transmission is the most energy consuming operation and designing
an energy efficient routing protocol becomes the main goal for the wire-
less sensor network. LEACH is considered as the most popular routing
protocol which has better performance in saving the energy. However,
it has some limits. This paper presents a new variant of LEACH proto-
col called TV-LEACH that aims extending the lifetime of the network.
The simulation results show that the network lifetime in the improved
protocol is better than that of the LEACH Protocol.

1 Introduction

Wireless sensor network consists of hundreds and even thousands of small tiny
devices called sensor nodes distributed autonomously to observe physical or envi-
ronmental conditions like temperature, pressure, vibration and motion at differ-
ent locations such as landslides [3]. Every node in a sensor network usually is
equipped with one sensor, a wireless communication device like radio transceiver,
a small micro-controller, and an energy supply or a battery. Since the nodes are
based on battery, the energy plays a vital role.

The application of the WSN involves several fields, like military battleground,
fire detection, and other hostile environments. In these situations, it is difficult
to replace the dead nodes caused by energy’s depletion with new ones to operate
the network. Therefore, making the sensor nodes operational as long as possible
is the main challenge to maximize the network lifetime. The energy consumption
of sensor nodes primarily is due to the long distance of data transmission. So,
an efficient routing protocol could preserve such energy. Hence, how to design
an energy efficient routing protocol becomes the main objective for the wireless
sensor networks [5].
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The basic objective of any routing protocol is to make the network opera-
tional as longer as possible. A cluster-based routing protocol is one of the existing
schemes. It groups the sensor nodes where each group of nodes has a Cluster
Head (CH). The sensed data are sent to the CH rather than the sink. The CH
performs some aggregation functions on the received data and sends them to the
sink. LEACH [6] is considered as the most popular routing protocol that uses
cluster-based routing mechanism in order to minimize the energy consumption.

The main contribution of this paper is a modified protocol design called
TVLEACH that uses two Vice-Cluster Head (V-CH). The first V-CH will take
the role of the CH even if the CH is still alive, which will decrease the energy
spent on the re-clustering process by delaying the coming of the new round. The
second V-CH will be the alternate CH only when the new CH is died.

The remainder of the paper is organized as follows: Sect. 2 presents the
LEACH variant protocols. Section 3 presents the proposed protocol. Section 4
shows the simulation results and we conclude the work in Sect. 5.

2 LEACH Variants

LEACH, is a low-energy adaptive clustering hierarchy for WSN. The operation
of LEACH can be divided into rounds (Fig. 1).

Fig. 1. LEACH network model

Each round begins with a set-up phase in which the clusters are organized
and followed by a steady-state phase where several frames of data are transferred
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from the nodes to the cluster head and thus, to the sink [1]. Its main objectives
are prolonging the network lifetime, reducing the consumed energy, and using
the data aggregation to reduce the number of exchanged massages.

In the standard LEACH, the CH always receives the data from the cluster
members, aggregates them and then, sends them to the sink that might be
located far away from it. Thus, the CH will die earlier than the other nodes in
the cluster. When the CH die, the cluster will become useless because the data
gathered by the cluster nodes will never reach the sink. In order to overcome
this problem, a modified version of LEACH was proposed in the literature and
called V-LEACH. In V-LEACH protocol [1], there is a vice-CH that takes the
role of the CH (Fig. 2) when the CH dies. By considering these vices-CH, the
cluster nodes’ data will always reach the sink and there is no need to elect a new
CH each time the CH dies. Consequently, this will extend the network lifetime.

Fig. 2. VLEACH network model

In [2], an extended vice-CH selection is proposed to improve the V-LEACH
protocol. The selection process of the vice-CH is based on three factors: the
minimum distance, the maximum residual energy, and the minimum energy.
In [3], another improvement of V-LEACH was proposed. The vice-CH will be
the node that has the maximum energy in the cluster. The vice-CH will take
the role of the CH in the later steady-state phase of the current round. Then,
the CH itself will become a standard member node because of the too much
energy consumption. This will decrease the frequency of the re-clustering process
and extend the time of being in the steady-state phase, which could prolong
the network lifetime. Although the V-LEACH protocol acts in a very sensible
manner, it also suffers from several limits, such as: In the first rounds of the
network lifetime (before that the first CH dies), the calculation of the VCH in
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[1,2] (which consumes energy) is useless, because the VCH will be operational
only when the CH dies. When the CH dies, the VCH will take its place. So, the
common nodes will consume much more energy to send their data to the new
CH than to the previous CH, if the new CH is situated at the border of the
cluster.

3 The Proposed Protocol TV-LEACH

In our improved TV-LEACH protocol, besides having a CH in the cluster, there
are two VCH (Vice-Cluster Head), as it is shown in Fig. 3.

Fig. 3. Proposed TV-LEACH

In fact, the Vice CH selection criteria are: the maximum residual energy
and the minimum distance from the CH. Thus, the protocols proposed in [2,3]
combine this two criteria. We have found that the protocol in [2] was better
than the protocol in [3] in the first rounds of the network lifetime. However,
the protocol in [3] was better than that of [2] in the last rounds of the network
lifetime. From this, it come the idea of using 2 vice-CH since we have only two
criteria.

3.1 Cluster Heads (CHs) Selection (Set-Up Phase)

LEACH ignores the residual energy of each node during the CH selection process.
The better results were obtained by just taking the ratio of the current energy
and the initial energy instead of taking the square root in the formula for the
threshold calculation T(n) [8]:
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T (n) =
{

P
(1−P∗(r mod(1/P ))) ) ∗ Eresidual

Einitial
, n ∈ G

0 otherwise
(1)

Based on such threshold, we propose a new formula, which will increase the
probability of nodes having the higher residual energy to become the cluster
head. The threshold is set as follows:

T (n) =

⎧⎨
⎩

(( P
(1−P∗(r mod((1/P ))) ) ∗ ((1 + Eresidual

Einitial
) ∗ ((1 − P )

+ (1 + Eresidual

2∗Einitial
)))), n ∈ G

0 otherwise

(2)

Where: p is the percentage of cluster heads over all the nodes within the
network, r: is the number of selection rounds in the current time, G: is the set
of nodes that haven’t been selected as cluster heads in the round 1

P , Eresidual:
is the residual energy of the node and Einitial: is the initial energy of each node.

3.2 Vices Cluster Heads (VCHs) Selection

In the steady-state phase, the cluster head will record the residual energy
(Eresidual) and the distance from the CH (dtoCH) to each member node. Thus,
the CH can have global information (idnode, Eresidual, dtoCH) about its member
nodes.

Using this information, the CH will be able to calculate its vices-CH. The
process of the 1st Vice-Cluster Head selection criteria is based on the value of λ
considered as follows:

λ =
Eresidual

dtoCH
(3)

Where Eresidual is the residual energy and dtoCH is the distance of the node
from the CH. λ is only calculated among cluster heads. The node that has the
highest value of λ will become the 1st Vice-Cluster Head. The 2nd Vice-Cluster
Head will be the node with the highest residual energy in the cluster. The CH
broadcasts a message containing the VCHs id to all the member nodes. The
heavy tasks on CH will cause an excessive amount of consumed energy. So, to
delay the arriving of a new round which will increase the energy spent on the
re-clustering process, the first vice-CH will take the role of the CH and the CH
itself will become a standard member node. The new CH also consumes too much
energy as the previous CH. A new round begins and new clusters are going to
be rebuilt in the set-up phase. The second V-CH will act as a CH only if the
new CH dies in order to guaranty the deliverance of the data gathered by the
cluster nodes.

4 Simulation

In order to show the effectiveness of the proposed variant, we simulate LEACH
variant protocols that use a vice-CH scheme and the improved protocol (Two
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V-LEACH). The test network parameters are shown in Table 1. The simulation
parameters is inspired from previous works [2,3] to give a fair comparison. Since
the network density causes messages’ overhead, we choose a dense network (1000
nodes) to show the effectiveness of the new variant.

Table 1. Simulation parameters

Parameter Variables

Node number 1000 nodes

Initial energy 1 Joule

Network size 100× 100 m2

Sink location 200× 50

CH probability 0.01

Nodes distribution Randomly distributed

Number of rounds 800

ETX 50 * 0.000000001

ERX 50 * 0.000000001

Efs 10 * 0.000000000001

Emp 0.0013 * 0.000000000001

EDA 5 * 0.000000001

Figure 4 shows the result for the energy consumption between VLEACH1 [2],
VLEACH2 [3] and TVLEACH. The results show that our proposed TVLEACH
protocol is better than the two variants VLEACH1 and VLEACH2 since it con-
sumes less energy.

Figure 5 illustrates the performance of our protocol comparing to VLEACH1
and VLEACH2 in terms of network lifetime. As shown in Fig. 5, the sensor
network performs longer with TVLEACH in comparison to VLEACH1 and
VLEACH2.

In fact, the TV-LEACH protocol is better because in the first rounds when
the CH dies, the first Vice-CH (selected on the basis of the distance to the
CH and the remaining energy) will be the new CH. So, the common nodes of
the cluster will consume less energy when sending their data to the new CH
(since it is close to the old CH) than the VLEACH2 protocol where the Vice-CH
(selected only on the basis of the remaining energy) could be at the border of the
cluster. In the last rounds, TV-LEACH will deliver more data to the sink than
VLEACH1 where the nodes at this phase exhaust their energy. On the other
hand, the Vice-CH selected only by using the remaining energy has a better
chance to send its data to the sink (as is the case of the second Vice-CH of our
TV-LEACH protocol) than the Vice-CH selected by using the distance to the
CH and the remaining energy.
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Fig. 4. Consumed energy

Fig. 5. The network lifetime
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5 Conclusion

Wireless Sensor Networks consists of a huge number of small self-contained
devices with limited computational, sensing and wireless communication capa-
bilities. LEACH is the earliest cluster-based routing protocol. Compared to the
flat network where multi-hop algorithm is adopted, it gains features of low energy
consuming, self-adaptive and cluster-organized. However, when the CH die, the
cluster will become useless since the data gathered by the cluster nodes will
never reach the sink. Many improvements were proposed to overcome this prob-
lem. This paper proposed a new improved protocol which uses two Vice-Cluster
Head to extend the lifetime of the entire network. The new improved proto-
col is simulated. The simulation results shown that the energy efficiency of the
proposal is better than that of the LEACH variants.
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Abstract. Nowadays there is a great interest in the development of
cross-domain IoT applications that are able to gather an high number of
observations taken from sensors belong to heterogeneous IoT platforms
and efficiently combine them in flows that can be exploited for conduct-
ing analysis. However, their realization poses several concerns. From one
side, graphical interfaces are needed for facilitating the specification and
composition of the data acquisition operations. From the other side, facil-
ities are required to manage big data streams, to check the application
correctness, and to set up and configure clusters of machines. Starting
from the graphical facilities of the StreamLoader system for the develop-
ment of Data Acquisition Plans (DAPs) from sensors belonging to het-
erogeneous IoT platforms, in this paper we show the approach developed
for translating DAPs in a Spark-Streaming application. Experiments are
shown for assessing the scalability of the developed applications.

Keywords: Spark-streaming · Cross-domain IoT applications

1 Introduction

According to a recent survey [7], more than 600 Internet of Things (IoT) plat-
forms have been recently developed for the management of streams of sensor
data produced in different domains (e.g. environment monitoring, healthcare
service, Smart Cities and Homes). However, these solutions are characterized
by the use of hardware and software of a specific industry and the interoper-
ability with other applications is rarely supported. Even if many standards are
currently proposed (e.g. oneM2M, OMA NGSI 9/10, ETSI M2M), none of them
is currently well accepted and is predominantly adopted by the entire com-
munity. Many efforts are nowadays devoted to the creation of virtual bridges
among these platforms in order to guarantee the development of cross-platforms
(also named horizontal) applications, that is applications able to connect sen-
sors belonging to different platforms. European projects (like OpenIoT, BIG-IoT,
Biotope, INTER-IoT, SymbIoTe) are moving in this direction and their idea is
to offer facilities across all layers of the network stack in order to improve the
interoperability among the different components involved in the management of
sensors, actuators and network infrastructures. These projects share the need to
c© Springer Nature Switzerland AG 2018
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easily handle the millions of events that the monitored sensors can produce in
an effective, efficient and scalable manner.

Starting from the possibility that many IoT platforms offer to expose the
datastreams produced by their sensors by means of publish-subscribe context
brokers (like Mosquitto, RabbitMQ, Apache Kafka), in the context of a phD
thesis [2] we have developed the StreamLoader system that supports domain
experts in the graphical development of Data Acquisition Plans (DAPs) for the
integration of sensor data that are exposed by IoT platforms by means of publish-
subscribe interaction models. By means of the DAPs, the domain experts can
define the operations needed for filtering, integrating and enhancing (by means
of external knowledge) the sensor observations and make them in a suitable
format for conducting different kinds of analysis. Once a DAP is considered
soundly specified and coherently adhering to the concepts expressed in a Domain
Ontology, it can be easily translated in a scalable Apache Spark Streaming script
for its distributed execution in a cluster of machines.

The development of graphical facilities for working on data streams is an
active research field. Commercial systems such as Talend Studio (www.talend.
com), StreamBase Studio (www.streambase.com), Waylay.io (www.waylay.io),
and Node.Red (nodered.org) offer graphical interfaces for designing dataflows as
graphs of connected nodes representing tasks and data-sources. While Talend
works on static data coming from fixed data-sources, StreamBase, WayLay and
Node.Red can receive and analyze continuous data streams and are specifically
designed for IoT. These systems offer a composition paradigm based on the use
of graphs for representing the flow of data that are generated by sensors and
services. This notation fits very well the mental model of IoT experts who are
used to adopt a visual representation where nodes representing data inputs, out-
puts, and functions are connected with edges that define the data flow between
components [1,3]. However, some specific features (like the management of STT
dimensions, the multi-granularities, the verification of sound specification of a
DAP) are not provided and need to be manually implemented along with the
configuration of the underlying network. Moreover, these systems are not able
to support multidisciplinary requirements of the stakeholders at all different lev-
els of the IoT design chain. What is missing in these solutions is an integration
between tasks related to the configuration of a network of data sources, with tasks
for supporting domain experts in expressing policies for managing dataflows and
for detecting relevant events. Finally, these systems do not provide a translation
of the services in advanced stream processing systems able to scale when the
size of events to handle increases. For these reasons, in our solution we propose
to integrate graphical data-flow design and execution strategies with network
configurations in a simple and effective way.

In the paper we present the overall organization of the StreamLoader sys-
tem (Sect. 2) and then focus on how the DAPs are automatically translated in
an Apache Spark Streaming application (Sect. 3). Specifically, we focus the pre-
sentation in the configuration of the environment and the communication with
Apache Kafka, the translation of the single services contained in a DAP, and

www.talend.com
www.talend.com
www.streambase.com
www.waylay.io
https://nodered.org/
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the strategy for the translation of the overall DAP. Finally, Sect. 4 discusses the
experiments for assessing the scalability of the proposed system.

2 StreamLoader Overview

StreamLoader offers a GUI by means of which domain experts can register new
sensors and graphically design data acquisition plans (DAPs) for accessing in
real time to the sensors events and combine them by means of a set of services.
In the StreamLoader system we assume the presence of monitors for checking the
presence of new sensors in the considered IoT context brokers. When new sen-
sors are detected, it is possible to specify (when available) the Spatial-Temporal
granularities and Thematics according to which the sensors produce the events.
Moreover, since these values can be organized in a record, the record structure
and its fields can be better specified by means of our interface (details in [2]).
This process, named Semantic virtualization of sensors, requires the interaction
with the domain expert and aims at discovering the presence of new sensors,
extracting the sensor schema (i.e. the attributes that are generated by the sen-
sor according to a given format), semantically annotating and characterizing
the sensor schema and attributes by means of concepts of a Domain Ontology.
This process results in a semantic description, also partial, of each sensor schema
according to the spatial, temporal and thematic dimensions. Once the sensors are
semantically virtualized, the GUI depicted in Fig. 1 is dedicated to the graphical
specification of the DAP. The Domain expert can select the sensors from which
he/she wishes to collect data and then specify the data acquisition services for
generating a final single data stream that is stored in a database for analysis.

Fig. 1. StreamLoader main GUI with the DAP for computing the Humidex factor

Example 1. Suppose that we wish to compute the Humidex factor [4] per hour
in different zones of the city of Hammamet according to the following formula

HD = [T + (0.555 · (H − 10))]
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where, T is the temperature (expressed in ◦C and relevant for the computation
only when the values are in the range 20 ◦C to 55 ◦C) and H is the humidity
degree (expressed in hPa). Suppose that in the area of Hammamet there are
many temperature and humidity sensors, but the sensors belong to two different
IoT platforms and return the events using different spatio-temporal granularities
and unit of measure. A first platform contains sensors of type H1 that allow to
gather the humidity expressed in hPa every 10 min. The sensor observations are
associated with the sensor identifier but no geo-spatial locations of the sensors
are provided (but we have a database that associates each sensor with its longi-
tude and latitude). A second platform contains sensors of type T1 for gathering
the temperature every 15 min in Fahrenheit degree for each zone of the city.
These sensors provide the needed information for computing the Humidex, but
the sensor data need to be transformed, converted in coarser spatio-temporal
granularities, integrated and enhanced in order to correctly compute the for-
mula. Figure 1 shows the DAP designed for collecting the data from the two
types of sensors and for computing the average temperature per hour and per
zone of Hammamet and for storing the result in MondoDB. �

StreamLoader adopts a flexible spatio-temporal multigranular data model
in which the events generated by the sensors are represented according to the
spatio-temporal-thematic (STT) dimensions. The events can be represented as
JSON values in which both values of simple types and list of values can be spec-
ified. We adopt this rich data model to represent both simple values generated
by physical sensors (like a simple temperature) and complex values generated
by social sensors or obtained by the aggregation of simple values (like the list of
tweets of a given topic and its cardinality, or the temperatures recorded in the
last hour). The model points out the thematic and spatio-temporal granularities
of the values in order to make them comparable and decide whether their com-
position is legal (e.g. union, join, etc.). The model is also flexible in the sense
that none of the STT dimensions is mandatory. This feature is useful to handle
partial information that can be enriched later.

Example 2. Consider sensors of type T1 and H1 of previous example. The fol-
lowing is their representation in our internal model (pointing out the temporal,
spatial, and thematic granularity, the interval of time in which events are col-
lected, the legal values for the spatial dimension and the type of collected events):

– 〈10 min,⊥, humidity, [“1/1/2018-00:00”, “1/1/2019-00:00”],
⊥, Event

{humidity}
〈10 min,⊥〉(humVal:real)〉

– 〈15 min, zone, temperature, [“1/1/2018-00:00”, “1/1/2019-00:00”],HamZone,
Event

{temperature}
〈15 min,zone〉 (tempVal:real)〉

where HamZone represents the zones in which sensors of type T1 are located
among the five zones (named z1, .., z5) in which the city can be divided. Each
zone is delimited by boundary lines. �

Several services have been developed for the manipulation of the events pro-
duced by the sensors and are classified in non-blocking (i.e. they can be applied
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Table 1. Graphical representation and description of StreamLoader services

Service Symbol Description Service Symbol Description

transform

transformation func-
tions are applied to
the value of some at-
tributes

filter

events that do
not adhere to spe-
cific conditions are
removed

enrich

events are enriched
with information
taken from external
databases

union

events produced by
different sensors are
merged together

aggregate

an aggregation func-
tion is applied to se-
lected attributes of
the events collected
in a specific time in-
terval

join

An SQL join is
applied between the
events collected in a
specific time interval
from two incoming
streams

virtual

property

a new property is cre-
ated relying on an
arithmetic expression

convert

Spatial-temporal ag-
gregations are ap-
plied relying on the
granularities of the
incoming stream

event by event) and blocking services. The main services are reported in Table 1.
Blocking services are window-based, that is they require to maintain a cache of
events for a temporal interval. At the end of the interval, the events in the cache
are processed by the operator and the obtained result produced to the upcom-
ing operators. Transform, filter, virtual property and convert are non-blocking
services while the others are blocking services.

Example 3. In our running example, humidity values produced by sensors of
type H1 lack the geo-references in the city. This information can be included
by means of a relational table that contains the latitude and longitude of each
sensor (through the enrich service). Moreover, the database contains the zones
of the city along with their boundaries. Therefore, by means of the convert
service it is possible to change the spatio-temporal granularity of each event
from 〈10 min, point〉 to 〈1 h, zone〉. Only the temperatures in the range 20 ◦C
to 55 ◦C and humidity greater than 20 hPa should be considered (filter ser-
vice) for the computation. Then, they need to be converted in the granularity
〈1 h, zone〉, make the union with the humidities and aggregate them per hour/-
zone. The virtual property with the expected result is thus generated. �

3 Automatic Translation in Spark Streaming

Once the DAP has been graphically drawn, several conditions (related to the
used services and the entire topology) can be evaluated for considering it sound.
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When they are met, the plan can be translated in a script in Apache Spark
Streaming. We have chosen this framework because it allows to handle both
stored and stream data. However, also other frameworks can be adopted (with
a slightly modification of the supported services). Among the possible languages
that support Apache Spark Streaming we decided to translate the DAP in Scala
code because of its functional programming support.

Figure 2 explains the execution model of the generated script. The script is
configured for consuming the events that are exposed in the channels of the
Kafka server. The server to use, the channels and the formats of the events are
known since the semantic virtualization of the sensors. The events are processed
according to the services reported in the DAP in a Spark engine. The engine
is formed by a cluster of machines (of different size) in order to properly scale
depending on the amount of events that need to be processed. The result of the
computation is a stream that can be stored for further processing.

Fig. 2. StreamLoader execution model

3.1 Configuration

In order to efficiently manipulate the information coming from the sensors,
each sensor is treated as a scala case class with attributes that represent the
STT dimensions. Specifically, the Location case class models the latitude,
longitude and zone, province or region name where an event has been gener-
ated. The STT dimensions are defined by the case class Stt that contains
the spatial, temporal and thematic properties that are instances of the case
class Spatio, Time and Thematic.

For what concern the Spark and Kafka communication, it is necessary to con-
figure the Spark cluster and the Kafka server correctly. The sparkConf property
provides the Spark Context, the host of the Master node in the Spark cluster,
while the ssc property sets the size of the streaming batch. The size of the batch
is defined manually by the domain expert and it is a multiple of the temporal
granularity of the last service Applied in the DAP. Code 1.1 presents the case
classes and the configuration of the Spark/Kafka environment.
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case class Thematic(name: String, metadata: JObject)
case class Time(unit: String,count: Double,metadata: JObject)
case class Spatio(unit: String,metadata: JObject)
case class Stt( spatial : Spatio,temporal: Time,thematic: Thematic)
case class Location(latitude: Double,longitude: Double,name: String)

val sparkConf = new SparkConf().setAppName(”myApp”).setMaster(”spark://0.0.0.0:7077”)
val ssc = new StreamingContext(sparkConf, Hours(1))

val kafkaParams = Map[String, Object](
”bootstrap.servers” −> ”http://0.0.0.0:9092”,
”key. deserializer ” −> classOf[StringDeserializer ]. getCanonicalName,
”value. deserializer ” −> classOf[StringDeserializer ]. getCanonicalName,
”group.id” −> ”test”, ”auto.offset . reset” −> ”latest”)

Code 1.1. The case classes are used to represent the information provided by the
sensors. In order to consume data from Kafka and to be executed in an environment,
the script needs some configuration settings.

Internally, the Apache Spark script works as follows. Spark Streaming
receives live input data streams and divides the data into batches of a fixed
dimension specified in the StreamingContext. Spark Streaming provides a high-
level abstraction called discretized stream or DStream, which represents a con-
tinuous stream of data. DStreams, in our case, are input streams generated by
Kafka.

3.2 Translation of Sources and Destination

Since each sensor presents a specific schema of data and topic, two case classes
are created for each sensor included in the DAP. The first one, named Data
concatenated to the Id of the sensor, contains the properties (name and type) of
the sensor. The second one, named Sensor concatenated to the Id of the sensor,
contains the sensor name, the interval of time in which the sensor produces
data, the schema, spatio-temporal granularity and the thematic of the sensor.
Moreover, a specific topic is created in Kafka for gathering the data produced
by the sensor and made available through Kafka. An example of a sensor in our
running example is provided by the code below.

case class Data s1(location:Location, timestamp:String, humVal:Double)
case class Sensor s1(sensor name:String, start date :String, end date:String,

data:Data s1, stt : Stt)
val topics s1 = Array(”topics1”) //Topic s1
val stream s1 = KafkaUtils.createDirectStream[String, String]( ssc , PreferConsistent,

Subscribe[String, String ]( topics s1 , kafkaParams))
val s1 = stream s1.map(record => {implicit val formats = DefaultFormats

parse(record.value).extract[Sensor s1]})

Code 1.2. The code shows how a sensor is initialized and parsed. Spark provides the
createDirectStream class for consuming data from Kakfa.

Kafka acts as the central hub for real-time data streams. Each sensor needs
to “consume” data of a specific topic and for this reason sensors need to be
initialized as Kafka Consumers. The KafkaUtils.createDirectStream takes as
parameters the Spark Context, a LocationStrategies.PreferConsistent, in
order to distribute partitions evenly across available executors and a Subscribe
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method, where information about the topic and the Kafka environment must be
provided and a new Kafka stream is instantiated.

For what concern the destination, besides providing configuration informa-
tion, it contains also information about the storage of the processed data into
a database. MongodbConfig.Host, mongoDbDatabase and mongoDbCollection
contain the configuration of the DB while in the foreachRDD every processed
tuple is converted into a specific schema and then saved on MongoDB.
val mongoFormat = ”com.stratio.datasource.mongodb”
val mongoDB = ”StreamLoader”
val mongoCollection = ”Results”
val MongoOptions = Map(MongoConfig.Host −> ”http://0.0.0.0:27017”,

MongoConfig.Database −> mongoDB,
MongoConfig.Collection −> mongoCollection)

val dest = j1.foreachRDD { rdd =>
val dest=spark.read.schema(Sensorj1).json(rdd)
dest.write.format(mongoFormat).mode(SaveMode.Append).options(MongoOptions).save()}

Code 1.3. The settings for the database name and location are provided in this code.
The foreachRDD method iterates on every RDDs and store them on the MongoDB.

3.3 Translation of Services

Each DAP service is translated in Spark Streaming instructions that read values
from the output variable of the incoming service and generates a stream for the
subsequent service. In the remainder we describe the translation of some services
that we use in our scenario. Other services are discussed in [2]. The variables PN,
PN1 or PN2 are used to define the id of the incoming node (or nodes) associated
with the service. The operations are executed on each DStream that is a sequence
of Spark RDD collected in a batch.

Transform. This operator applies transformation functions taken from a list
stored on MongoDB. It takes in input an array composed of: (i) the attribute
on which the function must be applied; (ii) the name of the function; (iii) for
the replace function, the value to replace and the replaced value (optional, used
on the replace function); and (iv) the Spark code of the function. The code is
omitted for specific transformations (like Celsius to Fahrenheit and vice-versa).
By means of this approach, it is easy to include new transformation functions.

In our example, the sensors that produce temperatures in Fahrenheit need to
be transformed in the corresponding temperatures in Celsius. Code 1.4 presents
this transformation applied to the tempVal attribute.

val t1 = PN.map { r => new Sensor PN(r.sensor name, r.start date, r.end date,
new Data PN(

new Location(r.data.location. latitude , r .data.location .longitude,
r .data.location .name), r.data.timestamp,
r.data.tempVal.∗(1.8).+(32)),

new Stt(new Spatio(r.stt. spatial .unit, r . stt . spatial .metadata),
new Time(r.stt.temporal.unit, r . stt .temporal.count,

r. stt .temporal.metadata),
new Thematic(r.stt.thematic.name, r.stt.thematic.metadata)))}

Code 1.4. The transformation uses the map method and the operation is done only
on the specific attribute.
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Union. This service takes in input two incoming streams. If their schema is
exactly the same, it does not introduce a new sensor case class otherwise it
has to be defined. The new class contains all the common attributes between
the two sensors, taken only one time, and the specific attributes.

Consider our running example. Sensors H1 and T1 need to be included in a
single stream to subsequently compute the Humidex factor. The STT dimensions
of the two sources are the same but tempVal is missing in H1 and humVal is
missing in T1. Then, when an observation is read, the value of the corresponding
attribute is modified and the other is set to 0.0. Code 1.5 shows the creation of
the new class and how the two sources are mapped to it. After that the Spark
union primitive is applied every hour on the two DStreams.

case class Data u1(location : Location, timestamp : String, tempVal : Double, humVal :
Double)

case class Sensor u1(sensor name: String, start date : String, end date: String, data:
Data u1, stt: Stt)

val u1PN1 = PN1.map { r => new Sensor u1(r.sensor name, r.start date, r.end date,
new Data u1(

new Location(r.data.location. latitude ,
r .data.location .longitude,
r .data.location .name), r.data.timestamp, 0.0,
r .data.humVal),

new Stt(new Spatio(r.stt. spatial .unit,
r . stt . spatial .metadata),

new Time(r.stt.temporal.unit, r . stt .temporal.count,
r. stt .temporal.metadata),

new Thematic(r.stt.thematic.name,
r.stt.thematic.metadata)))}

val u1PN2 = PN2.map { r => new Sensor u1(r.sensor name, r.start date, r.end date,
new Data u1(

new Location(r.data.location. latitude ,
r .data.location .longitude,
r .data.location .name), r.data.timestamp,
r.data.tempVal, 0.0),

new Stt(new Spatio(r.stt. spatial .unit,
r . stt . spatial .metadata),

new Time(r.stt.temporal.unit, r . stt .temporal.count,
r. stt .temporal.metadata),

new Thematic(r.stt.thematic.name,
r.stt.thematic.metadata)))}

val u1 = u1PN1.union(u1PN2).window(Hours(1), Hours(1))

Code 1.5. A new case class is created and the information from each sensor are mapped
to the new class. This is required because the union method does not allow to merge
DStream of different types.

Enrich. This service is a special case of a join between stream and static data.
It is done by defining a join attribute between the stream and the static infor-
mation. The first thing that we have to do is load a table and cache it so that it
can be joined with streams. Then we need to identify the “join” attributes for
the stream and for the static data. In the JSON representation of this service,
the enrich predicate is specified along with the kind of enrich to be applied and
the dimension of the enrich window.

In our running example we wish to associate the information of latitude and
longitude of sensor H1 through the sensor identifier, with data stored in the
Identifier table in a MongoDB. Code 1.6 is generated.
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val idInfo = sqlContext.table(” Identifier ”).rdd.map(row => (row(0).toDouble(),
row(1).toDouble())).partitionBy(partitioner).cache()

val e1PN1 = PN1.map(x => (x.data.location.name, (x)))
val e1PN2 = idInfo.map(x => ((x.(0), x.(1)), (x)))
val e1PN1win = e1PN1.window(Minutes(10), Minutes(10))
val e1pre = e1PN1win.join(e1PN2)
case class Data e1(location : Location, timestamp : String, humVal : String)
case class Sensor e1(sensor name: String, start date : String, end date: String, data:

Data e1, stt : Stt)
val e1 = e1pre.map { r => new Sensor e1(r. 2. 1.sensor name, r. 2. 1.start date ,

r . 2. 1.end date,
new Data e1(new Location(r. 2. 2. 1, r . 2. 2. 2,

r . 2. 1.data.location .name), r. 2. 1.data.timestamp,
r. 2. 1.data.humVal),

new Stt(new Spatio(r. 2. 1. stt . spatial .unit,
r . 2. 1. stt . spatial .metadata),

new Time(r. 2. 1.stt .temporal.unit, r . 2. 1. stt .temporal.count,
r. 2. 1. stt .temporal.metadata),

new Thematic(r. 2. 1.stt .thematic.name,
r. 2. 1. stt .thematic.metadata)))}

Code 1.6. The code shows how static data is mapped and how is joined with the
streaming information. After the join operation, it is required to map the result to a
new case class that contains the new attribute.

3.4 The Overall Translation Algorithm

The most important issue in the translation of a DAP is to maintain the order of
the operators as defined in the DAP. Each service provides information about the
id of the incoming node (or nodes). Therefore it is easy to establish the incoming
and outgoing variables. Then, the right “ordering” of the DAP is demanded to
the internal way of handling RDDs by Apache Spark. Indeed, Spark adopts a
stage-oriented scheduling for transforming a Logical Execution Plan (i.e. RDD
lineage of dependencies) to a Physical Execution Plan through a DAG sched-
uler [5] that is able to reorder the dependencies automatically. In this way the
execution order is maintained also if the operations are written in the Spark
script without following the right order as they appear in the DAP.

With the aim of creating a clearer an more maintainable script, in the trans-
lation phase we report the imports of packages and libraries that are required
for the right execution of the code, the configuration of the Spark and Kafka
environment, and all the classes associated with sensors accessed in the script.
The nodes that represent the operations are then translated and included in the
code while in the last part we provide the translation of the storage information
defined by the destination node.

4 Experimental Validation

We conducted a set of experiments for evaluating the performances of the Spark
Streaming scripts generated by means of StreamLoader when it is executed
locally and on clusters of different dimension (5 and 10 nodes). These experi-
ments are focused on the evaluation of the performances of the generated scripts
and to determine the number of events that can be handled per second. We use
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virtual machines that reside on an Ovirt Datacenter (https://www.ovirt.org/)
that are equipped with Ubuntu 16.04 LTS (GNU/Linux 4.4.0-96-generic x86 64),
8 GB RAM, 2 core processor, 250 GB HDD and 2799.202 MHz CPU clock speed.
In each cluster, a node acts as master and the others as slaves.

Fig. 3. Processing time and batch size of different DAPs

Figure 3 reports for each row the processing time and the size of the batch for
different DAPs executed on a single node, a cluster of 5 nodes, and a cluster of 10
nodes. The DAPs contain both non-blocking and blocking services at increasing
complexity. The first is a simple DAP that reads data from a sensor and store
the obtained value in a file. The second one applies a filter condition and only
the events that meet the condition are stored in the file. The third one applies
an aggregation on the considered events and the aggregated events are stored
in the file. The last one compute the humidex factor described in this paper.
For the first four DAPs we have considered a single flow of 10 million events,
whereas for the last one we have considered two flows of 10 millions events each.

As we can note from all the considered DAPs the processing time is deeply
affected by the number of machines in which the DAP is executed. In the passage
from one node to 5 nodes, the average processing times is reduced of at least one
third. The reduction is less in the passage from the cluster of 5 to the one of 10
nodes, but we believe that this is due to the reduced number of processed events.
Moreover, by increasing the complexity of the DAP (from the one in the first
row to the last raw) the processing time increases but not linearly with respect
to the number of services that are included in the DAP. This is an important
factor for dealing with DAPs of different complexity.

For what concern the computation of the Humidex factor, we can note that
Spark is able to process 222.000 tuple per second. Moreover, the processing time
improves deeply by considering clusters with 5 and 10 nodes. The local execution
of a 10 s batch (with a range of events between 1.8 millions and 2.2 millions)

https://www.ovirt.org/


Developing IoT Spark-Streaming Applications by Means of StreamLoader 127

requires an average time of 121 s, whereas in a cluster of 5 nodes requires 37 s,
and 10 s in the cluster of 10 machines (thus an improvement of 12 times w.r.t.
the local execution). Note that the scheduling delay is null for the cluster of 10
nodes (the average processing time – 3 ms – is equal to the batch size), wheres
this time is around 13 s. for the cluster of 5 nodes and 114 s. for the single node.

5 Conclusions and Future Works

In this paper we have presented the main characteristics of the StreamLoader
Web application for graphically composing different services that work on
streams of data produced by sensors. Then, we have shown how the DAP gener-
ated by an user can be automatically translated in an Apache Spark Streaming
script that can be easily made in execution in a cluster of machines with limited
user interventions. At the current stage, depending on the parameter specified
by the user, the script is automatically loaded in one of our clusters and exe-
cuted. Finally, we have reported some experimental analysis of the automatically
generated scripts that point out their efficiency and scalability. We are currently
carrying out further experiments, looking on how automatically tuning parame-
ters depending on the characteristics of the DAP to be processed, and improving
the graphical interface for monitoring the execution of the DAP.
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Abstract. This study provides a road traffic portrait in urban areas to compare
the congestion level of certain sections. In view of a better exploitation, we
proposed a Bayesian network (BN) analysis approach to modeling the proba-
bilistic dependency structure of congestion causes on a particular road segment
and analyzing the probability of traffic congestion. In this case, two steps are
also necessary, the macroscopic traffic flow modeling and the traffic simulation
for which empirical measurements can be developed and tested. The BN method
is used to analyze the uncertainty and probability of traffic congestion, and is
proved to be fully capable of representing the stochastic nature of road network
situation. This approach is used to represent road traffic knowledge in order to
build scenarios based on a practical case adapted in the city of Sfax.

Keywords: Macroscopic traffic flow model � Bayesian network
Measuring road congestion

1 Introduction

With a population of about 955,500 inhabitants in 2012, Sfax is the second largest
Tunisian agglomeration in terms of population. It is the second populated region in
Tunisia. In terms of transport, the city of Sfax is today confronted with a growing urban
sprawl. The problem of transport has always been a handicap for the displacement of
inhabitants in regional centre or urban area. At peak times, the difficulty of transport
has become more and more difficult. The congestion of traffic is due to the increased
use of private vehicles and the existing road infrastructure is also poorly organized. The
public transport share is decreased from 30% in the early 1990s to around 21% in 2016.
The traffic in central areas is generated by the spatial concentration of economic
activities and administrative services. The situation is aggravated by the flagrant lack of
parking spaces in these areas as well as the non-realization of scheduled interchanges.
This situation can be explained by several factors, including the level of public
transport service that is inefficient: low frequencies and the gradual deterioration of
commercial bus speeds. In addition, the port of Sfax is located near the city center, the
traffic is therefore booming and the containers are brought by all types of vehicles:
automobile, truck, recreational vehicles, etc. The access to this port is directly through
the city center and the different types of vehicles have increased the flow of goods and

© Springer Nature Switzerland AG 2018
N. Boudriga et al. (Eds.): UNet 2018, LNCS 11277, pp. 131–142, 2018.
https://doi.org/10.1007/978-3-030-02849-7_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02849-7_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02849-7_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02849-7_12&amp;domain=pdf
https://doi.org/10.1007/978-3-030-02849-7_12


services, which generates significant noise and visual disturbances caused by the
congestion on our city streets and on our highway. In summary, despite the socioe-
conomic role of the city of Sfax, the transport system in this city remains insufficient,
congestion increases the problem of air pollution in the city. Faced with the increase the
problems of road traffic mobility, the management of vehicle flows has become an
important issue that gives rise to many practical studies. Our research is based on the
traffic congestion analysis in the agglomeration of Sfax. The available data in our
application is based from general circulation census in 2017 with a very large spatial
and temporal dimension. The available data come essentially from general traffic
census in 2017 presented in the form of a macroscopic traffic situation. Based upon the
available data, the variables has been concluded for measuring the road traffic on a very
wide scale and enables the evolution of certain road axis in Sfax city. The temporal
dimension is based from the annual average time such as the flow and the density are
calculated in annual average during all the year of 2017 and the taking accounts of the
spatial dimension are based on the kilometers flown. By defining the spatial and
temporal boundaries, the macroscopic level seems more appropriate, instead to evaluate
the traffic flow. In the rest of the procedure, we presented the framework and the
methodology used to collect and analyze data from two steps such as modeling and
simulation. The both stages are used to identify the road traffic variables by a
macroscopic presentation. The macroscopic model is mainly done on the basis of three
variables: speed (km/hours), density (vehicles/km) and flow (vehicles/hours). We used
these three variables to know the traffic state in the Sfax city, as a fundamental tool to
prevent, control and diagnose the congestion situation. We used also a Bayesian net-
work (BN) approach which aims to propose a conceptual and methodological frame-
work for this purpose and to analyze the probabilities of urban congestion.

2 Defining Variables in a Modeling Study

Traffic congestion is a critical problem which happens on roads which make traffic busy
because roads full of cars and buses. Traffic congestion challenges traffic flow in urban
area and is prevented smooth traffic. The literature of traffic phenomena is already
extensive and is characterized by contributions covering different aspects of modeling.
Theorists of the road traffic are interested in developing simple and efficient models to
represent the traffic flows modeling [1]. The data collected and presented in our
application are related to macroscopic modeling for this reason that we started to define
the context and understand the macroscopic situation.

2.1 The Macroscopic Model of Road Traffic

However, in order to control a road traffic sector the macroscopic point of view seems
the most adequate choice. It doesn’t require a large set of variables compared to other
type of models, and thus it leads to a shorter decision time. Furthermore, it permits a
general representation of a traffic network, offering access to a global view of the entire
system [2]. The model is typically used for planning and control operations involving
large networks with a long periods. Road traffic is represented in a compact manner
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using a series of interrelated variables such as flow Q(x, t), density K(x, t) and average
speed of the flow V(x, t). In the case of a macroscopic model, the temporal evolution of
macroscopic quantities circulations are represented by nonlinear editing systems called
conservation laws presented by the following equation:

Qðx; tÞ ¼ Kðx; tÞ � Vðx; tÞ
@Qðx;tÞ

@x þ @Kðx;tÞ
@t ¼ 0

Vðx; tÞ ¼ VeðKðx; tÞÞ

8<
: ð1Þ

The three basic variables of road traffic examine the relationships between many
possible indicators of congestion and estimated congestion level in an attempt to
identify and validate indicators for area wide congestion measurement purposes. From
three basic variables of road traffic we can identify other indices that are directly related
to macroscopic modeling. In order to achieve this, we determined the standard time
delay (STD) and the rate of travel speed (RTS). The two main components are used to
measure traffic congestion comparing reference or actual velocities with free flow
velocity (FFV) on the same section. The road users tend to compare their actual speed
with free-flowing speed. Another relevant variable that can be defined in the analysis of
urban congestion is the share of private cars (SPC). This index made some progress in
the structure of road traffic, so that a steady increase in motorized traffic can lead to
traffic congestion, a shortage of parking spaces and consequently causing a progressive
increase in atmospheric and noise pollution. A congestion measure should also be
simple, well explained, and easily understood and interpreted among two variables. For
example, the congestion can be expressed by the ratio between supply and demand or
by the relative quality of traffic flow between ideal conditions and the prevailing traffic
situations. The scale of measure may be a set of discrete classes [level of service
(state) = class A, B, C] or with a continuous value explained by the (RTS) variable
(e.g., a number between 0 and 1). The (RTS) is near to 0, the rate of travel speed is low
indicated the fluid circulation. On the contrary, if the (RTS) becomes higher and close
to 1 then the traffic is probably saturated, the road is blocked and the traffic volume
(TV) is increasing rapidly. Subsequently, we were able to identify the variables that
made it possible to measure the traffic situation in the agglomeration of Sfax. For these
analyzes, we indicated a brief description of the 9 components that are present by their
definition (Table 1 below).

3 Simulation of Road Traffic via a BN

Bayesian networks (BN) are usable in fields where the proceeding raises a state of
uncertainty and the outcome is difficult to predict. Instead of just ‘guessing’, Bayesian
networks help its users make intelligent, quantifiable and justifiable decisions. It is now
the method of choice for reasoning under uncertainty. The BN provides a compre-
hensive set of commonly used tools for artificial intelligence, applied mathematics or
engineering. Bayesian modeling techniques offer several advantages in the field of
analysis and dynamic data management. BN has been applied successfully in several
applications, textual classification [3], medical diagnosis [4], environmental
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management [5] and the traffic modeling [6]. Generally the searches of traffic man-
agement are oriented towards two aspects:

Prediction of Congestion: The management of vehicle flows is an important issue,
which gives rise to numerous studies. The system for traffic congestion forecasting is
set up to know the network status in real time, reduce the risk of failure and it should be
possible to deal with congestion problems in various ways. The research of [7]

Table 1. Variables and state definitions for the proposed BN model.

Variable: symbol Description Definition of
states

Share of private
cars (SPC)

The proportion of motorized traffic (light + heavy)
in percentage

Low: <=80%
High: >81%

Traffic flow Q(x,
t)

The traffic flow represents the number of vehicles
having crossed a point between two given times. It
is measured by the number of vehicles per hour
(v/h)

Low: <=1315
v/h
High: >1315 v/h

Density K (x, t) This variable expresses the distribution of vehicles
in space. It is measured by the number of vehicles
per kilometer (v/km)

Low: <=59 v/km
High: >59 v/km

Average speed of
the flow (ASF)

It is the speed at which most vehicles move in a
traffic lane. The speed is defined as the distance it
travels during a unit of time interval. ASF variable
is measured per kilometer per hour (km/h)

Low: <=15 km/h
High: > 15 km/h

Free flow
velocity (FFV)

(FFV) variable represents the optimal speed for a
given section, a counterfactual speed based on
ideal traffic conditions

Low: <=30 km/h
High: >30 km/h

Rate of travel
speed (RTS)

(RTS) variable is used to measure the valuation of
the speed at the risk of arriving late due to
congestion. This indicator expresses the level of
congestion of a road section with respect to free
flow conditions. It is a non-negative value and it is
between 0 and 1:

RTS ¼ Vfreeflowvelocity�Vtheaveragespeedoftheflow

Vfreeflowvelocity
ð2Þ

Free: <=0.5
Congestion: >0.5

Standard time
delay (STD)

It is the ratio of the travel time at a defined time to
the free flow time. It is usually expressed in km per
vehicle
STD ¼ Qðx; tÞ � 1

ASF � 1
FFV

� � ð3Þ

Low: <=60 km/v
High: >60 km/v

Traffic volume
(TV)

(TV) variable provides an estimate of the traffic
volume in the road. This is the distance traveled by
all the vehicles circulating on the network taken
into account during a given period

Low: 0%
High: 1%

Road traffic
situation (TS)

The (TS) variable provides an estimate of traffic
conditions and quality of service. It is the ability to
convey in good conditions a given type of traffic, in
terms of speed on the network

Class A: fluid
Class B: dense
Class C:
congestion
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proposes a traffic prediction model called “Jam Bayes”. This model exploits the past
states of congestion and to estimate the likely evolution in the future. This predictive
analysis system allows to act upstream of the problems, in order to prevent traffic jams
and accidents related to a traffic density. Recently, Kim and Wang [8] presented an
analytical framework that uses a BN to diagnose and predict traffic congestion to
measure the congestion causes on the road segment and to analyze the probabilities of
road congestion based on different scenarios and assumptions.

Incident Prediction: Due to the pressure on the road network, any incident can
quickly lead with huge delays and the incoming traffic might grow considerably. Traffic
incident management exists to control incidents and minimize their impact on traffic
safety. Incident management involves detecting, verifying and eliminating traffic
incidents, as well as minimizing this impact on communities and traffic. The research of
[8] is established to accurately predict the incident duration for preventing future
conflicts in the road. Yang’s research [9] focused on highway accident detection
equipment to propose the latest generation equipment based on video images systems,
to its customers.

3.1 Basic Concept

The BNs are models that can be used to represent probabilistic reasoning situations
based on the Bayes theorem. Given data x and parameter h, a simple Bayesian analysis
starts with a prior probability PðhÞ and likelihood Pðx=hÞ to compute a posterior
probability expressed by the formula (4):

Pðh=xÞ / Pðx=hÞPðhÞ ð4Þ

Often the prior on h depends in turn on other parameters u that are not mentioned
in the likelihood. So, the prior PðhÞ must be replaced by likelihood Pðh=uÞ, and a prior
PðuÞ on the newly introduced parameters u is required, resulting in a posterior
probability is as follows:

Pðh;uÞ / Pðx=hÞPðh=uÞPðuÞ ð5Þ

BNs are directed acyclic graphs that specify dependencies between random vari-
ables. For the BN to be easily used, its graphic part provides a visual means of
knowledge representation that shows the dependencies and independence between the
variables. For example, if an arc connects two nodes, then these variables are depen-
dent on one another. The topology of the graph exploits any conditional independence
between the variables, and this induces a factorization of the overall joint probability
distribution (Eq. 5). This factorization, combined with Bays’ Rule, allows for com-
putationally efficient belief propagation algorithms. When we receive a new piece of
evidence regarding one of the random variables in the network, these belief propaga-
tion algorithms allow us to update the probabilities in all of the variables through causal
reasoning. Thus, the BN associates a qualitative part that is the graphs and a
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quantitative part representing the conditional probabilities associated with each node of
the graph relative to the parent. The qualitative part expresses conditional independence
between variables and causal links thanks to an acyclic oriented graph whose nodes
correspond to random variables. The motivation to use the BN is numerous, the
graphical part of BN gives a visual tool which indicates not only the potential regu-
lations between the road traffic variables, but also the orientation of these regulations
(directed arcs). In addition, we need to calculate the probability of an uncertain cause
given some observed evidence. For example, we would like to know the probability of
a congested road when we observed a remarkable increase in the share of private cars.
A Bayesian approach is appropriate in these cases, while Bayesian networks, or
alternatively graphical models, are very useful tools for dealing not only with uncer-
tainty, but also with the complexity and the importance of establishing causality.

3.2 Defining Dependency and Relationships

The BN is a probabilistic graphical model that represents the probabilistic relationships
between a set of variables via a directed acyclic graph (DAG). Our BN has composed a
set of 9 variables, whose nodes are random variables and the arcs represent the
dependencies of causalities. After setting the variables, the second step is to determine
a qualitative property of the BN and to find the links of causalities. To measure the
dependencies between the variables, basic concepts of a macroscopic model must be
taken into account. The proportion of motorized traffic is an essential element in the
modeling of road traffic. We can see that the variable (SPC) is a cause variable, the flow
and the density are two evidence variables since an increase in (SPC) makes it possible
to influence on the flow and density indices. From these two variables Q(x, t) and K(x,
t) can be directly determine the average flow velocity (ASF) according the rules in
(Eq. 1). There is a fundamental law that links the mean flow rate with density. The two
variables Q(x, t) and K(x, t) have a direct impact on the variable (ASF). Moreover, the
variable (RTS) is used to measure the difference between the flow velocity and the free
flow velocity. It also expresses the level of a road congestion section with respect to
free flow conditions using the (Eq. 2) in Table 1. Furthermore, (STD) is the ratio of the
travel time at a defined time to the free flow time. This standard time delay is used to
assess the extent to which the length of time a motorist traveled there. In order to arrive
at an estimate of cumulative delays for a given road section, we needed to know the
speed profile of the vehicles traveling and the number of vehicles likely to be delayed,
which is expressed by the average hourly flow index. The formula that links the three
variables can indicate the periods when there is a slowdown in traffic speed (Eq. 3).
Finally, the variable (TS), designates the traffic service levels, it is determined from the
operating thresholds of the curves (speed-velocity) which defines 3 service levels (fluid,
dense and congestion) based on the diagram fundamental connecting the flow rates to
the corresponding speeds.

3.3 Machine Learning to Determine CPT

A rigorous likelihood based statistical method is proposed for estimating the model
parameters from a general road traffic census in 2017 (see Fig. 1). From this data, we
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can automatically estimate the probability of using a multi-hypothesis algorithm. The
first assumption is linked by the share of private car, if (SPC >= 80) then we have
proposed that the mobility demand is high. The variables Q (x, t) and K(x, t) follows a
normal distribution with mean hi and r is a standard deviation presented with
xi �N hi; r2ð Þ. In this case, Q x; tð Þ � N 1224; 417ð Þ and K x; tð Þ � N 153; 59ð Þ.

On the other hand, in the case where the demand is weak, the flow follows a normal
distribution with Q x; tð Þ � N 947; 589ð Þ and K x; tð Þ � N 31; 19ð Þ. The average speed of
flow is determined directly by the ratio between the flow and the density and it must
necessarily be maintained between [0 km/h, 50 km/h] because the general speed limit
of the circulation in the urban areas is limited between these two values. In addition, the
free flow velocity is followed by the normal distribution FFVð Þ � N 50; 7ð Þ and the
(RTS) is calculated directly from (FFV) and (ASF). The volume of traffic (TV) is
determined from the moment the following three conditions are met, if the density is
high, the delay is high and the rate of displacement is high then the traffic volume is
increasing rapidly. From the assumptions, it is possible to deduce from the observation
of the traffic conditions on a road infrastructure, the class A is consonant with a high
speed which corresponds to a fluid situation, the class B indicates that the (ASF) is
between [15, 30] km/h which corresponds to a dense situation and finally the class C is
characterized by a high density and it corresponds to a congestion situation. Subse-
quently, we collected the information on the different possible traffic situations below
and we wanted to transform them into an algorithm. The algorithm aims to determine
the probabilities of the hypotheses generated over a set of 10,000 possible values and it
generates all conditional probability tables (CPT) in an automatic way.

Fig. 1. According to data taken from the general circulation census of 2017, the variables
presented in these figure correspond to the density and flow rate.
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Using a multi-hypothesis algorithm, we can quantify conditional and marginal
probabilities for all variables. This is done by calculating a conditional probability
distribution for each node of all possible combinations in relation to parent nodes. For
example, the CPT of node (ASF) represents the probability values for all possible
configurations P(ASF = low or high | Flow = low or high, Density = low or high). The
statistical estimation is a method of estimating the parameters given the observations
that maximize the likelihood of making parameters given the occurrence frequency in
the database. This method is called maximum likelihood presented by the following
expression:

bPðXi ¼ xk=PaðXiÞ ¼ xjÞ ¼ dhi;j;kMV ¼ Ni;j;kP
k Ni;j;k

ð6Þ

Where Ni;j;k represents the events number in the database checking xi is in state xj
when his parents check the xk configuration.

The Fig. 2 shows the results of the conditional probability tables, for example, if
the flow and density variables are lower than 3447 points have been located between 0
and 15 km/h. The probability that the average flow velocity is totally high by a single
effect provided the flow rate is high and the density is low. We have identified the
probability distributions for each variable to build a complete Bayesian model covering
all variables of road traffic (see Fig. 3). A BN thus provides a compact representation of
the probability distribution and it has been developed for the coding structure of
variables to explain certain situations consistently across all variables. Once the con-
ditional probability tables are processed, then we can finally specify the structure and
parameters of our application.

Fig. 2. The algorithm decides the probability of ASF variable based on the results of previous
condition
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3.4 Presentation Analysis and Interpretation of Results

Figure 3 illustrates the results of the probability distributions. The SPC and FFV are
important marginal variables in our application. The modification of these two vari-
ables makes it possible to change all the probabilities in the system. The share of
private cars in the agglomeration of Sfax is quite high (81%), the flow is low, 61%
below 1315 v/h and the density is practically acute, 77% of a value higher than 59
v/km. These two observations have a considerable influence on the flow speed. The
average flow of speed is 57% low to moderate. Finally, we found not only a higher
value of traffic volume, but also more than 53% of the trips are classified in the
category of congestion (class C) (see Fig. 4). In this case, we can see that the volume of
traffic in the agglomeration exceeds the road capacity and the vehicles cannot circulate
and the displacement becomes in this case slower and suffer a delay to finish eventually
a complete block in the road. The traffic situation in the agglomeration of Sfax has
deteriorated is characterized by a non-efficient transport system with an intense and
congested traffic. Mobility is also assessing in the agglomeration that it generates today
significant negative effects among which were some recommendations will be made in
the consideration to further improve the reliability of the displacement. The transport
system in the city can be risky, if it’s not properly managed these missions. However,
the public authority should take into account road transportation alternatives, including
other non-road modes in their search for possible solutions.

A BN therefore makes it possible to represent a set of random variables for which
we can model a certain number of dependency relationships. The BN allows the

Fig. 3. Modeling traffic information using BN to analysis the probabilistic dependency structure
of congestion road
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calculation of the posterior probability distribution for a set of variables, given an
observed event. X calls the set of variables and P(X) the probability distribution on this
set of rules. If we have new information e on one or more observation variables (E),
then we want to update the knowledge P(X) in the light of this new information. This
update, which will of course be done using the Bayes rule, is called probabilistic
inference. Mathematically speaking, the inference in a BN is the computation of P(X|
E), that is to say the calculation of the posterior probability of the network knowing e.
We used the exact method for performing probabilistic reasoning in a BN illustrated in
the Eq. 7:

P ¼ ðX=EÞ ¼ PðX;EÞ
PðEÞ ¼

P
e PðE ¼ e;XÞP
e PðE ¼ eÞ ð7Þ

The reasoning can be carried out in two different approaches, is known or observed
causes and the effects are unknown (predictive reasoning) and known effects and the
causes are unobserved (diagnostic reasoning). The characteristics of BN are powerful
tools to diagnose and predict traffic congestion under uncertainty. From that perspec-
tive, to quantify congestion in the agglomeration of Sfax examples of issues that can be
challenged. What is the probability of having congestion when the share of private cars
is high (prediction of congestion) and to calculate the probability of (SPC) when we
observed the congestion (diagnosis of congestion). The objective is to understand the
relationships between the target variables and the scenario variables by performing

Fig. 4. The results of BN model for detection the congestion zone in the agglomeration of Sfax
in terms of volume and road traffic situation. The red zone indicates a strong congestion, the blue
zone indicates a dense circulation and the green section indicates a fluid situation (Color figure
online)

140 A. Derbel and Y. Boujelbene



various diagnostic and predictive reasoning tasks. The diagnostic reasoning was made
from the posterior probability distribution of each scenario variable S = {SPC, Flow,
Density, FFV, ASF, STD and RTS} knowing that the congestion was observed P(S |
TS = class C, TV = high). In this case, the probability of (TS) and (TV) are 100%,
which means that we have updated our belief about the congestion state and therefore
there is no uncertainty. We compared the distributions of the earlier probabilities P
(S) and presented the modifications that were made to the probability distributions. In
the case of congestion, the probability P(SPC = high) was increased by 91%, the
probability P(density = high) was increased by 13% and the probability P(ASF = low)
was increased by 43%. On the contrary, in the case of road traffic fluidity the proba-
bility P(SPC = high) was decreased by 60%, the probability P(density = high)
decreased by 77% and the probability P(ASF = high) was increased by 57%.

4 Summary and Conclusion

The mobility of people in the Grand Sfax has been estimated at 1.2 million trips per
day, 79% of travel in intra-city, 30% of movements are registered between the city
center and the other 6 commons, while travel between commons and out-of-town only
correspond to 14%. This growth in mobility, especially in urban areas, has resulted in
the saturation of the road network during peak hours. The city suffers from congestion,
and traffic jams in the morning and evening are particularly important. Congestion is
generated by the spatial concentration of economic activities and administrative ser-
vices and it is aggravated by the flagrant lack of parking spaces in these areas. The
failure of intra-urban public transport services in terms of comfort, frequency and
punctuality has led to an imbalance in the transport system. Therefore, our study on the
problem of urban congestion in the Greater Sfax agglomeration has shown that: the
average speed of traffic in urban areas is 57% below than 15 km/h, the share of private
cars is greater than 80%, the traffic volume is more than 87%, 53% of urban roads are
in the state of congestion. The problems of road transport are therefore numerous and
have been the subject of much analysis. Precisely because of the current congestion
situation, we should focus on other recommendations. First too completely decon-
gestion roads, it is necessary to reduce the share of private cars by 56%. To ensure this
regression and to curb car use, the public authorities have made it necessary to change
the current traffic policy and to introduce an adequate traffic system favoring sustain-
ability of transport, notably in communities where it is possible to encourage people to
use the bike share system, or to develop automobile demand constraint strategies, such
as taxes, congestion charging and parking policies. The analysis approach using a static
BN offers the possibility to integrate these variables on a particular road segment and to
analyze the probability of traffic congestion. The implementation of a Bayesian model
is very easy to program and its practical implementation is easy matter for which the
data urban are collected and processed in the database. The analysis approach using a
static BN offers the possibility to integrate these variables on a particular road segment
and to analyze the probability of traffic congestion. The implementation of a Bayesian
model is very easy to program and its practical implementation is easy task to deter-
mine the relative contribution of the urban activity being considered in our analysis.
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The next step is to develop a dynamic model that aims to relate variables each other
over adjacent time steps in order to predict the congestion situation in the coming years.
The limits of our research are the unavailability of instantaneous data for covering all
types of current problems in real time.
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Abstract. Data centers are the infrastructures that support the cloud
computing services. So, their topologies have an important role on con-
trolling the performance of these services. Designing an efficient topology
with a high scalability and a good network performance is one of the most
important challenges in data centers. This paper surveys recent research
advances linked to data center network topologies. We review some repre-
sentative topologies and discuss their proprieties in details. We compare
them in terms of average path length, network fault tolerance, scalability
and connection pattern techniques.

Keywords: Cloud computing services · Survey
Data center topology · Network performance

1 Introduction

Massive data centers are being built around the world to provide various cloud
computing services such as Web search, online social networking, online office and
IT infrastructure out-sourcing for both individual users and organizations [1,2].
Microsoft, IBM, Google, Amazon, Yahoo and eBay are running data centers with
at least 60,000 nodes for each one of them [3]. Data center infrastructure must be
well designed to maintain the consumed energy and the cost of both deployment
and maintenance at an acceptable level [4]. In addition, data availability and
scalability are considered as critical criteria in the design of a data center topol-
ogy because of their big impact on the infrastructure cost. In fact, massive data
centers with millions of nodes (servers)1 has a high cost including the cost of net-
work switches, number of server, cables and power consumption [5]. For instance,
according to industry estimates, the cost of United States data center market
has been increased by 23 billion USD in four years between 2005 and 2009. It
reached almost 39 billion USD in 2009. Hence, the data center topology is con-
sidered as an important factor that controls the network performance in terms of
1 In this document we will use the words “node” and “server” interchangeably.
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average path length, latency, fault tolerance and cost [4]. According to the con-
figurability of the topology, there are two types of data center interconnections:
flat and recursive topologies. Flat topologies have a maximum network degree of
two (degree ≤ 2). These include FatTree [6], FlatNet [7] HyperFltaNet [8], Scal-
Net [9], VacoNet [10]. Recursive topologies, in the other hand, are characterized
with a high network degree and require more layers to scale up to big number
of nodes. DCell [11], BCube [12] and LaCoDa [13] are representative examples
of recursive topologies.

There are several surveys about data center configurations and data cen-
ter topologies. [14] focus on wireless data center networks, [15] focuses on data
center energy consumption. This survey considers wired data center topologies.
We give an overview of flat and recursive data center topologies and compare
them in terms of designs, average path length (APL), scalability as well as band-
width. This paper is organized as follows: In Sect. 2, we present representative
example of data center topologies, then compare them in Sect. 3 from different
perspectives. Section 4 concludes the survey.

2 Topologies of DC Networks

The topologies presented in this section are classified into two categories: flat
and recursive. If the servers in the topology have a maximum of 2 ports, we
classify the topology as a flat topology; otherwise it is a recursive topology. We
denote by n the number of ports per switch and k the number of ports per server
in a topology.

2.1 Flat Topologies

Flat Topologies use intelligent switches for a smart routing of packets in a DC and
some servers act as routers. Examples of data center topologies in this category
are FatTree [6], FlatNet [7], HyperFltaNet [8], ScalNet [9], VacoNet [10].

FatTree

FatTree is an extension of tree topology. FatTree contains three switch levels
which are the core, edge and aggregation levels and it has n

2
2 n-port switches.

FatTree uses the same kind of switches in the thee levels with a maximum
connected nodes equals to n3

4 for n port per switch. Each switch in the edge
level has n ports: n

2 are connected to the servers and the rest (n2 ) are linked
to the switches in the aggregate level. pod is the basic element in FatTree. One
pod can be considered as the some of servers that are linked to n

2 edge switches
which are linked to n

2 aggregation-level switches.

FlatNet

FlatNet was proposed to increase the network scalability compared to FatTree.
The total number of connected nodes in the network is equal to n3 nodes. Flat-
Net contains two network layers where the first layer is composed of one n-port
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switch that connects n nodes. The second layer can be regarded as n2 1-layer
FlatNet. Every n servers are directly connected to an “external” switch (denoted
by cluster). The connection pattern of theses clusters are proposed in [7]. One
major problem is FlatNet is the connection pattern which was qualified as inef-
ficient in terms of APL and latency.

HyperFlatNet

HyperFlatNet was proposed to improve the connection pattern in FlatNet. It
connects n3 nodes using LCM algorithm [8] which improves the network per-
formance in terms of latency and APL. LCM algorithm increases the number
of directly connected cluster compared to FlatNet so it reduces the APL [8].
For instance, if 2 clusters are not directly connected (.i.e. indirectly connected)
meaning that they do not have an intermediate switch between them, the path
between any servers from these clusters is equal to 8 hops. HyperFlatNet reduces
the number of indirectly connected clusters which reduces the APL. Figure 1
shows an example of HyperFlatNet network for n = 4.
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Fig. 1. A HyperFlatNet network for n = 4.

ScalNet

ScalNet is proposed to improve network scalability compared to HyperFlatNet.
The connection pattern in ScalNet is inspired from LCM algorithm proposed
in [8]. This topology is able to connect n4

2 servers. For example for (n = 16),
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ScalNet connects 32768 servers which means that ScalNet increases the number
of servers by 700% compared to FlatNet while using the same number of links
by server.

VacoNet

VacoNet reduces the number of unused node in the network. It scales up to
n4

2 according to the needed number of servers. VacoNet presents a solution for
the server consolidation problem while reducing the infrastructure cost and the
energy consumption. VacoNet increases the number of directly connected clusters
and avoids the redundant cluster connections repetitions. Figure 2 shows a 36-
server 2-layer VacoNet constructed by using 3-port switches.
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Fig. 2. A 36-server 2-layer VacoNet constructed by using 3-port switches.

2.2 Recursive Topologies

Several recursive topologies are proposed to interconnect nodes in date center
including DCell [11], BCube [12], HyperBcube [16] and LaCoDa [13].

DCell

DCell is a recursive structure where the first layer is called DCell0. Each server
in a DCellk has k+1 links where the first one (called also level0 link) is linked to
a switch in DCell0, the leveli link is used to connect servers located in the same
DCelli. DCell has computational servers with several interface cards (NICs) that
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act as routers. One major drawback of DCell is the wiring complexity and the
double exponentially scalability.

BCube

BCube is a server-centric topology. BCube1 is composed by n-port switches and
n BCube0. n switches are used in BCube1 and they connect one server in each
BCube0. BCube1 can be built by connecting n BCube0 with n extra switches. A
BCubek is built from n BCubek−1 with nk extra n-port switches (Fig. 3). The
extra switches are used to connect servers in BCubek−1. Both DCell and BCube
require servers with (k + 1) NICs.

Fig. 3. A BCube structure [17].

HyperBcube

HyperBcube is a recursive topology [16]. The first layer of the HyperBcube is
composed by one n-port switch connecting n servers. Starting from the second
layer (k ≥ 2), HyperBcube can be considered as an n2 ∗ n(2×k−3) matrix having
n(2×k−3) columns, where each column contains exactly n2 servers which belong
to a n2 (k-1)-layer HyperBcube. n-port switches are used to connect the n2

servers located at the same column.

LaCoDA

Similarly to DCell, the first layer of LaCoDA contains n servers and one n-port
switch. For (k ≥ 2), LaCoDA links n2 ∗ n(2×k−3) nodes. LaCoDA was been
proposed to increase the number of directly connected clusters in HyperBCube
so to reduce the APL while connecting the same number of nodes. LaCoDA
strikes also a compromise between the high cost of BCube and high scalability
of DCell. Figure 4 presents LaCoDA with n = 2, k = 3.

3 Comparisons of Topologies

3.1 Comparison Criteria

– Degree of the servers: It is the number of ports per server in the DC. For
flat topologies, the degree is less or equal to 2. However, the number of ports
in recursive topologies varies according to the required levels.



148 Z. Chkirbene et al.

Fig. 4. A LaCoDA structure for n = 2, k = 3.

– Scalability: It presents the number of servers in the topology. In general, a
topology must have a good scalability that supports the incremental expan-
sion of nodes without affecting the existing ones.

– Diameter: The diameter is defined as the maximum of the shortest distances
between all pairs of notes. A smaller diameter proves that the topology has
an effective routing algorithm, and low transmission latency.

– Fault tolerance: A fault-tolerant topology is able to continue working even
in the presence of failures. Fault-tolerant routing algorithms are needed to
improve the topologies against the network failure.

– Average Path length: In a network, the APL shows the efficiency of the
routing algorithms in terms of packet transmission.

– Bandwidth: It is used to characterize data transfer rate, i.e. the amount of
data that can be carried from one point to another. There are four types of
data bandwidths that can occur under different traffic patterns: One-to-One,
One-to-All, One-to-Several and All-to-All bandwidth.

3.2 Performance Comparison

Some quantitative structural properties of existing topologies are presented in
Tables 1 and 2. BCube and DCell have good scalability. However, DCell has a
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high wiring complexity and BCube requires more than three layers to connect big
number of nodes. For instance, using a 5-port switch and 4 layers we can connect
54 = 625 nodes. A 4-layer BCube network requires 4 NICs per node, which is
costly and hard to control in practice. Consequently, BCube has scalability prob-
lems for cost-effective small degree node and small-port-count switches. Table 3
shows also that both DCell and HyperBcube/LaCoDa provide bigger number of
nodes than BCube and flat topologies.

Table 1. Comparison between flat topologies.

FatTree HyperFlatNet/FlatNet ScalNet VacoNet

Nodes number n3

4
n3 n4

2
N

Link number 3 × n3

4
2 × n3 n4 2 × N

Link number per node 3 2 2 2

Switches number 5n2

4
2 × n2 2 × n3

2
2 × N

n

Switches number per node 5
n

2
n

2
n

2
n

Network diameter 6 4 5 4

Table 2. Comparison between layered topologies.

HyperBcube/LaCoDA DCell BCube

Nodes number n2k−1 a1 = n(k = 1)

ak = ak−1(ak−1 + 1)(k ≥ 2)
nk

Node degree k k k

Link number kn2k−1 (k + 1)ak
2

knk

Switches number kn2k−2 ak
n

knk−1

Moreover, a data center network consists of switches, nodes and links [18]
and there are three types of links in a data center topology (See Fig. 5): α link
which connects two nodes, β link connecting a node and a switch and γ linking
two switches. DCell topology uses both α and β links. BCube uses only β links.
However, BCube has a low scalability for small network layers and DCell has a
high wiring complexity [16]. FatTree uses γ links which connects only switches
and decreases the network scalability [6]. An α link can be considered as the
most simple connection between a pair of nodes. A major advantage of β link is
the multiple non-blocking paths which increases the network diversity. However,
β link needs an additional switch for inter node communication. So, a good
tradeoff between cost and performance would be to use β links and small-port-
count switches.

For the bandwidth, the one-to-one, one-to-several and one-to-all bandwidths
are limited by the number of ports on each node (k). So, for a flat topology,
the bandwidth does not exceed 2, while for a recursive topology the bandwidth
equals k. Consequently, the flat topology has the smallest all-to-all bandwidth
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Table 3. Scalability comparison between different topologies under different configu-
rations.

n Flat topology k Recursive topology

FlatNet/HyperFlatNet FatTree ScalNet DCell BCube HyperBcube/LaCoDa

4 64 3 128 2 20 16 64

3 420 64 1024

4 176820 252 16384

6 216 16 684 2 42 36 216

3 1806 216 7776

4 3× 106 1269 823543

8 512 54 2048 2 72 64 512

3 5252 512 32768

4 27× 106 4096 2× 106

16 4096 128 32768 2 272 256 4096

3 74256 4096 1× 106

4 5514× 106 65536 268× 106

Node LinkSwitch

ϒ Typeβ Typeα Type

Fig. 5. Link types in a data center network.

because of the limited number of ports. In addition, this indicates that recursive
topologies offers a great bandwidth performance under any traffic configuration
(k ≥ 2).

Figure 6 shows an APL comparison between flat topologies. The number of
servers varied between 1 to 1000. We can remark that the APL of HyperFlatNet,
FlatNet FatTree and VaCoNet does not exceed 3.5 even for 1000 severs. In the
other hand, ScalNet has a high APL. For example, for 1000 nodes, ScalaNet
increases the APl by 30% compared to all the other topologies. ScalNet connects
bigger number of nodes than HyperFlatNet, FlatNet, FatTree and VaCoNet
which has a big impact on its APL.

Figure 7 shows an APL comparison between recursive topologies. The number
of servers varied between 100 to 1000. We can note that the LaCoDa, which has
the same number of connected nodes as HyperBcube, has the smallest APL
compared to DCell, BCube and HyperBcube. DCell has a higher APL compared
to the other topologies because of its high wiring complexity.
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Fig. 6. APL comparison between flat topologies.
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Fig. 7. APL comparison between recursive topologies.

Figure 8 shows the connection failure rate in function of the link failure rate
of some flat topologies. The link failure rate is varied from 10% to 20%, while
the number of nodes is fixed at 1000. For each failure rate value, we measure
the connection failure rate as the proportion of failure to finding routes. If the
connection failure rate increases slowly compared to the link failure rate, then
this is a good indication that the network can maintain acceptable performances
under faulty conditions. We can note that the HyperFlatNet is the most resistant
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Fig. 8. The connection failure rate in function of the link failure rate of some flat
topologies
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Fig. 9. The connection failure rate in function of the link failure rate of some recursive
topologies.

topology against the link failure. However FatTree is more sensitive to link failure
compared to ScalNet, FlatNet and VaCoNet.

Figure 9 shows the connection failure rate in function of the link failure rate
of some recursive topologies. The link failure rate is varied from 1% to 20%, while
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the number of nodes is fixed at 1000. We can note that the BCube is the most
unaffected topology against the link failure compared to the other topologies.

4 Conclusion

In this survey, we discussed representative examples of data center network
topologies. We discussed the properties of these topologies, their connection pat-
terns and fault tolerant performances. Comparisons between the properties of
some representative topologies have been presented. We showed that any topol-
ogy has to strike a compromise between performance and scalability due to the
impact of the scalability on the network performances.
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Abstract. Nowadays, Internet of thing including network support (i.e.
checking social media, sending emails, video conferencing) requires smart
and efficient data centers to support these services. Hence, data centers
become more important and must be able to respond to ever changing
service requirements and application demands. However, data centers are
classified as one of the largest consumers of energy in the world. Exist-
ing topologies such as ScalNet improves the data center scalability while
leading to enormous amounts of energy consumption. In this paper, we
present a new energy efficient algorithm for ScalNet called Green Scal-
Net. The proposed topology strikes a compromise between maximizing
the energy saving and minimizing the average path length. By taking
into consideration the importance of the transmitted data and the criti-
cal parameters for the receiver (e.g. time, energy), the proposed topology
dynamically controls the number of active communication links by turn-
ing off and on ports in the network (switches ports and nodes ports).
Both theoretical analysis and simulation experiments are conducted to
evaluate its overall performance in terms of average path length and
energy consumption.

Keywords: Internet of thing · Data center network
Network architecture · Average path length · Energy consumption

1 Introduction

The increasing growth of the Internet of Things (IoT) presents challenges in
different areas such as capacity, security as well as analytic. Consequently, the
design of data-center networks became an interesting topic for IoT management
[1]. In fact, date center must restructure how it holds and processes data to
effectively handle all that the IoT has in store. In addition, a recent report by
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N. Boudriga et al. (Eds.): UNet 2018, LNCS 11277, pp. 155–166, 2018.
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the Gartner Inc. research firm [2] shows that the IoT with its massive network
connections and data requires an optimally-sized data centers to effectively man-
age capacity and forwards data in low latency. Moreover, the IoT will include
26 billion units installed by 2020, which has a big impact on the size, cost and
the energy consumption in data centers. In fact, the studies prove that with the
experiential growth of IoT, the installed base of servers on data centers has been
growing by 12% year, from 14 million in 2000 to 35 million in 2008 [3]. Con-
sequently, IoT data centers are becoming one of the biggest energy consumers
in the word. Several architectures such as DCell [4], BCube [5], AdyNet [6] and
FlatNet [7] have been proposed to interconnect nodes in IoT data centers. How-
ever, these data centers topologies are usually constructed with large numbers of
links and network devices where the average link utilization is only between 5%
and 25% and varies largely between daytime and night [8]. In addition, the tra-
ditional routing algorithms forward packets to the destinations without caring
about the amount of consumed energy. In fact, generally only a subset of net-
work devices and links can suffice to forward data packets to their destinations,
and hence significant energy saving can be obtained by reducing the number of
network hop.

ScalNet has been proposed in [9] to interconnect a massive number of servers
in a way that makes the network scale faster than FlatNet, BCube and DCell
which has a big impact on the energy consumption. For instance, ScalNet con-
sumes around 12 million watts for a network with 525 × 103 nodes. Such obser-
vations inspired us to design a new energy efficient algorithm for ScalNet called
Green ScalNet. The proposed algorithm uses only some subset of network links
to forward packets to their destinations, and the remaining ones will be powered
off for more energy saving. The amount of energy consumed by Green ScalNet is
proportional to the importance of the transmitted data and the critical param-
eters for the receiver (time, energy) presented by the parameter α (α ∈ [0, 1]).
The algorithm computes the number of ports per cluster to be powered off, for
n-port switch, the number of powered off port per cluster is equal to n × α
and the Powered Off Port rate per C luster (denoted by POPC) is 100 × α.
Moreover, a new dynamic routing algorithm is proposed to forward data to their
destinations using only a set of the available links.

The main contributions of this paper can be summarized as follows:

1. Proposing a new IoT data center energy saving algorithm for ScalNet called
Green ScalNet, capable of reducing the energy consumption compared to the
original ScalNet.

2. Minimizing the port energy consumption by considering switch and server
ports activation while taking into consideration the receiver transmission con-
ditions.

3. Guaranteeing the data center traffic demand satisfaction by proposing a new
cluster routing algorithm for packet transmission using available servers.

4. Various simulations to evaluate the proposed solution and strengthen the
theoretical analysis.
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The rest of the paper is organized as follows. A brief literature review on
related work in this field is presented in Sect. 2. The proposed Green ScalNet
is described in Sect. 3. In Sect. 4, the system evaluation is presented to evaluate
the performance of the proposed algorithm. Finally, conclusions are drawn in
Sect. 5.

2 Related Work

Numerous architectures based on parallel computing have been recently pro-
posed to interconnect massive data centers such as DCell [4], BCube [5] and
FlatNet [7].

DCell is a recursive structure whom the most basic element is called DCell0.
Each server in a DCell0 is connected to the switch in the same DCell0. In a
DCellk, each server will eventually have k + 1 links: the first link or the level0
link connected to a switch when forming a DCell0, and leveli link connected
to a server in the same DCelli. Servers in DCell are acting as routers: they
are equipped with multiple interface cards (NICs). In fact, just computational
servers are also considered as the routers in the system. As a result, the DCell
architecture scales double exponentially, and an additional cost will be intro-
duced because of additional and lengthy wiring communication links between
switches and servers.

BCube is a server-centric network structure, where a BCube1 is constructed
from n BCube0s. It makes use of more switches when constructing higher level
architecture. It requires n switches to construct a BCube1. In fact, it connects
one server in each BCube0. Hence, a BCube1 contains n BCube0s and n extra
switches. More generally, a BCubek is constructed from n BCubek−1 and nk

extra n-port switches. These extra switches are connected to exactly one server
in each BCubek−1. BCube requires more switches when constructing higher level
structures, and DCell uses only level0 n-port switches. However, both require
servers to have k + 1 NICs. The implication is that servers will be involved in
switching more packets in DCell than in BCube.

FlatNet is a recursive architecture. The first layer of the FlatNet contains n
servers and one n-port switch and the second layer consists of n2 1-layer FlatNet.
A two layers FlatNet can be considered as an n2 ∗ n matrix and every n servers
(denoted by cluster) are directly connected to an “external” switch and these
clusters are connected using the connection pattern proposed in [7].

3 Green ScalNet

3.1 Motivation

ScalNet has been proposed to scale the network faster than FlatNet, BCube and
DCell with only two layers of network. It reduces the number of non-connected
clusters compared to FlatNet. However, it suffers from high port energy con-
sumption. Table 1 presents the consumed energy for 25000-nodes with different
topologies. We use the values of 12 (Watts) per port server and switch [10].
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Table 1. Cost comparison between different architectures.

DCell BCube FlatNet ScalNet

n-port switch 158 159 29 15

Servers number 25122 25281 24389 25313

Ports energy consumption 75366 101124 97556 101250

With small n-port switch, ScalNet increases the number of servers compared
to other topologies in cost of energy consumption as all the network ports are
activated (2n4 ports including servers and switches). Moreover, only a subset
of network is used in the routing process and the rest can be considered as an
underutilized resources.

Such observations motivate us to design a new energy saving algorithm for
ScalNet called Green ScalNet, which power-off the idle links and ports. The links
will be divided on two types:

Critical links: links between the servers and the external switch which aims to
avoid the problem of disconnected nodes/clusters.
Uncritical links: links between the servers and the internal switches that con-
nects ScalNet clusters. These links are divided on Used links employing during
the packets transmission and Unused links which can be deactivated without
lost in network performance in terms of routing.

Green ScalNet minimizes the energy consumption by deactivating a set of
the uncritical links by deactivating the end ports of each one of them to save
energy, while avoiding the problem of having disconnected nodes and activating
the critical links.

3.2 Problem Formulation

In order to minimize the network energy consumption, Green ScalNet reduces
the number of active ports by closing a subset of the uncritical links. We denote
by pi the energy consumed by the active port i, n the number of ports per switch
and k the number of ports per server. The energy consumption Eg of a topology
can be computed as:

Eg = Nsw

n∑

i=1

pi + Nsv

k∑

j=1

pj (1)

where Nsw denotes the total number of switches and Nsv denotes the total
number of servers in the network. For ScalNet, Nsw and Nsv can be expressed
as:

Nsw = n3 (2)

Nsv =
n4

2
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By considering that the critical links will remain active (critical links = Nsw

2 )
and that only a subset from the uncritical links will be deactivated, Eg becomes:

Eg =
Nsw

2

n∑

i=1

pi + Nsv

k∑

j=1

pj (3)

=
n3

2

n∑

i=1

pi +
n4

2

k∑

j=1

pj

=
n4

2

(
1
n

n∑

i=1

pi +
k∑

j=1

pj

)

So, minimizes the total consumed energy is equivalent to minimize the active
ports in the network denoted by Pa:

Pa =
n∑

i=1

pi +
k∑

j=1

pj (4)

=
n∑

i=1

(
2 − floor

(
min(i − 1, k)

k

))
pi

The objective is to find a set of optimal routing paths that minimizes Pa:

Minimize:
∑n

i=1

(
2 − floor

(
min(i−1,k)

k

))
pi

3.3 Overview

ScalNet generates a (n
3

2 × n) matrix denoted by R such that:

∀i ∈ {1..
n3

2
},∀j ∈ {1..n},

The server (i, j) is connected to the switch number R(i, j).

In the first layer, the ScalNet network contains n nodes and one n-port switch.
The second layer contains n3

2 first layers. Thus, the n4

2 connected servers can
be considered as n3

2 groups of n servers (clusters). In particular, the different
servers network can be regarded as n3

2 × n matrix. The row and column indexes
in the matrix correspond to the cluster number (denoted by Coordinate 2) and
the index in the cluster (denoted by Coordinate 1), respectively. Every n servers
are directly connected to an “external” switch (cluster) and referred by (C2, C1)
where C1 and C2 correspond to its coordinate 1 and 2, respectively.
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3.4 Ports deactivation

Although powering off idle ports for more energy saving and increasing the aver-
age link utilization is an attractive technique, there is a conflict between powering
off links and maintaining the network connected. Consequently, there must be a
tradeoff between power conservation and the network connectivity. ScalNet uses
a special physical connection algorithm that interconnect each cluster to its next
neighbor by using the first and the second ports from each switch cluster. So, the
minimum number of port per switch that should be active to guarantee the con-
nectedness of the network called network connectedness links, is equal to 2. We
propose a new algorithm Algorithm 1 that selects Ld from (n − 2) links in each
cluster (based on the network requirements) to be deactivated by deactivating
the end ports of each one of them denoted by P c

d . The performance of Green
ScalNet can be improved by selecting which link from the uncritical links will
be deactivated based on the analysis of the nodes transmission load. However,
this analysis will require centralized decision i.e. all nodes need to send their
transmission load information to the decision center to be able to decide which
links to be deactivated. This becomes impracticable for big number of nodes. So,
by tacking advantages from the ScalNet network symmetry and the high bisec-
tion bandwidth, we prove by simulation (Sect. 5) that green ScalNet increases
the energy saving while keeping high network performance and avoiding the
problem of transmission load information synchronization.

The algorithm Algorithm1 manages the network performance according to
the importance of the transmitted data and the critical parameters for the
receiver (time, energy). Basically, the bigger α results in a bigger POPC and
consequently more energy saving. However, for low α the number of active ports
increases and the APL and latency decrease. Ld is computed such that:

Ld = floor(α × n) (5)
Ld ≤ (n − 2) (6)

GetConnetRoutes(R) is the function that identify the set of the network
connectedness links. GetCriticalLinks(R) is the function that identify the set
of critical links.

3.5 Routing Algorithm

The proposed algorithm divides the total nodes in two categories:

Master server (denoted by SM ): It provides services to the network and it is
involved in the routing from source to destination.
Idle server: It is an inoperative server that uses Master server to transmit its
data to the destination. The idle server is an energy saving node.

Figure 1 presents an example of two Master and two idle servers per cluster.
n-port switch is 4, α is 0.5.
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Algorithm 1. Ports deactivation algorithm
function PowerOffPorts((R,n,α))

Input:
R is the matrix connection.
n is the number of ports per switch.
α presents the network requirements in terms of the number of active ports.
Output:
Rup is the new connection matrix with the deactivated links.

Nc ← GetCriticalLinks(R)
Lc ← GetCriticalLink(R)
Rup ← poweron(Nc, Lc)
Ld[ ] ← ∅
while Ld ≤ (n-2) do

Ld ← floor(α × n)
Select randomly Ld links to be powered off

for each cluster cj=1 to n3

2
do

R(cj) ← poweroff(Ld)
P c
d ← poweroff(Ld)

end for
end while
Rup ← R(cj)
return (Rup)

end function

Fig. 1. ScalNet cluster with n-port switch= 4: 2 idle servers and 2 master server
(alpha = 0.5).

3.6 Cluster Adaptive Routing Algorithm

Cluster routing algorithm Algorithm2 is proposed for packets transmission in
Green ScalNet. In case of deactivated link, the algorithm Algorithm2 proposes
the function FindMasterservers to find the nearest master server SM which
becomes a new source to forward the packet S2new. Then, it uses function
Routing to complete the routing packets to destinations.
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Algorithm 2. Cluster routing algorithm
1: procedure Cluster routing((S2, S1),(D2, D1),Ω)
2: Input:
3: Ω is the vector of directly connected clusters
4: (S2, S1) is the source coordinates
5: (D2, D1) is the destination coordinates
6: Output:
7: Path is the path from the source to the destination

8: if (link(S2,S1),(D2,D1) = active link) then
9: Path ← Routing((S2, S1),(D2, D1),Ω)

10: end if
11: if (link(S2,S1),(D2,D1) = closed link) then
12: Find the nearest Master server Cs of S2
13: S2new ←FindMasterservers(R,Cs)
14: Path ← Routing((S2new, S1),(D2, D1),Ω)
15: end if
16: end procedure

17: function FindMasterservers(R,Cs)
18: V is the source row
19: Input:
20: R is the matrix connection
21: Cs is the source cluster
22: Output:

23: SM
s is the set of master servers

24: Extract the source row
25: V = R(Cs, :)
26: for i = 1 to length V do
27: Find the set of master severs in V
28: V (i)! = 0
29: SM

s i = SM

30: end for
31: return (SM

s )
32: end function

33: function Routing((S2, S1),(D2, D1),Ω)
34: if S2 = D2 then
35: The source and the destination are directly connected via an external switch
36: Path ← (S2, S1) → (D2, D1)
37: else
38: if mod(S2 − D2,

n3

2
) ∈ Ω then

39: The source and the destination are connected via one internal switch
40: Find T 1

2 and T 1
1 such that P ← (S2, S1) → (S2, T

1
1 ) → (D2, T

1
2 ) →

(D2, D1).

41: else if mod(S2 − D2,
n3

2
) /∈ Ω then

42: The source and the destination are not directly connected and are linked
only by the intermediate of 2 switches

43: Find T 1
1 , T 1

2 , T 2
1 and T 2

2 such that P ← (S2, S1) → (T i
2 , T

i
1) →

(T j
2 , T j

1 ) → (D2, D1) where (i, j) is an arrangement of {1,2}
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44: else
45: The source and the destination are not directly connected and are linked

only by the intermediate of 3 switches
46: Find T 1

1 , T 1
2 , T 2

1 , T 2
2 , T 3

1 and T 3
2 such that P ← (S2, S1) → (T i

2 , T
i
1) →

(T j
2 , T j

1 ) → (T k
2 , T k

1 ) → (D2, D1) where (i, j, k) is an arrangement of {1,2,3}.
47: end if
48: end if
49: Path ← P

return Path
50: end function

4 System Evaluation

4.1 Average Path Length

The average path length measures the efficiency of a packet transmission on a
network. Table 2 compares Green ScalNet with other topologies. Note that when
α = 0, Green ScalNet has the same number of active ports as ScalNet. With only
n = 6, Green ScalNet connects bigger number of nodes compared with the other
topologies. For α = 0.18, it reduces the energy consumption by 8620 (watts)
compared with BCube while increasing the APL by only 0.6 which still smaller
than the APL of DCell (4.7).

Table 2. A comparison between different topologies

Number
of
servers

n APL Total
active
ports

Energy
Consumption

BCube 625 25 3.75 2304 27648

DCell 600 24 4.7 1950 23400

FlatNet 512 8 3.1 2048 24576

Green ScalNet 648 n =6 & α = 0 4.11 2592 31104

648 n=6 & α = 0.18 4.35 1586 19020

648 n=6 & α = 0.6 5.7 770 9234

4.2 Energy Consumption

Figure 2 shows the energy saving rate under different POPC. The switches port-
count is varied between 8, 10, 32 and 64. Note, that the bigger is the n-port
switch the bigger is the energy saving rate. In addition, we remark that when
n = 64, the energy saving rate starts to increase from 2.02×108 (Watts) to reach
2.15×109 (Watts) so more than 1930×106 (Watts) energy has been saved. Thus,
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Fig. 2. Energy saving rate under different configurations of port count switches.

Green ScalNet increases largely the energy saving compared to ScalNet without
any additional cost.

Figure 3 shows the energy consumption of Green ScalNet compared with
ScalNet under different port count switches configuration. We remark that the
energy consumption of ScalNet is constant for a fixed n-port switch and by
increasing the POPC, the energy consumption of Green ScalNet starts decreasing
from 1.67 × 107 when n = 64 to attain 1.83 × 106 when the rate of POPC = 80%
and the energy consumption of ScalNet is fixed to 1.67×107 for the same number
of switches n = 64. Hence, the POPC has a great impact on the energy saving.
In fact, the bigger is the POPC, the bigger is the energy saving.
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Fig. 3. Energy consumption of Green ScalNet compared with ScalNet under different
configurations of port count switches.
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Fig. 4. Energy consumption of Green ScalNet under different n-port switch.

Figure 4 shows the energy consumption of Green ScalNet under different
n-port switch (varies between 4, to 64). We remark that the energy consump-
tion is an increasing function of POPC. It reaches 8.8 × 107 when n = 64 and
POPC = 18% and 2.04 × 107 when n = 64 and POPC = 80%. This means that
the new algorithm can reduce more than 5 times the energy in ScalNet without
increasing the cost and while reducing the APL.

5 Conclusions

In this paper, we propose Green ScalNet that minimizes the energy consumption
of the ports involved in ScalNet packet transmission. The number of ports per
cluster to be power off has been computed as a function of α and the energy
saving problem has been formulated in terms of the number of ports. Moreover,
a new design for routing algorithm has been proposed to find a set of optimal
routing paths through the master servers. Simulation results proved the efficiency
of the proposed algorithm. As our future work, we intend to investigate the
impact of the randomness of the port deactivation and the priority of specific
ports activation.
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Abstract. Virtual Machine Placement (VMP) is one of the challenging
problem arising in cloud computing data centers. VMP is the process of
selecting the most suitable Physical Machine (PM) to host the Virtual
Machines (VMs). The placement goal can be either maximizing the usage
of existing available resources or it can be saving power by being able to
shut down some servers (PMs). In this paper, we propose a new Two-
Objective Integer Linear Programming (TOILP) model to solve the VMP
problem aiming, for the first time as far as we know, at maximizing simul-
taneously the usage of PM resources while ensuring power efficiency. We
also assume heterogeneous configuration for the data center which has
been proven, through recent research work and industrial experience, to
be more cost-effective for some applications especially those with inten-
sive I/O operations. Two heterogeneous data center configurations are
studied in order to ascertain the impact of each configuration on the per-
formance of the proposed model. Simulation results point out the benefits
brought by the TOILP model with an average number of used PMs gain
of 32.45% and an average total potential cost of resource wastage gain of
60.62%. It was also reported that the cloud provider should not choose
the PMs’ configuration independently of the offered virtual machines.

Keywords: Cloud computing · Heterogeneous data centers
Virtual Machine Placement · Integer Linear Programming
Power consumption · Resource wastage

1 Introduction

Cloud Computing is defined as a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing resources
(e.g., networks, servers, storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort or service provider
interaction [1]. Infrastructure as a Service (IaaS), Platform as a Service (PaaS)
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and Software as a Service (SaaS) are the common categories of cloud comput-
ing service models. For IaaS model, cloud provider offers different kinds and
amounts of virtualized computing resources (e.g., storage, processing, networks,
etc.) gathered into a virtual machine (VM) over the Internet [1]. This provi-
sioned VM allows customers to deploy and run the appropriate application in a
personalized and isolated runtime environment.

The decision to place a VM into a particular host is known as the VM
placement (VMP) problem [2]. The key challenge here is to maximize the number
of cohosted VMs while optimizing a given placement goal. The VMP algorithms
can be broadly classified into two categories with respect to their placement
goal which fall under one of the following assumptions: maximizing the usage of
existing resources or minimizing the power consumption in the data center by
shutting down some of the physical machines (servers).

This paper proposes a Two-Objective Integer Linear Programming (TOILP)
model that simultaneously optimizes the usage of PMs and power consumption.
The TOILP model attempts, given a set of VMs to be set up, to place the VMs
in the more suitable server without any VM migration. As the VMP problem has
become a particularly challenging task in non homogeneous hardware infrastruc-
tures due to the resource variability of PMs, the performances of the proposed
TOILP model are evaluated in two different heterogeneous data centers config-
urations. Two data center configurations are considered in order to study the
impact of each PM combination over the different performance metrics (potential
cost of resource wastage, number of used PMs, VM rejection ratio). The former
configuration has an almost even distribution number of the PMs’ configuration
whereas the latter is characterised by a different distribution number.

The rest of the paper is organized as follows. Section 2 describes the problem
tackled in this paper, Related works is given in Sect. 3. In Sect. 4, we define
the notations used to present the proposed model described in Sect. 5. Section 6
shows the experiments evaluating our proposed model and their results. Section 7
concludes the paper.

Fig. 1. The VM placement problem in a heterogeneous data center
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2 Description of the Problem

The VMP problem can be stated as follows: for a set of PMs and the resource
requirements of VMs, the VMs should be hosted on the PMs with respect to
a given placement goal. Figure 1 shows an example of VMP with 4 VMs and
3 PMs in a heterogeneous data center with an end-goal of maximizing the PM
usage. As it can be seen, after deploying the VMP process, V M1 is hosted in
PM1, V M2 is hosted in PM2 due to the insufficient resource capacity in PM1

and V M3 and V M4 are hosted in PM3 as a result of limited resources in both
PM1 and PM2.

Actually, the VMP process usually produces a large amount of wasted
resources due to the underutilization of the PMs. As a consequence, an increase
in the number of active PMs is noticed leading to a high power consumption in
the data center. In this paper, we look for the optimal VM-PM mapping so that
the PMs can be used to their maximum efficiency while the energy consumption
is minimized by hibernating or shutting down some of the PMs depending on
the load conditions.

3 Related Work

The VM placement (VMP) problem has been well explored in cloud computing
literature and mostly has been considered similar to the vector bin packing
problem which is NP-hard [3,4]. The individual PMs can be considered as bins
having different dimensions, corresponding to the resource capacities of the PMs.
Similarly, the VMs can be considered as objects to be packed into these bins.
For each VM, the amount of required resources (dimensional requirements of
objects) is specified. The vector bin packing problem aims at allocating a given
set of objects of known sizes into a minimum number of needed bins in order not
to exceed each bin’s capacity. Therefore, the VMP problem is strongly NP-hard.

Many existing algorithms have been proposed to solve the VMP problem.
These algorithms include deterministic (eg. integer programming, constrained
programming) [5–7], meta-heuristics (eg. randomized greedy, simulated anneal-
ing, genetics and evolution) [8–10] and heuristics.

In this paper, we review works which have focused only on the objectives of
this paper (maximization of both PM usage and power consumption efficiency)
and which have used deterministic algorithms to solve the offline VMP prob-
lem. In [11,12], Shi et al., have considered maximizing the cloud provider rev-
enues, under the placement constraints such as full deployment, anti-colocation
and security and also resource capacities constraints such as VM requirements
and PM capacities. An Integer Linear Programming formulation is proposed to
compute the exact solution. The authors have demonstrated that the proposed
VMP approach was practical for the offline VM placement in both small and/or
medium data centers. Both works [11,12], have evaluated the proposed VMP
approach with the VMs of commercial pattern (i.e, predefined VMs resource
capacities) in a homogeneous data center. In [4], Ribas et al., have consid-
ered minimizing the active physical machines number, under the PMs resource
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capacity constraints. A Pseudo-Boolean Constraint is proposed to obtain the
exact solution. In [13], Sun et al., have considered minimizing power consump-
tion, under the PM resource reservation constraints. A matrix transformation
algorithm is proposed to obtain the exact solution. The proposed solution is
evaluated with VMs of customized pattern, i.e., the Cloud user defines the
VM resource requirements and in a heterogeneous data center. Most of the
above-mentioned works use a VM placement approach with a single-objective to
achieve resource utilization maximization or power consumption minimization.
This paper addresses two challenges. Firstly, it proposes a new two-objective ILP
model to address the offline VMP problem that simultaneously maximizes the
usage of PM resources and power consumption efficiency. Finally, the solution
is performed in two heterogeneous data centers with different configurations to
ascertain the impact of each configuration.

4 Notations

We use the following notations and typographical conventions:

Index conventions

– i and j as subscript denote a virtual machine request and a physical machine
index respectively.

The parameters

– N corresponds to the number of virtual machines arriving at the Data Center
to be hosted. The VM request numbered i, denoted vi, ∀ 1 ≤ i ≤ N , is
defined by the tri-tuple (ci, ri, si) where ci, ri and si are the CPU, memory
and storage requirements of VM vi.

– M corresponds to the number of physical machines in the Data Center. The
PM numbered j, denoted Pj , ∀ 1 ≤ j ≤ M is characterized by the tri-tuple
(Cj , Rj , Sj) where Cj , Rj and Sj are the CPU, memory and storage capacities
of PM Pj .

The variables

– The binary variable λij . λij = 1 if the VM vi is hosted by the physical machine
Pj . λij = 0, otherwise.

– The binary variable φj . φj = 1, if there is at least one virtual machine hosted
by physical machine Pj . φj = 0, otherwise.

5 The Model

The Two-Objective ILP model relies on two separate steps to compute the opti-
mal VM-PM mapping, as shown in Fig. 2. Using the previous notations, Step 1
and Step 2 are given in Table 1.
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Fig. 2. The two-objective ILP model

Table 1. The two-objective ILP model

Step 1 computes the VM-PM mapping with the objective of maximizing
ψmax, the number of hosted VM requests. Equations 2 ensures that each VM
request vi is hosted by at most one physical machine Pj . Equations 3 ensures
that the total amount of CPU consumed by the VMs hosted at a PM Pj is at
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most equal to the total amount of CPU available at PM Pj , Cj . Equations 4
and 5 are roughly similar to 3 in that, the CPU resource is replaced by both
the memory and storage resources respectively. Equations 6 ensures that λij

variables are binary. It may happen that multiple VM-PM mapping solutions
exist for the same number of rejected VM requests. Step 2 selects a solution that
additionally minimizes the number of used PMs, θ. Equations 8 ensures that the
number of accepted VM requests must be at least ψmax, computed by Step 1.
Equations 9 and 10 define φj variables. Finally, Eqs. 11 ensures that φj variables
are binary.

6 Simulation Results

In this section, we experimentally evaluate and compare the performance of the
TOILP model in two heterogeneous data center configurations with 20 PMs
each. The PMs’ characteristics for both configurations, called C1 and C2, are
given in Table 2(a) and (b) respectively. One may notice that both configurations
have almost the same total amount over the CPU, RAM and disk resources. C2
exceeds C1 with 2.5% and 2% over the total usages of CPU and disk respectively.

Table 2. Hetrogeneous data center configurations

We generated 50 test-scenarios, that is, 50 different VM requests instances
each of which consists of N VM requests generated randomly from a predefined
set of VM types (Small (S), Medium (M), Large (L) and XLarge (XL) accord-
ing to the details given in Table 3. Figure 3 gives a detailed information on the
average number of generated VMs of type S, M, L and XL for each value of N.
The reason why the TOILP model cannot solve the VMP problem with over
290 VM requests is due to the NP-hardness of the problem. We used Optimiza-
tion Programming language (OPL) [14] with CPLEX 12.6.3 [15], to solve both
steps. The CPLEX solver is run on a windows 10 machine with an Intel Core
i7, 2.6 GHz processor and 16 GB RAM. In the following, each couple of figure
shows the same simulation results obtained by the TOILP model, considering
both data center configurations respectively.

Figure 4 plots the average number of hosted VMs on each PM for both DC
configurations for N= 130. Each bar in the plot shows the total number of VMs
of type S, M, L, and XL hosted by each of the PMs. Subfigures (a) and (b) show
the VM placement computed by Step 1 whereas subfigures (c) and (d) show the
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Table 3. The VM configuration.

VM Vcore Memory (GB) Disk (GB)

S 3 4 50

M 4 8 100

L 5 12 150

XL 6 24 250

Fig. 3. The average number of generated S,
M, L and XL w.r.t. N

VM placement computed by Step 2. One may notice that the number of used
PMs computed by Step 2 is lower than the one computed by Step 1.

Figure 5 shows the CPU, RAM and disk usages on each PM for both DC
configurations. Subfigures (a) and (d) show the CPU usage. Subfigures (b) and
(e) plot the RAM usage. Subfigures (c) and (f) show the disk usage. The top-
subfigures from (a) to (f) plot the resource usage computed by Step 1. The
subfigures below plot the resource usage computed by Step 2. The height of the
white bar shows the amount of available resource at the PM when no VM are
hosted. The height of the black bar shows the amount of the consumed resource
after hosting some VMs. One may observe that the PM resources are efficiently
used in C1 compared to C2. The resource usage is almost equal in each of the
PM’s dimension. We also notice that the number of used PMs computed by C1
is lower than the one computed by C2. This last result will be investigated in
the following.

Figure 6 plots the average number of used PMs w.r.t. N, the total number of
VMs to be hosted. We report that Step 2 performs efficiently in both DC con-
figurations with average gains (Step 2 achievement against Step 1 achievement)
of 32.45% and 27.53% in C1 and C2 respectively. We notice that the average
number of used PMs in C1 is lower than the number of used PMs consider-
ing configuration C2. Consequently, configuration C1 should hopefully lead to a
better power consumption efficiency compared to C2.

Figure 7 shows the average VM rejection ratio w.r.t. N. The average VM
rejection ratio is computed as the ratio of the total number of rejected VMs to
the total number of VMs arriving at the DC. We used errorbar plots to show the
main VM rejection ratio information for each N. In this plot, the top and bottom
bars are the highest and the lowest VM rejection ratio among the fifty generated
test-scenarios, while the mid-points denote the average. We notice that in both
DC configurations, the number of rejected VMs increases with N as the capacity
of available resources per PM is decreasing. We also notice that the average
VM rejection ratio computed for configuration C1 is lower than C2, as shown
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Fig. 4. The average number of hosted VMs per PM, N = 130

Fig. 5. The averages CPU, RAM and DISK usage on each physical machine, N = 130
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Fig. 6. The average number of used PMs w.r.t. N

in Fig. 7(b). The above results will be explained in details in the subsequent
section. Table 4 shows the average rejection ratios for VMs of type S, L, M and
XL w.r.t. N. The average rejection rate for each VM type (T, T = S/M/L/XL)
is computed as the number of VM rejected of type (T) to the total number of
VM requests of type (T). We notice that in both configurations, the VM requests
of type L and XL are the most rejected ones. This is mainly related to one of
the TOILP’s objectives which aims at maximizing the number of hosted VMs.
Since, VM of type L and XL are more resource consuming.

Fig. 7. The average VM rejection ratio w.r.t. N

Figure 8 plots the average total potential cost of resource wastage w.r.t. N.
The total potential cost of resource wastage is computed as the sum of all the
resource wastage amounts of PMs in the data center. The potential cost of
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Table 4. The average rejection rates of S, M, L and XL VM requests

N C1 C2

Step 1 Step 2 Step 1 Step 2

S M L XL S M L XL S M L XL S M L XL

230 0 0 0.00008 0.00042 0 0 0 0.00052 0 0 0.00008 0.00668 0 0 0 0.00678

250 0 0.00008 0.00008 0.0116 0 0 0 0.01176 0 0.00008 0.00008 0.03528 0 0 0 0.03544

270 0 0 0 0.04036 0 0 0 0.04036 0 0.00006 0.00014 0.06844 0 0 0.00006 0.06858

290 0 0 0.00006 0.07792 0 0 0 0.078 0 0.00006 0.00012 0.10516 0 0 0 0.10536

resource wastage of the jth PM, RWj is given by [16]:

RWj =
∑

l!=k

(Rl − Rk), ∀1 ≤ j ≤ M,∀1 ≤ l, k ≤ 3

where, Rl denotes the normalized residual capacity of the lth resource dimension
(CPU, RAM, disk), i.e., the ratio of residual resource to total resource. Rk

denotes the smallest residual resource rate of all dimensions. We notice that the
average total potential cost of resource wastage gain in C1 (60.62%) is higher
than in C2 (50.21%) (Step 2 achievement against Step 1 achievement). We also
observe that in both DC configurations, the benefit gain of the total potential
cost of resource wastage decreases sharply when a set of VMs starts to be rejected
(N ≥ 230). This is due to Step 2’s difficulty of balancing the resource usage of
each PM as one or more may be exhausted, and others remain unused. This
preceding result explains the performance superiority of C1 over C2 in light of
the PM resource utilization efficiency, the number of used PMs and the VM
rejection ratio.

From Fig. 8(b), we notice that the TOILP model produces a lower average
amount of resource wastage in C1 than C2. This can be explained by the fact that
the VMs are more compatible with the PM combinations of C1 than C2 based on
their resource configurations. This, thereby, explains the above-mentioned fact
of the efficiency of PM resource utilization in C1. As a result, more VMs can be
hosted using a less number of PMs in C1.

From the obtained simulation results, we point out the following conclusions:

– We report that the TOILP model performs efficiently in both DC configu-
rations, in maximizing the PM usage while minimizing the number of used
PMs. In average, the number of used PMs and the total potential cost of
resource wastage are reduced by 32.35% and 60.62% respectively.

– The cloud provider should not choose the PM configurations independently
of the offered virtual machines. This is due to the degree of compatibility
between the VM-PM resource configurations as it has an impact on the
amount of resource wastage in the DC.

– We realized that as the amount of the resource wastage is reduced in the DC,
the VM rejection is lowered and the number of used PMs is also minimized.
This should hopefully lead to lower power consumption in the DC.
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Fig. 8. The average potential cost of resource wastage w.r.t. N

7 Conclusion and Future Work

In this paper, we proposed a new two objective ILP model to address the VM
placement problem in cloud service provider (CSP) data centers with hetero-
geneous PM configurations. The objectives are to improve the resources usage
of physical machines while reducing energy consumption in a data center. We
evaluated and compared the performances of the proposed solution in two het-
erogeneous data centers configurations to ascertain the impact of each configura-
tion. Through extensive simulation scenarios, we reported the benefits brought
by the TOILP model in both average gains of total potential cost of resource
wastage and number of used PMs. We also reported that the cloud provider
should not choose the PM configurations independently of the offered Virtual
machines. In the future work, we will compare the performances of the TOILP
model in both data center architectures (homogeneous and heterogeneous) in
order to assess which of the architectures produces a better trade-off between
the resource utilization and power consumption efficiency.
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Abstract. Over the last few years, cloud computing has become a prominent
paradigm. It promises to offer to users cost-effective and on-demand decen-
tralized services, in terms of computing, memory, storage, etc., without the need
for large infrastructure investments. Moreover, with the growing number of data
centers resources, much higher levels of energy are being consumed. Also, the
increasing level of associated carbon dioxide is emitted in the air, which con-
sequently, raises the costs. Considering that there is an extreme growth in
demand for Data Centers cloud computing requiring high computational com-
plexity, there is an utmost need to take sufficient measures to lower the risk of
energy demand. Hence, efficient energy-aware techniques are required to assure
proper performance with regards to Service Level Agreements (SLA). In this
work, we highlighted the issue of Virtual Machines (VMs) allocation in cloud
computing data centers, and how to better manage the placement of VMs in
order to optimize performance and reduce energy consumption. In our proposed
solution, we will focus on minimizing the number of Physical Machines
(PMs) hosting the VMs and utilize them as sufficient as possible.

Keywords: Cloud computing � Data center � Energy consumption
Virtual machine � Physical machine � OpenStack � VM placement
SLA � Virtualization � Optimization � Resource allocation � Migration
Consolidation

1 Introduction

Cloud computing is spreading more and more into different fields of our everyday life.
It is a sophisticated technology that is used everywhere without being totally conscious
of it. IT Companies, developers, or even simple individuals could employ cloud
computing services by the use of infrastructure as a service (IaaS) and platform as a
service (PaaS) [1]. This technology permits the small and big companies such as
Amazon and Microsoft to obtain good infrastructure for data storing with a high
computing performance through Internet network. Moreover, even the traditional Web
services including Web search, Webmail, e-learning, millions of Internet of Things
(IoT) devices and tools also transfer their billions of generated data to the cloud
computing.
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Technically speaking, one or multiple data centers are necessary to offer to the end
users the cloud computing needed services, since the data volume is under an extreme
and speedy growth and evolution. In fact, every data center is composed of servers with
multiple of PMs that can host hundreds or even thousands of VMs. For example, to
preserve its cloud services, Google, which is one of the huge public cloud computing
providers, uses more than 15 data centers all over the world [2].

The cloud computing is based on the Virtualization technology. This concept
allows the cloud provider to run multiple operating system instances at the same time
by the use of a single PM. We can have many advantages on the VMs side including an
easier maintenance, better portability, etc. Also, the isolation of operating systems is
offered by the Virtualization technology and which enhance the security system. Since
essential hardware components are shared between VMs, they are optimized; they are
and should always be used at their maximum range and capability. Without forgetting
that the computing resources in data center affect the VM performance during the VM
creation, migration, and maintenance.

2 Problem Statement and Formulation

Running multiple large and big data center in cloud computing consumes a high margin
of energy and electrical power for processing data, storage, and network communi-
cation [3, 4]. In fact, different previous studies have proven that data centers consume
more power than they really require [5].

This issue harmfully influences the energy crisis and brings tremendous economic
problems. Also, any data center generates a considerable amount of heat which must be
dispersed by adoption of high power cooling systems. The negative environmental
impact of these systems is the resulting carbon dioxide emission in the air.

As a result, the reduction of energy consumption in cloud data center is a very
important goal to achieve. Actually, most of the proposed solutions and techniques
targeting energy efficiency improvement in Infrastructure as a Service (IaaS) cloud data
centers primarily focalize on managing computing elements, particularly on server
consolidation techniques [6, 7] and by changing the mode of idle resources to a power
saving or to operating mode. Considering CPU and RAM as energy parameters, in [8],
the researchers select VMs to consolidate from the overloaded or underloaded host for
migrating them to another appropriate host. Also, the idle hosts are turned into energy
saving-mode [9]. Also, in [10], VMs are selected to be migrated from overloaded hosts
by taking into account CPU, RAM, and Bandwidth. After, the empty hosts are swit-
ched to the sleep mode.

By adopting this approach, the number of turned on physical servers and machines
hosting the active virtual ones is clearly minimized. Also, the resources dynamic
regulation of performance level may efficaciously decrease their energy consumption.

Moreover, according to the most notable researchers in the last years, and which are
related to the minimization of energy consumption in datacenter cloud computing, all
of the major energy parameters (e.g. CPU, memory and so forth) necessary to ensure an
ideal energy efficiency are not taken into consideration.
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3 Proposed Solution

In this work, we propose our architecture for optimized resource management, con-
sidering all major energy parameters that influence the efficiency of the cloud data
center energy.

In fact, the main energy parameters include the CPUs, the memory amount, the disk
storage space, the quantity of transmitted message in the network (bandwidth) and the
available amount of input/output operations per second (IOPS) on the physical
machine.

Moreover, the VM placement relies on some distinct Service Level Agreement
constraints including:

– The affinity constraint: between couples of VMs refer to the aim to get an optimal
placement which considers the fact that two VMs for instance, must be allocated on
the same physical machine. This constraint is related to interdependent VMs that
use jointly data with each other in short predefined deadlines.

– The security constraint: could be, for instance, separating two VMs on different
servers (or even two data centers), so as to ensure their isolation.

– The migration constraint: could be related to executing the VM placement only on a
set of accurately stated machines, or even to keep a VM on the same server (or even
same data center).

We also, defined other energy parameters including the total number of VMs
allocated on a PM, the total number of PMs used, the number of reallocations or
displacements of a VM, the period of time of VM interruption in the migration phase,
the percentage of maximum and minimum use of VMs/PMs and the response time of a
task at the level of a VM (SLA).

The aspect of the sustainability of data is also interesting; assuring in real time the
replication of each data to multiple hosts/data centers (such as a primary and backup
host).

Our solution uses a system model that knows the state of the system at any moment.
It is based on dynamically managing VM distribution in the data center, in terms of
performance, cost, availability system and energy instantly consumed. This is done by
adopting optimized resource allocation and live migration through a decision mecha-
nism. Also, the approach must effectively manage the strict SLA requirements.

As the Fig. 1 shows, the proposed Cloud model platform follows various man-
agement stages including collecting monitoring data, exploiting these data to calculate
a better VMs placement, draw a plan to reallocate and manage virtual machines in the
physical machines, and at the end applying the proposed actions.

The data resources consumption collection module is responsible for periodic
monitoring, and collection of consumption data and load resources usage from the
cluster’s physical machines. These data could be CPU, disk, and memory usage, etc.
Also, the electricity collection is achieved by the use of power consumption mea-
surement tools, such as Power Meter or Wattmeter.

The analysis component uses a built-in scheduler algorithm to make decisions. This
model determines whether to trigger the implementation of the algorithm by evaluating
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the results of resource data use. We designed this algorithm in a way that it does not
depend on a particular type of workload and does not require any knowledge of the
applications running on the VMs. And its execution requires accurate power usage
parameters and high-resolution measurements.

The input of the algorithm is the set of each host with its VMs allocated, the
collected results of the different resource information and the specified energy con-
sumption parameters in order to decide which VM to migrate and where to migrate it.
The execution of this algorithm provides us, as output, a new optimized VMs place-
ment plan with a set of nodes under loaded to be exploited further (which one we can
deactivate, and turn on later …).

The decision component is responsible (based on the results obtained from the
scheduler algorithm) for migrating the VMs to the specified hosts according to the
instructions of the analysis model.

Technically speaking, the architecture applies the modules of OpenStack which
provides a large range of metrics and power consumption information on the use of
resources for energy consumption estimation. Also, it is an open source platform for
cloud computing that offers Infrastructure as a Service (IaaS) which may be used as a

Fig. 1. Overview of the proposed solution architecture
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private, public or hybrid cloud [11], where we integrate our algorithm and benefit from
the Application Programming Interface (APIs) to communicate with the outside and to
control the allocation using Kernel-based Virtual Machine (KVM).

In fact, in this work, we integrated our proposed monitoring solution with a cloud
platform OpenStack, which is very rewarding to the computing community research
and cloud practitioners that wish to work in this field.

OpenStack is a collection of components that cooperate to provide IaaS function-
ality. Each component manages a different aspect of the cloud and uses a message bus
to communicate with other components. All components generate notification mes-
sages when events occur (such as instances created or destroyed). Capturing these
messages was the first data source for the component named Ceilometer.

The Ceilometer provides a collection of metering data on managed virtual resources
based on the use of the controlling monitor [12]. The exploitation of these collected
data takes place during the analysis phase by the use of the Nova_scheduler which is an
OpenStack component to determine on which host a VM instance is going to be
executed.

Also, our platform uses the Dashboard component named Horizon, which is a web
application that allows us to interact with the services OpenStack and monitor them
(launch VMs, configure IP addresses and manage access …).

In the analysis phase and for the management of the computes on OpenStack, the
exploitation of the collected data takes place by the use of the Nova component. It is
also used for the communication with different hypervisors, and the execution of the
instances requested by the user. This stage also involves the execution of the pro-
grammed scheduling algorithm.

The algorithm consists essentially of two major phases: first, we begin by calcu-
lating the use of resources on the input physical machines to ignore the filled one with
all VMs that turn above, and then we select the list of those that need to reallocate their
VMs. Each time, we check if there are any empty physical machines (if there is an
empty PM, we turn it off by IPMI call).

It is necessary to begin by calculating the use of resources on a physical machine,
not to start the computation by the VMs, because, as long as the physical machine is
filled, it can be ignored and ignore all the VMs that turn above.

The use of retrieved resources (CPU, memory, network, disk, IOPS usage) and the
number of all VMs on the PM are used as a reference to be compared with minimum
and maximum limits of the parameters already defined.

Also, we calculate the VMs IOPS sum of the host and store it (this information is
used as reference to compare with a limit of IOPS sum). If the use of resources
retrieved is lower than the limits defined, we select this host for migration and add it to
a list of hosts. And if not, we go to the next host on the host’s list. Ultimately, we will
have the list of hosts with limited use of defined resources.

Second, we take the first host from the returned list and we search in the list of VMs
which one to migrate to this host. And we check if the host is empty (if it is empty, we
turn it off by IPMI call). And each time we test if this host can receive another VM of
this list or not (in case of host saturation, we pass to another one in the host’s list to be
reallocated).
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Also, we check on the VMs list if the first VM cannot be migrated (according to
SLA constraints). In that case, we remove it from the VMs list as long as the list is not
empty. We check whether the use of the resources of the host’s VMs with those of the
selected VM exceeds or is below the minimum defined limit. If the use of resources
retrieved is lower than the limits defined, we select this VM for migration. And if not,
we go to the next VM on the VMs list.

The proposed algorithm is threshold-based; we opt for migrating virtual machines
on hosts that have low use of defined energy parameters such as CPU. If we migrate
VMs to a host that has a high CPU usage, we can overload the host and block it. In a
concrete manner, the PM resource parameters must reach 70 to 85% (ideally). It is
useful to mark each host as saturated one (a host with resource use of 90% approxi-
mately: no possibility to add another VM on this host). That is why we define the
minimum and maximum limits used during the execution of the algorithm. Also, it
should be checked each time if there are empty hosts to turn them off by IPMI calls, or
even turn them whenever needed.

4 Conclusion and Future Works

In cloud computing, the data center performs the storage, retrieval, recovery and the
processing of the cloud user data. And since the cloud demand is increased, and its data
centers infrastructure is growing too overtime, an enormous amount of electrical energy
is consumed with the emission of a large amount of carbon dioxide in the air.

Therefore, it is necessary to optimize the physical data centers for energy efficiency
and thus contributes to the environmental protection. Multiple energetic efficiency
techniques based essentially on virtualization, migration, and consolidation have been
implemented.

In fact, in this paper, we have proposed an optimized resources management
solution which considers major energy parameters and major possible constraints of
VMs allocation in physical machines so as to ensure energy efficiency by keeping
energy-performance trade-off in concern.

To continue our work, we will detail and implement the scheduler algorithm while
respecting the defined Service Level Agreements.
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Abstract. The need to monitor areas of high risk in terms of temperature
indexes has included two important elements for its compliance: monitoring and
forecast of records in an environment. Performing this procedure manually is
inefficient as it provides a flat perspective and can’t predict the state of the
environment rigorously. Software systems are contemporary elements in con-
stant refinement which satisfy the emerging needs within a certain context. The
monitoring and forecasting processes can be hence automated and that tends to
lead to a better supervision of the risks present in the environment. This article
presents a proposal for the supervision of high-risk areas, through temperature
records that can be managed through the design of a software system with the
implementation of mobile 4.0G LTE technologies, aimed at efficiency and
effectiveness in the notification of the environmental status. Finally, the devel-
opment of a remote temperature monitoring and forecast system using mobile
technologies leads to conclude that the fuzzy logic prediction system‘s quadratic
error is lower than 2.6%. Additionally, future work is presented from the
research standpoint according to the emergence of new perspectives related to
this developing software system.

Keywords: Mobile technologies � Predictive system � Software engineering
Telematics � Temperature monitoring

1 Introduction

Colombia’s interest in forestry has been booming lately, as the media are becoming
more and more aware of environmental catastrophes, but it is clear that the response
times for these calamities are still inefficient.

A rapid assessment of the situation in the department of Arauca shows that the
number of forest fires is small, yet there was great damage over a large area. Mean-
while, in Cundinamarca, the number of fires is high but the number of damaged
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hectares is lower, making it possible to emphasize on the urban characteristic as an
advantage to act immediately once the fire is detected. Of course, such characteristic is
specifically treated from a technological point of view. A more detailed assessment
shows that the relationship between the number of fires and the number of affected
hectares per department is closely related. Each fire is causing direct damage to the
hectares within risk-prone areas specially when fires are not prevented but dealt with
once they have been detected in the surrounding area.

In addition to the environmental damage caused by fires within the country, each case
shares a preventive detection factor which can potentially lead to the efficient control of
fires in order to regulate stability in risk-prone environments. The key to analyze the
causality of these events consists on reading the temperature in the environment before,
during and after the fire, because it shows intrinsic contrast with the environment’s sta-
bility. Gathering these data essentially allows generating statistical reports in order to
provide information and analysis. Bringing together this research with environmental
processes as an alternative forest fire detection and prediction strategy would mean a
significant advance in the social and ecological development of the country.

The present research is carried out with the motivation to contribute on a social
scale so that the technological resources truly constitute a tool of progress for the
community. The duty of every Computer Engineer consists on bringing effective
software-based solutions for a specific population. It is important to mention that the
project is born from the evidence of an increasing contemporary problem which is
expanding on a nation-wide (and possibly international) scale such as forest fires. It
requires a strategic approach that goes beyond research and analysis, managing to
implement a system with the necessary components to transcend in the world of
software technologies and bring with it an effective solution to a problematic of great
importance.

Furthermore, the project is also developed so that the proposed methodology can
have multiple effects on society in terms of knowledge, leading to new proposals for
the surveillance of areas risking fires or any scenario that requires development-
oriented software for structuring and documentation. Initially, it is important to
establish the two fundamental axes of research rationale: methodological justification
and practical justification, since the characteristics used in each section are essential to
demonstrate the motivation and need to adopt this project.

Arguing in terms of methodological justification, the present research project is
essentially a software engineering project, based on the development with nuances of
quality and documentation directed towards a field of action, and it is precisely this
feature that makes it somewhat formal within the scientific institution. It is uncon-
ceivable to speak of a development process that is built on the pillars of software
engineering, without being strict with this branch of human knowledge as a globally
accepted science.

However, it is not enough to mention software engineering explicitly as a form of
motivation; all the techniques required for research must be outlined, understanding
that it is an institution that is constantly evolving within short periods of time. Yet, it is
possible to establish that the main instruments are quality and software documentation,
in the sense that they are the two most outstanding properties that currently identify
software engineering projects. From such instruments, methodologies are derived by
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the knowledge community. Finally, the reasoning for practical justification becomes
more understandable once the pragmatic objective of software design is agreed upon as
well as its functionality.

2 Background

The surface area of forest forests has been changing during the last 25 years, fires,
pests, indiscriminate felling or winter seasons are the main causes of their decline.
According to figures from the Food and Agriculture Organization of the United Nations
(FAO) in 2015, a total of 3999 million hectares of forest area were registered, a figure
that in years much later was significantly higher, annually by percentage The rate of
change can be represented as 0.13 decremental, which generates an alarming situation
and a broad field of research to present solutions and manage to slow or at least
gradually reduce that damage.

Many research and developments in different parts of the world are aimed at
providing and giving significant contributions to the problem of forest fires understood
as one of the worst consequences of the prevention, control and timely reaction of these
natural or intentional disasters. Independent models of the technologies aim to analyze
different fire elements, current environmental elements or generate knowledge bases for
the creation of systems for increasingly accurate predictions and with the minimum
error rate.

The use of Sensor Networks and Wireless Actors (WSANs) (Fig. 1) as a strategy
for detecting and extinguishing fire represent a great contribution, due to its form of
implementation seeking the minimum of energy consumption and obtaining Expected
results [2].

On the other hand, the direct analysis of the smoke resulting from the first fires
generates a starting point to be able to predict new possible scenarios or fire activity, to
identify key factors in the smoke and to carry out a corresponding morphological
processing. Then, analyzing the rate of false 2 positives and the rate of recognition of

Fig. 1. WSAN implementation. Source: [2]
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the results of these experiments, it selects the combination of direction of motion, high
frequency energy based on the wavelet transformation and compactness to constitute
the final recognition vectors [3, 4].

On the other hand, the construction of Unmanned Aerial Vehicles (UAVs), solves
the problem of the surveillance and detection of forest fires, even when a failure occurs
in one or more UAV within the perimeter of surveillance and control. Having a
scenario similar to the Fig. 2 with a fault included and presenting the reaction of the
UAVs involved in the attention of the natural disaster [5].

The design of an intelligent platform developed for the recognition and response to
disasters using a deep forest-based forest fire monitoring technique using images
acquired from an unmanned aerial vehicle with an optical sensor. Through training for
the set of images (see Fig. 3) of past forest fires, the proposed deep learning based
forest fire monitoring technique is designed to make human judgment for a new image
of Entry is automatically whether the forest fire exists or not [6].

Another possibility developed and implemented, using the concept of thermal
infrared channel (TIR), which contains wavelengths sensitive to the emission of heat.
And taking advantage of the fact that forest fires can be characterized by peaks of
intensity in TIR images. A fully automatic method of detecting forest fires from TIR
satellite images based on the theory of the random field [7] is proposed (Fig. 4).

Fig. 2. Forest fire monitoring. Source: [5]

Fig. 3. Analysis of images of forest fires. Source: [6]
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The work developed in ‘ESS-IM applied to forest fire prediction: Parameters tuning
for a heterogeneous configuration’ represents a study of calibration of the evolutionary-
statistical system with the evolutionary parameters of the island model (Evolutionary-
Statistical System with Island Model ESS-IM) (Fig. 5).

ESS-IM is a general-parallel uncertainty reduction method applied to the prediction
of forest fire propagation [8].

The prevention work not only remains to be able to predict a possible fire, but on
the contrary goes beyond, to the point of analyzing the possible propagations or factors
that can greatly increase the current emergency, therefore, the implementation and
construction of A system based on and expressed in cellular automata capable of
simulating and effectively predicting the propagation tendency of the forest fire in
various conditions represents a vital support for the treatment of fires already generated
and at risk of propagation in the affected area [9].

Within the proposal of design and appropriation of the different existing techniques
that contribute to the construction of a much more robust device, it has the work of
fuzzy logic, where the possibility to predict and anticipate scenarios of forest disasters,
includes the current proposal as an important and key component for greater support

Fig. 4. Detection of forest fire and possible propagation. Source: [7]

Fig. 5. Island-based parallelization scheme. Source: [8]
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and better intervention in the different frameworks in which they can be presented. This
is how the work developed in [10] is a great investigative and supportive contribution
Where an “approach on board fuzzy logic” is presented to identify and detect active fire
spots in the Brazilian Amazon forest considering the separability of the spectral
characteristics of the fire considering it a valuable contribution to the current research
and development of a device that includes knowledge And accurate predictions of
possible forest risks.

3 Methodology

Figure 6 is the representation of the methodology that will allow the development of
research, in terms of its most representative components during the management
phases, and the relationships of the main components associated to the proposed
system. It has an objective context, which can be understood as the plant where there
will be installation of a physical assembly, which will allow to manage sensorial data
flows, through a temperature sensor, to bring the notion of the state in which the
environment is That you want to monitor and follow up. The system will be able to
capture this data flow, and apply transformations to its input to have the prediction
module based on fuzzy logic, i.e. using a predictive component, can extend the
monitoring properly made from reading the flow of information, and to follow up the
possible states of temperature as the system learns its data entry. With this, the system
will reproduce the competent information to its telecommunication module with mobile
devices, in order to send the information flow to a user, through its mobile technology,
so that it can consume the information concerning the surveillance and supervision of
A potential catastrophe risk area.

Fig. 6. Illustration on research methodology. Source: Authors
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In this sense, it is also proposed to make a process specification, which is contained
within the framework in Scrum, and is the life cycle in Cascade, for the moment of
implementation, since it is expected that by that time A complete specification of
requirements, and have an advantage over the progress in software development in
terms of quality and documentation.

In the Table 1 it is possible to appreciate the structure of 4 the data to be handled
during the experimental development of the system. This table contains specific aspects
about the details that will be taken into account for the presentation of the imple-
mentation and results obtained for the eventual analysis. This information establishes
how each of the methods and techniques that will allow the monitoring and monitoring
of temperature through the system will be performed in the sense presented by the
experimentation documented here and the process to be followed to consume the
product information. It is necessary to clarify that in the data of capture pulsations, it is
a configuration available for the sending of data obtained sensorially, by reason of each
interval of time, so that the amount of registers exposed for the experiment covers a
period of time in the That the correct analysis can be provided and thus offer the
services developed in the system.

4 Implementation

4.1 Deployment of the Project

The deployment of the project is possible to understand it through the diagrams of
nodes and artifacts, being a software system according to the standardization of doc-
umentation and the quality of development.

Table 1. I data structure

Description of the data

Concept Datatype Units
Temperature Numerical Celsius Degrees [°C]
Description of the experiment
Capture Sensor LM35
Technology 4.0G LTE
Visualization Mobile device (Android)
Capture pulses Ten (10) seconds (sec.)
Number of records One hundred (100)
Description of the experimental plant
Dimension 13.4 m3

Window On a wall with 1.5 m2

Door On a wall with 1.5 m2

City Bogotá D.C.
Season May 2017
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(1) Node Diagram: It should be mentioned that the communication flow between the
nodes follows a sequential pattern, as the information is traveling from a server to
a client, however, it is understood that there is a constant data capture from the
microcontroller device, which causes The flow of communication is continuous
and provides a more appropriate and sustainable use of software.

(2) Artifact Diagram: In Fig. 7 it is possible to observe a more concrete representation
of the final devices that are part of the software deployment. These devices are the
ones that make possible the transformation of the information through the flow of
processes, to arrive from a capture in a zone of study, towards a visualization of
the information.

4.2 Application on Android

In the same order of implementation, I conceived the construction of a mechanism to
achieve the emission by the software system and the reception by the Android cus-
tomers, through the notifications that this operating system provides. Thus, the oper-
ation established for the creation, sending and reading of notifications is displayed, as
the software system is in its monitoring and control work. Within this operation it is
highlighted the assignment of a single token or identifier to each client, which is
registered by the server provided on the server side of the software, which then uses the
messaging service provided by Google called Firebase Cloud Messaging Who is
responsible for sending the notification created from the control and monitoring pro-
posed by the application built.

Therefore, each user interested in receiving such notifications complies with this
procedure and is subscribed to receive notifications of the process of recording and
controlling temperatures in the area that is of interest to them.

Fig. 7. Deploy through the artifact diagram. Source: Authors
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4.3 Calculations for the Transmit Antenna

Due to the need to transmit the information to a mobile device, it is necessary to
implement an antenna with 4G technology, and for this, it is necessary to calculate
some parameters in order to obtain the desired assembly.

(1) Initial Parameters: In the Eqs. 1a and 1b the initial parameters are presented, so
that it is possible to begin by indicating the desired transmission frequency and the
function associated with the transmission of the signal.

f ¼ 3Ghz ð1aÞ

U ¼ cos5 h ð1bÞ

(2) Main Values: In the set of Eqs. 2 the calculation for the APBW and FNPW
standards is made, first with the declaration of assignments to the functions of the
proposed signal in the part 2a; And then finding the values for 2h in each standard
in the part 2b.

cos5h ¼ 0 cos5h ¼ 1ffiffiffi
2

p ð2aÞ

2h ¼ p 2h ¼ 0; 736098 ð2bÞ

(3) Radiation power: In the set of Eqs. 3 the procedure is performed to calculate the
expected radiation power for the antenna, according to the initial parameters, so
that in the part 3a the associated declaration is made with the equation of the
radiating power [17] in the part 3b the substitution is made by the initial function
of the signal; And in the part 3c the result associated with the radiative power is
displayed, after operating on the proposed calculation.

Prad ¼
Z 2p

0

Z p
2

0
U sin hð Þ : dh : dU ð3aÞ

Prad ¼
Z 2p

0

Z p
2

0
cos5 hð Þ sin hð Þ : dh : dU ð3bÞ

Prad ¼ p
3

ð3cÞ

4.4 Experimental Test with Field Data

In the Fig. 8 the result of the implementation on the developed system, in terms of the
temperature captures in an experimental field room, located in the city of Bogota D.C.,
in Colombia during the present year, is exposed. In this figure the temperature values in
degrees celsius [◦C] can be seen at different times, captured at ten [10] min pulsations
between registers. It is important to note that the times were taken in negative due to the
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use of this information as an empirical element to demonstrate the operation of the
fuzzy system later. The Fig. 8 places the time variable in the iterations of the hundred
records established during the data structure, to transform this region to the dimension
of the temperature variable recorded during the experiment. The understanding of the
values of these variables is equated between 14 °C minimum and 20 °C maximum
during the collection of information within the system, and the statistical mean of these
numerical values is concentrated at 17 °C. This graph interprets the scenario of the
experimentation without allusion to the totality of the records and supports the com-
parison with the result of the fuzzy system of prediction implemented.

5 Analysis of Results

Table 2 sets forth the result of the calculation related to the sum of the quadratic error
obtained from the field test with the fuzzy logic based prediction system, rather than for
service automation systems for the monitoring and supervision of Remote areas is an
emerging research challenge, whether they are dealt with computational elements for
the analysis of forest environments [3, 5, 9], or through the learning of machines using
cybernetic automata [6, 10, 11].

From the analysis related to the analysis of forest environments [3, 5, 9] it was able
to interpret environmental variables, such as temperature, atmospheric pressure, carbon
dioxide level in air; And environmental contexts of the plants on the physical
assemblages, which were not parameterized for the experimentation of this research
project, at the same time that this research concentrated its interest in the independence
by the scenario of implementation and in the domain of the system of Software itself.

Fig. 8. Experimental temperature records. Source: Authors

Table 2. Sum of the quadratic error during the experiment

E 220, 85
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While machine-directed analysis using cybernetic automata [6, 10, 11] interpreted
the problem from a more control approach, and certainly with a more dense mathe-
matical rationale, In spite of the fact that in this research the value of being imple-
mented under the ideology of software development in the provision of computer
services was added on the environmental states that represent a study area that can
potentially be forest or high risk relative to temperature, With the systemic implications
that include more scenarios than those proposed when establishing a data plan.

In fact, in each work that is directed to the resolution of a problem with some
criterion of uncertainty, it must contemplate the scenario of the tolerable error of the
designed system, so that the future work is the optimization of this factor to increase the
credibility of the product.

6 Conclusions

The presentation of the temperature monitoring and forecast system has defined the
software development process, insofar as it has met the project’s goal with the
implementation of mobile 4.0G LTE technologies to offer a remote computer service.
This provided a predictive analysis for system feedback with the intention of providing
decision-making support for high-risk areas, measurable through their temperature
records.

The development of the research software included in the nuances of analysis with
previous research works has contributed to a refined system to provide computer
services without surpassing a 2.6% quadratic error under experimental conditions. The
information management procedure has been overseen leading to the reduction of the
quadratic error from 2.2085% to 0.0013%. The control of the variables in the software
model supports any practical scenario where it is installed.

These figures related to the total quadratic error are intended to justify the
importance of the integrity of the information provided by the fuzzy-based predictive
system stating that it does not exceed a high error rate and also allows tuning
parameters under multiple implementation conditions, with the idea of reducing the
impact of the error under the desired prediction, as evidenced by the changes from 7,
10, 14 and 16, to 0.024, 0.004, 18.131, and 25.076 in the constants B1, B2, B3 and B4,
respectively, within the logic-based compressor.

However, the system for temperature monitoring and surveillance in remote areas
with mobile 4.0G LTE technologies challenges research fields with interest on
improving the conditions for decision making in environments that represent a problem
for a specific population. The methodology described above refers to the continuous
improvement of the system which defines a candidate variable as it requires the on-
demand installation in different plants. It can handle aspects such as atmospheric
pressure, carbon levels in the air and circulation patterns of wave motion which can
lead to a more sophisticated surveillance; Introducing new variables into the fuzzy
system based on logical rules could avoid the constant shift of parameters necessary for
error reduction so the model would be oriented towards X (t − 1), X (T) and X (t + 1).
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Abstract. IoT is the third wave of economy after the first and second being
agriculture and industry, respectively, paving the way for the fourth industrial
revolution (4IR). IoT is a combination of all the revolutionary technologies in
the last two decades. More than a billion of smart devices have been developed
across the world by more than 10 vendors to satisfy billions of needs that are
trusted by 98% of economic actors. This study describes design and imple-
mentation of IoT architectures stressing on scalability, integration, and inter-
operability of heterogeneous IoT systems. It gives answers to (i) how systems
can be designed to become easily configurable and customizable for a specific
IoT infrastructure? And (ii) how Investors, producers and consumers can be
integrated on the same page of an IoT platform?
We have developed a master database and directories from top chart IoT

nomenclature, frameworks, vendors, devices, platforms and architectures and
integrated data from 27 big online resources commonly used by Forbes, Busi-
nessweek and CNBC. Also, datasheets of IoT equipment by vendors (e.g. Intel,
IBM, ARM, Microchip, Schneider, and CISCO), used tools (e.g. Labcenter
Proteus, AutoCAD and Excel), and platforms (e.g. Visual Studio, Eclipse) are
combined to build directories of plethora of data. The main outcome of this
work culminates in providing a seamless solution and recommendations for
various infrastructures (hardware and software) for effective and integrated
resource utilization and management in a new IoT paradigm.

Keywords: IoE � WoT � SoT � IoT � Infrastructure � Architectures

1 Introduction

By 2020, the number of connected machines is estimated to reach more than 34 billion-
more than four folds the globe population. A smart IoT solution potentially delivers
significant benefits such as reduced device support and maintenance costs, customer
engagement and satisfaction, and new business models.
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In a green and blue ecological metropolitan analysis by [2, 3], infrastructure refers
to the entire set of systems and subsystems including transportation, energy, education,
health and food etc., buildings and industries that define eco-system of a region and
country. Recent IoT work by [4] based on UrbanSense (DCU), BusNet and its effective
integration using REST API, ESTI and FIWARE is very impressive. Geo-mapping
used by [4] is an excellent infrastructural tool, although lacking addressing cost
benchmark. On the other hand, Government, public and private sector are three Internet
of Everything (IoEs) that govern all the lower corporate and enterprise IoEs with trees
of IoTs such as army, police, law, oil and gas, pharmaceutical, chemical and industries
[6, 10, 11]. An excellent analysis from Figs. 1, 2, 3, 4, 5, 6, 7, 8 and 9 and Table 1
comparison [6] among openMTC, FIWARE, SiteWhere and Webinos, the proprietary
AWS IoT, IBM’s Watson IoT, Microsoft’s Azure IoT Hub and Samsung’s Smart-
Things platforms. However, [6] lacked discrete recommendations and solution of their
Integration of Middleware (IoM) analysis. Huge gaps in terms of authentication and
identifications addressed by [7] based on XingQR need more elaboration with respect
to multiple signatures. Also, compression and smart character generation for scalability
can handle billions of users. Interoperability and integration proposed in [8, 9] should
be improved in terms of real-world devices information. Excellent contribution in terms
for Identity and Access Management (IAM) by [14] in terms of comparison of SAML,
OAuth, OpenID Connect & SSO for mobile devices has been used by us in a different
ubiquitous sense at D2D level lacked addressing hardware implementation and spec-
ifications of systems. HTTP 1.1, HTTP2 and SPDY comparison as new alternatives by
[15] were interesting. This has fostered better understating prospect in [16]; Tables 1, 2
and 3 in terms of transmission and energy constraints of MQTT, CoAP, AMQP, TCP
and Websockets on Intel and ARM ISAs. However, the work in [16] needs to be
improved in terms of verification on some ready-to-go IoT topology in GNS3, Wire-
shark and VMware based platforms. Hand-Off time calculations by [17] proved that
AMQP is better than MQTT for 0.5 KB to 1.2 KB. Nonetheless, the work in [17]
needs to be matured for HTTP, CoAP, and Websockets. A very noticeable and
referable effort by [18] for TinyOS, RIOT and ContikiOS control engine; however, this
needs to address the effect of database used. Green aspect, energy harvesting and nano-
power implementations by [19, 20] and the SERENO module for air quality monitoring
[21, 22] needs to be assessed for mass production from scalable aspects and digital
infrastructure definitions, being an excellent novel contribution. Finally, the glue.
Things mash-up platform [24] developed WoTKit, Paraimpu and servIoTicy. Cloud
virtualization design proposed by [27] for education and for community used by [25]
using thin clients had limited applications as compared to capability of hardware. Web
of things (WoT) has got a plenty of attention in market as per its flexibility and
diversity. Private information sources of layman are now only three [26]. This chal-
lenge increases in terms of involving SMS and email.

In our work, we have tried to fill few of the potential gaps discussed above and
proposed two scalable IoT models, namely Infrastructure-Centered Model and Agent
Centered Model. Key advantages of our designs and implemented systems are:

• Infrastructure Definitions and Parametric Model
• Device and Implementation Cost Scaling
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• IoT Integration of Middleware Scalability
• Multiple Digital Signatures, Identification & Authentication
• Runtime Data Compression and Reduced Network Traffic
• Systems & Network Simulation and Design onboard
• SQL and non-SQL (SQlite, MySQL, PostgreSQL, noSQL, JSON, XML)
• Utility Billing and Service Integrity
• Multiple IoT Platforms, Architectures and Hardware/Software Options
• Multiple Open Source IoT Brokers
• Multiple Enabling Technologies (Wired, Wireless, Fiber and SAT)
• Infrastructure Driven User Interface (UI) and User Experience (UX)
• Multiple Analytics, AI and ML Algorithms Integration Options
• Commercial grade hardware safety and operations
• Financial Flexibility as per Infrastructures and Consumer Category
• Hardware Architecture Characterization and Classification
• Time stamped SMS, Email and Social Media Posting.

Our IoT system design and implementation offers financial scalability in three
levels of parameters called parameters sets (PS) where (PB: population basic, PV:
population value and PP: population premium) based on sensor cards (SC-SXT-
CATX) where (S: size of enclosure, X: number of parameters and T: PCB topology and
CAT: category). Revision has two parts (X: set of alphabets and 0: sub revision, set of
natural numbers). Table 1 describes the classification in details.

2 Scalable and Interoperable Models

2.1 Infrastructure-Centered Model (ICM)

Integrated design for implementation of MQTT, CoAP, AMQP and XMPP multiple
brokers for IoE and IoT, OPC UA for IIoT and one block using DDS and Websockets
is our contribution to ensure QoS and interoperability at the same time. MQTT
(Message Queuing Text Transfer) and CoAP (Constrained Application Protocol) due to
size smallest of packet and processing requirements have been implemented for M2M
and D2D communication. XMPP (Extensible Messaging and Presence Protocol)
strength in data representation and format communication i.e. XML (Extended Markup
Language) qualified it for H2H, D2H, H2D, M2H and H2M communication i.e. M:
Machine and H: Human. The potential of several bytes with reliability and security
advantages AMQP (Advanced Message Queuing Protocol) has enabled us to imple-
ment it as our S2S, IoTM2IoTM and IoTM2S and S2IoTM bottlenecked

Table 1. IoT/IoE packages classification

Parameters Basic packages Value package Premium package Revision

PS-PB SC-37F-PDAB SC-37F-PDAB SC-37F-PDAB X - 0
PS-PV X SC-35F-PDAB SC-35F-PDAB X - 0
PS-PP X X SC-68F-PDAB X - 0
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communication, i.e. S: Server, IoTM: IoT Middleware. Finally CoAP over TCP/TLS
provides a practicable solution until IPv6 becomes ubiquitous, making CoAP the
preferable protocol for C2C, S2C and C2S. Information model for hard coded primitive
infrastructures is the first step of infrastructure centered model (ICM). Brokers for these
four protocols are given in Fig. 1 with the naming convention we used in our code.

Many IoT infrastructures are available in the market by top vendors ARM, Intel
(IntelIoT), CISCO (Cisco-IoE), Telit (Telit-IoT), Jasper (Jasper-IoT), Cumulocity (IoT),
Davra Networks, Samsung, Qualocomm and HP with various features. The proposed
model is shown in Fig. 2. In order to utilize any infrastructure, first the information
model of real infrastructures (e.g. Smart Energy, Smart Industry, Smart Government,
Smart Academia, Smart Health) has to be designed using database engines.

Secondly, a generic application-programming interface (API) for a given IoT
architecture is available by top IoT vendors to communicate with a particular
database management system. The API customizes the entire IoT infrastructure with

Fig. 1. Multiple brokers for sectors infrastructure

Fig. 2. Infrastructure-centered model (ICM)
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respect to real infrastructures. A novel datasheets approach to populate our database
using the datasets of a given infrastructure as been used by us. The hardware archi-
tecture is static as per things in a particular infrastructure. The sensor cards are men-
tioned in Table 1 and parameters will remain static or fixed as defined in the datasheet
of a particular object of class in the infrastructure, e.g., an object truck’s datasheet will
define which variables have to be measured by which sensors.

The datasheets can only be provided by the regulatory authority for a given
infrastructure sector, structure, actors, solution and service. In this model, analytics is
centralized where the API and information model are key parameters. In this work, we
have used a top-down design with Water-Fall Software Development Life Cycle
(SDLC) approach [16]. Enhanced scalability has been achieved by integrating the
documentation support to facilitate the easy adaptation and implementation of the
system. This model scales the best capabilities of original equipment manufacturers
(OEMs) IoTs [6], OEM architectures and interoperability of IoT platforms [7]. The first
challenge is integration of interoperable hardware architectures and platforms. At a time,
we will be dealing with one architecture using different platforms. Every proprietary IoT
framework has its own definitions to classify sensor-cards nodes, cables, drivers, net-
work switches, IoT gateways, computers, servers and all the architecture specific soft-
ware and hardware of a single vendor [8]. Specifically PLC, PAC and DCS based nodes
OPC (OLE for Process Control) is used for scalability and flexibility of merging IIoT
and IoT as we have an infrastructure of Industry 4.0 (Smart Industry) also. At gateway or
in parallel to broker layer we have used OPC DX (Data Exchange) and as whole
middleware we have used OPC UA (Unified Architecture) giving added feature to use
i.e. (FactoryTalk, WinCC, Citect and third parties Indusoft WEBSCADA, WinTr and
Tracemode SCADA systems is available in our work.

2.2 Agent-Centered Model (ACM)

The approach is based using the features of three giants of IoE i.e. Web of Things
(WoT), Cloud Virtualization (for Virtual Desktop Interface (VDI)) and Social Web of
Things (Facebook, twitter and Instagram etc.). An excellent sources of population
attention and involvement are social media and websites. Our system publishes on
Facebook, Twitter, Instagram and sends emails with attachments. A conceptual and
implemented model of our IoE is given in Fig. 3.

Fig. 3. Hybrid cloud and web of things
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Cloud is used as infrastructure as a service (IaaS) to achieve scalability of workflow
and management. Thick, thin and zero clients are the most powerful tools for utilizing
scalability of hardware at lowest costs. A brief understating of thick, thin and zero
clients is given in Fig. 4.

First of all the sensors or data acquisition points or variables will have impact
factors or roles for a particular applied agent or object (e.g. SmartGrid and Smart
Academia). Then, every infrastructure set or class of agents [8] will have its specific
protocols depending on the data nature and bandwidth requirement (e.g. MODBUS,
CANBUS, SNMP, PROFINET, and BACnet). In this context, every network address
will be enough to identify the infrastructure being addressed. This serves two-fold
purpose: (i) independence of design and implementation of the architecture and
(ii) increase flexibility of platform. Every agent will have its marshalling (I/O Stan-
dardized Clusters) for remote I/Os.

Fig. 4. Scalability (thick, thin and zero clients)

Fig. 5. Agent-centered model
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In the proposed design, we used IP68 junction boxes and UL508 certified panels
with IPC610A approved PCBs or embedded systems for commercial grade. This model
is more ubiquitous and device-safety centric. Here, the agents will be distributed as per
population of citizens and concerned subjects all over the globe. A pooling mechanism
will be used on the basis of fittest-to-include and then keep continuously updating data
to the cloud using relevant authentications and protocols. Then all the agents connected
to the ADA (Agent Data Acquisition) bridge will keep processing the data. This
concept is more suitable for highly populated countries where requirement is resource
constrained.

3 Information Model and Physical System

3.1 Information Model and Datasheet Design and Development

Let us start with the infrastructure-centered model. The diversification of things is used
as “Datasheet”. The central command will have one datasheet to address; all infras-
tructures create the path of accessibility of resources this way. It ensures the swift
transaction or movement of things moving upstream the infrastructure. It is an evolved
infrastructure concept for entities like GCC, US, and EU. Let us apply this model for
GCC; everybody will first become member of GCC, then he/she can physically be in
GCC anywhere as per requirement, instead of directly coming to Doha and start
working. This suggests then that first assign a GCC tag and proceed to any organ like
Qatar, Oman, Kuwait, Saudi Arabia UAE, or Bahrain. The central portal will take the
datasheet of an actor as a specified format and the actor will be placed in the system in
the relevant structure, solution, or services.

Fig. 6. Abstract tag generation system for IoT actors
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Actors have to update their datasheet instead of manual appealing. Every attribute
of an actor is the arrangement or placement parameter in the infrastructure as per
points. The success of this model is speed, accuracy, automation and uniformity of
framework. This model will crash wherever the individual state tried to over-rule its
priorities of evaluation criteria.

In Fig. 6, the actor code gives the lifetime exact information about its position in
the entire IoT no matter what is the size of IoT; the actor is traceable. The ID is 28
characters, is a dynamic value, is the current state as per location, structure, solution
and all the attributes are defined as per the model in Fig. 2. The IPV stands for IoT
Priority Value, as per services or sensors used by the actor. The IPV is a dynamic value
and system-generated and routed. The APV is 28 characters and stands for Appealed
Priority Value, which means that the sensors or system values need to be varied as per
client request. It only addresses specific cases associated with health or safety of actors
and state normally stays NULL. The TT is 20 digits and stands for Transition Time, in
other words it determines the duration of APV and IPV in its 10:10 digit fields. This
defines how long this actor stays in this state, after which the value of IPV or APV is
truncated or assigned to a new actor. The entire IoT attributes revolve around this
scheme as any actor can only be at one place and in one system and structure at a
particular time second. The geo-plot clearly updates based on GIS of actors. It handles
all the events and infrastructure situations. Every actor has NIC sized 4 mm thickness
color screen pager or symbian device instead of a national id card. This symbian device
will have 5/8 portion size as battery, 2/8 portion size solar panel and piezoelectric
trigger circuits rest all the integrated device electronics (IDE). We implemented and
tested this approach for 99,999,999 actors. Results showed that this approach is very
effective in terms of efficient resource utilization, time, and cost saving per individual
and aggregation. The concept used ‘datasheet’ is unique and has no resemblance with
bio-data, CV, resume or company profile and portfolio. It strictly deals with
alphanumeric using histogram based character allocation of last 8 characters. The
highest amplitude will refer to the mass population involvement and thus using the
smallest ASCII value for that leading to best real-time compression. This reduces the
cost of infrastructure as well as increases the density of persons per area. Example
parameters are shown in packages table is shown in Table 2.

Fig. 7. IoT actor: thread and session structure
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Dynamic data generation and characterization leading to live dynamic compression
has automatically reduced the communication bottlenecks. The MoM (Message Ori-
ented Middleware) technique has been enhanced in our work using compression and
reducing the alphanumeric character set by reducing the load on brokers and middle-
ware at the same time. The Master Database at the IoE/IoT side has its primary keys
integrated in things databases as foreign keys in D2D communication. It facilitates both
scalable IoE/IoT design and implementation.

3.2 Physical System Architecture and Marshalling Design
and Development

This technique focuses on the physical presence of IoT agents in form of equidistant
meshes of BLE and WiFi fogs. Assume that our cities are planned or planned in terms of
homes and colonies, factories and chambers, that is, heterogeneous infrastructures
where handling a population is dynamic as well as non-uniforms densities are possible
due to multi-cultural environment even at un-accountable level. One DAB (Data
Acquisition Box) in every home/communal unit consists of 6+ people acquiring all the
utilities and needs data. 6+ people are the most basic social unit (2x grand-
parents/guardians, 2x parents/guardians, 2x children). This DAB is stackable and
incase of additional services, one needs to buy an extra stacking board. Adding services
is accomplished through bank payments and agents center. Water, gas, electricity,
education, security, health all cards are printed upon request and penalty payment.
Agent center is a small 8 ft � 6 ft � 4ft (L � W � H) cabin with automatic card
printers and voucher-sticker teller machines. Just get the education card, get the sticker
for new process keep on the name plate that school teacher will see, containing all the
info like the subjects you paid for and hours. Put solar panels at your top of your home
generate the electricity and get the payment voucher as a documentation proof and
deliver it to the bank and get the cash. Card printers can print vouchers also, so only one
mentioned in drawing. Agent center with zero client is only to guide and assist in system
clarification or process to be initiated or terminated. Zero client-based agents cannot
correct or amend anything of population element being DA (Data Acquisition) node
only. Marshalling reduces load on service centers. Service centers provide monthly and
annual detailed reports plus activation of promotion services like complete user/operator

Table 2. DAB tagging schema

Enclosures size (inches)
(Length � Width � Depth)

Parameters (B, V
and P)

PCB topology (No. of I/O
Headers)

Revision
(X - 0)

3: 3 � 3 � 2 CurrentB 4 = F for Basic A 0
6: 6 � 3 � 2 VoltageB 7 = S for Value B 1
10: 10 � 6 � 2 FrequencyB 9 = N for Premium C 2
14: 14 � 10 � 6 Digital LockB D 3
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manual, saving plans and rights transformation. Service centers cannot even add/remove
data. Size of services center is 30 ft � 20 ft � 15ft (LWH). 6 components, shown in
the Fig. 8, are fixed for all 3 packages and remaining are added as per member and utility
cards purchasing.

4 Results and Discussion: Case Study-Qatar University

Structural health monitoring (SHM) has been used as a case study for testing the
developed ICM and ACM. The safest infrastructure parameter is its protection and
awareness towards big patches damage that has 10 km+ area of effect and 3000+
human lives loss threat. A ± 0.000X accuracy early warning system that can alarm the
population and authorities quite before the disaster happens is the solution. The system
designed and tested has the following components as shown in Table 3.

Fig. 8. PDAB components and assembly order (used)

Fig. 9. Ubiquitous layers and integrity
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The distance constraint that the infrastructure has is handled using long distance
physical layer protocols. We have chosen CAN-Open being as it can support cable
length of 5000 m at 10 kb/s. Five CANOpen nodes were used in each cluster and
connected through a CANOpen-to-USB converter to connect to Raspberry Pi 3 pro-
cessor. The topology of the developed system hardware and software is summarized in
Fig. 10, left with raspberry pi is hardware and on the right with IoT client, gateway and
server is software.

Tests results are shown in Fig. 11 for ThingSpeak IoT platform. The displayed
sensors values from inclinometers using CAN-Open nodes demonstrate a typical
operating example of ICM that is a proprietary platform on public cloud.

The physical site chosen for this system was Qatar University bridge as shown in
Fig. 12. Line plots are time-stamped in sub-windows ‘Field 3’, ‘Field 4’, ‘Field 5’ and
‘Field 6’ which show a reading accuracy of 0.005 of sensors values which supports
accurate decision making and warnings.

Table 3. SHM IoE specifications

Early Warning Node Specification
(Protocol, Transceiver, Sensor, Size: 43.8 x 65.4 x 14.35 (mm))
(CAN-Open, STM32F10RBT6, MMA8451Q)

Out Surface Board Specification
(SBC, OS and Interfaces, Language, Size: 85 x 56 x 18 (mm))
Raspberry Pi 3, Raspbian, USB and LAN, Python and C++

Hardware Topology Software Topology

Fig. 10. SHM core topology
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The system was at a remote location in form of CAN-Open based tiltmeter nodes
connected to Raspberry Pi 3 and accessed through Wifi. The Wifi was linked to optical
network terminal (ONT) and all the nodes through ONTs form an optical network. This
Optical network was sending data to optical line terminals (OLTs). The WoT imple-
mentation can be seen in private cloud zero client screen in Fig. 13.

Fig. 11. ICM based SHM (Package 3) tested and live

Fig. 12. SHM installed as scalable package 3 (ACM)
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5 Conclusion

In the present paper, we have presented two novel scalable infrastructure models based
on IoT and IoE. Both cover the gap of digital transformation and convergence using
information model by datasheet based input dataset and actor id generation with triple
authentication thus reducing plenty of paper work and labor cost along with infor-
mation security. A commercializable IoE solution can be built by combination of
proprietary and open source IoT hardware and software architecture. Structural health
monitoring system has been used as a case study with real-time results shown with
continuous operation of the system for 2 months. The data from inclinometers with
±0.000X accuracy can be also seen in real-time plots of public and private cloud
implementation. Nevertheless, the rest of the infrastructures would be implementable
on our novel IoT and IoE systems.
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Abstract. In this paper, we address the distributed caching device-to-
device (D2D) network in which the popular contents are cached proac-
tively as chunks in the storage of users’ devices (referred to as “helpers”)
in order to offload the content delivery traffic and reduce the transmis-
sion delay. If a content is cached as a chunk-based content, the requester
has to download all the chunks of this content, thus, he may encounter a
case wherein the consumed energy for obtaining this chunk-based content
exceed the one for obtaining the same content as single-based content, if
any. As the dissemination of a content as a single-based content can con-
siderably impact the helper energy expenditure, the chunk-based caching
may incurs additional energy burden owing to the limited battery capac-
ity. So, in order to optimally trade-off between energy consumption and
transmission delay, we propose a hybrid strategy wherein each content is
cached simultaneously as single-based strategy and chunk-based strategy.
We show through simulations that the proposed strategy outperforms
these two strategies and achieves the trade-off.

Keywords: D2D · Caching · Chunk-based · Energy

1 Introduction

It is widely acknowledged that the large amount of connected devices cou-
pled with the rapid proliferation of social networking dominate the exponen-
tial growth of data traffic in wireless networks which is expected to exceed 30
exabytes per month by 2020 [1].

Such a dramatic increase of traffic demands has led to a significant conges-
tion in the backhaul connection, and as a result many research communities are
motivated to propose caching the most popular data in the small base stations,
which later was no longer sufficient to offload network traffic and alleviate the
burden on the network. One of the ideas, to deal with that, was caching proac-
tively the contents directly in the users’ devices, during the off-peak time based
on the contents popularity and correlations among users and contents patterns
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[2]. Besides the presence of D2D links which opens up a possibility to exchange
the locally cached contents between a user and his nearby devices who have
the desired content via device-to-device (D2D) communications, the distributed
caching at users’ devices became a crucial issue [3].

Meanwhile, the capacity of storage appeared, concurrently with the increas-
ing popularity of ultra-HD contents, as a significant issue owing to the limited
storage capacities of the devices. Hence, it will become progressively difficult to
cache the content of interest as single-based content in a single device and this
motivated the researchers to the consideration of distributed storage regime [4].
A single-based content cannot be cached on one device, which means that it is
stored as several chunks among different devices, and that a typical device may
have to download content, as several portions, from multiple nearby devices in a
network (named helpers). And such an idea, of chunk-based caching/distributed
storage, is not only offloads the traffic but it enhances the transmission delay,
this is due to the fact that the several chunks are downloaded in parallel, on the
other hand it increases the energy consumption compared to the single-based
caching.

The natural question in such a network is what makes the user helper wastes
its energy to enhance the quality of experience of the other users’ devices?, with
take into consideration the limited battery capacity of mobile devices [5], which
make the energy consumption at a helper user a big concern in D2D commu-
nications with caching in general and caching coupled with distributed storage
in particular. Thus, it is a significant issue to evaluate the energy consumption
besides delay of transmission at a transmitter device (helper) to transmit the
content, at both single-based strategy and chunk-based strategy, in trying to
achieve the trade-off.

1.1 Related Works

Generally, there is a substantial amount of studies on distributed caching in
users’ devices as a promising function of D2D system in order to improve qual-
ity of experience of users [6–10,16] and improve network performance [11,12].
The concept of helper is introduced in [10] for the first time to denote the femto-
base stations which support the distributed caching, but because of the miss of
scalability and flexibility the authors were motivated to consider the devices as
caching helpers in [13]. For the concept of influential user, it is introduced in [2],
in which the authors consider a proactive caching paradigm and propose a pro-
cedure to determine the influential users, based on the social networks, to cache
the content and deliver it through D2D communications. In [4] the authors study
two different distributed storage strategies in the users’ devices in order to com-
pare their expected costs of obtaining the complete content. The first one is the
uncoded strategy in which the parts/chunks of the content are stored in different
devices and the second is the coded strategy, which is based on using coded data,
in which the chunks of the content are stored as random linear combination in
each device. The results show that the coded strategy perform better than the
uncoded one. There is Prior works focusing on caching on devices coupled with
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distributed storage such as [14] which considers a distributed caching device-
to-device (D2D) network in which the storage of the content is distributed in
the devices. The authors show, using a simple stochastic geometry model, that
the performance bottleneck, caused by the dominant interferers, can be loosened
and this is a result of the user mobility as a crucial factor of lower likelihood
of having dominant interferer. In [9] the authors consider a randomly storage of
the portions of the contents and discuss the coverage probability and average
delay from two equivalent viewpoints, this work shows the importance of caching
contents closer to the requesters in order to achieve better networks performance.

1.2 Our Contribution

In this work, we consider two strategies of caching a content in helpers that are
supposed to be identified as influential users [2], the first strategy is that the
contents are cached as a single-based content which means that each content is
cached completely in one helper, the second one assume that the same contents
are cached as chunk-based content, in other words we suppose that each content
is split into chunks, hence, each chunk is cached in a different helper and each
helper caches chunk of each content. We compare the two strategies with regard
to the energy consumption and the transmission delay. The second strategy out-
performs the first one in terms of transmission delay but still not efficient in all
the cases of obtaining the content chunks compared to obtaining the single-based
content, in terms of energy consumption in the helpers. Our main contribution,
in order to achieve a trade-off between the energy and the transmission delay,
is a new strategy of caching which combines the other strategies. The proposed
strategy consists of caching each content as single-based content (with probabil-
ity x) and as chunk-based content (with probability 1 − x) simultaneously, and
limit the choices of the requester to download a content between the single-based
content and the good cases of chunk-based content. In other words, if download-
ing a chunk-based content consume a higher energy than downloading a single
based content, then the requester should download the single-based content. As
expected the third strategy is efficient and able to achieve the desired trade-off.

2 System Model

Using this model, we aim to study the impact of the three strategies mentioned
above concerning the energy consumption and the transmission delay of caching
a content on devices. Supposing a content is split into chunks and cached in the
helpers, the transmission delay for obtaining this content will decrease compared
to obtaining its as a single-based content because all the chunks are down-
loaded simultaneously, wherein the proportion of decreasing the transmission
delay depends on the number of the chunks and the distance between the trans-
mitters and the receiver. However, caching a chunk-based content influence the
energy consumption as well, wherein the requester may encounter different sit-
uations in order to download a content, taking into consideration the different
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distances away from each chunk and since the energy depends on the distance,
the question that arises is how the energy is influenced in chunk-based strategy
regarding each situation compared to a single-based strategy. In the following,
we introduce some notations and assumptions which will be used throughout
the paper.

Consider that each small base station SBS can track and learn the set of
influential users from the underlying social graph, and store the contents in
the cache of those influential users during off-peak times [2], so that the peak
traffic demands can be substantially reduced by proactively serving predictable
user demands via caching at users’ devices. Consider one SBS, with range L,
coordinates the D2D communications between users where user location follows
a Poisson Point Process (PPP) with density λ. Each influential user has local
cache to store contents and acts as helper. We consider a catalog C with a set
of N contents C = c1, · · · , cN where ci is the i-th most popular content, and
H helpers, each helper has cache memory size of Ms number of contents. The
contents are assumed to have equal unit size F Bits. The popularity distribution
of contents is modeled using Zipf’s law:

q(i) =
1

iβ
∑N

i=1(
1
iβ )

(1)

where β is the skewness of the popularity distribution. We consider that the prob-
ability of devices who act as helpers (D2D transmitters) is ρ ∈ [0, 1] which makes
the probability of requesters as follows 1 − ρ, the distributions of requesters and
helpers follow homogeneous PPPs with intensity (1 − ρ)λ and ρλ, respectively.
Each helper device independently caches content ci with a certain probability
pc(i), we assume that all the contents have the same probability of caching given
by:

pc(i)) =

{
Ms/N, if N ≥ Ms

1, otherwise.

Owing to the storage limit, we have
∑N

i=1 pc(i) ≤ Ms. Therefore, the distribution
of helpers devices who has the content ci follows a homogeneous PPP with
intensity pc(i)(ρ)λ. If a user can find its requested content in its own cache,
which is the case of helpers, then the consumed energy will be zero, else if the
user requests a content from its nearby helpers within a certain distance d, then
the probability to find the desired content ci is [8]:

pf (i) = 1 − e−pc(i)ρλπd2
(2)

Thus, the offloading ratio with a distance d is given by:

poff (d) =
N∑

i=1

q(i)pf (i) (3)

If there are more than one helper which have the requested content, this con-
tent is transmitted from the nearest one. Otherwise, the user needs to fetch
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the content from the SBS. In order to investigate the efficiency of both caching
strategies, we need to compare their transmission delay and their energy con-
sumption. This comparison is the subject of the next section.

3 Transmission Delay and Energy Consumption

3.1 Single-Based Caching Strategy

Once a D2D link is established between the transmitter and the receiver, they will
be able to transfer the content. We assume power-law path loss with exponent
α > 2 and Rayleigh fading. The transmit power Pt of a user and its average data
rate R are coupled by Shannon’s capacity theorem [15]:

R = w log2(1 + SINR)

We consider that the interference among the D2D links as noise, owing to the
fact that the users who follow random locations request randomly the contents
which are cached randomly. Hence, we can express the signal to interference plus
noise ratio (SINR) as following:

γ(d) =
Pt | h |2 d−α

σ2
0

,

where Pt is the transmit power, h is the channel coefficient of the D2D link, w
is the spectral bandwidth. Thus, the average data rate will be expressed as [16]:

R(d) = w log2(1 +
Pt | h |2 d−α

σ2
0

), (4)

and as mentioned above, we consider that all the contents have the same size F
bits, so we can express the transmission delay of a content as following:

Ts(d) = F/R(d) =
F

w log2(1 + Pt|h|2d−α

σ2
0

)
(5)

Then, the energy consumed to transmit content via a D2D link with the distance
d is formulated as in [16]:

Es(d) = Ts(d)(
Pt

η
+ Pc), (6)

where Pc is the circuit power consumed at the receiver, and η is the power
amplifier efficiency. Thus, the total consumed energy for the offloading is given
by:

Ets(d) = Es(d)poff (d) (7)
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3.2 Chunk-Based Caching Strategy

In this case, we consider that each content will be cached as a chunk-based
content with k chunks, we assume that each chunk size is equal to: Fc = F/k.
We compare the consumed energy to transmit a content cached as single-based
content with a predefined distance d and the average of the consumed energy
by all the possible cases in chunk-based caching. To clarify what we means by a
“case” let’s take an example:

Example. we assume that a content is split into 3 chunks and those chunks are
situated at 10, 20 and 30 meters away from the receiver. we denote (10, 20, 30)
as a case, we assume that all the possible cases are determined using a predefined
function.

For simplicity, we assume that the chunk-based content has the same offload-
ing ratio as a single-based content. We consider a case m = (r1, ..., rj , ..., rk)
where m ∈ [1,M ], the transmission delay of each chunk is Tj(rj) = Fc/R(rj),
j ∈ [1, k], where rj is the distance between the requester and the j − th chunk.
Then, the average consumed energy for a chunk j is given by:

Ej(rj) = Tj(rj)(
Pt

η
+ Pc)

and the consumed energy by the content in the case m is:

Em =
k∑

j=1

Ej(rj)

In order to evaluate the average consumed energy for the offloading by all
the cases we have:

Etc = poff (d)/M
M∑

m=1

Em (8)

and
Ttc = max

1≤m≤M
Tm, (9)

where
Tm = max

1≤j≤k
Tj(dj)

3.3 Hybrid Strategy of Caching

In this work, we try to show the effectiveness of caching the same content in the
two strategies: single-based content and cached-based content in order to avoid
wasting energy consumption. To this end the requester should choose a strategy,
in terms of energy, to download the content, given that the content is available
as single-based content and chunk-based content.
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For example, a small cell is shown in Fig. 1, we consider a content c with a size
of F bits is cached simultaneously at both single-based caching and chunk-based
caching using 3 chunks which have the same size Fc = F/3. In the Fig. 1(a)
we show that it is efficient, in terms of energy consumption of transmission,
that the content is downloaded as a chunk-based content, which marked using a
green color, compared to single-based content, which marked using a red color,
while, in Fig. 1(b), it is efficient that the content is downloaded as a single-based
content. The distributed storage in Fig. 1(a) and (b) denote the good case and
the bad case, respectively.

Fc1
Fc2

Fc3

Fc1
Fc2

Fc3
F

F

(a) (b)

Fig. 1. (a) good case of chunks, (b) bad case of chunks (Color figure online)

In the following, we will explain how to identify the efficient strategy for
downloading the desired content. Now let’s assume that we have a cached single-
based content ci a distance d away from the requester and the same content is
cached as chunk-based content and each chunk j is a distance dj away from
the requester, which means, in terms of energy consumption, that there are
bad cases and good cases of obtaining the chunk-based content compared to
the single-based content. We consider that the probability that the requester
encounters good cases is pgc and the probability that he encounters bad cases is
(1 − pgc). As mentioned above, each content can be cached with a probability
pc(i), given that a content is cached at both strategies. We consider that ps is
the probability that the desired content can be found as single-based content
and (1 − ps) is the probability that the desired content can be found as chunk-
based content. Therefore, the probability that the desired content can be found
in good cases will be pgc(1 − ps) which make the probability that the desired
content can be found in bad cases will be (1 − pgc)(1 − ps). We assume that
if the requester doesn’t find the content in the good cases he will download it
as a single-based content, thus, the probability that the desired content can be
obtained as single-based content will be ps + (1 − pgc)(1 − ps). As a result, the
offloading with a distance d in single-based content and chunk-based content will
be, respectively, as follows:

poffS(d) = (ps + (1 − pgc)(1 − ps))poff (d), (10)
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poffC(d) = (1 − pgc)(1 − ps)poff (d) (11)

First we need to differentiate the good cases from the bad ones. The good cases
are when the consumed energy by one of those cases is less or equal to the
consumed energy by the single-based content, therefore, we have:

Em ≤ Es(d)

which implies that:
k∑

j=1

Ej(rj) ≤ Es(d)

(
Pt

η
+ Pc)

k∑

j=1

Tj(rj) ≤ Ts(d)(
Pt

η
+ Pc)

By considering that Pt is the same for all the transmitters, we obtain,

k∑

j=1

Tj(rj) ≤ Ts(d),

and since F = Fck so,

k∑

j=1

Fc

w log2(1 +
Pt|h|2r−α

j

σ2
0

)
≤ Fck

w log2(1 + Pt|h|2d−α

σ2
0

)
,

by denoting Pt|h|2
σ2
0

= b we obtain

k∑

j=1

1
log2(1 + br−α

j )
≤ k

log2(1 + bd−α)
, (12)

where rj is the distance between the requester and the j-th chunk-based content
and d the distance between the requester and the single-based content.

Thus, the scenario of requesting a content is given by Algorithm1.
Let’s consider a set of G different good cases g = 1, . . . , G, the average con-

sumed energy by all the good cases in chunk-based caching and the transmission
delay are considered, respectively, as following:

Etc = poffC(d)/G

G∑

g=1

Eg, (13)

Ttc = max
1≤g≤G

Tg (14)

and the average consumed energy by the single-based content and the transmis-
sion delay are expressed, respectively, as following:

Ets(d) = E(d)poffS(d), (15)
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Algorithm 1
if the content C is in the nearby devices then

if C exist only as a chunk-based content then
if there is a good case g then

C is downloaded according to g
else

C is downloaded from the other cases
end if

else if C exist only as single-based content then
C is downloaded as single-based content

else if C is single-based content / chunk-based content then
if condition (12) is True then

C is downloaded as chunk-based content
else

C is downloaded as single-based content
end if

end if
else

the user needs to download the content from the SBS
end if

Tts(d) = F/Rd (16)

Hence, the average consumed energy is given by:

Ē = Etc + Ets(d) (17)

4 Simulation

To evaluate the performance of our proposed strategy, we use Matlab simula-
tor. Considering the users’ location follows PPP distribution with λ = 0.03, we
consider a social community of 100 users, in which ρ = 10% of the users act as
helpers. The remaining 90% of users will request for a random content ci in
the catalog C according to the request probabilities q(i), which follows the Zipf
distribution with parameter β = 1. We consider the path loss exponent α = 4.
The device cache size capacity is Ms = 2 contents. The content library has a size
of N = 10 contents, where each content is with a size of 30 Mbytes. The D2D
searching distance is ≤100 m. The device transmission power and the back-
ground noise power are Pt = 199.5 mW and σ2

0 = –95 dBm, respectively. The
channel coefficient h=1, W = 20 MHz, the amplifier efficiency η = 0.2, and the
circuit power is Pc = 115.9 mW. We consider a number of chunks k = 3 and each
one has a size Fc = 10 Mbytes.

In Fig. 2(a), we represent the consumed energy while varying the distance
d in a single-based content and the average energy consumed by all the pos-
sible cases in chunk-based content. When the distance d is less than 50 m, we
can see that the transmission of a single-based content consumes less energy
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than chunk-based content, and this is because the possibilities of bad cases are
more than those of the good cases. Contrariwise, when the distance d is higher
than 50 m, the consumed energy by a single-based content becomes bigger than
the consumed energy by a chunk-based content. Whatever, the transmission
delay of chunk-based content stills more efficient than single-based content. The
Fig. 2(b) shows that the maximum transmission delay in chunk-based caching
doesn’t exceed 0.32 s. However, it reaches about 0.95 s at 100 m. In Fig. 3, we
show that when a requester downloads a chunk-based content, encountering a
bad case, the consumed energy for transmission will be higher than when the
requester downloads a single-based content, which is the opposite if the trans-
mission encounters a good case. We notice that there is no bad cases at d=100
m, this is because the average energy consumed by all the cases is less than the
energy consumed by a single-based content.
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Fig. 2. The consumed energy and maximum transmission delay for the two strategies
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Fig. 3. The energy consumption of a chunk-based content (good cases and bad cases)
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Figure 4 shows the energy consumption wherein we limited the choices of
the requester, who looks for the content of interest, between the single-based
content and the good cases of chunk-based content with different percentages.
As expected we can maintain the consumed energy wherein it doesn’t exceed the
energy consumed by a single-based content and at the same time benefit from
the distributed storage in terms of both energy consumption and transmission
delay. Therefore, the trade-off is achieved.
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Fig. 4. The average energy consumption in the hybrid strategy

5 Conclusion

In this paper, we focused on the content placement problem in a D2D net-
work formed by users’ devices who act as helpers and requesters and where dis-
tributed caching coupled with distributed storage are employed. We proposed
a new caching strategy which takes the advantages of the two already existing
strategies: the single-based caching and the chunk-based caching. We have devel-
oped the necessary equations that characterize our proposed strategy the Hybrid
strategy of caching, then we have proposed an algorithm illustrating the scenario
of requesting a content. We showed, through simulations, that the new strategy
is more efficient and can achieve a trade-off between the energy consumption
and the transmission delay.
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Abstract. The prosumers represent a new profile of consumer/producer of
energy that deploy the renewable technology to produce a pure quantity of
energy oriented for internal Household demand, or for grid injection (Grid
Connected PV). Based on decentralized structure, several studies discuss the
requirement efficiency to enhance yield results and reduce energy loss in the grid
while the moment of injection and distribution. On this paper, we use a game
theory approach to incentivize prosumers to participate in a market game-based
quantity of PV energy injected to maximize incomes profit and reduce the
energy consumed from the grid by implementing Cournot-Nash equilibrium
approach.

Keywords: Self-consumers � Prosumers � PV system � PV rooftop
Grid connected PV � Demand responses � Smart grid � Game theory
Nash equilibrium � Cournot oligopoly � Non-cooperative game
Pure game

1 Introduction

The use of renewable energies by replacing conventional energy, whose production is
based on fossil fuels, brings several advantages in developing countries in this trend of
energy saving and CO2 culture. From an economic point of view renewable energy
generation does not require fossil fuels for their operation, so fuel price variations affect
neither the quantity of electricity produced nor the performance of the energy system.
Their diffusion improves the local employment situation during the installation,
operation and maintenance phases. From an environmental point of view, renewables
technologies do not emit greenhouse gases (GHG) during the electricity production
phase and their uses allow the reduction of health impacts on the population.

According to the present plan, total PV power installations will reach 1.8 GW by
2020 and 600 GW by 2050. According to forecasts made by the Chinese Electric
Power Research Institute, renewable energy installations will account for 30% of the
total electric power installations in China by 2050, of which PV installations will
account for 5%. In Morocco, the authorities launched a National Renewable Energy
and Efficiency Strategy in 2008 which may improve a good promotion of energy
efficiency and meet a 42% (14% solar, 14% wind, 14% hydraulic) target of green
energy production by 2020 [1].
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Distributed photovoltaic systems connected to the grid can be installed to provide
energy to a specific consumer or directly into the grid, increasing reliability of the
systems. According to [2], the benefits of solar energy production include increased
production capacity, avoided transmission and distribution costs, reduction of trans-
former losses and transmission lines, possibility to control reactive power and the fact
that they are environmentally friendly. Environmental benefits can be measured in
terms of greenhouse gas emissions. A 5 MW PV power plant operating in Saudi Arabia
eliminated the emission of roughly 914 t of greenhouse gases, considering its substi-
tution of a coal fired power plant of the same size [3]. Carbon emissions from pho-
tovoltaic cells are the result of electricity use during manufacturing [4]. [5] documented
that, with the conservative European average electricity mix, energy payback time
(EPBT) is 2–6 years and CO2 payback time is 4–6 years for the photovoltaic system.
The decreasing prices of photovoltaic systems have been driven by solar cell efficiency
improvements; manufacturing-technology improvements; and economies of scale.

Decentralized renewable energy technologies have several advantages over grid
extension, such as their proximity to the consumer, which considerably reduces
operating costs in terms of energy transmission, which includes the costs of energy
loss, expansion of transmission capacity, etc.

A grid-connected PV system can result in a considerable reduction in capital cost
and maintenance cost by eliminating the need for battery bank storage. The grid can act
as a storage bank for solar PV systems, where the excess electricity can be deposited to
and, when necessary, also with drawn from. When a PV system is employed for
domestic use, the PV modules are commonly mounted on the rooftop, which can
reduce the size of the mounting structure and land requirements.

Self-consumers side is being the core of energy systems transition and develop-
ment, in order to increase energy efficiency and security of supply, with the use of
endogenous resources by decentralizing production into consumers and make them a
Self-consumers or Prosumers and give them the choice to develop the energy market.
With that in mind, using renewable resources for self-consumption is spreading all over
Europe, supported by different national policies, either on small or large-scale gener-
ation. In this way the consumer is no longer a passive agent, he become a prosumer: an
active consumer and producer [2, 6].

In this paper, we promote a new economic model of decentralizing PV energy
production into Low Voltage (LV) consumer. In this case, the quantity produced is
going to be use of internal demand, or in other way, be injected into the grid. So, the
prosumer can consume or inject his energy produced with taking into account the total
energy injected by all other prosumer into the market, the infrastructure costs, the
balance between his own production price and that of the provider, etc.

This production is organized as follow: Model formulation of self-consumer steady
behavior in Sect. 2; Utility model based on a fixed price quantity game in Sect. 3;
Sect. 4 for developing PV energy market game injected at fixed price approach with
computation of Cournot-Nash equilibrium and Sect. 5 to conclude this work.

230 Y. Moubarak and M. Sadik



2 Model Formulation: Self-consumer Steady Behavior

Grid connected photovoltaic (PV) systems, in particular low power on this case, mostly
single-phase PV “rooftop” systems are generally privately owned in a power range of
up to 10 KW. The main aim to maximize its energy yield, issues such as low cost,
reliability, long life time (20 years and longer), high (part-load-) efficiency and good
environmental conditions (availability of solar radiation) are hence of importance to the
private operator.

In this system we consider a decentralized structure in Low Voltage regime
(LV) for renewable energy production based Photovoltaic technology. For a number of
Prosumers (self-consumers) (Players) N, the Fig. 1 shows the architecture proposed for
this model. Each self-consumer Ac

i , as i ¼ 1; 2; . . .::; nf g 2 N has a production unit Phi
characterized by installed capacity Xi.

The self-consumer profile, represents a LV customer profile connected to the net-
work of a conventional energy supplier that authorize and regulate the integration of a
direct-to-consumer photovoltaic production unit (no storage), and/or an injection of a
quantity of energy into the Grid. In this case an Internal Demand Management is an
encouraged approach by the distribution network manager, where the customer
incentivized by a Dynamic Pricing [4]. In this case, the consumer is invited to schedule
his daily consumption by referring to the current situation of the network, for example
period of the peak of load [6], the choice of periods when the cost of a conventional
unit of energy is the lowest (in the case of a liberalization of the energy market)
compared to the cost of self-generated photovoltaic energy…

Fig. 1. Proposed architecture of PV energy market between self-consumer and energy provider.
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In a Prosumers energy market, [4] discuss the impact of Energy Consumption
Scheduling (ECS) between consumers in order to avoid the excessive charging of load
and which thus influences the pricing of the energy unit.

So that, it is up to us to summarize that a good approach of internal demand
management in our case [5], contributes to the reduction of consumption costs, and to
the reduction of energy costs and thus the creation of profit. In this case the consumer
will combine two different energy sources: conventional energy E�G and photovoltaic
Epv; whose choice depends on the internal consumption profile in relation with the
price of each energy source during the energy consumption cycle (24 h).

In fact, the consumer could be incentivized to invest on this model of Photovoltaic
self-consuming connected to the grid and participate in the generation of profit on the
report of the energy management and thereafter be part of the game that this paper will
address and will propose the strategic elements to success this finality.

2.1 PV Production and Demand Model

Grid structure interconnecting PV power production system has the advantage of more
effective utilization of generated power. Although a several studies are trying to insure
the safety of the PV installer and the reliability of the utility grid by performing the
technical requirement of all system and structure utility [7].

While consulting some several productions, we result from [8–11] a standard
representation of a Grid connected PV system represented in Fig. 2.

Fig. 2. Photovoltaic system connected to the grid source in prosuming process
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In our case study, we are deploying photovoltaic energy production technology for
direct consumption and injection (the absence of batteries). This condition comes to
imply the self-consumer to depend directly, at first, on the energy provider. This
implies that the coverage rate of the system must ensure maximum performance and
efficiency during self-consumption.

The production of a photovoltaic unit depends on several dimensions: PV field
surface (PV plate area), the minimum power of the module and the annual Radiation
rate [6, 12].

The estimate of the quantity of energy qi produced is expressed as follows:

Epv ¼ qi ¼ Xi � epv � br
br0

� 365 ð1Þ

Xi represent theMaximum capacity installed of PV unit
epv represent the Efficiency of the PV
br represent the annual average rate of solar radiation
br0 represent the rate of radiation standard for each region measured in

ðkWh=m2=dayÞ:

In our case, we consider that the yield is maximum on all PV modules per cus-
tomer, so Xi ¼ qi:

Given the production of the photovoltaic unit, the quantity produced is composed
as follows:

qi ¼ qii þ qGi ; i ¼ 1; 2; . . .::; nf g 2 N ð2Þ

qii represent The quantity of internal PV energy consumption:
qGi represent The quantity of aditionnal quantity injected into theGrid:

In terms of demand side, each consumer is characterized by their own demand for
internal consumption:

Di : D1 6¼ D2 6¼ � � � 6¼ Dn; i ¼ 1; 2; . . .::; nf g 2 N ð3Þ

The demand response (DR) is managed by the deployment of the two available
resources: the internal production in original Photovoltaic Epv quantity qi, and a
quantity of energy of the network (grid) E�G demand d �G

i for i ¼ 1; 2; . . .::; nf g.
The combination of energy demand is represented as follows:

Di ¼ d
�G
i þ qii; i ¼ 1; 2; . . .::; nf g 2 N ð4Þ

The quantity value of the total demand side is subject to the conditions that are
chosen by the prosumer for each consumption situation:
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ConditionN
�
1 : Di � qi )

qi ¼ qii and Di ¼ dGi þ qi with qGi ¼ 0
� �

qi ¼ qii and di ¼ qi with qGi ¼ 0
� �

qi ¼ qii þ qGi and Di ¼ dGi þ qii with qGi [ 0
� �

qi ¼ qGi and Di ¼ dGi qii ¼ 0
� �

8
>><

>>:
ð5Þ

ConditionN�2 : Di\qi )
qi ¼ qii þ qGi and Di ¼ qii
qi ¼ qGi and Di ¼ dGi

qi ¼ qii þ qGi and Di ¼ dGi þ qii

8
<

:
ð6Þ

The conditions (1) and (2) represent the expression of injected power depending the
quantity produced and the value of demand side. That mean that the prosumer, as
knowing his demand side of energy, can answer his consumption by combining the
both energies (PV Epv or from grid E�G) or each one of them and by the way managing
his consumption from the provider or the injected PV energy into the grid.

In this paper, each prosumer has the choice to define his own production capacity
based on the coverage rate he seeks to ensure through his own production unit.

So that, we find that:

qi : q1 6¼ q2 6¼ . . . 6¼ qn; i ¼ 1; 2; . . .::; nf g 2 N ð7Þ

2.2 Costs Model

This model represents a set of costs related to the establishment of the PV unit, the
conventional energy consumption costs E�Gð Þ as well as the savings related to the
planning of this consumption by ensuring a minimal dynamic pricing. In addition, the
integration of Epv in the daily consumption cycle (outside night period) can introduce
some economy on the energy bill through the withdrawal of the amount related to the
purchase of the quantities of energy injected (REFIT: Renewable energy feed-in-tariff)
[13, 14].

Investment Costs:
The investment cost represents all the expenses relating to the setting up of a photo-
voltaic power generation unit, the size of which must be well dimensioned in order to
define the rate of coverage of the quantity produced for the immediate demand in
internal consumption. So that, like any productive facility, the costs are divided into
two categories:

#i qið Þ ¼ qi � vi þ fið Þ; i ¼ 1; 2; . . .::; nf g 2 N ð8Þ

qi represent the Produced power of the PV unit
vi represent the

P
variable costs

fi represent the
P

fixed costs:
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This explains that for each prosumer i, the variable costs are related to the
infrastructure dimension necessary to produce the quantity PV energy Epv qið Þ com-
patible with the energy consumption and production profile chosen by the concerned
prosumer, e.g. the number of PV platforms that will respond to the load profile. The
expression of the fixed costs represents the investments which corresponds to the
infrastructure by installed power (electrical installation, internal management equip-
ment, civil engineering …).

Consumption Costs function:
In this model, the consumption costs only represent the bill related to the absorbed
energy pricing from the electricity grid. According to a pricing policy specific to the
electricity grid operator, static (uniform in relation to the threshold of the quantity
consumed or time slot) or dynamic (subject to a billing per regulated slice by the
consumption threshold and/or the time slot during or outside peak periods [13] the
expression of consumption expenditure Gi is:

Gi ¼ �p � d �G
i ¼ �p � Di � qii

� �
; i ¼ 1; 2; . . .::; nf g 2 N ð9Þ

�p is cost unit of energy consumption from the electricity grid.
In this paper, the value of �p expresses the Current Value for the non-discriminatory

energy term of the Last Resource Tariff [9] to simplify the calculations in the following
sections.

Injection Price function:
This function represents the value of unitary price of each unity of energy Epv that
influenced by the total quantity qGT injected into the grid by N player or the unitary price
of the PV energy market.

We note:

P QG
T

� � ¼ b � �pð Þ � 1
a
�
Xn

j

qGj

 !

; i ¼ 1; 2; . . .::; nf g 2 N ð10Þ

When a represents the price sensitivity of the unit of energy qGi
� �

injected into the
Grid which corresponds to the final average price of the total demand on the wholesale
market of electricity.

The constant b represents the exogenous variable such as income and wealth, prices
of substitutes and complements expectations of future prices… [15]

3 Utility Function

After discussing the different elements characterizing the model, we consider a market
with N prosumers (players) such that i ¼ 1; 2; . . .::; nf g 2 N. The Smart Grid Structure
represents a perfectly competitive market, where each individual seeks to maximize
their market share by maximizing their incomes. We call pi qGi

� �
the Profit function of

each self-consumer is therefore:
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pi qG
� � ¼ P

Xn

j
qGj

� �
� qGi � Ci qi; qii;Di; �p

� � ð11Þ

where P
Pn

j q
G
j

� �
is the price set by the Market Epv energy injected into the Grid, and

Ci qi; qGi ;Di; �p
� �

is the cost function which can be written:

Ci qi; q
G
i ;Di; �p

� � ¼ #i qið ÞþGi q
i
i;Di; �p

� �
; i ¼ 1; 2; . . .::; nf g 2 N ð12Þ

In this work, we consider that a self-consumer profile seeks to maximize its market
share through the quantity of energy Epv to be injected taking into consideration a
selling price set by the energy network manager.

3.1 Analysis of the Market Game

In the rest of this paper, we will proceed to the analysis of the perfect market (existence
of the competition) for Photovoltaic energy, and therefore the product marketed is
identical for all Ac

i . The objective of this paper is to represent a fair marketing model of
the concept of self-consumption through the incentive of LV customers to the benefits
generated by participation in the process of liberalization of the energy sector through
the decentralization of photovoltaic production.

This model is considered by:

• A non-cooperative market game in PV energy.
• The system of strategies is pure and continuous.
• Each player knows the strategy of games of/or other competitors.
• The decision is simultaneous between players.

So that, it is then necessary to specify the appropriate combination (equilibrium
point), based on the injected quantity, which will consequently have an impact on the
purchased price of Epv and of course on the final income Ui qG

� �
.

3.2 Cournot-Nash Equilibrium

On this section, we are going to study the game environment with introduction the
quantity of PV energy injected into the grid, which going to drive the system to an
equilibrium point.

We consider a strategic form of game of N players C ¼ Q1; . . .;QN ;U1;f
. . .;UNg;Qi represents the strategy of quantity of the i players and Ui is the function of
utility of players.

A Nash equilibrium [16] in pure strategies of a game in normal form
N; sið Þi �N ; uið Þi �N
� �

is a profile of actions s� ¼ s�1; s
�
2; . . .; s

�
n

� �
� S; such that the action

of each player is a better answer to the actions chosen by the other players.

Definition: The Cournot-Nash equilibrium specifies the strategy qG�i 2 Qi for each
player i, i ¼ 1; 2; . . .::;Nf g so that:
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ui qG�i ; qG��i

� �� ui qG�j ; qG��i

� �
; 8qi;j �Qi; 8i; j �N ð13Þ

Where qG�i represents the quantity of PV energy injected by each player i while
maximizing its utility.

In words, a Nash equilibrium specifies a strategy, that may yield for each player
(taking into account his chosen strategy) at least as high a payoff as any other strategy
of the principal player, given the strategies of the other players and vice to that.

For that, the analysis of the competitive injection quantity of prosumer contributes
to maximize their profit. To do so, we will show the existence and uniqueness of the
balance of play between the prosumers, and we are going to calculate the equilibrium
point. So that, the researching for the Cournot-Nash equilibrium will depend on the
proper combination of the injected Epv vector by fixing the price of a unit of energy.

4 PV Energy Market Game

4.1 Study of Cournot-Nash Definition Equilibrium

In this model, the players (prosumers) are looking for a maximization of revenues by
maintaining the equilibrium of the system through the injection of the amount of
equilibrium PV energy. Hence the strategy vector:

qG ¼ qG1 ; . . .; q
G
i ; . . .; q

G
n

� �
� S; i ¼ 1; 2; . . .::;Nf g ð14Þ

Since the following model is static (only one decision is made), we can consider
that:

The information is perfect, each player knows the cost function of the others (this
function represents the function of income at the moment of decision on the amount of
injection chosen by the player). And the player Ac

i decides simultaneously.
Each strategy decision represents a quantity of Epv : si qGi

� �
that may satisfy Nash

equilibrium conditions through the maximum of profit function:

pi qG
� � ¼ b � �pð Þ � 1

a
�
Xn

j

qGj

 !" #

� qGi � qi � vi þ fið Þþ �p � Di � qii
� �� 	 ð15Þ

Assumption 1: The quantity decided by each player take into account the profile of
internal consumption, when the conditions of each combined energy consumption
situation is given in PV production and Demand Model section when 0� qGi � qi.

The Eq. (15) represent that the utility of a user is affected by the other user’s
strategy. Let s�i ¼ s1; . . .; si�1; . . .; siþ 1; . . .; sNf g denote the set of strategies adopted
by all users except i, and s ¼ s�i [ sif g. Then user’s best-response function is given by:
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BRi q
G
�i

� � ¼ argmaxqiUi q
G
i ; q

G
�i

� �
; i ¼ 1; 2; . . .::; nf g 2 N ð16Þ

The best strategy set of all the users that run-in connection with maximum of profit
is qG

� ¼ qG�1 ; . . .. . .; qG�
N


 �
, then construct the Nash equilibrium:

qG�i ¼ max 0;BRi q
G�� �� �

; i ¼ 1; 2; . . .::; nf g 2 N ð17Þ

Lemma 1 (Existence): Consider the Epv quantity game which arises when the price
parameter is fixed for all prosumers, there exists in less one quantity-based Nash
equilibrium qG� of the Acs players.

Proof: The Eqs. (18) and (19) represent respectively the derivative and second
derivative of utility function (15) w.r.t the Epv quantity:

@pi qG
� �

@qGi
¼ b � �pð Þ � 1

a
2qGi þ

Xn�1

j 6¼i

qGj

 !

� vi þ fi þ �pð Þ ð18Þ

@2pi qGð Þ
@qG2i

¼ � 2
a
� 0 ð19Þ

The second derivative of the function of profit is negative, then the utility function
is thus concave and the existence of one in less of Nash equilibrium of injected quantity
of PV energy [17] is proven.

Lemma 2 (Uniqueness): Regarding the Moulin’s condition and Rosen’s condition
[17] the uniqueness of Nash equilibrium referred to the next condition:

� @2pi qGð Þ
@qGi 2

�
X

j;j6¼i

@2pi qGð Þ
@qGi @q

G
j

�����

�����
� 0 ð20Þ

Proof: The mixed partial is written as:

@2pi qGð Þ
@qGi @q

G
j
¼ � 1

a
ð21Þ

� @2pi qGð Þ
@qGi 2

�
X

j;j 6¼i

@2pi qGð Þ
@qGi @q

G
j

�����

�����
¼ 1

a
� 0 ð22Þ

Regarding the results from the Lemma 1 and 2, and according the continuity of
utility function (profit) (last function profit) and regarding the Assumption 1, for

0� qGi � qi the profit Function ins strictly concave in each qGi

 �N

i¼1, and jointly con-
cave as well. A strictly concave function must be a quasi-concavity one. So, we can
conclude that a Cournot-Nash equilibrium does exist in this case of the market game.
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4.2 Computation of Nash Equilibrium

The definition of Cournot-Nash Equilibrium is depending to resolve the vector of Best
Response (BR) of injected energy qG�. From the Eq. (18) we can solve the expression
of BR when:

@pi qG
� �

@qGi
¼ 0; i ¼ 1; 2; . . .::;Nf g ð23Þ

That’s mean:

2qGi þ
Xn

j

qGj ¼ a � b � �pð Þ � vi þ fi þ �pð Þð Þ ð24Þ

From this expression we can extract the expression of the Injected Grid Quantity

equilibrium vector qG�i
� �N

i¼1:

qG�i ¼
1
2 � � � �1

nþ 1ð Þ
..
. . .

. ..
.

�1
nþ 1ð Þ � � � n

nþ 1ð Þ

0

BB@

1

CCA

�1

�
b � �pð Þ � v1 þ f1 þ �pð Þð Þ � a

..

.

b � �pð Þ � vn þ fn þ �pð Þð Þ � a

0

B@

1

CA ð25Þ

Finally, the equilibrium value represented in the expression represent the reaction
of each player to inject a quantity of PV energy which going to maximize their profit.
But, and unknowing the market demand, the global quantity injected into the market
can be upper than the demand of users, when the price can go down to.

5 Conclusion

In this paper we present a non-cooperative game for a market share game. Each
prosumer AC and according his strategy, act to deploy and/or to inject into the market a
part or a total quantity of Epv in order to maximize his own revenues. This presented
case study integrate the Cournot Oligopoly market approach with playing the quantity
of energy PV injected with fixed price by the market or government. This first intro-
duction takes in consideration a perfect environment that proof some system efficacity
in founding the Nash equilibrium of the game, but he is waiting for us to explore the
system with others constraints to satisfy the attended of the market in this field of
research.
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Abstract. Cities are the economic and social progress for nations, but the speed
with which they grow up creates many problems, especially in terms of
mobility. In reality, finding a parking space in the city of Casablanca in Morocco
in working hours is an almost impossible mission. This search for parking space
results in waste of time, fuels, and traffic jams. In order to resolve these issues
and reduce the problems caused by inefficient and classic parking system, we
proposed a solution to contribute to the good management of traffic, reduce the
search time of free parking spaces and improve the profitability of the parking by
regulating rates.

Keywords: Smart parking � Urban mobility � WSN � IoT
Parking management � Cloud

1 Introduction and Related Works

The amount of time spent cruising for parking creates issues on both social and
individual levels. At the personal plane, it consumes much fuel and time. From the
point of view of the society, cruising for parking creates a surprising amount of traffic
and therefore increases the level of environmental pollution.

In order to diminish and solve those problems, cities seek to implement both
traditional and modern communication infrastructures to increase efficiency and sus-
tainability level and to improve the overall quality of life. For optimal long-term
efficiency, such measures need to be accompanied by good management plans of the
city’s natural resources at the institutional level [1].

In fact, a significant improvement of the transport infrastructure can be done
through the concept of the Internet Of Things (IoT). IoT is defined as a variety of
connected devices communicating and collaborating together through specific schemes
aimed at meeting specific needs. Among those facilities, radio frequency identification
(RFID) tags, sensors, actuators and mobile phones play an important role in dimin-
ishing the time spent cruising for parking [2]. Through them, information from
transport systems is continuously collected, and this information is further stored,
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N. Boudriga et al. (Eds.): UNet 2018, LNCS 11277, pp. 241–246, 2018.
https://doi.org/10.1007/978-3-030-02849-7_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02849-7_21&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02849-7_21&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02849-7_21&amp;domain=pdf
https://doi.org/10.1007/978-3-030-02849-7_21


transferred and processed in real time, providing users as well as traffic operators with
real time information aimed at improving traffic conditions and common transportation.

Smart parking is considered one major strategy for solving most of the problems
related to urban traffic, so several systems have been proposed for helping citizens
search for and find a free parking place by exploring their availability within the urban
infrastructure. San Francisco’s SFpark, and Los Angeles’ LA Express Parkin are con-
sidered amongst the most successful smart parking systems in the world to date [3, 4].

Other solutions around the world have subsequently emerged, such as in Abu
Dhabi [5], where researchers have developed a system called MAWAQIF that help
users to identify which Mall has available free parking before arriving, and this
influences their decision whether or not to visit a specific place. Sadhukhan [6] pro-
posed a parking prototype called E-Parking for several urban areas in which the
available parking time for each user is estimated through a slide called Parcmeter. This
system also offers users the option of smart payment through automatically collecting
parking fees. Mainetti et al. [7] have made a hybrid detection network based on
wireless sensor network (WSN) and RFID technology which exploits the communi-
cation capability of the WSN and combines it with the identification systems of RFID.

The approaches above are mostly based on the WSN, but there are also solutions
based on crowd-sourcing, which consist in collecting information concerning the state
of car parking occupancy from the smartphone of users. For example, the solution
proposed by Yans et al. [8] takes into consideration the location of vehicles and, based
on the different patterns of behavior while searching for a parking place, it suggests to
the user possible trajectories based on parameters specified previously. By using
system-learning algorithms, it classifies the trajectory according to two categories: The
Parking Lot (PL) and the Parking Zone (PZ).

In this paper we present a system to address these issues. First, we describe the
architecture of our system, detailing the main actors and the flow of information. Then
we discuss the services that this system offers, explain the part our proposed web
application plays in the system, and finally discuss security implications.

2 Architecture System

At Casablanca, users still find a problem to have a parking space, because of the
exponential growth in the number of vehicles, buses, and other modes of transport. In
fact, finding a parking space at Casablanca’s trendy neighborhood is an almost
impossible mission due to several factors, including poor management or the lack of an
infrastructure dedicated to parking.

As a result, we proposed a solution that will allow drivers to check in real time the
free parking spaces, be guides from their current location until they reach the place that
has been assigned by the system.

Our system aims to simplify the parking process for everyone involved, while
allowing all parties concerned to communicate with each other and seek help from the
system operator.

Before discussing the functional part and the architecture of the proposed solution,
we start by presenting the different actors:
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• User: he interacts with the web application, after authentication or registration the
user can perform several actions such as checking the parking status (if there is a
place available for parking) pay his subscription, reserve his place beforehand,
present a claim…etc. a use case diagram shows user’s interaction with the system
(see Fig. 1).

• Web administrator: he has a visibility on the whole system, he manages the users
and must make sure that the database of the application is updated.
Note that for users there are two main categories:

• Subscribers: they use the car park almost daily, they have a weekly, monthly or
even annual subscription card. the drivers who take advantage of our services with
an average of 7–10 times a month have a rechargeable card, every time they use the
parking the amount subtracts from the main balance.

• Visitor: A user who consults the application without registering and he can use the
parking with payment on the spot.

All these users can benefit from the features of the application with different
privileges, nevertheless a traveler who does not have access to the application can also
use the car park and he will be treated like a visitor during the payment.

The proposed technical architecture is based on the three-tier cloud architecture.
There are three layers: The Application Tier, the Cloud Tier, and the Parking Tier. Each
of the three layers was assigned a reusable portion of code with a specific function.
These layers also interact with the other ones to achieve assigned goals within the
system (see Fig. 2).

Cloud Tier can be instantiated in a 3-tiered cloud setup with separated, rather than
integrated layers. This system has separate pools of web servers and application servers
connected via load balancers. The application server has access to databases and
information about the parking systems.

In fact, the information that feeds our application comes mainly from two
resources:

Fig. 1. Use case diagram
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• Wireless Sensor Network WSN: it used to display the state of our car park
(number of free/busy places) in real time, the location of the free places, Incoming
vehicles/drivers using Radio Frequency Identification RFID and cameras.

• Users: payment made online, reservations, current balance, claims …etc.

After the collection, the data processing takes place, it helps to determine the areas
that contain the free/busy places, the drivers who parked badly, the amount to be paid
according to the types of drivers, grant or refuse a new parking request…etc.

All these informations and more, will be communicated later via the internet to
drivers, to show them the status of parking in real time and benefit from other services.
And on the other hand, the system administrator receives an updated parking status.

3 Services and Platform

When a driver is looking for a parking space, he can visit the web application to check
the current status of the parking (the number of occupied and free places), if he decides
to use it, the trajectory is determined from its current location to the parking.

In addition to that, drivers with an account, have additional services, such as paying
their subscription or check parking fees, send/receive message to the system admin-
istrator. Further, we thought to include a service to book a parking place. The booking
is made, by indicating entrance and exit time and the car number plate. When the user
makes a reservation, the administrator checks the availability and sends him a
confirmation/cancellation e-mail. The services discussed previously are simple to use
and easily accessible in the web application, it represents the services, prices, etc. The
user can submit a complaint, register or log in to his account (see Fig. 3).

The web application shows users the number of available space, as well as offering
them the option to get the parking route from their location (see Fig. 4).

User can have the trajectory to the parking. If the driver is registered, he could
reserve his place before reaching the parking (see Fig. 5).

Fig. 2. Architecture system
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After authentication the website the user can make the payment of his subscription
or recharge his account, plan his future journey by making a reservation or change his
profile information (this change must be approved by the administrator) (see Fig. 6).

As for the administrator he deals with the management of users, reservations,
respond to messages, it also has a general view of the state of parking in real time.

In addition to its features, we opted for a responsive application with a design that
makes it easy to use.

4 Control and Security

For security reasons, a system is set up to control the site, it allows to monitor the
parking, and trigger alerts when an incident happens to act as quickly as possible.

Fig. 3. Home page of the web application Fig. 4. Parking current status

Fig. 5. Parking itinerary Fig. 6. Reservation interface
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In reality, there is different type of equipment that cooperates to control what’s
going on at the parking. A screen is located at the entrance for users to check if there is
a place available, if there is not, entrance barrier will be closed. And before entering
double identification takes place: the identification of the person and the car by the
RFID system and the video surveillance system. After entering our system guide user
to the available parking spaces by displaying the number of the place and its location
on the screens.

However; the parking sensors will not be enough to guarantee improved parking
conditions, in this perspective we opted for the analysis of the video stream to identify
the presence of a car and its license plate (to store it in our database), as well as the free
places, this analysis will also make possible to detect if a car is badly parked: it
occupies two places or it blocks the traffic for example.

5 Conclusion

With the advancement of technology, services related to urban mobility can be
improved, drivers will have an accessible and easy service that will save them time and
frustration. Several solutions have been proposed over the years, with different
methodologies and differing implementation environment. The proposed parking
solution based on the WSN, implement a system that does not allow drivers to have the
parking offer in real time and easily find a free place. As a perspective, plus the
improvement of our system, we are working on a prediction algorithm based on
machine learning that will allow users to plan their journey in advance.
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Abstract. Researches in the field of wireless sensor networks set as a
main objective the development of algorithms and protocols to ensure
the minimum of energy consumption. Most of the proposed solutions are
based on a single-layer approach of the OSI model. Recently, works tend
to use several layers at the aim of optimizing the energy consumption.
We proposed in this paper an energy-aware protocol based on the Cross-
Layer mechanism for wireless sensor networks and that considers the
physical layer, the MAC layer and the network layer to route the sensed
data. The new variant of the proposed protocol Energy Efficient Cross-
layer Protocol (EECP) tries to improve the algorithm of relay nodes
selection in order to avoid loops and delaying the packet delivery. We
simulate the new variant and we compare it with CLEEP in terms of
residual energy, packet delivery ratio and load balancing metric.

1 Introduction

The need of information and the rapid evolution of the micro-electronic tech-
nology allowed the creation of small devices with low cost and limited resources
able to collect and to process information in an autonomous and a flexible man-
ner. These devices, called wireless sensors, can be deployed in different areas and
form a Wireless Sensor Network (WSN).

WSN’s are conceived to cooperate in order to deliver the collected data to the
base station (the sink). Due to the limited resources of the sensors and the hostile
nature of the sensed area, the WSN must operate as long as possible. Thus, the
energy is the first factor that must be considered. On the other hand, some
WSN applications are event-driven. In such applications, the sensors operate in
the active mode and listen to the channel until a event occurs. So, the sensors
consume unnecessarily energy by waiting an event. Thus, a sleep/active mode
is used by a combination of the different network layers [2,3]. In this mode of
interaction, the sensors are synchronized to switch between the sleep and the
active mode to preserve the energy of the sensors. However, the synchronization
may cause loss of packets when the sensors switch to the sleep mode and the
event occurs.

Recently, different cross-layer protocols [4–10] have been proposed. The exist-
ing literature works show that CLEEP [8] don’t consider synchronization and it is
c© Springer Nature Switzerland AG 2018
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the unique protocol that uses the wake-up mechanism to switch between the sleep
and the active mode which avoids missing events. However, CLEEP presents
some limits witch motivate the proposition of the Energy Efficient Cross-layer
Protocol (EECP) [1]. EECP tries to vary the routing paths in order to balance
the energy of sensors and, extends the sleep mode at the MAC layer by consid-
ering the duty-cycle property. However, EECP is still suffering in the routing
process.

In this paper, we propose an improvement of EECP by addressing its limits.
In fact, EECP presents two major limits: (i) EECP don’t consider the case
where two or more sensors have the same routing cost. In this case, the rely
node will be randomly chosen and could be the farthest one from the sink; (ii)
EECP can choose the source node as a relay which could cause loops in the
network. The new variant of EECP tries to address these limits by improving
the routing mechanism. On the other hand, authors in [1] have considered a
comparative analysis (without simulation) between EECP and CLEEP to show
the improvements of the protocols. Thus, in this paper, we simulate the two
protocols and we compare their performance in terms of residual energy, packet
delivery ratio and load balancing metric.

The rest of the paper is organized as follows: Sect. 3 presents the design
of the new routing protocol which addresses the limits of EECP and avoids
the collisions, the overhearing and the idle listening. In Sect. 4, we show the
effectiveness of the new variant by simulation and we conclude the paper in
Sect. 5.

2 Energy Aware Protocol Based on the Cross-Layer
Mechanism

The protocol CLEEP [8] shown an energy efficiency by using a wake up mecha-
nism at the difference with the recalled protocols which use the synchronization
mechanism. CLEEP wakes up just the nodes belonging to the routing path.
However, it suffers from different drawbacks. In fact, CLEEP, when selecting
the node, wakes up this last before the ideal moment. Further, the mechanism
used to construct the routing table seems to be very costly in energy; mostly, in
dense networks. Finally, CLEEP does not balance the energy of the sensors since
it could use the same path to route the data due to the static routing table.

Based on these analysis, a new protocol has been proposed and called: Energy
Efficient Cross-layer Protocol (EECP) [1], and which interacts between the dif-
ferent layers: physical, MAC and network, at the aim of:

– Maximizing the sleep time of the nodes that do not participate in the routing
process;

– Avoiding the energy exhaustion caused by the idle listening and the overhear-
ing;

– Avoiding using the same path to route the packets;
– Avoiding waking up a node before the ideal moment of its participation in

the communication;
– Reducing the collisions.
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However, EECP still presents two major limits:

1. In EECP, the source selects the rely node with a low cost of the routing
function. Thus, a case is not considered where two or more relay nodes are
found with the same cost. So, if the choice is made randomly, the protocol
risks to selects the farthest relay nodes and the packet could not reach the
sink. Hence, as an improvement, we propose to select the nearest node to the
sink.

2. Based on the routing function, EECP may select the source node and the
routing process could loop. Thus, to remedy this case, we propose to eliminate
the node that sent the packet from the routing choices. So, the node estimates
the cost of its neighbors except that of the source node.

3 Protocol Conception

The proposed variant of EECP considers the same assumptions and the same
setup phases as EECP [1] at the difference of the routing process. In EECP, each
node has an identifier (i.e. the sequence number, the MAC address, etc). EECP
is a reactive protocol where routes are built dynamically at each transmission. In
EECP, the communication is started by a source node and each node maintains a
neighboring table. Like CLEEP, EECP considers that each node has two radios:
one for signaling (wake up), and another for data communication.

EECP bases on the Received Signal Strength Indicator (RSSI) signal [12]
to construct the routing table and to route the data to the sink. So, the sink
broadcasts a packet to all the nodes of the network. Each node received the
packet, calculates and saves its local RSSI (in dB). At the end of this phase, all
the nodes of the network have their initialized RSSI (we note: Local RSSI).

Further, each node broadcasts a signal to its neighbors. So, each node cal-
culates and saves based on the RSSI the distances to its neighbors. Then, each
node calculates its average distance as follows:

Davg =
∑N

i=1 Di/N

where:
Di: is the distance between the node and its neighbor;
N : is the total number of neighbors.
Each node broadcasts a packet containing: its address, the address of the des-

tination, the Local RSSI, the Davg and its energy level. Each node received such
packet, saves/updates the information in the routing table. At the end of this
phase, each node creates its routing table relative to the exchanged information.
Further, all the nodes of the network transit to the sleep mode.

When an event occurs, the source node starts the routing process. So, the
node selects the next hop that must be waked up using the following cost func-
tion:

cost = Local RSSIneighbor ∗ (
1

REneighbor
) (1)
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where:
REneighbor: is the residual energy of the neighbor.
The source selects, from its neighbors, the next hop (relay node) with a low

cost. This means that the source chooses the neighbor that has the maximum of
residual energy and close to the sink.

In the case where two or more rely nodes have the same cost, the new variant
of EECP uses the distance and selects the nearest node to the sink. This avoids
delaying the packet delivery.

On the other hand, the new variant of EECP eliminates the source node from
the routing choices. This avoids loops in the network.

When the source node sends the packet to the selected next hop, all its
neighbors receive the signal. Thus, each neighbor node updates the residual
energy of the source for further communications using the following formula:

Eestimate = Esend + Ereception + Ecp + Etrans (2)

where:
Esend: is the emission energy. This energy is calculated by using the average

distance of the node with respect to its neighbors.
Ereception: is the reception energy.
Ecp: is the energy of receiving a control packet.
Etrans: is the energy of the sleep/active mode transition.
The EECP protocol uses at the MAC layer a wake up mechanism to prevent

the overhearing. The wake up is sent to the node selected from the neighboring
table. The idea is to wake up just the next node that will participate in the
routing process and put it in the sleep mode at the end of the communication.
So, once the next node is selected, the source wakes it up and sends the data.
Once the packet is acknowledged, the source goes into the sleep mode. Each node
that receives the data do the same until the packet reaches the sink (see Fig. 1).

Fig. 1. Medium access and communication process.



Improving Cross-Layer Routing in Wireless Sensor Networks 251

4 Simulations and Results

With the development of the wireless sensor networks, different simulators were
proposed. Network Simulator 2 (NS2), GloMoSim, OPNET and TOSIM are cur-
rently the most efficient and suitable platforms of simulation. However, most of
these simulators don’t have existing implementations of the routing protocols.
This motives us to opt for discrete event simulations to validate the proposed
protocols. In fact, we implemented the algorithms of EECP and CLEEP on
a discrete event simulator developed in Java [14]. The simulator represents an
agriculture application. The sensors are used to sense different environmental
information like: the temperature, the pressure and the CO2 rate. So, the system
considers an agriculture field of 10 ha of surface that comprises 80 greenhouses
partitioned into 9 zones. In each zone, there is 9 greenhouses where each green-
house contains one sensor. The parameters of simulation considered and inspired
from some reference works [15–17] are resumed in the Table 1.

Table 1. Simulation parameters

Constant definition Constant name Initial value Type Measure unit

Initial energy of the sink E0SB Unlimited Real Joule

Initial energy of the sensor E0ca 1 Real Joule

Amplification energy Eamp 10 Integer pJ/bit/m2

Electrical energy Eelec 50 Integer nJ/bit

Energy of transaction (Sleep/Active mode) Etrans 42.3 Real µJoule

Energy of idle mode Eidle 1.035 Real µJoule

Sink position (X,Y) (0,0) Integer –

Maximum number of sensors Cmax 80 Integer –

Message length M 256 Integer Bit

Time of simulation Tmax 50 Integer Day

Arrival rate Lambda 20 Real Requests/Day

The different metrics which we consider to evaluate the performance of the
two protocols are:

Average residual energy of the network: represents the average of the
residual energies of the sensors at each event. This metric is used to compare
the consumed energy of the protocols.

Network lifetime: represents the time between the moment of deployment
and the moment of disconnection of the network. For ease of analysis, we con-
sider, the disconnection of the network, the moment when one sensor exhausts
totally its energy.

Packet delivery ratio: represents the ratio of packets successfully received
by the sink.

Load balancing: allows to show the efficiency of the protocols in balancing
the energies of the sensors.
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Discussions: Figure 2 shows the simulation results of the protocols in terms
of average residual energy.

We can see that the CLEEP curve decreases until the number of events
equal to 2012, and remains stable until the end of the simulation. This means
that the average residual energy of the network decreases and the protocol stops
at the event 2012 (one sensor exhausts totally its energy). The EECP protocol
maintains the average residual energy of the network until the event 46000. This
explains the advantage of the protocol in using the cost function and waking
up the sensor nodes that must participate in the routing process at the perfect
moment.

Table 2 shows the results for the network lifetime of EECP and CLEEP. The
network lifetime of CLEEP is estimated at: 01 day, 9 h and 32 min while that of
EECP is estimated at: 32 days, 2 h and 48 min. We note that EECP prolongs
the network lifetime since it preserves the energy of the sensors (Fig. 2). Con-
sequently, more the energy is preserved, more the network lifetime is prolonged
and vice versa.

Table 2. Network lifetime of CLEEP vs. EECP

Protocol Network lifetime

CLEEP 01 Days 9 h 32 min

EECP 32 Days 2 h 48 min

Fig. 2. Average residual energy of the network.

Figure 3 shows the simulation results of the protocols in terms of packet
delivery ratio.
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Fig. 3. Packet delivery ratio.

From Fig. 3, we note that the packet delivery ratio for EECP is better than
CLEEP. In fact, we show that EECP ensures delivering a large number of packets
to the sink. This is due to the strategy of EECP in preserving the energy of the
sensors and prolonging the network lifetime by diversifying the routing paths.
However, CLEEP chooses practically the same routing paths which accelerates
the energy exhaustion of the sensors and causes a network disconnection.

Fig. 4. Load balancing in terms of energy for CLEEP.

Figures 4 and 5 show the load balancing in terms of energy for the protocols.
We note from the figures that there is a balance in the energy consumption of

nodes for the EECP protocol. This means that the majority of nodes participate
in the routing process. However, in CLEEP, some nodes participate frequently
in the routing process while other remain in the sleep mode. Indeed, we can see
from Fig. 4, that there are several nodes which have never participated in the
routing process (their residual energy remain equal to 1 J).
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Fig. 5. Load balancing in terms of energy for EECP.

To more show the effectiveness of EECP compared to CLEEP in terms of
balancing the network load, we set the number of sources equal to 1 (one and
the same source node that senses and sends the data to the sink).

Fig. 6. Load balancing in terms of energy for CLEEP using one source.

We can see from Figs. 6 and 7 that CLEEP don’t ensure a load balancing
in terms of sensors’ energy. This is explained by the fact that CLEEP, when
routing the packets, uses always the same path. Thus, the energy of the sensors
belonging to the path exhausts while the others remain with the initial energy.
On the other hand, EECP diversifies the paths by using the cost function which
balances the energy of the sensors.
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Fig. 7. Load balancing in terms of energy for EECP using one source.

5 Conclusion

In this paper, we have proposed a new variant of the routing protocol Energy
Efficient Cross-layer Protocol (EECP) for wireless sensor networks. EECP takes
into account the energy consumption at three layers: physical, MAC and network.

EECP addresses different sources of energy dissipation: the consumed energy
of the routing path, the collisions, the idle listening and the overhearing. In
addition, EECP balances the energy of the sensors and allows participating
the majority of sensors in the routing process which consequently, prolongs the
network lifetime and ensures delivering a large number of packets.

As a future work, we plan to improve the variant by considering the case
where the choice of the next hop is limited to a node that does not have a relay
to the sink. In this case, the packet will never reaches the sink. In addition,
an implementation of the variant on a standard simulator can be envisaged to
consider congestion situations, the overhearing and the idle listening.
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Abstract. Nowadays, unmanned aerial vehicles (UAVs) as flying base
stations have attracted significant interest in telecommunications service
field; Thanks to their low-cost, high maneuverability, flexible deployment
and mobility advantages, they have become a main stream solution, to
provide wireless communication in exceptional scenarios such as hard
to reach areas or massive-attended events. Because UAVs are energy
budget constrained, optimal availability control for energy efficiency is
proposed in this paper. Within such a situation, the most important
objective of a UAVs operator is to provide a service with acceptable
availability and cost effective, so that, to realize a satisfactory benefit.
The conducted study provides a non-cooperative duopoly game where
UAVs Service Providers (SP) are competing to serve a geographical area.
We focus on the scheduling of beaconing periods as an efficient mean of
energy consumption optimization that results in temporary unavailabil-
ity of network connectivity. A tractable comparative analysis for the
game’s equilibrium, in terms of both Cournot and stackelberg frame-
works is derived. We show that the benefit when adopting the leadership
model is exhibiting some additional properties compared to the Cournot
(anarchic) game. Some extensive simulations are given to confirm our
proposal.

Keywords: Unmanned aerial vehicles (UAV) · Cournot
Best response · Nash equilibrium · Stackelberg

1 Introduction

Drones or remotely piloted aircrafts, commonly known as unmanned aerial vehi-
cles (UAVs), are promising to provide cost-effective wireless connectivity and
ubiquitous usability for scenarios without infrastructure coverage [1].

Although the historical UAVs monopoly by the military, they are gaining
approval and usage for civilian, scientific and commercial purposes. Compared
to terrestrial communications or those based on wireless base stations, unmanned
aerial vehicles (UAVs) present new and exciting tools. Indeed, they present
in general faster and lower cost deployment, high maneuverability and flexible
reconfiguration.
c© Springer Nature Switzerland AG 2018
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The important improvements in the UAVs efficient on demand telecommu-
nication, mobility [2] and also continuous cost reduction, along with their avail-
ability for scientific and easy accessibility for the public has resulted in a wide
range of technological advantages.

Furthermore, due to their possibility of sensing the surrounding environment
(see paper [3]), UAVs are now a key technology for boundless applications; these
applications include: recognition, search, inspection tasks, surveillance, public
services, and so on. Another key feature of UAVs is the Internet of Things (IoT),
which is a technological revolution that has made the leap from conceptual
to actual (see [4] and [5]). IoT enables devices to exchange data and inter-
operate within the internet infrastructure, which affords ubiquitous connectivity
while reducing the transmission cost and providing extended range for low-power
communication. Technically, UAVs play an important role in the Internet of
Things (IoT) vision, it offers flexible deployability and reprogramming in mission
possibilities to deliver solutions and services that give the ground IoT clients and
partners numerous operating advantages.

Among the numerous applications enabled by UAVs, their use as aerial base
stations has been reported as a promising approach that can boost the capac-
ity and coverage performance of existing wireless networks. In fact, UAVs-aided
wireless coverage could support and provide wireless communication in excep-
tional scenarios such as rural or disaster-affected areas, emergency situations and
festivals or sporting events where the terrestrial base stations installation may
be too expensive. Thanks to their high mobility, a main concern is that, UAVs
are likely to have better communication channel since the UAV-ground link is
more likely to have line-of-sight (LoS) links (see [6] and [7]).

While deploying drones as flying base stations offers various coverage and
energy-effective advantages, still a number of economic and technical challenges
arise. These challenges comprise not only deployment and pricing issues, but
also effective energy and activity management features [8]. Yet, for UAVs service
providers to overcome these relevant challenges, availability scheduling becomes
a very important but largely unexplored topic. In this context, a comprehensive
modeling and performance analysis of UAVs setups is extremely attractive.

Because UAVs are battery empowered and given their limited battery capac-
ity and recharging requirements, we provide in this paper a UAVs strategic
availability setting. Yet, optimal periodic beaconing (sending signals that adver-
tise existence of a UAV) is an important but challenging task that needs to be
addressed. In this context, we construct a UAVs duopoly model to capture the
adversarial behavior of service providers in terms of their availability.

The UAVs are belonging to different operators and deployed as aerial mobile
base stations to provide wireless service for the IoT ground users. Thus, the
ultimate goal of a UAVs operator is to provide a service with acceptable avail-
ability and cost effective, so that to absorb an important market share allowing
satisfactory benefits.

The proposed computational scenario deals with the concept of non-
cooperative game theory which is a formal, branch of applied mathematics for
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modeling and analyzing interactions among intelligent rational players. Game
theory may be useful with significant success for solving problems in many disci-
plines, from psychology, economics, political science, psychology, marketing and
trade, to wireless telecommunication. A such mathematical methodology, allows
us to study how rational UAVs (players) in competitive environment, constrained
with scarce (battery capacity)and common resources (market share) can interact
among themselves to achieve an optimal behavior.

Comparisons between simultaneous and sequential move games is a crucial
step to assimilate the properties and efficiency aspects of this proposal.

In this paper, the game formulation is divided into classical (anarchic) dis-
tributed game where UAV operators chose their strategies simultaneously, and
leadership framework defined as a sequential game.

We primarily involve the Cournot-duopoly framework, and define the best-
replay function. We also compute the Nash equilibrium which have a considerable
impact on the game’s usefulness. After that, we assume a hierarchical approach
namely stackelberg game, we further calculate the leader and follower equilib-
rium. Our discussion proceeds to more specific aspects and compare the obtained
equilibrium to those of cournot model.

Extensive numerical simulations are provided to highlight the impact
availability as a decision parameters and provide thereby some important
insights/heuristics on how the game parameters may be adjusted to control the
duopoly game.

1.1 Organization of the Paper

The remainder of this paper is organized as follows. In Sect. 2 we give an overview
of the proposed UAVs duopoly system model and strategic Availability. In Sect. 3
we present the Cournot-Availability game analysis, NE solution and also define
the best replay function. Stackelberg game analysis is provided in Sect. 4. And
finally, Sect. 5 concludes the paper.

2 System Model and Problem Formulation

In our setting we assume a duopoly telecommunication market where just two
UAVs Service Providers compete against one another and offering a homoge-
neous services. This minimizes mathematical complication but still allows us to
analyze many of the important features of Operators strategies. Consider a cir-
cular geographical area with a radius R within which, a set of two UAVs moving
randomly according to a Random Way-point mobility model, are used as aerial
mobile base stations to provide wireless service for the ground IoT devices (see
Fig. 1). The drones belong to different operators and are engaged to provide an
effective coverage for mobile IoT users. In this setting the drones are assuming
to have the same characteristics such as altitude h, total available bandwidth
and maximum transmit power. Thus, the coverage radius. Because UAVs have a
limited battery capacity and given the recharging battery requirements, a very
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important but challenging solution is to allow switching their radio modules to
sleep mode in order to extend battery lifetime. Within such a situation, each UAV
will send periodic beacon advertising his availability for IoT users on the ground
during a fixed period of duration. The UAVs are strategically adjusting their
beaconing duration in order to avoid battery depletion resulting from maintain-
ing useless beacon, This strategic behaviour results in temporary unavailability
of the wireless access network while providing an acceptable availability and cost
effective service.

Fig. 1. Duopoly system model.

Figure 2 describes the periodic availability for two competing UAVs. The
beacon/sleep cycle is periodically repeated every T slot. The beaconing period
duration for a UAV i is τi ∈ [0;T ].

Drones need to independently choose their optimal availability duration so
that to realize a good market share and satisfactory benefits. These lead to a
rational behavior with conflicting self-interests which falls within the non coop-
erative game theory.

3 UAVs Behavior Within a Cournot Oligopoly Problem

For a duopolist, revenues depend on both its own strategy and the other opera-
tor’s strategy. In the proposed model, the two operators are competing by setting
an end user (uplink/downlink) service each UAV i with some QoSi and a fee fi.
Of course, increasing market share is the ultimate goal of each operator. For this
UAVs need to offer a wireless coverage service with adequate QoS determined
by the availability parameter and also effective cost.

Based on this two parameters policy, each ground customer decides to register
to one of the two UAVs or to stay at no subscription state. The Cournot problem
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Fig. 2. Periodic availability periods.

[9] is to determine the optimal values of variables of interest, that are QoS (τ1
and τ2) and service prices (f1 and f2) for each UAV service provider that affect
directly the experienced demand. Notice that, because the UAVs services are
homogeneous, we assume, fi = fj = f∗ in equilibrium if both Service providers
are to participate.

We assume a linear demand function:

di = (αi
i.τi + αj

i .τj), (1)

Let D = di + dj be the total experienced demand, fmax is the maximum allow-
able price by the authorities and αi

i ≥ 0 and αj
i ≤ 0 are the sensibility parameters

that control the market share. αi
i represents UAV is changing availability (QoS)

effect on it’s experienced demand, whereas αj
i is representing the sensitivity of

the UAV i to availability parameter of his competitor. In other word it indicates
what effect of changing the QoS of UAV j compared to UAV i on the consumer
intention to subscribe to the given UAV service provider. Because we are also
interested in studying how costs especially in term of energy affect the market,
we will assume that costs are positive and the SP is total cost equation is

Ci = Ei.di. Ei > 0 (2)

In terms of notation, Ei is the unit dissipated energy of serving ground users.
It is explained as follows:

Ei =

(
[1 −

∏
i∈Ri

(1 − pu)]

)
.εr +

∑
u∈Ri

θu,iεAck + εb.τi + εs (3)
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Here θu,i = pu

∏
k �=u

(1 − pk) is the normalized throughput of user u served by a

UAVi. We denote by εb, the energy cost per slot for sending beacons, εr is the
reception energy, εAck is the transmission energy cost and εs is the unit energy for
remaining switching the transceiver status. Ri = (Useru, d(Useru, UAVi) ≤ r)
is the set of ground users served by a given drone i. Since the UAVs are belonging
to different operators it is likely that one UAV has a cost advantage over the
other one, as an assumption we set εi ≤ εj , where

εi =

(
[1 −

∏
i∈Ri

(1 − pu)]

)
.εr +

∑
u∈Ri

θu,iεAck + εs (4)

Each SPs goal is to choose the level of service that maximizes profits, given
the service of the other Operator. The formal characteristics of the game are as
follows.

– Players: UAVs Service Providers i and j.
– Strategic parameter: Each Operator i plays non-negative values of availability

action τi.
– Operator’s payoffs are the difference between profits and costs,

Ui = difi − Eidi (5)

At the Cournot equilibrium, each UAV must behave optimally to maximize its
utility function assuming that its rival is doing the same. Another way of say-
ing this, is that each UAV maximizes profits and calculates its best response
or reply to the expected best-reply behavior of the other UAV. For this rea-
son, the Cournot-Nash equilibrium may be described as a mutual best reply.
Mathematically, the revenue maximizing problem takes the following form:

BRi = argmax
τi

Ui(τi, τj). (6)

The optimal strategy of each UAV is embedded in the following first-order
conditions:

∂Ui

∂τi
= 2αi

i(η − Eb)τi + (αi
iη + αj

i η − αj
i Eb)τj − αi

iεi (7)

∂Uj

∂τj
= 2αj

j(η − εb)τj + (αj
jη + αi

jη − αi
jεb)τi − αj

jεj (8)

Solving the above equations system produces the following Cournot equilibrium:

τ∗
j =

(f − εi)(αi
iα

i
j) − (f − εj)(2αi

iα
j
j)

εb(α
j
i α

i
j − 4αi

iα
j
j)

(9)

τ∗
i =

(f − εj)(α
j
jα

j
i ) − (f − εi)(2αj

jα
i
i)

εb(αi
jα

j
i − 4αj

jα
i
i)

(10)
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Symmetry will typically occur when the two UAVs have the same cost functions
and sensibility parameters values. It is easy to verify that the Cournot service rev-
enues level increases with a decrease in marginal cost (dissipated energy for both
UAVs) and an increase in cost (directly affected by εb). However when deciding
the price, it may increase with respect to the marginal cost and demand. The
key insight gained by studying this scenario is that UAV is realized revenues and
market share are proportional to competitors’ energy costs. Thus more competi-
tors energy costs increase (εj in this setting) more Ui and di increase.

Because the calculated Cournot-equilibrium strategies and profits can be so
important to UAVs service providers for taking strategical decisions, we also
want to analyze it graphically. For this, we first describe the equilibrium in
terms of best-response function which is derived again by solving each UAV’s
first-order conditions for τi.

BRi : τi =
f − E

′
i

2Eb
− αj

i τj

2αi
i

(11)

BRj : τi =
fαj

j − E
′
jα

j
j − 2Ebα

j
jτj

Ebαi
j

(12)

Thanks to the Eqs. (11) and (12) we calculate the optimal availability for each
service provider, this results exactly in the Cournot-equilibrium state. We depict
in Fig. 3 the best response of the two adversarial service providers with respect to
their availability strategies, while setting the same price. The parameters values
are chosen as follows: T = 1, αi

i = αj
j = 0.2, αj

i = αi
j = −0.1 and f = 0.6

and εi = 0.42 and εj = 0.4 we set 0.1 ≤ εb ≤ εmax
b = 1. The intersection

between the two graphs represents the Cournot-Nash equilibrium point of the
game. This point represent a mutual best replay, and no UAV service provider
has an incentive to deviate from this equilibrium. Notice, however, that each
UAV can earn higher profits in other conditions if they both change some choice
parameters, an issue that will be discussed later. Through several simulations, we
always obtained a unique Nash equilibrium. Another flagrant feature is that the
availability strategies evolve in the opposite direction of the beaconing energy
cost. In other words, the end availability strategy increases as the beaconing cost
decreases.

So far we have assumed decisions simultaneity, which does not mean that
actions are made at the same time, but rather service providers cannot observe
each other’s availability strategies before making their own. Next, we move from
simultaneous move games to sequential move ones. A lot of economics papers,
argue that this reallocation of firms’ decisions will increase the quality of service
and benefit.

4 UAVs Behavior Within a Stackelberg Oligopoly
Problem

Stackelberg games [9] are promising tools for modeling the telecommunication
market competition. They are non-symmetric games where one player, being the
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Fig. 3. Best responses for both UAVs providers for different values of εb.

leader, has the privilege position and can make strategical decision before the
other called follower. This way, the leader plays first, but using backward induc-
tion, it anticipates the resulting strategy of it’s competitor who actually make
the last move. Such situations were firstly studied by the German Economist H.
von Stackelberg (1934).

Conceptually, with this approach we consider a duopoly leadership game
where a UAVs’ operator is the leaders and his competitor is the follower.

While modeling UAVs operators’ interactions within Stackelberg framework,
we use the same market conditions that we used in Cournot. This allows us to
provide a comparative analysis of the two models properties.

Lets Consider UAV j as a stackelberg leader, thus, it’s the one who make the
first move to set its availability parameter τj .

We define the following relevant characteristics of the game:

– Players: Service Providers i and j.
– Strategic parameter: Operator j plays first non-negative value of action τj ,

then, operator 2 plays τi.
– Operator’s payoffs are the difference between profits and costs (same expres-

sion but not necessarily the same value as in Cournot model).

From the leader’s perspective, before making a strategical decision, it con-
siders it’s competitor’s reaction function. Since we consider the same conditions
assumed in Cournot’s model, the reaction function is already defined in Eq. (11).
By plugging this reaction into the utility function we obtain the following UAV
j’s payoff:

Uj = (αj
jτj + αi

j [
f − E

′
i

2Eb
− αj

i τj

2αi
i

])(f − E
′
j − Ebτj) (13)
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The optimal market share strategy is obtained at Umax
i , thus, it is embedded in

the following first-order condition:

∂Uj

∂τj
= αj

jf − αj
jεj − 2αj

jεbτj − αj
jα

j
i f

2αi
i

+
αj

jα
j
i εj

2αi
i

− αi
j(f − εi)

2
+

αi
jα

i
j

αi
i

εbτj = 0;

(14)
Then, Stackelberg equilibrium strategies are given below:

τ∗
j =

f − εj

2Eb
+

αi
j(f − εi)

2(−2αj
jα

i
i + αi

jα
j
i )Eb

(15)

τ∗
i =

f − εi

2εb
(1 − αi

jα
j
i

(−2αj
jα

i
i + αi

jα
j
i )2αi

i

) − αj
i (f − εj)
4αi

iεb
(16)

Contrary to Cournot game, UAVs Stackelberg equilibrium strategies are non-
symmetric. When calculating the UAVs equilibrium payoffs for both proposed
approaches (cournot and stackelberg), we notice that, in stackelber game, the
leader makes a higher profit to that of Cournot-Nash, however the profit of the
follower is considerably lower than Cournot’s payoff.
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Fig. 4. Equilibrium availability for UAVs providers within both Cournot and Stackel-
berg models.

Our finding is clearly illustrated in Fig. 4, when we plot the UAVs equilibrium
status for both Cournot and Stackelberg models with respect to the beaconing
energy εb.

It is clear from the graphs that, the benefit of the stackelberg leader is much
better than that when adopting a Cournot approach. As regards the follower,



266 S. Handouf et al.

the profit is better in the Cournot game. Another important result is that as the
εb increases as the equilibrium value decreases. This is quite intuitive since it
means for a service provider to realize a considerable benefit it should optimize
more and more it’s availability strategy.

5 Conclusion

In this paper, we dealt with the activity scheduling of unmanned aerial vehicles
acting as mobile aerial base stations. We considered a UAVs duopoly network
scenario based on non-cooperative game theory. The interactions and equilib-
rium strategies for each UAV, are characterize both in Cournot (anarchic) and
stackelberg (hierarchical) approaches. We have shown with both mathemati-
cal analysis and extensive simulations that the equilibrium state, that allows
UAVs to optimize their energy consumption while optimizing theyfffir availabil-
ity exists. Furthermore, we have compared the two proposed solutions. As a
future work, we are generalizing our proposal while considering an oligopoly
model and heterogeneous mobility motions.
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Abstract. The purpose of this paper is to describe the development and present
the results of the design and implementation of a laser shooting simulator based
on computer vision. Our proposal is to develop a virtual environment through a
simulation platform to project it on a surface and combine it with computer
vision to interact with created targets. Two main stages haven been structured:
adjustment and calibration of the camera in the environment and integration of
the laser in the simulation.

Keywords: Laser tracking � Virtual reality � Shooting simulator

1 Introduction

Virtual reality has become a very useful tool for training simulation since it allows
professionals prepare for real situations. Virtual reality [1–3] helps train machinery
operators [4, 5], doctors [6, 7], pilots [8–10], and it even enables firearm training [11–
13].

Different methods have been used so that a person can interact directly with virtual
environments [14], however thanks to computer vision, the sensation of immersion has
increased due to high precision delivered by images obtained by cameras [13, 15–17].

In the field of vision by computer, algorithms are incorporated that perform geo-
metric transformations 2D [18–22]. They do not change the image content but deform
the pixel grid. Allowing a better perspective of the image for a simpler processing.
Mathematical concepts such as gradient and timing [23–27] are commonly used in
image processing, allowing an in-depth analysis of each pixel set.

In institutions such as the army or the police, firing training is conducted to improve
the performance of its members in which real firearms and real targets are used.
However, this represents a great loss of resources, in terms of cost, due to the amount of
ammunition that is used during training. To solve this problem virtual environments
have been created enabling real firing simulations with laser guns.

Our proposal is to work with a laser gun in a complete virtual environment which,
likewise, has virtual targets to recreate a shooting practice, providing a real-time and
low-cost evaluation.
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2 Our Approach

A complete virtual reproduction of a shooting range is created based on laser flashes
recognition which simulate the firing of a weapon. Initially, a digital environment with
several targets is created to be displayed on a specific surface, subsequently, the user
shoots a laser gun on the projection. A camera identifies the exact location of the shot
to finally digitize its position and assign a score according to the target reached by the
laser shot. Figure 1 represents a general system schema.

During the calibration process four points of interest have been integrated (P1, P2,
P3, P4). These points allow the selection of the vertices of the quadrangle that rep-
resents the work of area, forming the matrix IA. Figure 2 shows the selection of the
work area.

In order to obtain the position of the laser firing, the central moment of the flash
produced by the laser shot must be found. As a result, the center of gravity of the laser
flash is obtained providing us with the laser shot coordinates.

The laser device produces a red flash, hence the red channel of the image is
considered for processing, then the image is binarized in values to prevent the detection
of false positives.

Fig. 1. General prototype schema.

Fig. 2. Selection of the work area.
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In Fig. 3a shows how the laser image is obtained inside the matrix of work (IW).
Then, image binarization is performed to determine the contour of the laser flash
among other objects within the field of view (Fig. 3b). Next, the central moment
(mu) of the image contour is obtained from a vector containing all its points.

Finally, when transferring the position of the laser to the virtual environment, a
comparison of its position with the digital targets is performed, therefore, it is possible
to assess performance and assign a score according to the exact location of the shot and
the target reached by the laser shot.

3 Results and Discussion

The prototype has different scenarios which simulate a wild environment, an urban
environment, and a real shooting range facility as it is shown in Fig. 4. Several tests
were conducted to determine the error that exists when transferring the L point to the
virtual environment. To obtain the error, a camera calibration was performed 5 times
within each scenario. Additionally, in every calibration 5 laser shots were registered.
Each one of these shots were measured.

Fig. 3. (a) Camera laser capture (b) laser contour (c) laser center of mass (Color figure online)

Fig. 4. Virtual environments.
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An average of the error was calculated based on all the measurements of the laser
shots in each calibration. Likewise, an average percentage of the error generated by the
camera in each calibration was obtained considering the entire field of view. Table 1
presents these values.

4 Conclusions and Future Works

We conclude that because its minimum response time and low error percentage, the
virtual shooting range exceeds expectations. Hence, the virtual shooting range could be
used effectively to train arm forces members.

For future works, we propose to incorporate artificial intelligence into the system to
enable virtual interaction. Likewise, through the creation of virtual characters, obstacles
or moving targets the user would enjoy a real shooting practice experience.
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Abstract. This article will establish the physical design of a tetrapod robot,
highlighting its own characteristics of low-level three-dimensional movement to
move from one point to another. The navigation system was also examined in
environments not defined from a top-down perspective, making the analysis and
processing of the images with the purpose of avoiding collisions between the
robot and static obstacles, and using probabilistic techniques and partial infor-
mation on the environment, RRT generate paths that are less artificial.

Keywords: Quadruped robot � Path planning � RRT � Obstacle avoidance

1 Introduction

Currently, one of the main objectives of robotics is to develop robust methods of
autonomous trajectory planning [1]. Many applications require the use of robots cap-
able of moving to achieve their objectives, this being where the articulated robots take
importance. The use of robots with wheels is complicated when it comes to moving in
irregular areas and developing autonomously [2].

Avoiding obstacles in dynamic environments is one of the most significant and
most fascinating problems in the field of mobile robotics [3–6]. Route planning
methods are found in automatic routes without collisions, while obstacle avoidance
methods consist in avoiding obstacles that arise in the path of the robot, while
achieving the objective, in which the of decisions is made according to the information
captured from the environment in which the robot is [7]. The RRT (Rapidly-exploring
Random Tree) is based on the creation of branches of a tree in space, which iteratively
samples new states and then directs the existing node that is closer to each sample to a
new sample and thus forming a tree with ramifications [8].

All mobile robots have some kind of collision prevention, ranging from primitive
algorithms that detect an obstacle and stop the robot to avoid a collision, to sophisti-
cated algorithms, which allow the robot to deflect obstacles. Once they have been
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determined, the obstacle avoidance algorithm needs to steer the robot around the
obstacle and resume movement towards the original target [9].

For [10] the main purpose of road planning is to create algorithms that allow paths
to be established considering restrictions in the movements of mobile robots. The Path
Planning applications are oriented to different tasks that interact with the human being
in different areas: (i) health: because it allows the support of robots in tasks for the
elderly and people with paraplegia, (ii) military: because it is focused on the super-
vision [11–14] of remote-controlled robots, autonomous and intelligent weapons,
(iii) industrial: monitoring of robots with artificial intelligence through the use of
mobile robots [15].

2 Related Works

The robots that are based on locomotion with legs are characterized by having a great
relationship with the ground. The main advantages of this type of robots are that they
have great adaptability and maneuverability in terrains that are irregular [16].

An example of a quadruped robot is the (LAVA) [17] developed at the Robotics
Research Center, NTU, Singapore. To decrease the weight and increase the energy
production of each servomotor, each leg with its 3° of freedom is driven through a
reverse differential gear. Two engines are located in the hip section and the third is in
the knee section.

Computer vision is a tool that is used in electronic systems to similarly simulate the
vision that man has by replacing the human eye with a camera and the brain of the
person with a processor. An example of this is in its use on Mars in the 2004 MER
mission, in which two identical rovers, Spirit and Opportunity, landed to search for
geologic clues about whether part of Mars had previously wet enough environments to
be hospitable. for life [18], in this work computer vision algorithms were used for
odometry, stereoscopic vision and for mobile navigation and tracking characteristics
for the estimation of horizontal speed for landing.

There are some ways to position the camera and be able to give vision to the robot
that you want to control, one of them is with a zenith perspective, that is, with the
camera placed perpendicularly to the plane of the ground, to the plane of movement of
the robot, this perspective was used by the work done by [19] in which the position of
mobile robots and a ball in a game called robot soccer was defined; Here, the color
patterns were distinguished by the camera, but before that, the algorithm created first
was a circle detection. As in the previous case, this work will control an autonomous
robot, a tetrapod, using a camera with overhead perspective, which will use computer
vision to navigate in chaotic environments.

Now we turn our attention to the cognitive level of the robot. Cognition generally
represents decision-making to achieve your objectives of higher order. Navigation
includes the ability of the robot to act on its knowledge to achieve the position of the
target in the most efficient and reliable way possible. Several techniques have been
devised, for example, exact cellular decomposition [20], approximate cell decompo-
sition [21], retraction in a network of one-dimensional curves [22]. The local approach
consists of looking for a grid placed in the configuration space of the robot [23].
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3 Tetrapod Robot

Robot control unit is based on technology of ATMega328. Each leg was commanded
by microcontroller. PWM signal from outputs of Microcontroller board is transmitted
over connector board to servo motors. Totally, robot has 12 motors of them belong to
legs. The block diagram of the system can be expressed as shown in Fig. 1.

The locomotion is provided by entering commands into the mobile phone. The
command was transmitted over Bluetooth link to microcontroller, and then the
mechanism runs. The mechanical part of Spider Robot is composed of ABS plastic that
was used to print it in 3D, the four legs of it are also made of this material. The axes
and the form of movement of each joint are shown in Fig. 2.

4 Mapping

In this work an autonomous robot, a tetrapod, will be controlled by means of a camera
with a zenith perspective, which will be used by computer vision to navigate in chaotic
environments, that is to avoid collisions between a quadruped robot and static obstacles
that have a specific shape.

The decision making is based on the information captured from the environment in
which the robot is located through the camera as the visual sensor, from a zenith

Fig. 1. Block diagram

Fig. 2. Motion axes of each leg.
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perspective, for the analysis and processing of images for the evasion of obstacles will
be used OpenCV software, designed for computational efficiency, which provides a
simplified use of its infrastructure for computer vision and which is available for
Python whose development is based on open source libraries; this last tool will be used
as a basis for the computational development of the method of evasion objects and with
this information the mobile robot performs a determined task.

Threshold is essential for computer vision and image processing whereby we
replace each pixel in an image with a binary value, either 1 or 0, depending if that pixel
meets some criteria. With that we are creating a black and white version of the original
image.

In Fig. 3 the white areas are pixels that fall into the color range that was set. You
can see that the parts of circle in red show up but so does a lot of other warm colors,
like orange and yellow. As we vary the range of the hue can improve the detection
conditions and as our robot will be fairly well-lit, we can remove the darker areas from
the masked image by increasing the minimum threshold and we can get very precise
color detection (see Fig. 4).

5 Rapidly-Exploring Random Trees

The rapid-scan random tree route planners (RRTs) have been shown to be suitable for
solving various high-dimensional route planning problems. While they share many of
the beneficial properties of existing random planning techniques [24].

Fig. 3. Threshold frame with hue range of 220 to 260 (Color figure online)

Fig. 4. Threshold frame (Color figure online)
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The RRT algorithm presented in [24] is shown in Algorithm 1. The tree grows from
the adjacent neighbor in the tree, xnear, to a configuration that was created at random,
xrand. The length of the step described in this work should be a small distance.

Algorithm 1. Basic RRT expansion method.

For i=1 … K do
Xrand = random configuration
Xnear = nearest neighbor in tree τ to Xrand
Xnew = extend Xnear toward Xrand for step length
If (Xnew can connect to Xnear along valid edge) then

τ.AddVertex(Xnew). Τ.AddEdge(Xnew,Xnear)
end if

end for
return τ

6 Experimentation and Results

The goal is to get the fastest time to find the solution path and to be distant enough
between each point that makes up the route, allowing the robot to move easily. For this
we vary the Delta constant between the following values: delta equal to 40, 20, and
finally 10, the tests were performed in iterations of 10 times each and calculating the
average of the time that is delayed in tracing the route.

In Fig. 5, we observe the results obtained for a Delta equal to 40 and the time in
finding the route towards the objective, while decreasing the value of Delta as shown in
Fig. 6, the time to find the route Is considerably reduced, but as the Delta value
continues to decrease, the mean time begins to elapse as shown in Fig. 7.

Fig. 5. Test delta = 40, average time to find the route equal 19.45 s.
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7 Conclusions and Future Work

The rapidly exploring random tree RRT method for path planning, allows to determine
with relative speed the way between an initial and final position, in an environment
with obstacles detected with morphological segmentation, that allow the autonomous
movement of the Spider Robot.

Based on the experiments performed, lighting should be considered as a deter-
mining factor for optimal software performance since a low amount of light affects the
recognition of both colors and objects.

As a future work, a PID controller could be implemented to better track the path by
receiving the angle of rotation in the spider instead of left or right commands. Likewise,
you can perform an RRT in an unknown environment using a Kinect [25–29] mounted
on a large structure and get the planning of trajectories.
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1 Introduction

This article is the result of a research in which the approach, analysis and imple-
mentation of a service quality algorithm was carried out that allowed to improve the
performance in UDP traffic in a simulated Li-Fi network with the NS-2 tool. Special
emphasis was placed on the MAC layer and physical characteristics of the Li-fi net-
works to obtain similar conditions to the real ones. The results were compared with
three research documents that allowed establishing the viability of the proposed
algorithm.

2 Background

With respect to the quality of service in communications networks, IntServ (Integrated
Services) has been known since 1990, supporting this feature for end-to-end services.
The resources were pre-reserved while traffic was transferred between the two nodes.
The resources were reserved according to priorities for each new session. The packets
had to be processed in each intermediate node to locate the corresponding resources [1].

Differentiated services (Diffserv) were introduced to provide greater efficiency and
less complexity in the systems for extensive networks. Diffserv applies packet classi-
fication in the autonomous computers of the network. It provides QoS end-to-end,
which is based on aggregation of PHB (per-hob behavior) traffic. Traffic is categorized
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into flows to which a codepoint is assigned according to the way in which the resources
of the system will interconnect with the routing equipment.

The Diffserv architecture includes classification, marking, metric-related and
scheduling processes. The first interaction with the incoming packets is presented in the
classification. The classification rules are specified according to several parameters.
The classifier marks the packets according to the specified rules. In the marking pro-
cess, the traffic is differentiated in terms of whether the profile has been assigned or not.
The marking is done with DS codepoints in the IP packet header.

In the process of the metric the decisions are made according to modification or
discarding of packets. Here we store data like the current rat, the size of the buffer, etc.;
and also, it is checked if the traffic obtained an appropriate profile.

Once the package has been classified and marked, it is sent to the corresponding
queue. The transmission of the package into the media is scheduled [1]. This
background-related feature in network traffic treatment for QoS is an essential part of
the present work.

3 Definition of Simulation Criteria and Tools Selection

In this section, the simulation criteria established to implement QoS in 5G Li-Fi net-
works will be analyzed. Taking into account that the methodology was oriented solely
towards the quality of service in terms of Li-Fi networks, it was necessary to delimit the
observation framework in items to relate this optical network with 5th generation
environments. Methodology

The summary of the proposed methodology is presented in Fig. 1. The first phase
of the project consisted in determining the metrics and QoS services. Within the Li-Fi
environment, a fundamental aspect should be included, such as the 802.15.7 standard,
corresponding to short-range wireless optical communications through the use of
visible light. The importance of the physical layers (PHY) and control of access to the
medium (MAC) of the standard, is that these layers determine the maximum trans-
mission speed of audio and video that can be achieved while the lighting characteristics
are not affected.

As the main objective of this work was oriented towards QoS in Li-Fi networks, it
was important to recognize algorithms and protocols that could be applied to this type of

Fig. 1. Proposed QoS methodology for Li-Fi.
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technology and are susceptible to improvement. This was part of the second phase of the
project. Since the Li-Fi networks are so recent from the point of view of implementation,
this work was carried out in simulated environments, based on the tool selected in the
previous section. As mentioned in the process of selecting the tool, it had to include
certain features that would allow the complete integration of the protocols and algo-
rithms that could be necessary for Li-Fi networks. This possibility of modification of
modules (Present in the selected tool, NS-2) was fundamental to determine a model and
its applicability in the QoS parameters object of this study. The third phase was due to
the modeling and simulation of the algorithm that allows the implementation of QoS in
Li-Fi networks including the characteristics of the 5th generation environments and
finally, an evaluation and comparison of the results is carried out comparing them with
three articles that approach to the objectives set in this project.

4 Definition of QoS Metrics and Services

The metrics chosen for the analysis, according to the specific objectives, were the
following: Latency, packet loss and bandwidth.

The QoS services that were validated in the development of the project should be
those that require greater network characteristics for the end users. These are
undoubtedly real-time traffic services, Voice over IP, video and streaming. For pur-
poses of the work, the traffic of video streaming through UDP packets was specifically
analyzed, because many of the entertainment applications use this service to broadcast
content.

The general QoS application algorithm for Li-Fi networks is shown in Fig. 2,
taking into account the specific policies of load management and queue management.

Fig. 2. Flow chart of the general QoS application algorithm.
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This decision is oriented to that thanks to the high speeds that are handled in optical
communications, it is possible to increase the processes of quality of service that will
obviously result in increases in processing times, however this will be compensated
with the high transmission speeds.

5 Algorithm Design

Starting from the flow diagram of the previous section, we proceeded to design a new
algorithm that would allow to establish QoS on optical media, in this case Li-Fi
networks, this with respect to the latency, packet loss and bandwidth metrics.

This new algorithm relied on the development of mathematical modeling based on
the interaction of each of the components involved in the communication process.

It is important to bear in mind that one of the main differences between the sim-
plified algorithm of the previous section and this algorithm proposal, lies in the pro-
cesses carried out in the stages of policy identification, Dropping and queuing. This
difference is based on the specific needs of the environment that are fundamental in
these stages. The visible light spectrum for Li-Fi networks should also be taken into
account, which is between 400 and 800 THz, in addition to the characteristics specified
in the IEEE 802.15.7 standard.

For modeling, the following considerations were taken into account:

– Components: Transmitter, receiver and medium. All these elements are optical and
open air, respectively.

– Descriptive variables: Latency, packet loss and bandwidth (QoS metrics).
– Identification of interaction rules: Packets must pass a marking and classification

process to prioritize services. Privilege processing rules should be assigned
according to the identified service. Subsequently, Policing, Dropping and Queuing
processes must be executed to improve the perception of services in real time by
end users.

– Descriptive parameters of the interactions: The interactions between the afore-
mentioned processes and the marked packets are given by the characteristics of the
Li-Fi network, from the point of view of bandwidth, latency and packet loss, in
addition to the layer of liaison and physics, the latter described in detail in standard
802.15.7.

The metrics to be evaluated in this work include bandwidth, a parameter directly
related to the throughput of the interfaces and the treatment of the service packets in
real time. In particular, the Token Bucket algorithm used in LLQ was identified at the
moment when the configured bandwidth is exceeded and packet discarding is neces-
sary, prioritizing the traffic destined to the Priority queue.

In the work carried out, the characteristics of the Token Bucket algorithm and its
improvement possibilities were established to process the traffic destined to a Li-Fi
network. The reason for the choice of this algorithm lies in its robustness for Traffic
Shaping from the point of view of the controls required for latency and bandwidth
control [2].
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The basic expression of the algorithm allows assigning a single token for each
service class, thus compromising multiple connections. Thus, it was not possible to
differentiate connections for the same classes of service and therefore, the transmission
speed was compromised [2].

Other algorithm proposals made the tokens approve the transmission of an entire
packet and not a defined volume of data, leading to different packet sizes resulting in
different transmission speeds if the token speed was the same.

On the other hand, there were also algorithms that made a token approve a single
package, generating high processing and in general terms, an inefficient system.

Finally, there is a algorithm that has two token buckets. The first token bucket
monitors the minimum reservation rate for traffic and the second reinforces the max-
imum rate of sustained traffic. Only when the first bucket is empty, the tokens are
removed from the second bucket. The capacity of the token buckets is determined by
the maximum latency of the system.

In this way, the need to improve the existing token bucket algorithms to apply them
to Li-Fi networks was reached. Specifically, the feature of this algorithm would apply
to the bandwidth metric with respect to the requirements of standard 802.15.7.

The proposed algorithm, which is a variation of LLQ (will be called Optical Low
Latency Queuing - OLLQ) for Li-Fi network environments, modifies the token bucket
mechanism for the treatment of real-time traffic in inclusive conditions for the standard
802.15.7. The flowchart of this algorithm is shown in Fig. 3.

According to the limitations expressed in the previous sections, this algorithm
allowed a better management of real-time service traffic for Li-Fi networks.

Fig. 3. OLLA algorithm with optical Token Bucket proposal
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A comparison of the proposed algorithm with the conventional results of Token Bucket
with two token storage containers was carried out. The variation lies mainly in the
treatment of the packets before assigning the corresponding token. One of the most
important achievements in the development of Token bucket for QoS had been the
implementation of a low priority traffic allocation in high priority queues based on the
availability of space, this without affecting the performance of the routing elements,
improving in this way the loss of packets [3].

Two physical buckets are proposed, taking into account that a greater number of
containers would increase the level of processing, but the main innovation lies in the
fact that apart from making an evaluation of space in the bucket and the tail according
to the present traffic in a dynamic way, the optical characteristics of Li-Fi networks are
included in the analysis, which demand agile procedures.

As there is currently no specific standard for Li-Fi, it is important to mention that
the proposed algorithm (OLLQ) is based on the general needs to provide QoS in
communications networks.

Initially, in the classification process, the kind of service that could be treated
should be taken into account. Very probably, in the standard that will be socialized at
the end of 2017 by the IEEE with respect to the modifications of IEEE 802.15.7, it will
be necessary to specify the classes of service for the traffic of applications in real time,
this for packets and arrivals of the same in variable and constant sizes and times. The
treatment of the packets must also be included with respect to the best applicable effort.
Additionally, due to the variation of the traffic pattern, parameters must be taken into
account that define the minimum transfer rate that is required for the applications to
remain functional, in addition to the maximum rate that should not be exceeded for the
defined time intervals.

Once the package is classified, the metrics that will apply for the optical Token
Bucket process are calculated. These metrics are associated with the maximum and
minimum average bandwidth, the size of the packets and the information associated
with the service class defined in the previous step.

The decisions made in the optical Token Bucket process will make the packets
marked for their queuing according to priorities. Finally, the package will be scheduled
to exit to the corresponding interface.

Taking into account that 4 types of packet flows will be presented, the proposal is
based on four queues for data processing. As the resources are limited, we worked 2
queues of physical type and 4 queues of virtual type, which will finally receive traffic
dynamically. The packet flow will be assigned to certain queues according to condi-
tions of availability of buffers and queues. This adaptive management with respect to
changing data flow conditions will allow effective management of resources for Li-Fi
networks.

The parameters of average bandwidth minimum (BWMN) and maximum
(BWMX), are closely related to the transfer rate of the buckets. The size of the two
buckets will be calculated according to the super-frame established in the standard
802.15.7. The superframe of the standard has a few timeslots called GTS (Guaranteed
Time Slots) intended for the application of QoS requirements. For the case of the
proposal of this work, these timeslots will be the point of reference to define the
maximum tolerable latency and in turn, will allow to determine the size of the buckets.
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Each Token of the buckets allows the transmission of a byte. The first Bucket
monitors the average minimum bandwidth (BWMN) of each connection and the sec-
ond Bucket reinforces the maximum bandwidth according to the information obtained
from the behavior of the queues and interfaces. The Tokens are taken initially from the
first Bucket and only after this Bucket is empty do they begin to take from the second
Bucket. The transfer rate of the first Bucket is equal to BWMN and the difference
between BWMX and BWMN is calculated to determine the transfer rate of the second
Bucket. The proposed algorithm is illustrated in Fig. 4.

6 State Transition

To establish the mathematical correspondences of the proposed algorithm, the Markov
state chain model was used. This model has been present in modeling phases similar to
the one proposed in [4]. A discrete chain is used to represent the possible states present
in the solution. The state of the Markov chain is described by a random variable q tð Þ.
This variable has a behavior that changes with respect to a given timeslot. The variable
q tð Þ responds to the state of the queues. The value of this variable changes according to
the following:

– The variable q tð Þ ¼ 0 if the queues are free, therefore the BWMN value is the base
value of the transmission rats of the buckets.

– The variable q tð Þ ¼ 1 if the queues have packets with defined priorities without the
need to generate overflow processes. Priority queues can process packets without
inconvenience. The BWMN value starts to fluctuate with respect to the amount of
traffic that is being processed in the queues.

– The variable q tð Þ ¼ 2 if the queues have packets on which their priorities should be
modified to improve the use of resources. It is possible but not mandatory that in
this state, the tokens of the first Bucket have been terminated and the tokens of the
second Bucket begin to be used. The BWMN value approaches the limit of the
maximum bandwidth value of the interfaces.

– The variable q tð Þ ¼ 3 if the queues have packets with better effort classifications in
which the system should not perform any additional process to allow the flow of

Fig. 4. Optical Bucket Token algorithm.
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packets. No packets are presented in the system with defined priorities and they can
take any route as they come from any of the system’s predefined queues.

According to the mentioned states in which the process of each one of the tails is
described and the treatment thereof in the optical Bucket Token, the transition of these
states is illustrated in Fig. 5.

7 Algorithm Simulation

Before starting the simulation process on the NS-2 tool, matlab tests and processing of
the states raised in the previous section were made in Matlab with respect to the optical
Bucket Token, the latter being the main object of code analysis and the starting point
for further development, this also because Li-fi technology is so recent that the real data
for comparison are extremely scarce.

7.1 Simulation in MATLAB

Initially, a validation of the traditional Bucket token was performed with a single tail of
fixed size (200 packets). Packets with arrivals and random sizes were selected, which
would be transmitted after a token arrived at the Bucket. If the bucket rate is fixed, the
result of the simulation for different iterations is illustrated in Fig. 6.

As the number of iterations increases in the traditional Bucket token simulations
(with a single Bucket and a fixed size queue), there is an evident tendency of an
increasing number of packets in terms of the size of the queue. This makes the fixed
system unviable for implementation in dynamic networks such as Li-Fi. Figure 7
shows the results for two Buckets and four queues according to the proposed algorithm.

With regard to the simulation of 50 iterations with the conventional Bucket token
algorithm, it is observed that the buffer packets are significantly reduced if the number

Fig. 5. Graph of transition of states.
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of elements involved in the process is modified, that is, if the storage queues and
buckets increase of tokens. The results of the optical bucket token in Matlab show that
it is agile, since each Bucket token handles shorter times in terms of generating the
necessary tokens for the processes of transmission of the packets to the optical medium.

Fig. 6. Traditional Bucket Token with A. 50 Iterations, B. 100 Iterations, C. 500 iterations.

Fig. 7. Optical Token Bucket with A. 50 Iterations, B. 100 Iterations, C. 500 iterations.
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7.2 Simulation in NS-2

For the purposes of the simulation in the NS-2 tool, software version 2.35 of November
2011, downloaded directly from the NS 2 website, was used. The software was
implemented on an operating system Ubuntu version 16.04 of 64 bits, which in turn
was installed on a VMware virtual machine type Workstation Pro version 12.5.0.

For the purposes of the work done, it is important to highlight that the ns-2 tool has
native protocols, which can be used in the development of a algorithm or, failing that,
can be modified from its source code with some specific procedures. It started from the
need to modify the conventional Token Bucket algorithm, identified as TBF (Token
Bucket Filter) inside the tool in the “adc” folder located in the following route: /
home/ns-allinone-2.35/ns-2.35/adc.

The following simulation corresponds to the implementation of the Token Bucket
Optical algorithm according to the proposal of the work with a Li-Fi scenario,
responding to needs of 5th Generation.

The scenario of the simulation and its respective justification are described below:

– Five nodes are located in the space (n0 to n4) without a wired connection. Four of
these elements represent Li-Fi users, with the remaining being the access point (or
LED lamp). In this simulation scenario, five elements are established by the effects
of conventional disposition in a determined enclosure. The relevance in the con-
nectivity lies in the line of sight of the devices and light power of the central node.
The number of nodes and their arrangement in the space is due to the electrical
characteristics of the devices, taking into account VLC type communications and
possible smart applications in the remaining devices.

– The nodes are arranged in such a way that all the packets between them must
necessarily pass through the central node, which is the Access Point of the Li-Fi
network. This arrangement of the elements around the central device is based on the
VLC facilities, the basis for this work of Li-Fi communications. The differences
between the packet flows in this node will be crucial to determine the success of the
proposal.

– Modify the characteristics of the netif variables with respect to the bandwidth and
MAC characteristics of the network so that this wireless network has the charac-
teristics of a Li-Fi network. This is done in this way to take advantage of the
algorithms developed in the simulator by the community.

– Initially, a simulation is performed without preferential treatment of data. With this,
a point of reference with respect to the performance of the proposed algorithm is
sought.

In the following simulation, the data with optical bucket token is sent on nodes 1
and 3 to compare the differences with respect to the initial traffic treatment.

The results will be discussed in the following section.
The scenario of the simulation is shown in Fig. 8.
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8 Results Analysis

In [3], the first reference article; the results focus on the fact that the number of
discarded packets is reduced by performing dynamic queue handling. Additionally,
special emphasis is placed on the fact that the discarded packets identified with
Codepoint 21 correspond to the queue with the lowest priority, thus demonstrating an
improvement in the use of resources since, with the static distribution, the packets
identified with the Codepoint 20 that belong to the queue with the highest priority were
those discarded. However, a single device is being evaluated here, concluding that in
total the performance of the administration of the queue would be given by the rate of
delivery of the packets to the interface, in this case it would be equal to number of
compatible packets/total number of packets = 675/762 = 88.5%. Regarding the
simulation performed in this work clearly identifies the excellent performance of the
algorithm, since 46539 packets sent only were discarded 57, i.e. the rate of delivery of
packets at the interface it is given by number of delivered packets/total number of
packets = 46539/46596 = 99.8%. Also taking into account that the amount of packets
sent in the simulation exceeds the traffic of the reference simulation by an amount 61
times greater. Additionally, it is possible to show that the treatment of the tails was
done correctly through the algorithm of the proposed bucket token. This is concluded
because there are no queued packets in the results.

With respect to the results of [5], the second reference article; it is observed that the
performance of the network is in the order of 60% with respect to the total of the speed
rate that is 256 kbps, that is, in the specific case of the article, the performance of the
network is 153 kbps.

Fig. 8. Simulated Li-Fi network in NS-2.
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9 Conclusions

Li-Fi networks allow the implementation of complex algorithms that guarantee QoS as
a Bucket token, disregarded by other networks due to the time they require for pro-
cessing. The differentiated handling of packets through duplicated Token Bucket,
allows a better management of the resources of the system, since the packets will not
remain longer than necessary and the flow of them through the Li-Fi interfaces com-
pensates for the times that are invested in the Diffserv process. While it is true that the
performance of the network is 38% from the point of view of the network bandwidth,
with the quality assurance proposed in this work, the quality of the link increases
because the packet failure disappears due to collision effects. The packet loss for the
proposed solution is very low, allowing to obtain a packet delivery rate to the 99.8%
interface, taking into account the administration of congestion in an appropriate way
ensuring the correct management of resources within the elements of the network.
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Abstract. Deploying security solutions to defend against known secu-
rity attacks could fail not only due to policy, design, or implementation
flaws in the designed solutions, but also due to lack of data regarding
the environment under which the attack is executed, or the security solu-
tion supervising the malicious behavior. To this end, we develop in this
paper a new cyber defense system that assesses the efficiency of a cyber
security solution when faced to attack scenarios occurring under different
contexts (the configuration and location of distributed security solutions,
called observer agents, the used reaction system, and the information vis-
ibility of attacks). The work also considers the development of a model
for describing the concept of global, local and observable executable sce-
narios, which allows to observe step by step the execution of an attack
scenario, and the observer agents’ behavior and their reactions to the
attack execution. The model allows also to identify the step at which an
attack scenario can be blocked. A case study is presented to exemplify
the proposal.

Keywords: Cyber defense · Contextual attack execution
Distributed monitoring system

1 Introduction

Ensuring system security regardless of the released cyber attacks is a big issue. In
fact, the recent cyber attacks are characterized by their ability to cause catas-
trophic damages to different cyber systems. This can be noticed in the last
released cyber attacks (e.g. NotPetya1, WannaCry [1]) that caused the disrup-
tion of many services (financial, healthcare, transport) in different countries (e.g.
US, UK, Ukraine)2. The main issue is that, even by knowing the attack scenario
and deploying a set of security solutions, the attack can still take place [2],
which can be explained by two major points. First, the security solution may
1 CERTbe, Petya/NotPetya Malware Report on worldwide infection, June 2017.
2 Symantec Internet Security Threat Report ISTR, Ransomware 2017, July 2017.
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not detect the attack due to lack of data about what is occurring in the sys-
tem as these solutions are characterized by their inability to completely observe,
collect and analyse all the system assets because of technological constraints or
visibility problems (i.e., inaccurate data interpretation or a difficulty to observe
events). Second, whereas the attack may impact different system components
located everywhere, a security reaction can be ineffective as it affects only a spe-
cific component in a particular emplacement. To this end, we need to test the
resilience of the supervised system to different attack executions under diverse
contexts and using a set of distributed security solutions.

Many works were developed to analyze the system’ security state. For exam-
ple, in [3], researchers studied the Vulnerability Assessment and Penetration
Testing (VAPT) tool which consists of two tasks which are the vulnerability
assessment and the penetration tests. In another work [4], researchers proposed
a graph-based active cyber defense model, developed analytics to describe the
supervised systems and the deployed security solutions, and studied the effective-
ness of the adopted defense techniques when faced to threats and vulnerability
rate increase. The majority of the developed cyber defense models are central-
ized. For example, in [5], researchers presented an observation-based technique
ensuring the detection of cyber attacks on femtocells. In fact, they deployed a
set of observer agents on smartphones to monitor, collect, and send detected
events to a centralized server where the data will be analyzed. Moreover, in
[6], researchers developed a centralized intrusion detection system for cloud
based environment. The proposed model consists of a set of collaborative SHIDS
(Smart Host Intrusion Detection System) deployed in the virtual machines in
the cloud ensuring intrusions detection and alerts exchange with a central agent.
Also, in [7], researchers deployed a set of agents to supervise the networked sys-
tem and send their observations to a central agent to be analyzed. The latter
decides about the security state of the system, and the appropriate reaction will
be chosen based on a set of heuristics. The problem with these systems is that
they have a Single Point Of Failure (SPOF) [8] as if the central agent is affected,
the system becomes inefficient.

From these works, we can deduce the need to develop a distributed cyber
defense model to assess the effectiveness of the deployed security solutions faced
to known attack executions. Thus, we propose a context-based cyber defense
model for validating the ability of cyber system to defend against attacks by
executing them under a predefined context. Our model consists in: (a) defining
a library containing the different intruder actions part of known attack scenar-
ios. Using a correlation rule, the possible attack scenarios will be automatically
generated; (b) deploying a set of distributed agents to monitor the different sys-
tem parameters. Each agent is characterized by its observation function, defense
domain and reaction database; (c) developing the concept of attack execution
context describing the security environment in which the attack takes place; (d)
developing a model for describing the concept of global, local and observed exe-
cutable scenarios which allow to observe the step-by-step execution of an attack
scenario, and the observer agents’ behavior and reactions to this attack execu-



A Context-Based Model for Validating the Ability of Cyber Systems 297

tion. The model allows also identifying the step at which this attack scenario
can be blocked.

Our contribution is four-fold. First, we develop a cyber defense model that
allows to generate a set of observed local attack scenarios from global executable
ones by executing the latter under diverse contexts. Second, we develop a model
to assess the efficiency of the deployed security solutions faced to different attack
executions. Third, we model the context under which the attack scenario is exe-
cuted. Fourth, we develop a distributed monitoring system to supervise different
system parameters and thus to generate a novel layered attack scenarios’ execu-
tion model.

The remaining part of this paper is organized as follows. In Sect. 2, we present
the requirements of a context-based cyber defense model to validate the sys-
tem’s resilience to different attack scenario executions. Section 3 illustrates the
concept and usage of Global Executable Scenario and Local Executable Sce-
nario. Section 4 defines the context concept, the observation-based system and
the Observed Local Scenario. In Sect. 5, we present the methodology that we
follow to apply our approach. Before concluding our work, we test, in Sect. 6,
our approach against the Wannacry attack [9].

2 Requirements

A context-based cyber defense model for validating the cyber system resilience
to different attacks execution should fulfill the subsequent requirements:

Modeling the Attack Execution Context: The attack scenario execution
and its impact differ from one system to another. In fact, an attack scenario
can target one/many systems containing distributely deployed security solutions
that have different configurations. The latter may/may not observe the attack
scenario and defend against it. Thus, introducing the attack execution context
(the security environment of the supervised system) becomes important.

Modeling Security Solution and Incompleteness of Data Observation:
As the deployed security solutions are unable to observe a complete information
about what is occurring in the networked system, it is needed to develop a novel
technique that models the system reactivity based on incomplete collected data.
This model describes the observations generated by a set of distributed and
autonomous security solutions and presents how and when the system reacts.

Modeling the Actual Attack Scenario Execution: To accurately analyze
the effectiveness of the security solutions in defending the networked system, it is
necessary to model the real scenario execution that can be obtained by consider-
ing the distributed security solutions, their partial observability to the scenario
execution, their defense domains, and the reaction that they may execute.

Modeling the Reaction System: It is needed to provide a formal definition
of system security reactions. In fact, defining the reactions that can be executed
on the system and the conditions related to their execution is important to
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well defend the networked system against released cyber attacks. Also, a formal
definition of security reactions will ensure the description of a wide class of them.

Developing a Virtual Execution Technique: It is important to develop a
technique that allows to verify the system resilience to the execution of different
known attack scenarios. This technique can be used to identify the system weak-
nesses, help modifying the adopted defense strategies, and updating the security
techniques to ensure a better system security.

3 Attack Modeling

In this section, we will illustrate the concept of Global Executable Scenario
(GES) and Local Executable Scenario (LES), in addition to the initialization
steps of the actions library used to generate these two types of scenarios.

3.1 Global Executable Scenario

An attack scenario is a set of actions that the intruder executes to reach his
objective. Each action execution moves the system from its actual state to the
next one until the state where the damage occurs, is reached. A state in our model
is the valuation of the variables used to model the system. Let V = {v1, v2, ..., vn}
be the set of variables that model the system. A state s is modeled as s =<
||v1||, ||v2||, ..., ||vn||>s where ||vi||s presents the value taken by the variable vi
in the state s, and n is the number of variables used to model the system.

In our model, we define an actions library Lib that contains the different
actions (legitimate and malicious) part of known attack scenarios. Each action,
say A, in Lib provides modifications on the set of global variables V , and is
defined by two parameters:

– Action Preconditions (Pre): Logical predicates presenting the information
needed to execute the action (i.e., predicates that once satisfied in the actual
system state, the action can be executed).

– A Relation between two system states “A(si) = si+1”: If the preconditions of
the action A are satisfied in the state si (i.e., Pre(A)si = True), the action
can be executed and the system will move to the next state si+1.

From Lib we can automatically generate all possible attack scenarios using the
following correlation rule. Let Ai and Aj two actions contained in Lib, Ai and Aj

will be correlated iff there exist two states si−1 and si such that: (a) Ai(si−1) = si
and (b) Pre(Aj)si = True.

We assume that all the scenarios contained in Lib are finite scenarios, or can
be transformed to finite ones by using generation heuristics (e.g., an action will
be considered as terminated if it is executed more than a predefined number of
times even if it is still enabled). We define a Global Executable Scenario (GES)
S as S = <s0, A0, s1, ..., Am−1, sm>, where a state si provides a valuation of all
the variables used to model the networked system and an action Ai can modify
one or many of variables in V .
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3.2 Local Executable Scenario

The variables V = {v1, v2, ..., vn} used to model the supervised system can be
divided according to a chosen feature to a set of groups. This feature can be the
security solution placement in the networked system, the nature of the system
resources or any other one. Based on the selected feature, the system can be
divided into a set of layers L = {L1, L2, ..., Lm}. Each layer Li is defined by a
set of local variables Vi ∈ V . For example, if we choose the nature of the super-
vised system resources, the system can be divided into three layers which are the
physical layer, the network layer and the software layer. Consequently, an action
Ai executed in the system and moving it from the state si to the next state si+1,
is in reality a set of subactions Aj

i , i ∈ {1, .., n} (n is the number of actions com-
posing a known scenario S) and j ∈ {1, ..m} (m is the number of system layers),
that are executed in parallel and in an atomic manner (i.e., either all occur, or
nothing occurs). Indeed, the execution of the global action Ai is conditioned by
the successful execution of all the subactions Aj

i , thus an action Ai will be mod-
eled as: Ai = A1

i |A2
i |....|Am

i , where Aj
i is the local action part of the global action

Ai which impacts only the values of the variables belonging to the system layer
j. Hence, the subaction Aj

i will move the subsystem j from the substate sji (i.e.,
the valuation of the variables belonging to this layer) to another one sji+1. As a
result, the GES is a set of Local Executable Scenarios (LES) S

j

that we model as
S

j

= <s
j

0,A
j

0,s
j

1,...,s
j

n,A
j

n>. If the execution of an action Ai does not modify the
variables belonging to the layer j, the subaction A

j

i part of Ai will be replaced by
the action “identity” Id. So, if S

j

=<s
j

0,A
j

0,s
j

1,...,s
j

n,A
j

n> and A
j

0=Id, this means
that sj0 = sj1. To clarify the concept of LES, we present the example shown in
Fig. 1, where the GES S=< s0, A0, s1, A1, s2, A2, s3 > is divided into three LESs
as the system was decomposed into three layers based on the supervised sys-
tem resources nature (physical layer (L1), network layer (L2), software layer
(L3)): L1: S1 = <s10, A

1

0, s
1
1, A

1

1, s
1
2, A

1
2, s

1
3>, L2: S2 = <s20, A

2
0, s

2
1, Id, s22, A

2
2, s

2
3>

and L3: S3 = <s30, A
3
0, s

3
1, A

3
1, s

3
2, A

3
2, s

3
3>. The action A1 has no impact on

the network layer as its execution does not modify the substate s21, thus the
action A2

1 = Id. Moreover, each global action is a set of subactions according
to the layer in which the action is observed. For example, the global action
A0 = {A1

0, A
2
0, A

3
0}, where A1

0 is the impact of the execution of A0 on the phys-
ical layer , A2

0 is the impact of the execution of A0 on the Network layer , and
A3

0 is the impact of the execution of A0 on the software layer.

4 Context Modeling

In this section, we will define the attack execution context and the observations-
based system.
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Fig. 1. Local Executable Scenario

4.1 Context Definition

The execution of cyber attack scenarios differs from one system to another based
on the security environment of the latter. In this work, we define an attack
execution context C as a three tuple information <OA, obs(), Rdb>, where:

OA: the network of distributed Observer Agents (OA) deployed on the super-
vised system to monitor a set of system parameters. The OA network’ role con-
sists in monitoring a set of variables modeling the layer to which they belong.

obs(): the observation function characterizing each OA.
Rdb: the reactions databases, where each one will be assigned to an OA.

4.2 Observer Agent Role and Configuration

An observer agent OA denotes a security solution used to monitor a set of
variables belonging to a specific system layer. The Agents are supposed to be
protected against flooding attacks that overwhelm them with a huge amount of
traffic. It is modeled as: OA(L,DD, obs(), Rdb):

– L: Each OA is deployed at some layer L which limits its ability to supervise
any type of resources.

– DD: Each OA has a Defense Domain DD which defines the set of variables
V in the layer L that is able to observe. Indeed, the DD provides the set of
local variables whose values can be used to deduce if an action was executed
and whether such an action is malicious.

– Rdb: To each OA, we assign a local reactions database Rdb which defines the
countermeasures that this agent can execute based on a predefined predicates
that will be computed over the values of the variables belonging to the DD.

– obs(): Each OA is characterized by its observation function obs() that
describes how it observes the variable values modification in each system
state. In fact, obs() is a function that associates to each variable v ∈ V of the
DD its observed value in a given system state s, denoted by ||v||s. If, in a
given state s, the value of the variable v becomes invisible, we have ||v||s = ε.

4.3 Reactions Database Rdb

In our model, we assign a reactions database Rdb to each OA representing the
countermeasures that it can execute. Each reaction R in Rdb is modeled by two
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parameters (Pred,Act), where Pred is a predicate that will be computed over
the observations O obtained by the observer (such an observation was computed
over the variables belonging to the DD), and Act is the action to be executed
once Pred = True. In this work, we model five possible actions:

Alert: if R.Pred(O) = True, an alert Alt(O) will be generated.
Alert&Block: if R.Pred(O) = True, an alert Alt(O) will be generated, and

the scenario execution will be blocked.
Reconfigure obs(): if R.Pred(O) = True, ReConf(Agents,Rconf) will

be executed, so for the OA designed in the parameter ‘Agents’, their observation
functions will be reconfigured based on the functions defined in ‘Rconf ’. This
reaction will enhance the system observability, as for certain variables that are
invisible unless a set of variable values exceed certain thresholds, the adjustment
of the latter will enhance the system visibility.

Activate OA: if R.Pred(O) = True, Activate(Agents) will be executed,
so that asleep OA denoted by the parameter ‘gents’ will be activated. We sup-
pose that initially not all the agents are activated to reduce resources overhead.
Activating asleep observers will increase the system observability.

Activate Rules: if R.Pred(O) = True, Activate(R) will be executed, so the
deactivated security rules defined in Rdb will be activated. In fact, we assume
that in each Rdb, a set of reactions will be deactivated to reduce the processing
time and complexity. Based on a set of predefined predicates, the OA can decide
to activate them and use them in the remaining part of the scenario execution.

To prevent the reactions from interfering, we define the following rule: The
reaction rules in each database Rdb should be ordered, so that, the first enabled
reaction (i.e., its predicate becomes true) is the one that will be executed and
the subsequent ones are ignored.

4.4 Observed Local Scenario

As we said before, a GES is decomposed into a set of LESs. The latter will
not be totally visible. In fact, the LES can be totally observed by a set of OA,
partially observed by other ones and invisible by the rest. Also, in each step of
the scenario execution, a security reaction can be executed where the latter can
be: (a) blocking the considered subaction which results in blocking the global
action, and therefore, the scenario execution, (b) activating new agents, and/or
reactions rules or (c) modifying the configurations of some OA (see previous
subsection). The reactions’ impact on the local attack scenario execution needs
to be considered to deduce the actual executable scenario. From this perspec-
tive, we define the concept of Observed Local Scenario (OLS) which describes
the observed part of the generated LES and the OA’ behavior and reaction to
each step of its execution. In fact, in each step of the scenario execution, each
OA will generate a set of observations. Based on the latter, a set of reactions can
be executed and thus, considered in the remaining part of the attack executions
(a list of alerts will be updated each time an alert is generated, the new acti-
vated agents and/or rules will contribute in detecting and reacting to the next
execution steps) until a blocking reaction is executed. At this stage, the system
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Algorithm 1. Observed Local Scenario Generation
AltTrails = {∅}: list of generated alerts
SysEnd = False: once the scenario execution is blocked SysEnd = True

– For each scenario S in Lib,
1. let s be the initial state of S
2. Repeat until (all states in S are tested or SysEnd = True)

(a) For each system layer Li

i. Compute obs(si)

• For each OA
∗ Compute the set of enabled reaction R′=

⋃{R ∈ �/Pred(R) =
True}

∗ If R′ �= {∅} Then set r ← Head(R′) // execute the first reaction
· If r.Act = Alert Then AltTrails = {Alt(O)};
· If r.Act = Alert&Block Then AltTrails{Alt(O)} & SysEnd =
True;

· If r.Act = Reconf(Agents,Rconf()) Then
For each OA ∈ Agents Do OA.obs() ← Rconf();

· If r.Act = Activate(Agents) Then OAlist = {OAlist, Agents};
· If r.Act = Activate(R) Then Rinit = {Rinit, R}/R ∈ Rd;

∗ End
• End

(b) End
3. Execute A/ Pred(A)s = True & A(s) = t
4. s ← t
5. End

– End

will verify whether the state where the damage occurs has been reached or not
to conclude whether the security solution is efficient in reacting to the attacks
under the current context.

5 Methodology

In this section, we will detail our approach. First, we define the actions library
and configure it so that all the possible scenarios will be automatically generated.
Then, the variables that will be used to model the supervised system have to be
chosen and divided into groups based on the system layers. From these groups,
the variables that will be monitored by the OA network need to be specified and
the OA need to be configured. Our methodology is presented in Algorithm1 that
takes as input the set of reactions � = {Rinit, Rd}, where Rinit and Rd are the
subsets of initially activated and deactivated reactions, respectively, and OAlist
is the list of initially activated agents.

To exemplify our approach, let’s refer to the example presented in Fig. 2.
The system is divided into three layers according to the nature of the supervised
system resources: S (Software Layer), N (Network Layer), Ph (Physical Layer)
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and it will be modeled by six parameters{v0, v1, v2, v3, v4, v5}. We deploy three
OA configured as follows:

OA1: (S, {v0, v1}, obs1(), Rdb1) where obs1() = {obs(v1, s) = ||v1||s if v1 ≥
1 else ε; obs(v0, s) = ||v0||s if v0 ≥ 1 else ε} and Rdb1= {(v0 > 2, Alert);
(v1 ≥ 5, Alert&Block)}

OA2: (N, {v2}, obs2(), Rdb2) where obs2() = {obs(v2, s) = ||v2||s if v2 >
0, else ε} and Rdb2= {(v2 ≥ 3, Alert&Block)}

OA3: (Ph, {v4},obs3(), Rdb3) where obs3() = {obs(v4, s) = ||v4||s if v4 ≥
0, else ε} and Rdb3= {(v4 = 5, Alert)}

We define the damage state as the state where the predicate “Damage :
v3

�
= 4” is equal to True. We start by computing obs(sk0) where k ∈ {1, 2, 3}

and, in each execution step, we verify whether a reaction will be executed by
the OA network. As it is presented in Fig. 2a, no security reaction was launched
and the action A0 will be executed. Similarly, we repeat the same tasks for the
next scenario execution steps. We notice that by computing obs(s33), an alert was
generated by OA1 as v0 > 2, and the scenario execution was blocked in the state
s4 by the OA2 as v2 ≥ 3. Also, even if OA2 noticed that the damage occurred in
state s22 (“v3 = 4”=True), it can only react in the substate s24 by blocking the
attack scenario execution. By changing the attack execution context as follows:
C{{OA1, OA2, OA3, OA4}, {obs1(), obs2(), obs3(),obs4()= {obs(v3, s)=||v3||s if
v3 > 1, else ε}} and {Rdb1, Rdb2, Rdb3, Rdb4 ={(v3 ≥ 3, Alert&Block)}} (see
Fig. 2b), the attack execution will be blocked from sate s2 which shows the impor-
tance of considering the attack execution context to verify the system resilience
to different attack executions.

Compared to machine learning-based mechanisms, our proposed approach
does not require a learning phase and it allows to test the execution of the same
attack scenario under diverse contexts.

6 Case Study

To show the effectiveness of our approach, we consider the “WannaCry” attack
that took place in May 2017 and affected more than 300000 computers all over
the world. This ransomware spreads over the internet by exploiting a vulner-
ability in Windows operating systems. After gaining access to these systems,
the users data will be encrypted, and a message will be displayed informing
the victim that he needs to pay a ransom (between 300$ and 600$) to get his
data back. The WannaCry attack consists of a set of actions which are: Spear
Phishing, Gaining access, Thread creation, Scanning over 445, Exploiting Eter-
nalBlue, Installing DOUBLEPULSAR Backdoor, Communication to C2 server,
Installing Ransomware, Changing the file access permission, Terminating pro-
cesses and Encrypting Files. We divide the supervised system to three layers
based on the system resources nature as follows:

Software Layer: To monitor this layer, five parameters are used:
v1 = File-access-control-violation: Initially v1 = 0 and once a violation of at

least one of the file access control policy is detected, its value changes to 1.
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Fig. 2. Observed local scenario generations

v2 = Important-services-availability = [DB-service, file-sharing service, email-
service]: It informs about the state of three important services which are DB-
service, file-sharing service, and email-service. Initially v2 = 1, but once one of
them is terminated/cannot be executed normally, its value changes to 0.

v3 = Installed-suspect-programs: Initially v3 = 0 and once a suspect program
is detected in the supervised asset, its value changes to 1.

v4 = Unusual-asset-activities: Initially v4 = 0 and its value changes to 1 once
an unusual activity in the supervised asset is detected.

v5= Gained-privileges: Initially v5 = 0 (no access is gained) and it changes
to 1 once a user access is gained and to 2 if a root access is gained.

Network Layer: To monitor this layer, two parameters are used:
v6 = Network-traffic-amount: v6 supervises the network traffic volume. We

configure it to take one of three values: τ1 if an usual network traffic volume is
detected, τ2 once an acceptable increased rate of the network traffic volume is
noticed, and τ3 if an unusual volume of the network traffic is identified.

v7 = Unusual-traffic-connection: Initially, v7 = 0 and, once an internal agent
connects to an unauthorized external asset, its value changes to 1.

Physical Layer: To monitor this layer, two parameters are used:
v8 = System-performance-degradation: Initially, v8 = 0 and, once a degrada-

tion in system performance is detected, its valuechanges to 1.
v9 = System-availability: Initially, the system is available and v9 = 1, but

once it becomes unavailable the value of v9 changes to 0.
After modeling each system layer, we configure the OA network. In this case

study, three OA will be deployed and configured as follows:
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Fig. 3. Wannacry scenario execution

OA1: (S, {v2, v5}, obs1(), Rdb1); obs1() = {obs(v2, s) = ||v2||s if v2 ≥
1 else ε; obs(v5, s) = ||v5||s if v5 ≥ 0 else ε} and Rdb1= {(v2 �= 1, Alert&
Block); (v5 ≥ 1, Alert)}.

OA2: (N, {v6}, obs2(), Rdb2); obs2() = {obs(v6, s) = ||v6||s if v6 ≥ τ1, else
ε) and Rdb2= {(v6 ≥ τ2, Alert)}.

OA3: (Ph, {v8}, obs3(), Rdb3); obs3() = {obs(v8, s) = ||v8||s if v8 ≥
0, else ε} and Rdb3= {(v8 = 1, Alert&Block)}.

To assess the efficiency of the deployed security solutions faced to Wannacry
attack execution, we start by computing the observations of its initial state s0
w.r.t. each system layer: obs(s10) ={v2 = 1, v5 = 0}, obs(s20) ={v6 = τ1} and
obs(s30) ={v8 = 0}, and in each layer we verify whether a security reaction will be
executed. As none of the predicates on which the reactions execution depends
is equal to true, no reaction was enabled and thus, “Scan over 445” will be
executed. By computing obs(sk1) where k ∈ {1, 2, 3}, we notice that the network
traffic amount increases (v6 = τ3) (see Fig. 3), and an alert was generated by
the OA2. “Scan over 445” action did not modify the substates s10 and s30, thus,
this action is equal to the Id action. After that, “exploit EternalBlue” will be
executed. Even if OA1 sees this action as a suspicious one, and generates an alert
(v5 = 1), this action did not modify the values of the observed variables in both
the network and the physical layer. The actions will be executed, the observations
over the different substates will be computed and the enabled reactions will be
launched until the scenario execution is either blocked or terminated. In this case,
the scenario was blocked after the “termination processes” action as the OA1
blocks the sub-action indicating that one or more of the important services are
unexpectedly terminated (obs(s17) ={v2=0}) and the OA2 blocks the sub-action
that informs about a degradation in the system performance (obs(s37) ={v8=1}).

Even thought the scenario was blocked in this state, we can get a much better
result by modifying the execution context as follows:

C{{OA1, OA2, OA3}, {obs1(), obs2(), obs3()}, {Rdb1, Rdb2, Rdb3}; obs1() ={
{obs(v2) = ||v2||s if v2 ≥ 1, else ε; obs(v5) = ||v5||s if v5 ≥ 0 else ε;
obs(v3) = ||v3||s if v3 ≥ 0 else ε} and Rdb1= {(v2 �= 1, Alert&Block); (v5 ≥
1, Alert); (v3 = 1, Alert&Block)}. In fact, we added the variable v3 to OA1’ DD.
We re-execute the WannaCry attack scenario (Fig. 4). The scenario execution
was blocked from the “Install DOUBLEPULSAR Backdoor” action as the OA1
detects the installation of a malicious program in the supervised asset.
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Fig. 4. WannaCry scenario execution under a changed context

7 Conclusion

In this paper, we developed a context-based cyber defense model for validating
the ability of cyber systems to defend against cyber attacks execution. In fact, we
implemented a distributed observer agents network to monitor the supervised
system, where each observer has a partial observation to the cyber system, a
defense domain, and a reaction database. In addition, we developed a model
ensuring the generation of a set of observed local attack scenarios from a global
executable one by executing that scenario under different contexts describing
the security environment in which the attacks take place. The developed model
ensures a detailed description and an observation of the step-by-step execution
of the attack scenario, and the identification of the step at which the scenario
can be blocked. In a future work, we will deploy a cooperative OA network
and extend the defense model to take into consideration the processing time of
actions and its impact on the undertaken reactions.
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Abstract. Contrary to interference which is unintended, jamming is
intentionally created by an adversary in order to prevent the receiver
from properly decoding the legitimate signal. It can cause severe denial of
service by targeting channels carrying critical information. In this paper,
we use multiple-input multiple-output (MIMO) technology to eliminate
the jamming signal in mobile smallcells. To achieve this, we combine
spectral diversity together with beamforming. The receiver is equipped
with two antennas receiving at two different frequencies, while the trans-
mitter uses two uniform linear antennas arrays (ULA) each transmitting
the signal at one of those frequencies. Based on a pre-calculated ratio
of the jammer’s channels sensed by the receiver, jamming is suppressed
from the output signal. In fact, beamforming weights associated to each
antenna array are adequately adjusted in order to constructively combine
the received signals. Conducted simulations prove the efficiency of the
solution in mitigating the attack by achieving satisfying bit-error-rates
(BER).

1 Introduction

The research on jamming attack mitigation in next generation wireless networks
is of a great interest. In fact, the transmission reliability in these networks is
very important due to the higher requirements of the carried services as well
as the scarcity of frequency resources. In the meantime, jammers’ capabilities
are increasing due to software defined networking advancements. Until today,
the most popular anti-jamming methods consist in channel hopping. Several
works have been proposed in this way [1–3]. However this technique degrades
the spectral efficiency. Furthermore, it is inefficient when the whole bandwidth
is being jammed, or when the jammer have enough cognitive radio capability to
rapidly switch to the used frequency. A promising category, nowadays, includes
Multiple Input Multiple Output (MIMO) based techniques. In fact, in addition
to its promising feature in enhancing the wireless system capability by boost-
ing the achievable throughputs, MIMO enables efficient interference cancellation
(IC) [4–6]. Similarly, it can be exploited for jamming signal suppression, which
has recently inspired several researchers to propose MIMO-based techniques for
jamming attack mitigation [7–9]. In [7] authors consider the case of a reactive
c© Springer Nature Switzerland AG 2018
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jammer in Orthogonal Frequency Division Multiplexing (OFDM) communica-
tion. Their defense scheme works by adjusting the legitimate signal direction to
be orthogonal to that of the jammer through signal rotation enabled by MIMO.
Eventhough, the jamming can be efficiently mitigated, the measures and calculs
required to track the jammer’s channel in this scheme are very costly. In [9],
authors use two antennas at the reception to eliminate the jamming signal using
a pre-calculated ratio of the jammer channel coefficient, and their scheme can
be applied for constant and reactive jammers. Authors of [8] propose to opti-
mize the transmission strategy of a MIMO-OFDM communication according to
the jammer status while reducing energy consumption. Another sub-category of
multiple antenna based techniques consists in beamforming schemes. Beamform-
ing can be applied at the transmission or the reception sides, known respectively
as transmit beamforming and receive beamforming. In the literature, the most
used approach, among the two, is receive beamforming [10] (also known as spa-
tial filtering). It permits to enhance the signal-to-interference-plus-noise ratio
(SINR) at the direction of arrival of the intended signal and nulls signal coming
from the direction of the jammer. Several works have been proposed in this way
[11–14]. However, the main inconvenient of these schemes is that the receiver
should have strong capabilities to perform the necessary processing. In addition,
they necessitate knowledge about the jammer’s position, which further increases
their complexity.

The aim of this work is to propose a jamming attack supression scheme suit-
able to mobile smallcells based on transmit beamforming and double channel
ratio (DCR). The anti-jamming scheme presented in this paper is limited to the
case of a constant jammer. Nevertheless, we note that it can be extended to a
reactive jammer scenario through the use of preamble exchange. The contribu-
tions are three-fold:

1. First, we propose a jamming mitigation startegy based on a collaboration
between the transmitter and the receiver. In fact, the communication cycle
is divided into three periods, namely: DCR sensing period by the receiver,
beamforming weight adaptation period by the transmitter, and transmission
period.

2. Second, we combine spectral and spatial diversity by subdividing the antenna
array into two sub-arrays each performing transmit beamforming at a distinct
frequency. The jamming elimination is performed thanks to the used spectral
diversity and the pre-calculated DCR.

3. Third, we adequately adjust the beamforming weights in a way that con-
structively combines the received signals. The desired signal is then efficiently
recovered.

The remainder of this paper is organized as follows. Section 2 presents the system
model considered for this framework. Then, in Sect. 3, the proposed jamming
mitigation scheme is described. After that, simulations are presented in Sect. 4.
Finally, Sect. 5 concludes the work.
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2 System Model

2.1 General System Architecture

As illustrated in Fig. 1, we consider a network architecture composed of fixed
SmallCells (each denoted fSC) deployed at the edge of a road, and mobile Small-
Cell nodes (denoted mSC) deployed at the exterior roof of vehicles and are served
by the fSCs. The road is composed of two ways of opposite directions, and jam-
mer is located at the edge of the road. In our architecture, each fSC is equipped
with a vector of multiple antennas for downlink transmission. This vector is
designed to create beams towards the targeted served mSCs. The latter, on the
other hand are equipped each by a vector of only two antennas for reception.
In fact, we assume that the fSC uses, for each served mSC, two frequencies to
carry the downlink signal. Thus, the mSC should receive two versions for the
same signal each on separate frequency.

Fig. 1. General network architecture.

2.2 Jamming Model

The jammer considered in our architecture is immobile and assumed to be
located at the edge of the road. We assume that it is equipped with multiple
antennas in a way that it transmits the jamming signal on multiple sub-channels
simultaneously. The worst case would be when he transmits on all the available
sub-channels. It is clear that in this case channel hopping cannot be applied to
countermeasure the attack.



MIMO Beamforming Anti-jamming Scheme for Mobile Smallcell Networks 311

2.3 Transmit/Receive Model

At the fSC level, we are interested in a rectangular antenna array composed of L
parallel uniform linear arrays each of which is composed of N -elements. Unifor-
mity of ULA arrays is related to the fact that all the antenna elements have the
same radiation pattern (assumed to be omnidirectional) and are equispaced with
d the distance between two consecutive elements. For each mSC node a linear
sub-array is used to create a beam towards it. These L vectors are parallel to
each other with a distance e between each two consecutive ones. The illustration
of the transmitting antenna design at the fSC is depicted in Fig. 2. The antenna
array at the fSC base station is supposed to be parallel to the ground with an
altitude h. Le o be the projection of the first antenna element to the ground. We
consider the coordinates system (X, Y, Z) having as origin the point o and where
(oZ) is the line passing through the first antenna element of the array, (oY) is
parallel to the trajectory of the vehicle which is supposed to be a straight line,
and (oX) the perpendicular to (oZ, oY). A depicted in Fig. 2, the position of the
targeted mSC m according to these coordinates is given by its elevation angle θ
and its azimuth angle φ and its distance lm to the origin o.

Fig. 2. Transmitting antenna design at the fixed smallcell node.

Channel Model. The available bandwidth is divided into multiple sub-
channels. The channel model characterizing each of these sub-channels is affected
by three phenomena, namely, small scale fading including channel fading and
Doppler shift effect, and large scale fading including pathloss.
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Channel fading: We consider slow fading channel model related to shadowing so
that the channel fading matrix H is constant over a time period of m symbols.
The entries of H are assumed to be independent and identically distributed
(i.i.d).

Doppler shift effect: The Doppler shift effect is a phenomenon related to mobility.
In fact, the transmitted signal is subject to a shift fD in the carrier frequency
given by:

fD =
v cos ψ

λ

where ψ is the angle of arrival of the signal to the receiving antenna relatively to
the direction of motion. The Doppler shift fD is positive if the vehicle is moving
towards the transmitting fSC, and it is negative otherwise.

Pathloss: We adopt a free-space pathloss model. For an omnidirection antenna
elements, it is expressed in function of the distance l of the mSC to the fSC as
follows:

PL (l) =
(4πl)2

λ2

Received Signal Without Jamming. Let x (t) denote the modulated signal
transmitted simultaneously from each of the N antenna elements of the fSC at
time slot t. We assume that the time the signal takes to propagate is low enough
that the receiving antenna receives it at the same time slot t. The complex rep-
resentation of the signal component originating from the kth antenna element of
the fSC array i (corresponding to transmission frequency i), without considering
beamforming, is expressed by [15]:

xk (t) =
1

√
PL (lk,i)

hk,i (t) ej2π(fc,i+fD,i)(t+τk,i)x (t) (1)

where τk,irefers to the time shift associated to the kth antenna respectively to
the reference antenna. Since the array consists of an uniform linear array aligned
within the y-axis, and if we take the first antenna in the array as the reference
as illustrated in 2, then this time shift can be given by [16]:

τk,i =
d

c
(lk,i − 1) cos θi (2)

Thus the complex representation of the received signal at the ith antenna
element of the mSC without considering jamming is expressed as follows:

yi,free (t) =
k=N∑

k=1

ωk,i
1

√
PL (lk,i)

x (t) hk,i (t) ej2π(fc,i+fD,i)(t+τk,i) (3)

where ωkis the beamforming weight applied to antenna k.



MIMO Beamforming Anti-jamming Scheme for Mobile Smallcell Networks 313

Received Signal with Jamming. We denote by j (t) the jamming signal
transmitted by the jammer at time slot t, hJ,i (t) the channel coefficient between
the jammer and the receiving antenna i. The complex representation of the
received signal at he ith antenna element of the mSC subject to jamming at
time slot t is expressed as follows:

yi,jammed (t) = yi,free +
1

√
PL(lJ,i)

j (t) hJ,i (t) ej2π(fc,i+fD,i,J )t (4)

Signal-to-noise Ratio. The signal to noise ratio is the ratio between the
received signal power and the power of noise. Let Ni(t) be the noise perceived
by the receiving antenna i at time slot t. The signal-to-noise ratio expressions
for antenna i at time slot t without jamming and with jamming, are respectively
given by:

SNRi,free(t) =
|yi(t)|2
|Ni(t)|2

and

SNRi,jammed(t) =
|yi,jammed(t)|2

|Ni(t)|2

3 Proposed Jamming Mitigation Approach

3.1 Jamming Detection

The mSC detects the jamming based on the perceived signal-to-noise ratio. We
assume that the fSC transmits with a constant transmit power. At each time
slot the mSc estimates the SNR without jamming, denoted ˜SNRi,free (t). Then,
the power of jamming signal is estimated based on the difference between the
received SNR and the estimated one.

P̃jamming (t) = SNRi,jammed (t) − ˜SNRi,free (t)

If the estimated jamming power is higher than a certain threshold value Γth

(P̃jamming (t) ≥ Γth), then there is jamming, otherwise no jamming is detected
and the calculated value P̃jamming (t) is considered to be the estimation error.

3.2 Jamming Elimination

Once jamming detection is successful, the mSC informs the fSC of it and the
jamming elimination mechanism is launched between the mSC and the serving
fSC. Communication between the fSC and the mSC is based on communication
cycles as illustrated in Fig. 3. Each communication cycle t is constituted of a
total of m mini times slots which is the period during which the channel fading
is assumed to be quasi-constant, and it includes three periods:
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Period 1: Sensing or DCR Calculation. This period is of length n such that
n < m. During this period, the fSC doesn’t transmit any signal to the mSC. In
fact, this period is used to let the mSC sense the jamming signal received at each
antenna element, and have an updated channel coefficient at each communication
cycle to calculate the DCR value. In fact, for a time slot t in the sensing period
of a given communication cycle, the received signal during sensing at antenna i
of the mSCis expressed as follows:

yi,sensing (t) =
1

√
PL (lJ,i)

j (t) hJ,i (t) ej2π(fc,i+fD,i,J )t (5)

Thus the jamming channels ratio (DCR) for each time slot t in the communica-
tion cycle in question is given by:

ϕ(t) =
y1,sensing(t)
y2,sensing(t)

=

(√
PL (lJ,2)√
PL (lJ,1)

ej2π(fc,1+fD,1,J−fc,2−fD,2,J )t

)
hJ,1(t)
hJ,2(t)

(6)

Thus:

hJ,1(t) = ϕ(t)

(√
PL (lJ,1)√
PL (lJ,2)

ej2π(fc,2+fD,2,J−fc,1−fD,1,J )t

)

hJ,2(t) (7)

Fig. 3. Communication cycle periods

Period 2: Beamforming Weights Adaptation. The beamforming weights adapta-
tion period is a short period following the DCR calculation. During this period,
the mSC informs the fSC about the value of ϕin order to adjust the beamforming
weights accordingly. For this purpose, the maximum ratio transmission (MRT)
beamforming is used and the beamforming weights are adjusted according to new
channel coefficients as it will be explained in the next paragraph (see Eqs. 10 and
11). The fSC is assumed to have knowledge about the channel coefficients based
on channel state information.



MIMO Beamforming Anti-jamming Scheme for Mobile Smallcell Networks 315

Period 3: Transmission. During the transmission period, the fSC transmits the
useful signal to the mSC in the two carrier frequencies using beamforming. At the
mSc level, the received signals at each antenna include a useful signal component
and a jamming component. They are combined based on the already calculated
jamming signals ratio in a way to eliminate jamming.

In fact, based on the received y1,jammed (t), y2,jammed (t), and the pre-
calculated ϕ (t), the mSC computes a new output signal ynew(t):

ynew(t) = yy1,jammed (t) − ϕ (t) y2,jammed (t) (8)

For simplification, the pathloss from each transmitting antenna to each
receiving antenna can be assumed to be equal. This is because the distance
between elements in the antenna arrays are negligible compared to the distance
between the transmitter and the receiver. We denote by PL(t) the pathloss at
time slot t.

Furthermore, given the symmetry between the two transmitting antenna
arrays, we have τk,2 = τk,1 = τk for each two equivalent elements of indice k
in arrays 1 and 2. Thus, ej2π(fc,1+fD,1)(t+τk,1) can be expressed as follows:

ej2π(fc,1+fD,1)(t+τk,1) = γej2π(fc,2+fD,2)(t+τk)

where γk = ej2π(Δfc+ΔfD)(t+τk).
In order to combine the two incoming signals, the mSC performs frequency

modulation operation on yy1,jammed (t) to modulate it over the carrier frequency
fc,2. Then, the two signals are combined and the output signal can be expressed
as follows:

ynew (t) =
1

√
PL(t)

k=N∑

k=1

(γkhk,1 (t) ωk,1 − ϕ (t) hk,2 (t) ωk,2) ej2π(fc,2+fD,2)(t+τk)x (t)

(9)
This signal can be treated as being coming from the second antenna array

after using adjusted beamforming. γkhk,1 (t)ωk,1 − ϕ (t) hk,2 (t) ωk,2 can be seen
as the concatenation of two weighted channels. In fact, for each antenna element
k, the two new channel coefficients at communication cycle t from the first and
the second array are: h̃k,1 (t) = γkhk,1 (t) and h̃k,2 (t) = −ϕ (t) hk,2 (t). Using
the maximum channel transmission beamforming, the adjusted beamforming
weights for array 1 and array 2 are respectively given by:

ω̂k,1 (t) =
γkhk,1 (t)

‖γkhk,1 (t)‖ (10)

ω̂k,2 (t) =
−ϕ (t)hk,2 (t)
‖ϕ (t) hk,2 (t)‖ (11)
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4 Simulation Results

We evaluate the performance of the proposed beamforming based de-jamming
scheme performed when a jamming attack is detected. The simulation model can
be described as follows. A transmission period of 104 symbol times is considered.
The used carrier frequencies values are 1800 GHz and 1800 MHz for fc,1 and fc,2

respectively, and a Rayleigh fading channel model is considered. We assume
that the receiving mSC follows a linear trajectory with a constant velocity v
taken equal to 90 Km/h throughout the simulation. The legitimate fSC and the
jammer are deployed at the either sides of the road, and they are equi-distant
to the mSC. This distance is initialized to 500 m at start of the simulation.

We define the de-jamming efficiency as the percentage of achieving a BER less
or equal to a given BER threshold BERth after jamming suppression. The DCR
detection period refers to the number of samples n used for averaging the DCR
value that will be used for jamming suppression when both the transmitter and
the jammer are transmitting. In Fig. 4 the de-jamming efficiency is evaluated as
function of the length of this period for both BPSK and QPSK modulations. And
it is compared for two values of BER threshold (BERth ) 10−5and 10−6. The
number of antenna elements in each antenna array is fixed to 15 elements and
the jammer’s power is considered to be equal to half the transmitter’s power (in
Watts). We remark that the more the detection length is increased the better
is the de-jamming efficiency. This is because the channel coefficients change
slightly over time. This change becomes more relevant when both the jammer
and the transmitter are using the channel simultaneously [9]. So it is important to
accurately estimate the value of ϕ by averaging on multiple samples. For BPSK,
after a certain DCR detection period n, the de-jamming efficiency reaches 100%.
As depicted in the figure, the efficiency in eliminating the jamming effect varies
according to the applied modulation. In fact, QPSK gives less efficiency than
BPSK. This is because it is characterized by a denser constellation which makes
successful decoding of symbols under jamming more difficult.

In Fig. 5 we vary the jammer-to-transmitter power ratio and evaluate its
impact on the de-jamming efficiency for two BERth: 10−5 and 10−6, the DCR
detection period to 30 mini times slots, and the number of antenna elements per
transmitting array to 15. We note that the power ratio is considered for values
of powers expressed in Watt. As expected, the de-jamming is at its highest
efficiency for low levels of jamming power. In fact, in the case of BPSK it stays
acceptable (higher than 90%) when the power ratio is lower than 0.4. However,
after this point the anti-jamming capability of the scheme decreases dramatically
until becoming null from 0.8 and 0.9 for BERth = 10−6 and BERth = 10−5 ,
respectively. The same behaviour is noticed in QPSK with a more rapid decrease
starting from a power ratio of 0.3. For this type of modulation, the efficiency
becomes null from a ratio of 0.6.

Figure 6 illustrates the variation of the average BER in function of the number
of transmitting antennas for different values of jammer-to-transmitter power
ratio (0.5, 0.6, 0.7 and 0.8). Here the DCR detection period is fixed to 30.
The values of the x-axis refers to the total number of antenna elements at the
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Fig. 4. De-jamming efficiency in function of the length of the DCR detection period

Fig. 5. De-jamming efficiency in function of the jammer-to-transmitter power ratio

transmitter side, which is varied from 6 to 42 with a step of 6. The BER decreases
linearly as the number of antennas increases. It goes below 10−6 for 42 antenna
elements and power ratio of 0.5. The obtained curves prove that the more we
increase the number of antennas used for beamforming, the better is the signal
recovered at the receiver. We can say that increasing the number of antennas used
for beamforming helps enhancing the resilience of the receiver to the jamming
attack under the same power transmission conditions.
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Fig. 6. BER in function of the total number of antenna elements using BPSK modu-
lation

5 Conclusion

This paper presents a new MIMO beamforming based framework that permits to
mobile smallcells to efficiently receive the useful signal in a presence of a constant
jammer. The jamming elimination scheme exploits spectral diversity together
with transmit beamforming. It works in three steps starting by calculating a
jammer channel ratio, then communicating it to the serving node to adjust
its beamforming weights, and finally transmitting the adequately beamformed
signals. Simulations, prove that the scheme can efficiently eliminate the jamming
signal for a sufficient number of transmitting antennas as well as DCR detection
period length. The presented solution can be extended for a reactive jammer as
well as multiple jammers scenarios, which can be the subjects of future works.
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Abstract. The healthcare industry has become a very important pillar
in modern society but has witnessed an increase in fraudulent activities.
Traditional fraud detection methods have been used to detect poten-
tial fraud, but in certain cases, they have been insufficient and time-
consuming. Data mining which has emerged as a very important pro-
cess in knowledge discovery has been successfully applied in the health
insurance claims fraud detection. We performed an analysis of studies
that used data mining techniques for detecting healthcare fraud and
abuse using the supervised and unsupervised data mining methods. Each
of these methods has their own strengths and weaknesses. This article
attempts to highlight these areas, along with trends and propose recom-
mendations relevant for deployment. We identified the need for the use
of more computationally efficient models that can easily adapt and iden-
tify the novel fraud patterns generated by the perpetrators of healthcare
claims fraud.

Keywords: Healthcare · Fraud detection · Assessment
Supervised learning · Unsupervised leanring

1 Introduction

According to Maslow’s hierarchy of needs, the most basic need of every individual
is the physiological need. The physiological needs of individuals consist of basic
needs such as food, water, and good health [1]. For the full functioning of any
individual, the individual first needs to be in good health. To be in good health
one needs to have access to the adequate medical treatment when needed. The
continuous rise in the cost of the medical care makes it more of a luxury than
a basic need in recent times. Health insurance was introduced to help manage
this cost and make healthcare more affordable for everyone. Health insurance is
a contract between a group of individuals or person with an insurer stating that
an individual pays an agreed premium for a specified health insurance cover [2].
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Health insurance relates to an insurance type that covers medical and surgical
expenses of a member.

The health insurance system has been impacted by fraudulent activities with
several parties involved trying to gain illegal benefits [3]. The impact of fraud
in the health insurance system results in loss of revenue, excessive time spent
on reviewing these claims by the insurance service provider thereby leading to
delayed feedback on reimbursements. We start by analyzing the medical billing
process in Sect. 2 to gain a better understanding of problem background. In
Sect. 3, we see how data mining can be applied to healthcare claims fraud and
current work. Section 4 defines an assessment framework which we apply to the
current work discussed in Sect. 3.2 to derive the results in Sect. 5. Based on
the results, we make recommendations for further improvements in Sect. 6 and
conclude in Sect. 7.

2 The Medical Billing Process

In this section, we analyze the healthcare system to understand how it func-
tions and the different role players involved. An understanding of the healthcare
process forms a base for the further exploration of how fraud can occur in the
healthcare claims process.

Fig. 1. A summary of the medical billing process flow (as visualized by the author)

The purpose of the health insurance claim process is for the service providers
to receive reimbursements for the services they offered. The reimbursements can
be paid to patients or the service providers. Figure 1 shows the flow of activities
in the health insurance claim process.
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2.1 Steps in the Health Insurance Claims Process

There are several steps involved in processing a health insurance claim. A brief
review of the steps involved in the medical insurance claim process involves a
patient receiving care from the licensed practitioner. The practitioner records the
services provided to the patient and the relevant International Classification of
Diseases (ICD) codes if diagnoses were made or Current Procedural Terminology
(CPT) codes if the patient was treated [4]. The patient’s data along with the
patient’s insurance information are also captured and added to the bill for claim
processing.

Now the claim has been sent through, the next step is processing the claim.
Processing these claims involves taking the details on the claim form and then
lining it up to a policy and then ensuring that these claims correspond to a rule
set out in the policy. Technologies such as Optical Character Recognition have
been employed to improve the speed and accuracy of claim processing. Software
systems have been employed to capture health insurance claim, thereby reducing
the possibility of unreadable information and reduce the risk of error in retrieving
the information on the claim form. Optical Character Recognition equipment has
also been used to process hard copy claims for efficiency and more accuracy [4].

Now, these claims have been processed, the next phase is the clearinghouses
which serve as the third-party or intermediate between the healthcare providers
and the insurance providers. The clearinghouses act as the central hub where
all the insurance claims are brought to be sorted and sent through to the vari-
ous insurance carriers. The clearinghouses are necessary because the number of
claims that provider needs to submit daily can be quite enormous and all these
claims go to different carrier. The clearinghouses are also susceptible to error or
fraudulent activities, so the process can go wrong at this stage [4]. The entire
process described above from the practitioner filling out the claim form to the
insurer receiving the claim can be exposed to various fraudulent activities and
can lead to loss of revenue from either the insurer or the healthcare provider.

2.2 The Definition of Health Insurance Fraud

Fraud has affected many facets of life and from the discussion above, the Health-
care sector is no stranger. To gain a clearer understanding of what healthcare
fraud is, a distinctive comparison is given between the terms fraud, waste and
abuse as these terms are sometimes used interchangeably.
Health insurance waste in healthcare is most times unrelated to fraud as
it mainly the provision of unnecessary health services without the intention of
defrauding the system [3]. Waste can only be fraud and abuse when the act is
intentional. Waste can occur when services are over-utilized and then results in
unnecessary expenditure [5].
Health insurance abuse describes the billings of practices that either directly
or indirectly, is not consistent with the goals of providing patients with services
that are medically necessary, meet professionally recognized standards, and are
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fairly priced [5]. Abuse occurs when the practices of the service provider are not
in line with sound business practices.
Health insurance fraud is purposely billing for services that were never per-
formed and or supplies not provided, medically unnecessary services and altering
claims to receive higher reimbursement than the service produced [5]. Fraud is
when healthcare is paid for by the insurance subscriber but not provided or a
situation whereby reimbursements are paid to the service provider while no such
services were provided.

Now we have discussed the differences between waste, abuse, and fraud. The
next section discusses the role data mining plays in reducing or eliminating
fraud in the healthcare billing process. We look at the drivers for fraud in the
healthcare industry and how these factors have affected the health insurance
industry.

3 Data Mining in Health Insurance

Technology has played a major role in the Health insurance industry. The impact
of advances in technology can be seen in the various aspects of health insurance
and the medical billing process is no exception. In the past, the medical billing
and coding process was carried out with a paper and pen, then submitted via
mail but today the professionals in the insurance field have found their workspace
in the virtual and electronic world [6].

Data mining techniques have in recent times been applied in the health insur-
ance domain to detect these fraudulent claims. Data mining involves extracting,
discovering or mining knowledge from a large amount of data. The availability
of data and the advancement in technology allows for the design of data mining
systems that can extract previously unknown knowledge and insight from the
available data [7].

3.1 Data Mining (DM), Knowledge Discovery from Databases
(KDD)

The terms data mining and knowledge discovery are used interchangeably. It is
the nontrivial extraction of implicit, previously unknown and potentially useful
information from data in a repository [8]. Data mining enables us to filter through
immense volume of data to find unknown or hidden patterns that can give new
perceptions [9]. Although the terms data mining and knowledge discovery in the
databases are synonyms, data mining forms a part of the knowledge discovery
system as can be seen from the figure below. The data mining process starts
with first understanding and collecting the required data. Preprocessing is done
on the dataset to get it to the most desirable state. Data transformation is then
applied which may involve feature extraction and selection. The features derived
from the transformation process are then fed into the machine learning model
to gain insights on the data. In the context of this research, we are going to
use the terms knowledge discovery in database and data mining interchangeably
(Fig. 2).
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Fig. 2. Diagram illustrating the processes in the data mining system adapted from [10]

3.2 Current Work

Electronic fraud detection is a relatively new field and grew in popularity with
the advent of larger databases. Data mining, used in electronic fraud detection
became a reality now as cloud services, data warehouse, and big data have now
become a commonplace. Advances in the field of information technology, dig-
italization of the medical billing process and the vast amount of research on
healthcare fraud have created an avenue for the use of data mining and machine
learning to fight fraudulent activities [11]. Data mining has gained popularity in
researchers as a potential tool to combat health care fraud.

There are several works that have been done in using data mining for fraud
detection and this section would be exploring some of those systems. Literature
has categorized data mining and machine learning techniques into supervised,
unsupervised or hybrid methods. The supervised methods require labelling of
data to build a training set, the unsupervised methods, on the other hand, deals
with data statistical detection of outlier behaviour. In the following subsections,
we discuss several systems that make use of data mining to detect health insur-
ance fraud.

Systems Based on Supervised Learning. In this subsection, we discuss
the systems that make use of the supervised data mining learning algorithms
to solve the problem of health insurance fraud. The systems are reviewed in a
chronological order according to the date of publication to see the progression
of methods used.

In the National Health Institute (NHI) Taiwan, Wan-Shiou, and San-Yih
developed a process-mining framework which detected healthcare fraud [12].
They made use of data from a regional hospital that is a service provider of the
NHI program. They created two datasets by filtering out noisy data, identifying
medical activities using domain knowledge, identifying fraudulent instances and
non-fraudulent instances with the help of domain experts. They made use of the
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filter model for feature selection as the filter model algorithm does not need to
search through the entire space for feature subsets. It is very efficient for domains
with many features such as the health insurance domain.

Liou et al. in Taiwan made use of supervised data mining methods to analyze
claims for diabetic outpatients that were submitted to National Health Insurance
Taiwan [13]. The data used in validating the model was from a random sample of
diabetes patients’ health insurance claims. The fraudulent claims in the dataset
were identified by the termination of claim contract. The fraud detection model
was built by selecting nine expense related variables and a comparison of these
variables was done in two groups of fraudulent and non-fraudulent claims. The
expense related input variables used include average drug cost, average drug cost
per day, average consultation and treatment fee, average diagnosis fee, average
days of drug dispense, average claim amount, average medical expenditure per
day and average dispensing service fee.

Shin et al. created a scoring model to detect abusive patterns in health insur-
ance using the 3705 Korean internal medical clinics [14]. They made use of data
from the Health Insurance Review and Assessment Services (HIRA). They exam-
ined the relationship between the intervention listed by HIRA and the indicating
factors to get the data to a manageable size. They extracted 38 indicators which
were further validated by HIRA domain experts. The 38 features extracted were
used for identifying fraudulent claims using a simple definition of anomaly score.

Now we have seen the systems that used supervised learning algorithms in
the data mining process to detect fraud in healthcare. The next sets of systems
we look at are the systems that use unsupervised learning methods.

Systems Based on Unsupervised Learning. Supervised methods work well
when used with labelled data. Sometimes the healthcare claim dataset does
not have a clear distinction between the records that are fraudulent and those
that are not. In this subsection, we discuss the several approaches that used
unsupervised learning to detect fraud and abuse in healthcare.

In Canada, Fletcher Lu et al. built an adaptive fraud detection system using
Benford’s law. Adaptive Benford’s law specifies the probabilistic distribution of
digits for many repeating phenomena, notwithstanding incomplete records [15].
The data used was retrieved from Ernst and Young which contained already
audited claims data. Their approach created a new fraud discovery approach by
combining digital analysis with reinforcement learning technique.

Lin et al. in the work they did on detecting fraud in the Nation health insur-
ance Taiwan general physicians’ practice data, they made use of unsupervised
clustering methods [16]. The applied PCA feature compression for dimensionality
reduction of the feature space. They made use of 10 features in the clustering of
physicians’ data. The indicators used include number of cases, average treatment
fee per case, average fee per case, amount of fee, average consultation fee per
case, percentage of antibiotic prescriptions, number of visits per case, percentage
of injection prescriptions, average drug fee per case, amount of prescription days
and percentage of injection prescriptions.
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4 Assessment Framework

One aspect that is highly important in implementing a data mining model is
to critically evaluate and analyze the proposed model. The analysis of a system
helps highlight the strengths and the weaknesses of the solution. To compare
the similar systems discussed in Sect. 3.2, we defined criteria for the evaluation
of the system.

We consider criteria that enable us to gain insights into the system. Some of
the criteria considered are highlighted below:

Robustness: Given noisy data or data with missing values, a robust system will
still be able to make predictions correctly [17]. The data preprocessing step
in the system design is responsible for cleaning up the data before machine
learning methods can be applied to it. A system that cannot handle noisy or
incomplete data will not be suitable for deployment as data in the real world
is dirty as a result data can be incomplete, noisy and inconsistent.

Scalability: In developing a data mining system for healthcare claims fraud
detection, the volume of available data needs to be considered. The systems
need to be designed in such a way that given the large volume of data, they
should be able to function effectively [18]. The scalability of the system is
assessed using a series of data sets of increasing size.

Interpretability: The interpretability of the model refers to the level of insights
and understanding that is generated by the model. Interpretability is subjec-
tive, hence it is not so easy to assess. The more insights a system can provide,
the more useful it is to the problem it is trying to solve.

Algorithm efficiency: The efficiency of an algorithm mainly depends on the
time and space usage. Algorithm efficiency relates to the number of computa-
tional resources used by the model. To maximize efficiency, we must minimize
resource usage. The efficiency of the systems refers to the cost of computation
incurred when generating and using the system [18]. An efficient data mining
system will make use of minimal computational resources thereby increasing
the speed of operations and reducing the memory usage [17].

Properties of data used: Two very important properties of data we consider
are variety and volume. These characteristics of data influence the results
generated. The more data used the more inferences can be made. The higher
the variety of data the more the deductions can be generalized [17].

Accuracy: Accuracy is a measure of the overall correctness of the model. To
compute the accuracy of model, there are four additional terms that form
the building block for calculating several evaluation measures: true positives
(TP), true negatives (TN), false positives FP) and false negatives (FN) [18].
The TP refers to the positive tuples that were correctly identified by the
classifier. The TN refers to the negative tuples that were correctly identified
by the classifier. Accuracy is the ratio of the sum of the TP and TF to
the total predictions. Accuracy is useful in inferring the correctness of the
system [18]. Accuracy involves testing a generated model against an already
calibrated data that contains output. The aim is to build models that have
high accuracy.
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Error rate or misclassification rate: This is the ratio of the sum of false
positives and false negatives to the total predictions. It can also be calculated
by subtraction the accuracy from 1. A good model will have a very low error
rate which implies a high accuracy [18].

5 Results

In this section, we discuss how the different criteria in the previous section
apply to the systems considered in Sect. 3.2. The systems are analyzed from a
structural point of view and then a discussion on the methods used by the system
is given. The end goal of the systems discussed is to detect fraudulent claims.
We discuss how the systems achieved this goal and to what extent did they solve
the intended problem.

The healthcare fraud detection process mining framework defined by Wan-
Shiou and San-Yih made use of clinical pathways which are defined as mul-
tidisciplinary care plan which diagnosis and therapeutic intervention are per-
formed. In simple terms, it means the order which a physician is supposed to
take when carrying out a treatment. They mined frequent patterns from clinical
instances and systematically identified practices that deviated from the pathway
and flagged them as fraudulent. The approach was evaluated with a real-world
dataset retrieved from NHI Taiwan. The results showed that the proposed model
could capture and identify several fraudulent and abusive cases that cannot be
detected manually [12].

Liou et al. used three data mining techniques including logistic regression,
neural networks and classification tree for the fraud detection model [13]. They
compared the three data mining techniques and discovered that all three were
accurate, but the classification tree method had the best performance as it
recorded a 99% accuracy in the overall identification rate. The model had a limi-
tation in the sample data used. The sample data used only consisted three fraud-
ulent service providers whose contracts were cancelled by BNHI. The dataset did
not include fraudulent service providers that padded claims but didn’t face any
penalty such as contract termination. This caused some data limitation and
hence result cannot be generalized [13].

The model created by Shin et al. comprised two aspects: scoring to rate the
degree of abusiveness and a second part which is identifying the problematic
providers by performing segmentation and finding similar utilization patterns.
They made use of a decision tree in classifying the providers.

The model performed well when presented with different payment arrange-
ments in detecting abusive patterns. The system made use of the scoring model
to alert payers of a potential fraudulent billing pattern [14]. The scoring model
provides information on the attributes most dissimilar from the norm. Fraud
keeps growing in sophistication and the patterns identified for fraudulent and
non-fraudulent behaviour quickly become outdated. The model proposed by Shin
et al. is scalable, flexible, easy to use and update. The use of decision trees in
the model improved the level of complexity in creating the model as preparing
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decision trees especially the ones with numerous branches can be difficult and
time-consuming.

The adaptive fraud detection system built by Fletcher Fu et al. made use
of the Benford’s distribution to benchmark the unsupervised machine learning
method used to discover new cases of fraudulent activities [15]. When this tech-
nique was applied to several records of naturally occurring events, the fraud
detection system finds the deviations from expected Benford’s law distributions
showing an anomaly in the behaviour indicating a strong possibility of fraud.
The system then searches for the root cause of the anomalous behaviour by iden-
tifying the underlying attributes causing the anomaly. The model proposed by
Shan et al. made use of association rules to mine medical specialist billing pat-
tern. Association rule can be described as statements in the form of antecedents
and consequences [19]. For example, if a patient is diagnosed with A then the
physician would prescribe drug B and C with a likelihood of 95%. 215 of the
association rules were identified Using these predetermined association rules, the
model could pick out the physicians who broke these rules and were flagged with
a high likelihood of fraud. The study introduced the mining of negative and
positive association rules and not just positive rules only, as found in previous
models.

Lin et al. used expert opinions to determine the impact of some of these
features on the health expenditure. The opinions of the experts were then used
to identify and rank critical clusters. The model successfully integrated the data
mining process with the segmentation of the GP’s practice patterns [16]. The
GP’s practice pattern detected by applying clustering methods using the fea-
tures of expenditures of the GP. The final step was then to illustrate managerial
guidance based on these expert opinions. The model was benchmarked against
real-world data and the results show that the model can effectively and accu-
rately identify fraudulent abuse and behaviours in healthcare [16].

6 Recommendations

The works we have examined in the review paper clearly demonstrates that
machine learning and data mining methods can be applied successfully in the
health insurance claims fraud detection. However, the review of this literature
also shows that there are several gaps that need to be addressed in applying
data mining and machine learning methods to effectively detect healthcare claim
fraud. Section 7 highlights these gaps and suggests possible ways to address these
gaps.

An observation that can be made from the systems reviewed is that less
attention was paid to the efficiency of the algorithms and methods used. Even
with the abundance of computational resource, we need still need to build sys-
tems that not only solve the problem at hand, but we must ensure that we make
use of computationally efficient methods.

The practical implementation parameters and the deployment of the pro-
posed model were not discussed by most literature. More research needs to
include the deployment and practical implementation of the proposed system



A Critical Analysis of the Application of Data Mining Methods 329

in the actual environment to understand what the deployment constraints are
and any anomalies that may occur.

The healthcare ecosystem consists of several role players who can be involved
in fraud. More research needs to be done to detect fraud that can arise from
other roles in the medical billing process. Studies need to be carried out on the
potentials of applying data mining methods to detect the insurer fraud.

An interesting observation is the unavailability of literature for the applica-
tion of data mining methods to detect healthcare fraud different contexts, such
as third world countries. The lack of electronic systems for data capturing and
auditing could be the major cause. However, where data is available the use of
machine learning methods can be used to detect fraudulent activities that may
be going unnoticed in the healthcare process.

Finally, the perpetrators that carry out health insurance claims fraud always
find new ways to circumvent measures in place to detect fraudulent claims,
therefore making it very important for the fraud detection systems to keep up
with the novel forms of fraud. The process of making improvements to systems,
such as retraining classification models or gearing implementation parameters
can be an expensive exercise especially in the supervised methods where dataset
needs to be labelled. One area that can be explored is the use of semi-supervised
online machine learning model that can regularly update itself with the new
data and then be able to detect novel fraudulent claims pattern leveraging the
strengths of unsupervised machine learning.

7 Conclusion

This paper presents an analysis of the literature on the application of data mining
methods to health insurance claims fraud detection. Several of the literature
reviewed show that the healthcare claims system is highly prone to fraudulent
activities which can occur at the different stages of the medical billing process.
The adoption of electronic health systems and availability of medical claims
data have created an avenue for the application of data mining methods to
detect fraud in the healthcare claims process. Data mining methods have been
successfully applied to detect these fraudulent activities.

However, each of these data mining methods has their own strengths and
weaknesses. In this article, we highlighted the areas, along with trends and pro-
pose recommendations relevant for deployment. We identified that there is a
need for attention to be paid to the computational efficiency of methods used
even with the abundance of the resource. The review of the current data mining
solutions to healthcare fraud also highlights the need for data of large volume
and variety to be able to improve accuracy and generalize findings.

The development of practical implementation guides that contain details
about deployment as well as implementation parameters may improve the adop-
tion and usage of data mining methods to prevent possible claim fraud and
misuse of techniques.

Finally, both supervised and unsupervised techniques have important mer-
its in discovering different fraud strategies and schemes. However, to keep the
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model updated with the latest trends and patterns used by the perpetrators
in healthcare claims fraud we suggest exploring a cost-saving model which uses
semi-supervised learning to reduce the cost of retraining classification models
and subsequently improves the level of accuracy and currency of the model.
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Abstract. The growth of ubiquitous networks moves ever more personal data into
collectible and computational opportunities. This changes assumptions based on
past latency and limits on data analysis andbrings challenges to the reliability of data
acquisition principles and practices and their proper use in societies. System engi-
neers must consider outcomes and related regulation in the design and use of these
systems. It also cautions us as to overreaching.We examine the general legal sphere
within which ubiquitous networks and associated data exist, mapping some tech-
nological outcomes to legal consequences. We consider the impact and legal
decisions regarding ubiquitous networks in the United States as an indicator of
future direction and legal entanglements of these technological systems. In partic-
ular, we consider security and privacy principles that may regulate computational
use through ubiquitous networks, and the competing interests/benefits/detriments in
their use. This informs as to possible future regulation that may be needed or
required and offer guidance with the growing data sphere and ubiquitous net-
working, and advises that the engineering of such systems should beflexible enough
to accommodate new regulatory regimes as to deployment, access and use.

Keywords: Internet of Things � Ubiquitous networking � Privacy
Security

1 Introduction

Ubiquitous networking brings things together. The faster the network, the quicker the
information is usable. These changes in the facts of data have led to changes in the law
as to the impact of data and information on people and societies.

Matched with data sensing and computational analytics, this impacts privacy and
security. This creates a need for network designs and principles for their protection.
Massive personal, computational data sets may be used for a broad range of purposes,
from illegal and criminal activity to state security investigations and personal self-
protection. The design and use of these systems must be sensitive to risks and conflicts
in light of what powerful computation using ubiquitous networks can reveal.

For example, a “personal credit information system” under development aims for
nationwide implementation by 2020 to monitor citizen conduct. [1] It uses multiple
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data collections to examine a citizen’s financial and social activities and to direct, via
algorithmic analysis, the services they may access. The goal is to “build sincerity” into
the social life of the citizens, promoting “moral” behavior.

Al-Ameen et al., examined the risks to medical devices linked to networks. Risks
are due to the wide amount of personal information that is imbedded in networked
medical devices, including location, medical status changes, and dependency on net-
works for functionality. These are exploited through active and passive attacks. These
risks have led some countries to require enhanced security through encrypted data for
such devices, including the United States, and the authors feel more laws are needed to
address this [2].

Kargl et al., examined security, privacy and legal issues in health systems and noted
the impact of various statutes, including the National Information Infrastructure Act of
1996 (US), the Electronic Communications Privacy Act (US) and its Sect. 18 USC
2511 (2) g (i). They note it is permissible to access an electronic communication system
that is configured so that electronic communication is accessible to the general public.
The authors proposed a model of such systems to discuss threats and attacks, address
security requirements and give guidelines for security mechanisms. They note the
especially contentious issues of privacy of medical data and the challenges presented
through the ubiquitous deployment of home health monitoring systems and their
accompanying networks [3].

Chen et al., proposed goals for security in sensor networks with implicit collabo-
ration with lawmaking. Security compromises may be from both external and internal
sources. Beyond integrating security goals, (confidentiality, availability, integrity, non-
repudiation, authorization, freshness, forward secrecy and backward secrecy), security
measures should also have a system of evaluation based on resilience, resistance,
scalability, robustness, energy efficiency and assurance. This can form the criteria that
informs how regulatory laws are created, which commensurately requires flexibility in
network engineering to comply with those regulations as they evolve [4].

The privacy versus security debate may place privacy and security in opposing
positions where legal regulation balances between them. Ethical concerns may also
mediate. The opposition and balance of this model within a polity is seen in Fig. 1:

Fig. 1. Privacy balanced against security via law and ethics
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But this may be a misleading dichotomy as privacy and security are not mutually
antagonistic, but interrelated. Privacy is a key attribute that security protects. Privacy
reflects legal rights and protections that are part of a system of information security and
those objects for which protection is sought.

Security shielding personal rights of individuals must consider the role of states or
others in providing security for the rights of others, individually and collectively. This
is true whether for a statist model within which citizen rights are subordinate to state
needs or that of functional constitutional states, such as the United States, that place
significant limits on state action and assure foundational protections for individuals.
Adapting regulation to this new evolving area of data for citizens everywhere will be a
political and ethical challenge for everyone, from technologists to citizens to leaders.

The different nodes of data on the lives of people reflect risk elements, especially
the Internet of Things and the Smart City. Figure 2 outlines centers of activity and
services that generate key information about the lives that then can be exchanged,
collected and analyzed:

The power to profile the life of each and every person mandates an examination of
the legal context for the regulation of conduct within the ubiquitously networked data
sphere.

2 Design and Implementation for Security and Privacy
in the Ubiquitous Networked World

Use of information derived from ubiquitous networking is subject to high-level map-
ping of technical functions to legal/social rules, algorithms in their own right. The
design, implementation and use of technical systems are constrained by them. Failure
in this may lead to severe sanctions, including financial penalties and the loss of liberty
and reputation. Well-designed flexible systems compliant with clearly defined regu-
lations may mitigate this.

Figure 3 reflects this perspective of integrated and over-lapping interests between
different rights within the security shell of a polity:

Fig. 2. Exchange nodes of activities and services
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Confidentiality and data integrity are core components of privacy rights and
information security. This consonance in values forms a foundation for regulatory
design. Security is the shell within which the rights and interests of people are pro-
tected, including those within the “right” of privacy, whether under common-law of
Anglo-American jurisdictions or statutes and regulations of world legal systems.
Stallings [5] submits a realistic perspective on cyber security requires a focus on three
principal subdomains: (1) prevention, (2) detection and (3) recovery. These map to
public security principles of prevention, deterrence and incapacitation, investigation
and arrest, and restoration to victims.

Civil law restrictions on the infringement of personal autonomy may be based on
constitutional provisions, statutes or common-law practices. General foci for data
regulation are (1) data collection and storage, (2) data analytics and analysis, and
(3) data use and disclosure. Regulation to limit injury from these systems may limit
these activities and define granular sub-regulations within them. But the use of data
analytics and the algorithms which drive such analysis has generally not been deeply
scrutinized except where outputs produce clearly discriminatory results which may
conflict with other regulations.

There are concerns about the inherent dangers of discriminatory programming,
whether intentional or unintentional, that may produce inappropriate output. This is
connected to the final rendition and representation of the data analysis. From this flows
the issue of who uses that analysis, how they use it or how they might disclose it to
others along with any underlying data associated with it.

The United States does not have a general, comprehensive statutory scheme for the
protection of privacy and security, so common law principles form a floor of protection,
supplemented by domain specific statutes. The protected interests relate to the appro-
priation of a person’s identity, improper publicity over or intrusion into private affairs,
and misrepresentation relating to a person’s identity and autonomy. [6] These legal
protections are supplemented by statutes for selected areas, including healthcare,
finance and education and for breach notification. These map from the technology to
the injuries caused, as seen in Table 1:

Fig. 3. Ordered personal life within a security shell
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Data collected across ubiquitous networks can reveal intensely private facts that
should remain private. Revelation from such data might give improper and illegal
publicity to private facts and identity. Error-ridden algorithms and partial data may lead
to mis-inference and error in conclusions. These may wrongly injure the related data
subjects. This leads to basic legal regulation and protection of the data corpus of a
citizen, supplemented by statutory protections, of which the most powerful are those
incorporated into the constitutional law of the country.

Yet many were formulated under a regime where physical intrusion was the
prevalent state invasion of the privacy of the citizen. Both constitutional case law and
statutory law have evolved to deal with invasions due to data interception, but is only
now beginning to address how the analytics of crowd-sensed data sphere may bypass
all of these protections yet still reveal that which should be protected.

Regulation of privacy invasions via statute reflect this under the European Union,
structured in reference to EU and national laws relating to security and police power. The
protections of individuals and their rights of privacy, person and autonomy in the United
States are not absolute but also weighed against the security and police power of the nation.

The General Data Protection Regulation (GDPR) [7] more comprehensively pro-
vides data protection for those within the European Union. It provides control over
personal data, heightening recognition of personal autonomy within the growing data
world. It applies to all that collect and process data on citizens of the European Union,
regardless of location. Rights of data subjects include the right to access to collected
data and information on its processing, purposes, sharing and acquisition. Obligations
of those collecting and transmitting data include extensive security systems to protect
the data and limit its processing to specific purposes. This may include local encryption
of data and key control within the network.

In all of these areas of the ubiquitously networked data sphere presents another,
significant contribution to the data corpus on a living person that enable analytical
revelation that may injure the data subject. Properly engineered systems and practices
can limit and avoid unnecessary injuries to the innocent.

3 Case-Based Analysis: Legal Analysis and Ubiquitous
Networks

Case-based judicial analysis in the United States of ubiquitous networks begins in 1977
with discussion of how legal standards for professional services (medicine) moved
from local standards (“locality rule”) to national standards due to the impact of

Table 1. Technical operations leading to privacy violations

Sensed and networked data  Improper publicity 
Analy cs against the networked and 
collected data 

Intrusion into private 
affairs 

Incomplete data, network gaps and  
flawed analy cs 

Mis-inference 
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ubiquitous national communication networks. [8] This reasoning, adopted by other
courts in the United States, shows the impact on the law and its development of
ubiquitous data networks. That impact will be seen in other domains as use of ubiq-
uitous networks engenders legal conflicts over that use.

Case analysis of US judicial rulings relating to ubiquitous networking shows
increasing concern with their use and their impact. From sporadic legal discussion of
legal conflicts relating to networks, issues with ubiquitous networks now appear reg-
ularly. The subject matter relating to the ubiquitous networks has expanded from
beneficial growth and access to information to regulatory and technical concerns,
included monopoly effects. Subject matter content issues expand to use, IP attribution,
financial and banking services, and the near-impossibility of limiting Internet access by
online criminal offenders.

Figure 4 and Table 2 detail the frequency and expansion of juridical analysis of
ubiquitous networks over 40 years in the United States, noting the increasing frequency
of juridical reference to issues of ubiquitous networks:

The outlier count for year 2013 is due to a consolidation of multiple copyright
infringement cases where IP attribution was challenged due to ubiquity of home
wireless networks. That for year 2001 reflects legal issues for new competitive network
access. Though an outlier, it shows the impact of ubiquitous networks used to expand
alleged misconduct such as copyright infringement.

Review of jurisdictional and context issues for this time span show the growth in
frequency and subject matter diversity in the impact of ubiquitous networks, such as
where electronic financial networks create “… An endless lattice of financial and other
services that will eventually be part of the information superhighway.” The growth of
ubiquitous home wireless networks makes attribution strictly via the IP address more
difficult; this has required additional information to justify legal claims regarding use of

Fig. 4. Case discussion frequency distribution for “ubiquitous networks”
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Table 2. Case discussion-ubiquitous networks

Year Court Discussion relating to ubiquitous networks

1977 Federal appellate Impact of ubiquitous national communication networks on the
locality rule

1979 State appellate Impact of ubiquitous national communication networks on the
locality rule

1985 State appellate Impact of ubiquitous national communication networks on the
locality rule

1987 Federal trial Comment on ubiquity of telephone local exchange networks
1993 State appellate Impact of ubiquitous national communication networks on

licensing standards
1996 Federal appellate Impact of ubiquitous financial network and monopoly power
1996 Federal trial Comment on ubiquity of small and local area networks
1998 Federal trial Regulatory encouragement of ubiquitous telephone networks
1999 Federal trial Comment on high cost of duplicating ubiquitous local exchange

networks
2001 Federal trial Comment on anticompetitive conduct through monopoly control

of ubiquitous telecommunications network
2001 State appellate Comment on directory services needed for ubiquitous

telecommunications networks to function
2001 Federal trial Monopoly power in ubiquitous telecommunications networks
2001 Federal appellate Discussion of technical needs in ubiquitous satellite networks
2002 Federal trial Law relating to access to networks
2002 State trial Balancing of local powers with state powers to regulate

deployment of ubiquitous telecommunications networks
2010 Federal trial Value of a strategic, operational ubiquitous network
2011 Federal trial Value of electronic ubiquitous financial network
2012 Federal appellate Value and portals to electronic ubiquitous financial network
2012 Federal trial Impact of ubiquitous wireless home networks on IP attribution
2013 Federal trial Comment on provision of ubiquitous networking services
2013 Federal appellate Patent issue relating to ubiquitous banking networks
2013 Federal trial Debit card networks and monopoly
2013 Federal trial 59 defendants-impact of ubiquitous home wireless networks on

IP attribution and increase in risk of false positives via
BitTorrent)

2013 Related above 194 defendants; 152 defendants; 104 defendants; 18 defendants
2013 Federal trial Need for expert on antitrust market definitions where there are

ubiquitous wired networks
2014 As above 2013

copyright cases
Dismissal of infringement claims for failure of attribution
beyond IPs for ubiquitous networks

2014 As above 194 defendants-dismissal as above
2015 State appellate Comment on social network Facebook’s ubiquity
2016 Federal trial Bail denied - “wireless networks are ubiquitous and Internet-

capable devices are easy to obtain.” Internet access remains a
risk
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the BitTorrent peer-to-peer network, a significant change from earlier practice. This is
seen in Table 2, listing by year the increase in frequency of discussions relating to
ubiquitous networks and the expansion in the subject matter of those discussions
relating to such networks:

The facts of ubiquitous networks continue to impact legal principles in a wide
variety of social domains, from medicine to crime. Their impact on privacy and
security must be anticipated and engineered in preparation for future regulation.

4 Ubiquitous Networks, Police Power, Security, Privacy

4.1 Quantitative/Qualitative Legal Data and Ubiquitous Networks

The progression in judicial decisions relating to ubiquitous networks shows greater and
greater scrutiny of the impact of those networks at the citizen level. The 2012/2013
cases show the impact of ubiquitous networks on facilitating alleged consumer-level
misconduct. The 2016 Federal Trial Court decision denying bail due to the ubiquity of
wireless networks and the accompanying risk to public security of an Internet offender
using them confronts the security risks of ubiquitous networking and their impact on
the law. [9] This demonstrates the expansion of the potential of ubiquitous networks for
facilitating misconduct. The growth in such misconduct can motivate legal responses to
limit such activity, such as legislative efforts in the United States to limit or repeal
immunity for online service providers for user posted conduct.

Yet ubiquitous networking and associated data systems are widely used by police in
pursuit of public security. In 2011, 88% of respondent US police departments used
personal data tools, primarily social media, for a variety of purposes. [10] The exercise
of the police power of the state in such a densely networked data space raises issues as
to data collection, transmission and analysis for purposes ranging from investigation to
police-citizen relations. [11] Rapid release of information on suspects via online net-
works enabled rapid identification, whether for terrorism or street crime, but may
produce false positives. [12–15] Police have begun training and policy development on
the use of evidence from data systems, including social media and local sensing net-
works. [16, 17] This shows the benefits for public security from ubiquitous networking
and the need to continue their expansion and use.

The benefits of ubiquitous networking, the Internet of Things, the Smart City and
other data paradigms clearly come with risks, as these show. The ability to exchange
and develop information can degrade public security through criminal activity, ranging
from burglary of dwellings whose occupants are elsewhere to physical violence against
those identified as vulnerable. It is vital that systems be in place for the protection
misuse of the systems, beginning with their very engineering and continuing through to
oversight investigation their proper use.

4.2 Particular Case-Based Analysis of Judicial Decisions

Beyond this quantitative and qualitative data there is case-based analysis of possible
impacts from use of geospatial locational, time and other data show the need for a
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structured, ethical model for implementation and use. [18] Key geospatial and time
information may guide someone, tell friends where to meet or give one’s timeline to
others. The “when” and “where” of physical and cyber interactions are powerful data
for analytical purposes. Computational geospatial and temporal analysis may direct
public safety resources with greater efficiency and effectiveness. The growth of more
and newer data classes that can be aggregated for analysis give more precise and
granular modeling and prediction of behavior, good and bad.

This creates significant challenges in law, ethics and public policy as the data from
people’s lives grows in volume, variety, velocity and veracity. [19] These challenges
may impact the use of geospatial analytics, both as to their direct use in law
enforcement and collateral obligations for authentication, validation and protection of
this data. With more modeling and analysis, the predictive ability and behavioral
inferences have increased, posing different legal and privacy concerns.

The US Supreme Court justices in United States v. Jones [20] addressed the impact
on data privacy and security from new ways of computational data collection, analysis
and use. One judge’s concern was the implication of this system of inexpensive GIS for
people could “alter the relationship between citizen and government in a way that is
inimical to democratic society.” The potential for that lies in the power of GPS data
monitoring, aggregation and analysis that are fundamental to GIS crime analysis to
detail the activities of a person’s life. Another listed the instrumented devices con-
tributing data to the geospatial corpus: CCTV, automated tolling systems, automobile
automatic notifications systems, cellular telephones and other wireless devices. He
suggested that long-term monitoring would be an illegal invasion of a citizen’s rea-
sonable expectation of privacy. The Supreme Court in Riley v. California expanded
privacy protections to mobile data devices due to their unprecedented ability to store
information. [21] Lower federal courts have found themselves in conflict over the
propriety of forced decryption of locally stored data.

The US Supreme Court is currently reviewing whether data transmitted and stored
through extraterritorial transnational networks can be ordered produced by any gov-
ernment in which the custodian has a legal presence. [22] This will resolve a conflict
between federal appellate courts where one found such an order was improper but
another found it to be so.

Paralleling the evolution of a legal regime for information misconduct by the state
is that for injury cause by private parties. While markets have punished commercial
organizations for failure to adequately protect their data, civil liability for such failures
is increasingly a subject of legal sanctions from both state and private actions.

We may anticipate judicial regulation from an analysis of risk nodes mapped to
privacy and security attributes. These may indicate the need for engineering design
flexibility and legal regulation. The Smart City paradigm suggested by IBM of
instrumented, interconnectedness and intelligent (computable) [23] offers one way to
define risks and remediation. Table 3 presents another aspect of matching/mapping risk
nodes to vulnerabilities and their technical results:
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Ubiquitous sensors on the network risk intrusion into personal affairs in unprece-
dented and unanticipated ways, damaging personal autonomy and compromising
security. Keyed to powerful analytics even more inferential revelations may result. Mis-
inferences causing injuries may result from flawed analytical algorithms. This turmoil in
US courts is a harbinger of problems and issues for the future of ubiquitous data systems.
If we look at the consequences of injury from various risk nodes within ubiquitous
networking, it is only a matter of time before these must face legal reckoning.

For ubiquitous networks this may manifest in regulations of input into the network,
network transmission controls and output from the network. Under the EU GDPR
transmission across borders and to entities may be limited, prohibited or subject to the
control of state data regulators or by the data subject herself.

The US Supreme Court in Jones detailed significant concerns with how this new
huge data space, connected everywhere will affect fundamental civil values. The data
rich world of ubiquitous networking must contend with the topology of bringing a
motivated offender into immediate proximity to a vulnerable target victim, without the
protection of any kind of guardian as a shield. The sexual exploitation of children via
social media has been an ongoing scourge that has taken new twists. The suicides of
four adult British men were attributed by Britain’s National Crime Agency to “sex-
tortion” from online conduct in a growing criminal phenomenon. [24] The use of the
power of ubiquitous networks will not be allowed to freely injure other people, as
detailed in Table 3. Regulation will require limitations of the technology.

Security needs must be balanced against the regulation of systems built upon these
ubiquitous networks and data systems. Yet it is vital that such regulation does not
produce unintended consequences through the unexamined use of these systems.
Security and privacy are so intertwined that limitations on one it may lead to damage to
the other, intended or not.

Access, use and deployment regulation relating to data use extend to the use of
ubiquitous networks. With this common core of concern as to rights of privacy and
autonomy, technical systems must attend to regulatory mandates and be structured to fit
them in order to avoid sanctions. Table 4 demonstrates how high-level systems can be
mapped to particular regulatory features that, in turn, protect particular rights in privacy
and personal autonomy; system engineering must be able to accommodate such reg-
ulation quickly and inexpensively:

Table 3. Risk nodes mapped to privacy and security

Risk Node Privacy Security

Ubiquitous
sensors

Intrusion into personal space, personal
affairs

Hijacked/spoofed
instrumentation, or erroneous data

Ubiquitous
networking

Transfer beyond areas of personal
control

Interception, masquerade, hostile
injection

Powerful
analytics

Revelation, direct and inferential of
private facts, mis-inference

Mis-inference, false negatives,
false positives, political backlash
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These can do a great deal of damage to people. It can break up social relations
between people and, rather than engendering trust, destroy it. This damages the very
opportunities these data systems offer for bringing people together for common cause
and common good.

The commensurate regulatory controls may mitigate those risks. Controls on the
networks themselves can provide content filtering and control to limit misuse; indeed,
they may provide a key protective component at nodes to block propagation of hostile
actions at user in points. In this manner systems for providing security and privacy
using the network itself reflect real-world public security solutions to limiting mis-
conduct. They may be most effective means for the centralized component of infor-
mation security; nations may implement backbone filtering and monitoring to alert end-
users to hostile payloads and anomalous activity that may indicate attacks against the
security and privacy of systems. The engineering must be able to respond and not be
locked into a single paradigm or protocol that cannot be changed.

Use limitations may be the most malleable to soft solutions, where they are deemed
insufficient in mitigating the risk of misuse. As in the Fitzhugh pretrial release denial,
they may lead to access and deployment limitations. These, in turn, may place a greater
burden on system designers, vendors and service providers to comply. But failure to
comply creates both potential criminal liability for violation of statutory limits and civil
liability for the injuries done in the failure of the systems to protect others from system
misuse on the network. The legal uncertainties and turmoil seen in digital investiga-
tions can spill over into networked systems as governments may seek to require
compliance with surveillance and data recovery operations to prevent misconduct and
discovery and prove such misconduct [25, 26].

5 Conclusion

Ubiquitous networks have had an impact on the law for decades, changing the facts
relating to access to information as to increase accountability for the use of that
information. Extrapolating from case frequency and case decisions relating to com-
putational systems generally and ubiquitous networks in particular, we predict potential
liability for the use of ubiquitous networks to broadly create injuries and risk of injuries

Table 4. Technical operations mapped to privacy-protecting regulations

Systems Regulatory controls Injuries mitigated
Sensed and 
networked data 

Use limitations and filters, con-
trols over transmission 

Improper publicity

Analytics against the 
networked and
collected data

Data limits, bi-directional 
network limits, use limits.

Intrusion into 
private affairs

Incomplete data, 
network gaps and 
flawed analytics

Assurance criteria for data, 
vetted algorithms

Mis-Inference
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to others. For ubiquitous networks this may manifest in regulations of input into the
network, network transmission controls and output filtering from the network.

Ubiquitous networks increasingly support the threat of misconduct, including
invasion of privacy and the personal autonomy of individuals, their families and
communities as to disrupt traditional relations. A profiling bonanza for law enforce-
ment or merchants may become a person’s personal nightmare. The increasing legal
struggles by courts and legislatures to define rights and obligations in the outcomes for
the use and deployment of ubiquitous networks portend associated obligations by
system designers and operators. The engineering of these systems must anticipate these
changes and be flexible enough to accommodate them. These privacy and security
issues will only become more and more of a challenge for a democratic polity trying to
deal with public security threats both internal and external. We must be prepared to
meet them.
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Abstract. Finding the shortest path from source to target is key to
efficient search missions of unmanned aerial vehicles (UAVs). For fixed
wing UAVs, Dubins curves can be used to find the shortest path. For
successive visits to targets during a single mission, the direction of flight
of the UAV at each target is not of any significance. In such cases Dubins
curves can be simplified to two instead of three constituent components.
This paper proposes an algorithm derived using elementary geometry
that generates Dubins curves for multiple target search missions. The
algorithm proposed is tested and results reported for a search and rescue
mission indicate that the path generator is fairly robust.

Keywords: Dubins curves · Multi UAVs · Task allocation
Simultaneous prosecution

1 Introduction

Unmanned aerial vehicles are often used for target search, widely used in missions
that involve rescue [1,2], monitoring [3] or destruction [4,5]. UAVs can also
be used to complement a ground sensor network in data collection missions
where the sensor readings are collected and ferried to specified delivery points to
provide data muling services in applications such as smart parking [6,7], drought
mitigation [8] and many other applications. In such missions, the UAV has to
visit several targets in succession before returning to the UAV base. As suggested
in [9], the ground sensor network may be organized into a service-aware clustered
topology where these targets play the role of collection points for the readings
while the UAV base plays the role of gateway where the sensor readings are
stored, analyzed and processed. Since a UAV’s battery life limits the time spent
on a mission, the time saved by traversing a minimal path length to a target will
enable a UAV to visit potentially more targets during a mission. It is therefore
critical to minimise the path length to targets to improve efficiency in UAV
search missions.

Dubins in [10] presented a solution for the shortest path between two posi-
tions given a car’s direction or heading at both positions. His solutions consist
of all combinations of arcs of minimal turning radius of the car and a straight
line segment joining the two arcs. The shortest path solution provided by Reeds
c© Springer Nature Switzerland AG 2018
N. Boudriga et al. (Eds.): UNet 2018, LNCS 11277, pp. 347–358, 2018.
https://doi.org/10.1007/978-3-030-02849-7_31
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and Shepp [11] included both, forward and backward movement of the vehicle.
Svestka et al. [12] constructed a probabilistic road map of all feasible paths
between source and target, the path with lowest cost was then selected as a
solution. Nelson [13] replaced circular arc segments with polar polynomials
and used cartesian-polynomials for lane change maneuvres for path planning
of mobile robots. Komoriya and Tanie [14] used B-spline curves that passed
through specified points in their path planning solution.

In [15] a swarm of UAVs with airborne sensors cooperate in path planning
by using Dubins curves in conjunction with splinegons, which are generaliza-
tions of polygons with sides of constant curvature, to detect the boundaries of
contaminant clouds in order to model and track its movement. A path genera-
tor is proposed in [16] that finds the shortest path for a fixed wing UAV from
its current position and direction of flight to a new position and direction. The
generated path was traversed using their Lyapunov path-following approach. In
[17] a path planning approach for mobile robots is modeled as an optimisation
problem with the objective of achieving a smooth path linking several waypoints
by using 5-th order Bézier curves. Dubins curves have been used in fixed wing
UAVs in [19–24].

This paper presents an algorithm that generates a Dubins path that consists
of only two components, i.e. an arc and a straight line for a UAV that visits a
number of targets in succession during a mission.
The Dubins curves are described and computed in Sect. 2. The problem is
described in Sect. 3. Experiments are described and results reported in Sect. 4.
The paper is concluded in Sect. 5.

2 Calculating Dubins Longest Path

Dubins curves can be used to calculate the shortest path to a target for a fixed
wing UAV. A Dubins curve consists of all combinations of arcs of minimal turning
radius and a straight line segment that joins the two arcs. Six possible configu-
rations were considered, namely LSL, LSR, RSL, RSR, RLR, LRL, where L and
R represent a left and right turn, respectively and S a straight line segment. In
many search missions, fixed wing UAVs require only to fly a circular path fol-
lowed by a straight line path to reach a target. No second arc is required. Hence,
the original Dubins curves that consist of three components can be reduced to
a curve with two components, in which case only two possible cases need to be
considered, i.e. LS and RS.

Given a drone’s current position and a target, two types of Dubins paths can
be traversed to reach the target, i.e. Dubins shortest path (DSP) and Dubins
longest path (DLP), denoted by DSP and DLP, respectively in the diagrams in
Fig. 1a. A target may lie either to the left or to the right of the straight line path
of a UAV. In the case of DSP, the UAV performs a turn in the same direction
as the direction of the target relative to the UAVs straight line path of flight. In
the case of DLP, the UAV turns in the opposite direction of the direction of the
target relative to a UAVs position.
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Fig. 1. Dubins shortest and longest paths

When the distance between the UAV and the target is smaller than the mini-
mum turning radius of the UAV, then the target cannot be reached using Dubins
shortest path as shown in Fig. 1b. With Dubins longest path, this problem does
not exist.

To calculate the distance of Dubins longest path, the following two cases are
considered,

1. the target lies to the right of the straight line path of the UAV
2. the target lies to the left of the straight line path of the UAV

In case (1), the UAV has to turn left or counterclockwise, while in case (2) the
UAV has to turn right or clockwise to reach the target.

An approach to calculate the Dubins longest path is proposed next. If the
UAV’s initial position, (xi, yi), the angle of flight of the UAV, α, the target’s
position (xt, yt) and the minimum turning radius of the UAV, rmin, are provided,
then the distance of the circular path and the straight line path of Dubins longest
path can be calculated based on; (1) the centre of the circular path of the UAV,
(2) the exit point of the UAV from the circular path and (3) the central angle
traversed by the UAV while turning.

The values referred to above are calculated in the next three subsections.

2.1 Calculating the Coordinates of the Centre of the Circle

Based on the diagrams in Fig. 2 the centre of the circle is calculated below.

xc = xi − s · r · sin α (1)
yc = yi + s · r · cos α (2)

where s = 1 if the target lies to the right of the straight line path of the UAV,
else if the target lies to the left of the straight line path of the UAV then s = −1.
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Fig. 2. Calculating the centre of the circle

2.2 Calculating the UAVs Exit Point on the Arc

In Fig. 3, line L3 is perpendicular to line L2, m3 and m2 are the gradients of lines
L3 and L2, respectively. The point of tangency or the exit point of the UAV from
the circular path is the intersection of lines L2 and L3 and is calculated as,

(xp, yp) = (
yc − m3 · xc − c2

m2 − m3
,m2 · xp + c2) (3)

2.3 Calculating the Angle Traversed by the UAV While Turning

If L0 denotes the line that joins the UAVs initial position, (xi, yi), with the
centre of the circle, (xc, yc), and L3, the line that joins the exit position of the
UAV on the arc, (xp, yp), with the centre of the circle, then the angle traversed
by the UAV is the angle measured from line L0 to line L3 in the same direction
as that of the UAVs circular direction of flight. In Fig. 4, α0 and α3 denote the
angles formed between the x-axis and lines L0 and L3, respectively. The size of
the angle traversed by the UAV for the circular path is the angle measured from
L0 to L3 as shown in the diagrams in Figs. 4 and 5.

The central angle is calculated as indicated in Algorithm1.
Finally, the distance of the Dubins longest path, d, is the distance measured

along the arc from the UAVs initial position to the exit point on the circular
path, plus the distance of the straight line path from the exit point to the target’s
position, i.e.

d = ω · rmin +
√

(xt − xp)2 + (yt − yp)2 (4)

This concludes the discussion on the calculation of Dubins longest path based
on elementary geometry.
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Fig. 3. Target lies to the right of the UAVs straight line path

Fig. 4. UAV flies counterclockwise

Fig. 5. UAV flies clockwise

Algorithm 1. Calculating central angle, ω
if (UAV turns left) then

if (α3 > α0) then
ω ← α3 − α0

else
ω ← 360◦ + (α3 − α0)

end if
else

if (UAV turns right) then
if (α0 > α3) then

ω ← α0 − α3
else

ω ← 360◦ + (α0 − α3)
end if

else
ω ← 0◦

end if
end if
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3 Problem Statement

A number of fixed wing UAVs are required to search and prosecute a number of
targets. Each target requires a specific number of different types of resources to
be prosecuted completely, while each UAV carries the same type of resources as
that of the target but often in different quantities. The positions of the targets are
not known to the UAVs. The UAVs fly in search of the targets and can only detect
a target once the distance to the target from the UAV is equal or less than the
UAVs sensor range. All UAVs can communicate with each other. Once a target is
detected a single member coalition or multiple member coalition can potentially
be formed to prosecute the target using Dubins longest path. After prosecuting
a target, the UAVs that formed part of the coalition are released and continue
to search for the remaining targets and may participate in further coalitions if
they have any resources remaining. The objective of coalition formation is to
complete a mission in minimum time, by forming a coalition for each target that
(a) reaches its target in minimum time, (b) uses a minimum number of UAVs
and (c) prosecutes the target simultaneously for effective prosecution.

Instead of initiating a mission that may not end in success, one can establish
if the combined resources of all UAVs in a mission are adequate to prosecute all
targets successfully before commencing a mission. This was the case for the data
used in the experiments reported in this paper.

If the targets are dynamic and moving all the time one could understand
the need for searching for its positions. But if the targets are fixed and static
then the actual positions of the targets can be communicated to the UAVs at
the start of the mission. This is a more realistic representation of problems that
involve targets at fixed positions. The Polynomial Time Coalition Formation
Algorithm (PTCFA) solution proposed by Manathara et al. in [18] where targets
are searched for, can easily be remodeled as a solution where the positions of
the targets are known to the UAVs at the start of the execution of the algorithm
by ensuring that the sensor range is large enough to cover the entire fly zone.
Fitting the UAVs with sensors with sensor range 1500 m will ensure that the
entire square search area with each side 1000 m is covered and that all targets
are detected by the UAVs sensors when the coalition formation algorithm is
executed.

Coalition formation incorporating Dubins paths is applied to PTCFA, pro-
posed by Manathara et al. [18]. In the algorithm it is assumed that all UAVs
fly at a constant speed and at a constant altitude. A short description of the
PTCFA algorithm appears below.

PTCFA
The PTCFA consists of two parts. In the first part each UAV is in search of a
target and is equipped with a sensor with limited range capability. As soon as
a target is detected, its position and resource requirements are communicated
to all UAVs. The UAV that detects the target is referred to as the coalition
leader. All UAVs that are not in a coalition and that contain any of the resources
required by the target calculate their estimated time of arrival (ETA) or cost and
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communicates this information together with the amount of resources on board
the UAV to the coalition leader. The coalition leader sorts all the ETAs received
into ascending order. The coalition leader starts by adding the UAV closest to the
target to the potential coalition and accumulates its resources. If the accumulated
resources do not meet the target’s resource requirements then the next closest
UAV is also included in the coalition and its resources accumulated too. This
process of adding a UAV with the next smallest ETA to the potential coalition
continues until the resources accrued satisfy the resource requirements of the
target. The second part of PTCFA is then executed. The coalition leader sorts the
ETAs of the UAVs in the coalition again in ascending order. Again starting with
the UAV closest to the target, the coalition leader removes the resources of this
UAV from the resources accumulated. If the remaining accumulated resources
after removal still satisfy the target’s resource requirements then the UAV under
consideration is removed from the potential coalition, otherwise its resources are
added back to the accumulated resources. The UAV removed is redundant since
its resources are not required for prosecution. The removal from the coalition of
the next closest UAV is then considered. This process ends after all UAVs in the
coalition have been considered for removal. The coalition leader then informs all
remaining coalition members of, (a) their inclusion in the coalition and (b) the
ETA of the UAV furthest from the target. Coalition members then calculate a
revised radii that increase their ETAs at the target to match the ETA of the
UAV furthest from the target.

4 Experiments and Results

For the PTCFA algorithm, 100 simulations were performed on a square search
area with sides of length 1000 m. To restrict the UAVs to the search area and to
allow sufficient space for turning around within the search area, a strip of width
100 m around the boundary of the search area was deemed out of place for
placing the targets. Targets were randomly placed at positions within the 800 m
× 800 m area inside the search area. The UAVs were restricted to fly inside this
smaller area. The UAVs were also initially placed at random positions inside
the fly zone with an angle of direction of flight generated randomly. All UAVs
had a minimum turning radius of 50 m. A UAV that flies outside the fly zone
will immediately turn around and can comfortably return inside the 100 m strip
without leaving the search space. All UAVs were flying at a constant speed of
10 m/s. It is assumed that all UAVs fly at the same constant speed at the same
altitude during the entire mission.

The resource quantity for each target was generated as a random integer
value in the range 0 to 3. The resources for the UAVs were randomly generated
with values ranging from 0 to the (number-of-targets/2) and stored only if, for
each type of resource, the total sum of quantities of the resources of all UAVs
was equal to or greater than the total sum of quantities of the specific resource
of all the targets. This was done to ensure that all missions would lead to the
successful prosecution of all targets.
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4.1 Effect of Increased Sensor Range

If the positions of the targets are not known to the UAVs then the UAVs must
first spend time to search and find a target before they can form a coalition. A
large sensor range that covers the entire search area enables a UAV to detect
the positions of all the targets immediately at the start of the mission.

In the first set of experiments the sensor range of the UAVs was gradually
increased from 100 m to 1100 m in increments of 200 m. Noting that targets
are placed inside a square with each side 800 m long. A sensor range of 1100 m
effectively covers a total distance of 2×radius (=2200 m) which is the diameter of
the circle of the area covered by a sensor with sensor range 1100 m. A distance of
1100 m should cover almost the full distance of 1131 m between any two corners
positioned diagonally opposite each other in the fly zone. A sensor range of
1100 m should enable the sensor of a UAV to detect almost all the targets. A
hundred simulations were performed with each sensor range value. Results are
reported in Figs. 6, 7 and 8.

Fig. 6. Coalition times for various sensor ranges

Plots in Fig. 6 indicate that coalition time increases with an increase in sensor
range. Mission time consists of time spent on searching for the targets plus
time spent on executing coalitions. During execution of a coalition the UAVs
traverse the Dubins longest paths to reach the target, with each radii of the
participating UAVs increased to ensure that the path lengths of all UAVs are
equal for simultaneous arrival at the target. With a smaller sensor range, targets
are only detected once they are within this smaller sensor range of a UAV. With
a larger sensor range, less time is spent and wasted on searching for targets and
coalitions are formed earlier which lead to reduced mission times. Plots in Fig. 7
confirm that mission time also decreases with an increase in sensor range and
that mission time decreases with an increase in the number of UAVs.

Simulation time decreases with an increase in sensor range as reflected in
Fig. 8. A sensor range of 500 m forms a circle with corresponding diameter of
1000 m which covers a large part of the square fly zone. Plots in Fig. 8 indicate
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Fig. 7. Mission time for various sensor ranges

Fig. 8. Simulation time for various sensor ranges

that sensor ranges 500 m and 700 m produce identical simulation times which on
face value implies that PTCFA did not benefit at all from the larger sensor range.
However, Fig. 7 confirms that sensor range 700 m produced smaller mission times
than sensor range 500 m. Similar simulation times are reported also for sensor
ranges 500 m, 700 m and 900 m in the case of 15 and 20 UAVs.

4.2 Effect of Increased Number of Types of Resources

Another set of experiments was conducted to investigate the effect of an increased
number of types of resources on the mission, w.r.t. coalition time, mission com-
pletion time and simulation time. The number of types of resources was increased
from 3 to 11 in increments of 2. Configurations comprising 15 targets and UAVs
varying from 5 to 20 in increments of 5 were considered. For each configuration
a hundred simulations were performed and the average for each of the charac-
teristics referred to above were recorded. Results are reported in Figs. 9, 10 and
11. Plots in Fig. 9 indicate that the coalition time increases with an increase in
the number of types of resources and that the coalition time decreases with an
increase in the number of UAVs.
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Fig. 9. Coalition times for various number of types of resources for 15 targets

Fig. 10. Mission time for various number of types of resources

Fig. 11. Simulation time for various number of types of resources

Plots in Fig. 10 indicate that the mission time increases with an increase in
the number of types of resources. For a fixed number of types of resources the
mission time decreases with an increase in the number of UAVs.
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Graphs in Fig. 11 indicate that simulation time also increases with an increase
in the number of type of resources.

5 Conclusion

Dubins longest path can be used to map the shortest path traversed by a fixed
wing unmanned aerial vehicle (UAV) in pursuit of a target. This paper pro-
vides an approach that calculates Dubins longest path using elementary geome-
try. Experiments were conducted where Dubins longest path was applied to the
Polynomial Time Coalition Formation Algorithm. Results show that an increase
in the sensor range produced an increase in coalition time with a corresponding
reduction in mission times. Results also indicate that an increase in the number
of type of resources lead to an increase in coalition time and to an increase in
mission time. Future investigations will study the effect of wind on the Dubins
path and search missions using constraints such as time and energy.
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Abstract. Recent studies have revealed the benefit of capitalising on
the interplay between Unmanned Aerial Vehicles (UAVs) and ground
sensors, for the efficient data muling from locations of interest to back-
end infrastructures where, it is analysed and processed for further deci-
sion making. However, such studies have not considered minimizing the
energy spent by a UAV for moving from one location to another; a
requirement that can help maximize the lifetime of the resulting hybrid
network infrastructure before recharging. This paper proposes an optimal
clustering model for a case where, an Unmanned Aerial Vehicle (UAV)
is to monitor an area of interest, to collect data captured by a terrestrial
sensor network. The proposed clustering algorithm minimises a combi-
nation of the energy for routing data in the terrestrial network and the
energy used by the UAV to collect data from cluster heads and report
to a back-end infrastructure. We formally calculate the optimal number
of clusters in a uniformly distributed sensor network, to support exist-
ing k-clustering schemes, and for general networks, a general clustering
algorithm is proposed. Performance evaluation reveals relevance of accu-
rately modelling the hybrid networks underlying the“Internet-of-Things
in Motion”.

Keywords: Hybrid network · Clustering · Restricted network

1 Introduction

Recent studies [1–6] have revealed that capitalising on the interplay between
UAVs and ground sensors can be a very efficient way of collecting data from
locations of interest and delivering the data to back-end infrastructures where
it is analysed and processed for further decision making. Such an interplay is
at the heart of Internet-of-Things (IoT) called “Internet-of-Things in Motion”
where hybrid networks are built by using teams of UAVs as airborne sensor net-
works and sets of sensors scattered on the ground as terrestrial sensor networks.
Potential applications of these networks include using UAVs to extend the reach
of city mesh networks for smart parking [7] and pollution monitoring [8] or
using UAVs to extend the reach of community sensor networks in rural settings
c© Springer Nature Switzerland AG 2018
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for drought mitigation [9,10] and healthcare [11,12]. However, designing such
hybrid networks is a challenging task that may lead to complex optimization
models with multiple competing objectives such as optimizing the lifetime of
both airborne and terrestrial sensor networks to meet traffic engineering con-
straints while achieving a minimal coverage to meet application and network
engineering constraints. Furthermore, optimizing the lifetime of the airborne
sensor network may require minimizing the number of data collection points by
the airborne sensor network while ensuring that ground sensor data is collected
from all the nodes of the terrestrial sensor network and transported efficiently
to the UAVs’ collection points. Sensor network clustering can solve this problem
by enabling an m-to-n communication model where the terrestrial sensor net-
work is engineered as a multi-sink network where data is collected from m edge
nodes and sent to n sink nodes designed as UAV collection points. In such a
network deployment, the terrestrial sensor network is subdivided into n clusters
with n UAV collection points referred to as cluster-heads while the other nodes
are considered as cluster-members which have usually a direct link to one of the
cluster-heads.

The three main challenges raised by hybrid terrestrial/airborne sensor net-
work engineering include (1) finding the optimal number of clusters that opti-
mize a defined objective function (2) selection of the optimal cluster heads to be
used as UAV data collection points and (3) performing a cluster member asso-
ciation through a policy that should meet some optimization constraints. Note
that, while similar challenges are involved in all clustering techniques, they are
worsened by the introduction of airborne data collection agents such as UAVs.

The optimal clustering for terrestrial sensor networks has been a subject of
high interest in the literature. An analytical approach for determining the opti-
mum number of clusters by minimizing the communication-energy consumption
in a highly dense SN is proposed in [13]. The work in [13] was motivated by the
two research outputs revealing that (1) the number of clusters increases with the
minimization of the energy usage [14] and (2) finding an optimal number of clus-
ters is an important parameter upon which the efficiency of cluster-based sensor
networks depends [15]. In [16], the optimal number of cluster heads and their
locations has been analytically computed by adopting the cluster-head selection
method in [17], which is based on the calculated probability of a node to be
a cluster head. However, all these clustering schemes assumed a static network
model suitable for only terrestrial sensor networks, discounting data collection
agents such as UAVs or other mobile data collector devices.

A model of clustering UAVs as moving nodes/agents was proposed in [18]
where mobility attributes enabling UAVs-motion predictions were used for clus-
ters’ predictions. In [19], the UAVs were also clustered to discover the optimal
route while in [20], a clustering scheme was proposed to provide internet con-
nectivity, using a mobile sink (UAV). To the best of our knowledge, these are
the first clustering schemes that considered different positions of a UAV (path).
However, these works did not consider minimizing the energy spent by the UAV
while moving from one position to another; a requirement that allows the UAV
to collect as much data as possible prior to battery recharging.
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1.1 Motivation and Contribution

This paper revisits the problem of clustering in hybrid terrestrial/airborne sensor
networks by considering both the efficient sensor network communication and
the efficient cluster heads visitation by a UAV. We first define the clustering
problem for a hybrid network (UAV routes and the communication-based SN).
Thereafter, the optimal number of clusters in the situation of uniform and dense
distribution is rigorously computed. Finally, a heuristic clustering algorithm is
proposed for general networks which takes care of the situation explained above.

The rest of this paper, is organised as follows. The problem is mathemati-
cally formulated in Sect. 2, and the proposed algorithmic solution is described
in Sect. 3. The performance evaluation of the proposed solution is presented in
Sect. 4 while Sect. 5 concludes the paper.

2 Problem Modelling

The network considered in this paper is denoted by H(N ,Pg,Pa, Eg, Ea), where
N is the set of sensor nodes and the UAVs base stations locations, Pg is the
set of paths expressing possible sensors communication pathways in the ground-
based terrestrial network, Pa the set of paths in the airborne network consisting
of possible routes followed by the UAVs to collect data delivered by the ground-
based sensor network, and the energy consumed by the set of paths Pg and Pa

is respectively represented by Eg and Ea. Note that the network H is a hybrid
of the ground sensor network denoted by Hg and the aerial network denoted
by Ha.

2.1 The Energy Models

As suggested earlier, this paper considers an energy-efficient model where the
energy consumption is described below.

Eg = Et + Er, (1)
Ea = βEc + γEu (2)

where, the constants β and γ are proportionality constants corresponding to Ec

and Eu, respectively and the energy components Er, Et, Ec and Eu are defined
below.

– Energy for sensors data reception (Er). It is the energy spent by cluster
heads due to its topological, environmental, the physical/electronic properties
of the receiving node, and the nature of messages to be received. We assume
that all possible cluster heads are in the same and good conditions and hence
they require the same quantity of energy to receive a message.
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– Energy for data transmission among sensors (Et). It is the total energy
required to move the captured data from each cluster node to its correspond-
ing cluster head. This form of energy is directly proportional to the distance
separating the two communicating sensors. We assume one hop inter-cluster
communication and hence the considered distance is the Euclidean length of
links. All nodes of the network are assumed to require the same quantity of
energy for message transmissions.

– Energy for UAV data transport (Eu). It refers to the expected energy
required for a UAV to visit cluster heads. This energy depends on the number
of cluster heads in the Hg network and the distance between these nodes (the
expected link length).

– Energy for UAV data collection (Ec). It is the energy spent by the UAV
to collect data from the sensor nodes (cluster heads).

From Eqs. 1 and 2, the overall energy for data dissemination in the terrestrial
ground-based sensor network to cluster heads and data muling by the UAV can
be expressed by the weighted sum of energy consumption in both ground and
airborne networks as expressed by

Eh = αEg + βEc + γEu. (3)

2.2 The Terrestrial Network Energy Consumption: Eg

Let L2 be the area (in square meters) of the field where sensors are distributed
and needs to be partitioned into k clusters. It follows that one cluster’s area is√

L2/k × √
L2/k, based on Voronoi diagram (see [21]). It has been shown in

[16], that the total energy E for data gathering in the network of type H1 is
expressed as follows.

Eg = (2n − 2k + ak)Ee + nEp + (n − k)ef
L2

3k
+ akem

4L4

9
, (4)

where, Ee denotes the energy for driving the electronics, Ep is the energy for data
processing, n the number of all sensors in the field and the constants ef and em

represent the coefficient corresponding the effects of the clusters intra-distances
and inter-distances and a with 0 < a ≤ 1, denotes the data compression ratio: k
bits are compressed to ak.

The considered case in this paper assumes that there is no inter-cluster com-
munication and thus,

em = 0.

This is why the gathering energy Eg is computed as follows.

Eg = (2n − 2k + ak)Ee + nEp + (n − k)ef
L2

3k
. (5)
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2.3 Energy for UAV Transportation: Eu

The transportation energy Et depends on the length of the used path which gets
longer as the number of clusters increases. We assume that the UAV moves from
one node to another, using the Dijkstra’s algorithm [22] on the network of type
Ha. This will enable us to evaluate the goodness of a node to be in a particular
cluster or even being a cluster head.

Since the UAV-transportation energy is directly proportional to the length
of the used path, it is directly proportional to the number of cluster heads. It is
also proportional to the average distance from one cluster head to another and
hence the distance D to travel from one node to another. So, Eu is computed as
follows,

Eu = kD. (6)

where, D = E(Ej(d)) is the expected value of the average length of shortest
paths d from each sensor node j to others.

2.4 The Data Collection Energy Consumption: Ec

The total energy for data collection from cluster heads by a UAV. Let 1, 2, ..., k
be the indices corresponding to k cluster heads. If Ei is the energy required by
the UAV to receive data from the cluster head i (with 1 ≤ i ≤ k) and ei is the
energy required by cluster head to forward the gathered data to the UAV, then
the total energy Ec for data collection is expressed as follows.

Ec =
k∑

i=1

Ei + ei =
k

k

k∑

i=1

(Ei + ei) (7)

Hence,
Ec = k(E + e), (8)

where, E and e are the expected value of the energy required to receive and
forward data, respectively.

It follows from Eqs. 3, 5, 8 and 6 that the total energy used in data collection
is expressed as follows.

Eh(k) = α[−L2ef (k − n)
3 k

+ (ak − 2 k + 2n)Ee + nEp] + βkD + γk(E + e). (9)

2.5 Problem Definition

Given a hybrid network H, the problem consists of finding the smallest nodes’
partition P(N) to minimise the total energy Eh (see Eq. 3), such that, each
partition (cluster) is connected and its optimum head is known. The energy
Eh is refereed to as the clustering cost. The network design consists of finding a
network configuration that minimizes the clustering cost function subject to node
selection and topology constraints with the objective of partitioning the network
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into two sets: a dominating set of UAV collection points and a dominated set of
cluster members forming the edge of the network. Mathematically formulated,
the design process consists of finding a network partition C derived from the
graph of type H explained in Sect. 2 such that N is divided into disjoint clusters,
where the cluster head is communicatively connected with all its cluster mates.

min Eh = αEg + βEu + γEc (10)

Subject to
(10.1) ∀c ∈ C, ∃x ∈ c,∀y ∈ c, (x, y) ∈ Pg

(10.2) c1, c2 ∈ C, c1 ∨ c2 = ∅
(10.3)

⋃

c∈C

c = N

where, constraints 10.1 shows the dominating set property of the set of cluster
heads, 10.2 and 10.3 represent the network partitioning properties.

3 The Optimal Clustering Model

The main issues involved in the optimal clustering model considered in this paper
are (i) finding the optimal number of clusters, (ii) selection of the optimal cluster
heads/sinks and (iii) associating the cluster members to the sinks. These issues
can be solved by three algorithmic solutions: (a) a myopic k-mean clustering
algorithm where the optimal number of clusters k = Kopt is computed and the
classical K-means algorithm is applied with k = Kopt, (b) an optimized k-mean
clustering algorithm where the optimal number of clusters k = Kopt is computed
and the Kopt best cluster heads are selected and fed to the k-means algorithm
to guide the clustering process and (c) a multi-step clustering algorithm where a
sequence of cluster head selection and cluster member association is performed
on the network until all the nodes are assigned a cluster head or member status.
Note that while the k-means algorithm can be applied to a dense and uniform
network where each sensor node is able to communicate to its neighbours, the
multi-step algorithm is more suitable to general networks where the connectivity
property may not be met.

3.1 Optimal Number of Clusters

We express the total energy required for data transport in terms of the number
k of clusters in the hybrid network (see Sect. 2). Calculus basics are used to
compute the value of the number k which could minimise the energy required
for data collection in case of uniformly distributed networks.

The equation of energy expressed by 9 can be derived with relation to the
number of clusters k to obtain its optimal value. Differentiating the equation of
the energy expressed by 9 leads to the Eq. 11 below

∂Eh

∂k
= α(Ee(a − 2) +

L2ef (k − n)
3 k2

− L2ef

3 k
) + βD + γ(E + e) (11)
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By solving the equation ∂Eh

∂k = 0, where, k ≥ 1, we obtain the optimal value
of Eh for

Kopt =

√
L2efn

3(Ee(a − 2) + bD + E + e)
(12)

Notice that the second derivative is

∂2Eh

∂k2
= −2L2ef (k − n)

3 k3
+

2L2ef

3 k2
. (13)

We know that all observables in the Eq. 13 are positively valued. Furthermore,
the difference k−n is always negative (the number of cluster heads can not exceed
the number of all existing nodes). It follows that,

∂2Eh

∂k2
≥ 0. (14)

This confirms that the the total energy Eh(k) is minimum at Kopt as shown
in Eq. 12.

Since the optimal number of clusters has to be a positive integer, the optimal
number of clusters is denoted by K and it is calculated as follows.

K =

{
	k
 if E(	k
) ≤ E(�k�)
�k� else where.

(15)

3.2 The Clustering Algorithm

The multi-steps clustering has been designed based on a multi-steps algorithm
using the following cluster head selection assumptions:

– Density-aware selection policy where nodes are assigned the cluster head iden-
tity based on their node density deg(i). While leading to the UAV collecting
data collection points with high volume of data, this policy might lead to the
UAV flying longer distances for collecting this data and hence depleting its
energy during its inbound journey.

– Distance-aware selection policy where nodes are elected cluster heads based
on their distance to the UAV base Di. This policy aims at minimizing the
energy usage of the airborne sensor network but might lead to the UAV to
be tasked to collect data at collection points with very few data.

– Hybrid policy that combines features from density and distance aware cluster
head selection by combining both parameters into a weighted sum metric
expressed by

Pi = λ deg(i) + ψ
1
Di

. (16)

Here, deg(i) represents the number of available neighbours (of node i) in the
network of type Hg whereas Di is the average distance from node i to all nodes
in the network of type Ha. λ and ψ are coefficients corresponding to the node
degree in Hg and average distance in Ha, respectively.
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Input: The graph of type H(H1,H2)
Output: A dictionary of cluster heads and their cluster mates

Algorithm 1: Optimal clustering.
1 L ←− set of the lengths of links in Lg

2 Dp ←− dictionary of nodes (keys) and their expected length of shortest path to each sensor
node in Ha (values).

3 Emin ←− ∞
4 Cmin = {}
5 for Radius ∈ L do
6 Nrad ←− dictionary of nodes (keys) and a list of their available neighbours at distance

dist ≤ Radius
7 Order Nrad in terms of the decreasing order of the value of the price P of the keys

(cluster heads)
8 Ch ←− List of Nrad ordered keys (cluster heads)
9 Cv ←− List of Nrad ordered values (cluster mates)

10 C ←− empty dictionary which will contain clusters
11 while Ch �= ∅ do
12 CCh0 ←− Cv0

13 Remove Ch0 and all nodes in Cv0 from Ch.
14 Nrad ←− dictionary of nodes in Ch (keys) and a list of their neighbours Not in any

formed clusters
15 Order Nrad in terms of the value of the price P of the keys (cluster heads)
16 Ch ←− List of Nrad ordered keys (cluster heads)
17 Cv ←− List of Nrad ordered values (cluster mates)

18 Calculate the price P (C) using Equation 3
19 if P (C) < Emin then
20 Cmin ←− C
21 Emin ←− P (C)

22 Return Cmin

In Algorithm 1, the first steps consist of computing a list L of all link lengths
in the SN (Network of type Hg), and the dictionary DP whose keys is the sensor
labels and the corresponding values consists of the average distance to each node
in the restricted network (network of type Ha). The minimum coverage energy
Emin is initialised to infinity. The network clustering is expressed in the form of
a dictionary whose keys are the cluster heads and the values correspond to the
clusters members. The clusters dictionary C is initially set to empty (Line 4).
The cluster dictionary is assumed to have the cluster head as keys and the their
corresponding values are the list of nodes each cluster head is to support.

From Line 5 on, each link length (Euclidean distance between two connected
nodes) is used as the clustering radius (maximum distance of nodes and cluster
heads), to form a corresponding clustering C.

Clustering is done using a dictionary Nrad, consisting of nodes and their Hg

neighbours at a distance less or equal to the chosen radius. Note that the radius
is only chosen from a list of lengths of the Hg links and it is assumed to be the
same for all clusters to be formed. This dictionary gets formed (Line 6), and
using the pricing shown by Eq. 16, it is decreasingly ordered (Line 7).

Let Ch be a list of ordered Nrad keys (list of potential cluster heads), Cv be
the list of the corresponding keys (possible cluster members). To form the first
cluster we take first element of the list Ch to be the cluster head and the first
list in Cv constitutes the corresponding cluster mates.
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Nrad is then updated to contain the remaining possible cluster heads and
their neighbours which are the nodes not in any of the formed clusters.

The process of using the available nodes in the list Nrad to make one cluster
is repeated (Lines 11–16) until no more cluster head is available. In this case,
one clustering is done and its price is computed using Eq. 3 (Line 17).

Each new clustering related price is compared to the existing minimum price
to check the possibility of updating the best cluster Cmin and the corresponding
cost Emin.

4 Results and Discussion

In this section, we report on the experimental results on the effect of introducing
the energy spent by the UAV. This is achieved by running our solution for
different values of weighting constants in Eq. 3 to evaluate their impacts on cost,
which is the energy in joule (j), number of clusters, and the corresponding radius
as Algorithm 1 evolves.

4.1 Case Study

We considered the public safety network consisting of Cape Town (South Africa)
police stations as collection points of a ground sensor network used for example
for city safety or traffic control. Cape Town police stations are labelled in terms
of integers in interval [1, 49] and their GPS coordinates are used as their positions
(Figs. 1 and 2). The Radio Mobile software was used to create the hybrid network:
the ground communication network was obtained by considering the link margin
greater than 50 dB, and the links corresponding to the UAV paths correspond
to the link margin between 30 and 50 dB.

Fig. 1. Considered communication
network.

Fig. 2. Considered UAV paths net-
work.
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4.2 The impact of the weighting parameters on performance

Figure 3 shows that if the length of cluster radius is increased, the coverage
cost (total coverage energy), the number of clusters expectedly decreases until
it converges. Note that the convergence point is not the optimal one. This is
justified by the fact that there is a radius which corresponds to the case where
every clusters consists of just the cluster head. Increasing the radius, will give
the same results. However this has been motivated not to be an optimal solution
for a UAV.

Fig. 3. Radius-cost. Fig. 4. Coverage cost against the num-
ber of clusters.

Figure 4 reveals that the number of clusters is positively and highly correlated
with the coverage cost. This justifies the results found in Fig. 3. So, a big number
of clusters corresponds to a high transportation cost. The better clustering would
correspond to the radius which minimises the number of clusters, and hence the
transportation cost as shown by Fig. 4.

4.3 The Impact of UAV on Clustering

In this subsection, we compare the trends observed so far with the trends when,
we do not consider the UAV’s presence α = 10 and β = γ = 0. In this case
the clustering is done only by considering the required energy for the ground
messages transmission and receptions.

Figure 5 shows the relationship between the clusters’ radius and the cover-
age related cost (energy required for messages transportation). Comparing with
Fig. 3, the figure shows two major differences.

1. The cost function expectedly increases (it was decreasing before) until the
convergence, as the radius increases.

2. The cost gets smaller values (less than 1.0 joules), whereas previously, it
ranges between 20 and 370 joules.

Figure 6 shows that fewer number of clusters are expected to correspond to
lower energy. However the relationship is not linear unlike the case were the UAV
influence is considered (see Fig. 4). So the correlation gets negative and smaller.
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Fig. 5. Radius-cost. Fig. 6. Communication network.

4.4 Efficiency of the Proposed Solution

We compare our proposed algorithm with the Distance-based Crowdedness Clus-
tering (DCC) which does not take care of the presence of the UAV. We consider
the experiment where, both positions and links for both networks were generated
randomly. The total number of considered nodes is 48 and the positions were
generated by randomly selecting the coordinates from a normal distribution of
mean = 500 and standard deviation of 300 (N (500, 300)).

Fig. 7. comparison

Figure 7 shows that in most of the values of the radius, the DCC has higher
cost and also converges to a higher cost.

5 Conclusion

In this paper, a model for optimal sensor network design has been provided where
a multi-sink ground-based terrestrial sensor network is expanded by an airborne
network using a UAV to ferry the sensor data from the sinks of the terrestrial
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sensor network to the gateway where the data is to be processed. The coverage
problem has been mathematically formulated as an optimisation problem aiming
at finding the optimal number of clusters to achieve an energy efficient hybrid
terrestrial/airborne sensor network using an UAV as mobile gateway. It has been
shown that the energy spent by the UAV data muling has a big impact on the
change in the energy consumed by the whole process of data transport.
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Abstract. Unmanned aerial vehicles (UAV) deployment and emerging
air-to-ground wireless services have been a topic of great interest in the
last few years. The main virtue of UAV networks is that they provide on
demand connectivity. However, the design of such networks is intrinsi-
cally dependent on the air-to-ground propagation conditions. In order to
construct a reliable air-to-ground channel model that takes into account
the nature of the surrounding environment, we propose to exploit the
information provided by building footprints. The obtained results are
compared with existing statistical air-to-ground channel models. It is
shown that both the the path loss exponent and the variance of the
shadow fading are dependent on the distance on the ground between the
UAV and the user and the drone’s altitude. The proposed channel mod-
eling method is then used to estimate the coverage probability over the
studied area.

Keywords: UAV · Air-to-ground channel · Real building footprints
Shadowing · Coverage probability · Meta-distribution of SNR

1 Introduction

In the last few years, unmanned aerial vehicles (UAV) have gained interest among
industrial and research communities as a rapidly deployable network that pro-
vides on-demand connectivity. By contrast to terrestrial infrastructures, both
expensive and time-consuming in terms of deployment, UAV can be seen as a
rapid and efficient support for a short-fall in network capacity after a natural
disaster or during a temporary mass event. Additionally, in the wide Internet of
things (IoT) ecosystem, UAV can also be used as mobile base stations that move
towards IoT devices, provide connectivity, collect and relay data to terrestrial
gateways or out-of-range receivers.

While UAV networks use cases are numerous [14], their deployment, how-
ever, is associated with several technical challenges that need to be addressed.
Many issues related to network architecture [7], energy consumption [16], inter-
ference management [18,19], coverage and movement optimization [12,15], and
c© Springer Nature Switzerland AG 2018
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air-to-ground channel modeling [2] have been presented in the literature. These
challenges, commonly discussed for ground-to-ground communications, need to
be addressed from an air-to-ground communication perspective. This is because
the air-to ground propagation conditions are different from the terrestrial ones.
For example, a drone’s coverage is tightly related to its position, in particular its
altitude. Indeed, improving a drone’s altitude has a double-edged sword effect: it
provides a stronger link with a higher probability of line-of-sight, but at the same
time, it results in an important path loss. This tradeoff has been the subject of
many research papers that aim to optimize the drone’s altitude while maximiz-
ing its coverage. In [15], authors show the concavity of the coverage probability
with respect to a single drone’s altitude. In [10], authors investigate the optimal
altitude by taking into account different antenna’s gain patterns and a multi-
path fading channel. Interference is considered in [18] where the authors derive
the probability of coverage using a dominant interferer approach. Additional
interferences, resulting from coexistence with device-to-device communications
(D2D), are characterized in [17] which provides a closed-form expression of the
coverage probability.

Despite the large amount of existing works that address UAV coverage from
a theoretical perspective, the experimental validation of these results is still in
its infancy. In general, the air-to-ground channel is represented by an average
path loss model obtained by assuming both LOS and non-LOS links [4,5,11].
Although this statistical model provides a good baseline for the network perfor-
mance on average, it may not predict accurately the coverage for a specific urban
area. Alternatively, the radio channel can be estimated with high precision using
ray-tracing softwares. However, the problem with ray-tracing is that it involves
expensive softwares requiring very high load and execution time as well as very
accurate 3D map of the urban area including type of building materials. The
idea behind our work is to propose a hybrid approach that uses the 3D build-
ings footprints to estimate the shadowing component, and employs statistical
models for the small-scale fading. The proposed channel modeling is then used
to estimate the coverage probability as a function of the UAV’s position. In this
paper, the 3D building footprints from Paris city is used as a use case.

The contributions and organization of the paper are as follows.

1. A comprehensive description of the system model, the studied area, and the
realistic channel model that takes into account buildings blockages is provided
(see Sect. 2).

2. A simplified method to determine the channel models in terms of LOS prob-
ability, and shadowing mean and variance, by using real building footprints
is proposed. Our results show that the path loss exponent and the shadowing
variance are dependent on both the UAV altitude and the distance on the
ground between the UAV and the user (see Sect. 3).

3. To evaluate the coverage, two performance metrics are considered: cover-
age probability and the meta-distribution of signal-to-noise-ratio (SNR) (see
Sect. 4).
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4. Simulation results that estimate the coverage probability are discussed (see
Sect. 5), and concluding remarks are provided (see Sect. 6).

2 System Model

In this section, we present the studied area and explain the data extraction
process. We also provide a comprehensive description of the adopted air-to-
ground channel model.

2.1 Area Under Study

In order to capture the effect of buildings obstructions, we consider an urban
area from the 16ème arrondissement of Paris. Specifically, we are interested in an
area A of 1055 × 990 m2 located at the eastern part of the district as described
in Fig. 1. In addition of being a prestigious residential neighborhood, the area
of study hosts a large number of companies (PSA Peugeot Citroen, Lafarge ..)
and includes a concentration of museums and touristic sites (Guimet museum,
Trocadéro place ..) which makes it an interesting case of study (as a dense
and diverse area). Data related to area A is available in [1]. It mainly contains
buildings footprints that describe the buildings shapes in 2D (in a shape file)
and the number of levels per building (in an excel file) of all Paris city. Since
the exact heights of the buildings are not provided, we use, instead, the number
of levels per building times the average height per level (2.9 m for Paris). Even
though this approximation is not perfectly accurate, it provides good insights on
the impact of buildings elevation on coverage. A summary of the characteristics
of the studied area is given in Table 1.
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Fig. 1. A Google map view of the 16ème arrondissement with a highlight on the studied
area, (b) The entire area under analysis with base stations locations, x and y axis
express distances in meters
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Table 1. A summary of the region under analysis

Location Area (m×m) Center location

(longitude, latitude)

Density of

Buildings

Average number of levels

Paris (16ème) 1055 × 990 (2.27978, 48.86185) 47% 4.13

To extract desirable data from raw data provided by [1], we proceed as fol-
lows.

1. A master file that contains all the building footprints of Paris city is down-
loaded from [1].

2. Data related to the studied area are extracted using Quantum Geographic
Information System software (QGIS) [13]. The resulted file is uploaded to
Matlab using the mapping toolbox.

3. Users positions are generated in the 2D plane according to a circular grid.
The choice of the circular grid provides an easy way for probability of line of
sight computation (more details are provided in Sect. 3.1).

4. For the sake of comparison with existing statistical models that assume out-
door users, we remove all points inside building polygons.

5. The UAV is located at the center of the area with fixed x0 and y0 coordinates,
and a variable altitude h.

2.2 Blockage Model

In an urban type environment, the distortion of the signal due to shadowing is
intrinsically dependent on the number of buildings between the UAV and the
ground user. In order to capture the effect of obstructions caused by buildings,
we adopt the shadowing model proposed in [6].

Assume that Ni is the number of intersected buildings between user i and
the UAV. To reach the user, the transmitted signal has to penetrate Ni buildings
that cause, for each, a propagation loss of Kb, where Kb ∈ [0, 1] is the penetration
loss related to building b. For the sake of simplicity, we assume that Kb = K
is the same for all buildings. As a consequence, the shadowing attenuation hi

between user i and the UAV is given by

ζi = KNi . (1)

Note that, when no shadowing is considered, i.e. there is a line-of-sight between
the UAV and the ground user, Ni = 0 and thus ζi = 1.

2.3 Free Space Path Loss Model

We use the standard power-law path loss model where the path loss attenuation
between user i and the UAV separated by distance (r2i + h2)2 is given by (r2i +
h2)

−α1
2 , with α1 being the path loss exponent, and ri is the distance between

user i and the projection of the UAV on the 2D plane.
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2.4 Small-Scale Fading

We adopt the commonly used Rayleigh fading. We also assume that the Rayleigh
channel gains are independent and identically distributed (i.i.d). Hence, the chan-
nel power gain gi between user i and the UAV is a random variable that follows
a standard exponential distribution.

3 Simplified Air-To-Ground Channel Model

In this section, we provide a general method to evaluate LOS probability and
shadowing mean and variance by using real 3D building footprints.

3.1 Line of Sight Probability

The probability of LOS is a key element when modeling the air-to-ground chan-
nel. It is particularly useful to identify straight paths between the UAV and the
ground user. In order to compute such probability, we generate outdoor users
according to a circular grid centered on the projected position of the UAV on the
ground (x0, y0). For each circle Cj(x0, y0, rj) of radius rj , we identify the number
of outdoor users that have a LOS with the UAV. The probability of LOS at a
radius r = rj and an altitude h is estimated as the percentage of outdoor users
on the circle that have a LOS with UAV.

Fig. 2. (a) Average LOS probability, (b) Cumulative distribution function of shadow-
ing, K = −20 dB

In Fig. 2(a), we compare the actual LOS probability with the following exist-
ing statistical model [15]
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pLOS(r, h) =
1

1 + a exp
(−b( 180π arctan r

h − a)
) (2)

where the environmental-dependent variables a and b are obtained by performing
a non-linear least square data fitting.

Figure 2(a) plots the probability of LOS as a function of the UAV’s altitude.
These results are obtained by averaging over 100 distances. We observe a good
agreement between the fit of the statistical model and actual data (R2 = 0.88).
This fit can be slightly improved by using a polynomial function of degree 4
(R2 = 0.9). As intuitively expected, the probability of LOS is improved when
the drone increases its altitude. This is justified by a significant reduction of
intersected buildings as the UAV moves up.

3.2 Shadowing

The shadowing accounts for random losses caused by obstructions along the
propagation link. In general, the random behavior of shadow fading is modeled
by a log-normal variable, with constant mean and variance, that reflects the
multiplicative penetration loss caused by buildings [8].

Shadowing CDF. In Fig. 2(a), the cumulative distribution function (CDF) of
the adopted shadowing model is plotted. As depicted in the figure, the actual
model is compatible with the log-normal shadowing widely adopted in the liter-
ature. However, these observations show that the parameters of the log-normal
fading are both distance and altitude-dependent. This is corroborated by the
next findings regarding the mean and variance of the adopted shadowing model.

Shadowing Mean. To study the shadowing distribution caused by buildings,
a good understanding of the mean and variance structure is required. In fact,
the shadowing mean with respect to the distance r and height h, μ(r, h), can be
written

μ(r, h) =
+∞∑

n=0

P(Ni(r, h) = n)Kn, (3)

where Ni(r, h) denotes the number of intersected buildings for a given distance
r and altitude h, and P(Ni(r, h) = n) is the probability that n buildings are
intersected at distance r and altitude h.

The shadowing mean for r = 311.85 is plotted in Fig. 3(a). As shown in the
figure, the mean value increases with altitude. Moreover, it can be noticed from
the same figure that the shadowing mean can be approximated, with a good fit,
by a power law function. The shadowing mean is therefore estimated as follows

μ(r, h) ≈ (r2 + h2)−α2(r,h)/2. (4)
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In Fig. 3(b), we plot an approximation of α2(r, h) for the same distance (r =
311.85 m) versus the UAV’s height. α2 is then estimated as follows

α2(r, h) = a0r
b0h−c0 − d0h + e0, (5)

where a0, b0, c0, d0 are a non negative parameters to be determined, with the
parameter e0, through curve-fitting.

The proposed fit provides a good estimation of real data, the resulted R2 =
0.93, 0.9, 0.88 for K = −3 dB, −10 dB, −20 dB respectively. Moreover, it can
be noticed from Eq. (5) and Fig. 3(b) that the shadowing mean exponent, α2,
decays with the drone’s height. This is attributed to the fact that the number of
intersected buildings decreases as the UAV moves up. These findings are in line
with conclusions of works in [20] and [3] where authors show that the path loss
exponent decreases with altitude. On the other side, α2 increases with distance
as additional penetration loss will be accumulated for an increasing distance
(and fixed height).

Another more intuitive finding is that the shadowing mean estimation is
tightly related to buildings penetration loss. In particular the shadow mean
increases as the penetration loss increases. This is intuitively expected as addi-
tional penetration loss will result in higher shadowing values.
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Fig. 3. (a) The mean of the shadowing for distance r = 361.35 m, (b) Exponent of the
shadowing mean r = 311.85 m

Shadowing Variance. The results in Fig. 4(a) show the height-dependency
of the shadowing variations for r = 311.85 m. In fact, the estimated variance
increases as the UAV improves its altitude until a maximal value before it
decreases with height. The existence of a height that maximizes the variance
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depends on the penetration loss. Indeed, when the penetration loss is low, the
shadowing variance monotonically decreases with height. Furthermore, the figure
shows that the shadowing variance is reduced when the penetration loss is lower.
This is attributed to the fact that a building with a lower penetration loss will
cause a lower signal distortion. The figure proposes also a simplified expression
to estimate the variance by using the following polynomial fit

σ2(r, h) ≈
i=4∑

i=0

j=4∑

j=0

aijr
ihj , (6)

where aij are determined through curve-fitting. The proposed variance fit results
in R2 = 0.86, 0.75, 0.75 for K = −3 dB, −10 dB, −20 dB respectively.
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Fig. 4. Variance of the shadowing for distance r = 311.85 m

It is worth mentioning that the proposed simplified shadowing model does
not include correlation. An accurate model should capture spatial correlation
between neighboring users. This has been left as part of future work.

4 Performance Metrics

In order to evaluate the effects of shadowing on coverage, we consider two perfor-
mance metrics: average coverage probability and the meta-distribution of SNR.
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4.1 Average Coverage Probability

We consider downlink communication. Hence, when a frame is transmitted by
the UAV with power P , it is received at the ground user t with the power
PgtK

N
t (r2t + h2)−α1 . The quality of the wireless link is measured in terms of

SNR γt, which is defined as

γt =
PgtK

N
t (r2t + h2)−α1

σ2
, (7)

where σ2 represents the power of an additive Gaussian noise.
We are interested in coverage probability for a given user t, which is the

probability that the SNR of that user is above a given threshold θ. This prob-
ability can also be seen as the complementary cumulative distribution function
(CCDF) of the user’s SNR and can be written as

Pc(t; θ) = P(γt > θ), (8)

Note that this probability is calculated over small-scale fading.
In order to evaluate the general behavior of coverage, we average the coverage

probability over the user’s positions. The resulting average coverage probability
is defined as

P̃c(θ) =
1

|A|
∫

A
P(γ(t) > θ)dt, (9)

with |A| the surface of the studied area A, and γ(t) is the SNR of a ground user
at position t. For simulations, the integral in Eq. (9) is computed numerically by
considering a finite number of user’s positions (2890 positions in our case).

4.2 Meta-Distribution of SNR

The meta-distribution of SNR provides a better information about the perfor-
mance of the coverage probability. It answers the question ‘to what extend the
coverage is good?’ [9]. For a given threshold θ, and a fixed position of UAV, the
meta-distribution is given by the percentage of users that achieve a coverage
performance higher than a threshold x. This can be formulated as follows

Pm(x, θ) = P(Pc(t; θ) > x), (10)

with x ∈ [0, 1].

5 Coverage Experiments

In this section, we present simulation experiments for coverage performance.
Details about simulation settings are provided in Table 2.

Figure 5(a) shows the average coverage probability versus the UAV altitude.
Here, it can be seen that for a given desired coverage, there exists an optimal
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Table 2. Simulation settings

Parameter Value

Number of user positions 2890

Monte Carlo simulations 1000

Path loss exponent {2, 3.4}
Noise power −100 dBm

BS power 1 mW

Penetration loss {−20,−10,−3} dB

Small-scale fading Rayleigh with parameter 1

altitude at which the average coverage is at its maximum. This optimal altitude
is achieved at 700 m when the path loss exponent α1 = 2, and is equal to 448 m
for α1 = 3.4. Furthermore, the results show that the average coverage probability
can be predicted approximately using statistical fits (provided in Sect. 3). The
accuracy of such approximation could be improved when spatial correlation is
included in the shadowing modeling. In Fig. 5(b), the average meta-distribution
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Fig. 5. (a) Average coverage probability, (b) Average of the meta-distribution of
coverage. K = −20 dB, θ = −20 dB.

of SNR (average on θ and x) is plotted versus the drone’s altitude. Once again,
we observe the same trend as for the coverage probability. Moreover, it can
be noticed from Fig. 6 that the meta-distribution of SNR decreases when the
thresholds θ and x increase as intuitively expected.
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Fig. 6. A 3D illustration of the meta-distribution, h = 322 m, K = −20 dB

6 Conclusion

In this paper, we presented a general framework to model the air-to-ground
channel model using 3D building footprints. More specifically, we proposed to
use 3D building maps to estimate the line-of-sight probability, the CDF of the
shadowing and its mean and variance. Our findings show that it is important to
include distance and altitude-dependent parameters for the air-to-ground chan-
nel modeling. Particularly, we showed that the path loss exponent decreases
with UAV’s altitude and increases with the distance on the ground between the
UAV and the user. We also showed that the shadow fading variance is reduced for
higher altitudes. Furthermore, our proposed method allows for a tractable way of
estimating the wireless coverage of urban areas. Indeed, instead of using sophis-
ticated ray-tracing techniques that are both expensive and time-consuming, only
3D maps are needed in order to provide a reliable channel modeling. In ongo-
ing work, we are investigating the effect of the spatial shadow correlation, and
interfering UAVs on coverage performance.
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Abstract. This paper describes a proposal of solution for target visual loss in
autonomous navigation of UAVs by using artificial. Tests of target maintenance
and position recovery have been included along with the sequence of images
that verify the method performance.
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1 Introduction

The use of unmanned aerial vehicles (UAV) has been a great advance in civil appli-
cations such as event detection, object recognition, cultivation soils, vehicular traffic,
3D modeling and others [1]. Human operation of aerial vehicles has several drawbacks
[9, 40] and decreases the effectiveness and speed of the proposed routines, so there is
the need to develop algorithms that support the navigation in micro or macro scale
UAVs. Some applications can perform using its size and capabilities with innovative
systems for its control as shown in [3], control through Google glass, brain computer
interface or large distance remote control, but still susceptible to climate change that
restrict their use [4, 21].

UAVs main on-board resources for data acquisition are: the camera, IMU and GPS,
however, there are environments where GPS does not work or there is IMU problems
[5] leaving only camera images as position and navigation feedback. For this cases it is
necessary a good image capture [6] and a reliable and robust image processing with an
undesired effects reduction [7] to ensure the correct navigation and target location.

In navigation and target location, the system is expected to be robust for different
environment changes. The use of image features allows the target discrimination
despite visualization changes. Events such as drone flight disturbances or advanced
flight speeds cause the sudden target loss [19], so that many jobs related to drone
navigation opt for different methods for this, such as continuous mapping, for example
[12] where the SLAM algorithm is applied to perform the mapping and subsequent
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navigation control, or in [15] through scenario reconstructions with SLAM, other
proposals opt for reliability on image capture and other sensors, when target is loss of
sight maintains search algorithms or specific routines [6, 8, 21]. However performing
the continuous mapping for target localization and monitoring means a high compu-
tational cost and a response speed reduction compared with image features.

This work includes Random Sample Consensus (RANSAC) [23] to remove outliers
followed by the estimation of the target position based on inter-frame motion.

2 Related Works

Multiple proposal for UAV autonomous navigation are based on two main compo-
nents: Perception, Visual SLAM system with monocular cameras [12, 15, 41] or
cameras RGB-D [42–44] for real-time mapping, and an Extended Kalman filter for
sensor data fusion and UAV state estimation. Trajectory Tracking, A map-based tra-
jectory planner probabilistic or search trees [45, 46] and a PID control for tracking
trajectory.

These methods are implemented in [12] where continuous scene constructions are
made with monocular SLAM for visual perception, altitude and depth data is obtained
by ultrasonic and barometer sensors, then the motion parameters are clearly extract. In
[15] the 3D scene reconstruction with SLAM is achieved with great efficiency thanks to
the use of omnidirectional cameras, making the orientation and location more accurate
with environment.

Although the use of these methods allows great autonomy and a robust target
location, the use of SLAM with monocular cameras makes the procedure more
expensive computationally, some approaches overcome this problem as in [47] where
the use of multiple MAVs allow perception with visual SLAM and real-time mapping.

In addition [38–40] monocular SLAM is used to improve the positioning of a low
cost quadcopter achieving errors of few centimeters and making it unnecessary to use
GPS or artificial reference points, giving room to unknown environments.

We have decided to work with the Bebop mini drone of the brand Parrot, an UAV
to the micro scale in the VI classification according to [3, 4] which is easy to assemble
and with ten minutes of autonomy in the air, it also has a powerful built-in computer,
flight and video stability algorithms. This drone has a 14-megapixel front facing fisheye
camera with 180° and video stabilization algorithms.

3 Image Features

Once the image extraction process has been made from the vision device on board the
micro UAV, the next step is processing them to obtain its features, which must comply
in being enough, compact, invariant and congruent [25, 26].

The image feature types can vary in a large number of possibilities such as edges,
interest points, blobs, corners, textures and colors that set the beginning of the process
of finding similarities between images [26].

On-Board Target Virtualization Using Image Features 385



Among the most famous keypoint detection algorithms, there are Harris detectors
[27] that have a high invariance to rotational changes of characteristic points and
robustness to intensity changes, then there are SIFT(Scale Invariant Feature Transform)
detectors [28–30] and Speeded Up Robust Features(SURF), the first ones are very
efficient when it comes to images that have scale variations and are perfect for noisy
environments, the second ones present a speed ten times higher than SIFT based on an
approximation of the Hessian matrix for its obtainment [31].

In spite of SIFT and SURF detectors good performance, the ORB (Oriented FAST
and Rotated BRIEF [32–34]) detection and description algorithms work very efficiently
when it comes to on board cameras and agile processing, this is because the ORB
keypoint detection uses the Features from Accelerated Segment Test (FAST) algorithm
with a set of descriptors from Binary Robust Independent Elementary Features
(BRIEF).

4 Target Detection and Location

The process called matching is responsible of finding correspondences between the
images, based on the measurement of the descriptor vectors of each one as a distance
vector that is matched as the error that differs the least between points of each frame.

To increase the quality of inter-frame feature detection and matching, the algorithm
RANSAC (Random Sample Consensus) [23] has been used, which consist in the
decrease in differences of the gray level and allows the removal of correspondences that
do not adjust to the model, in a determined amount of iterative repetitions.

When a fixed target is used as processing and matching reference, there is a loss of
keypoints with the motion and light changes, besides the correspondent blur, in such a
way that the uncertainty in target detection is increased.

In spite of algorithms that look for system robustness such as ORB and RANSAC
for the matching, a decrease in the target image matches is denoted.

One solution to avoid the loss of correspondences and outlier generation is to make
the matching process frame to frame, in this way the change in lightning intensity,
rotation and scaling do not differ in a great way from a descriptor vector to another.

The geometric transformations used in this work serve mainly to relate 3D
geometry from the drone navigation space with the on board camera and the 2D images
captured. The three dimensional space in E3 denote that each frame would be repre-
sented by a point to point relation of a R3 set with the Euclidean space E3 [35].

This transformations allows the motion parameter estimation in the interval of
frame capturing to be made. The analyzed frames motion can be expressed as:

Xsp ¼ HtXt ð1Þ

Where a set of Xt points are converted to Xsp, the behavior of this conversion
depends on the Ht transformation matrix that can vary between the three most common
models, translation model, affine model and perspective model [36, 37].

In this work the latter transformation has been chosen, the perspective that inte-
grates three rotations and translations needed to be completed, its transformation matrix
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H is the one responsible to give the pertinent parameters to the change in perspective
given between the compared frame and the set point frame denoted by the Eq. (2).

Ht ¼
h11 h12 h13
h21 h22 h23
h31 h32 1

2
4

3
5 ð2Þ

Finally, an encapsulation has been done, to follow the target in the drone motion
sequence by applying the perspective transformation that transfers the target image
frame, to a frame with the correspondent one as shown in Fig. 1:

5 Target Virtual Position

The target loss of sight causes it to no longer be able to follow the trajectory or come
close thereof. To solve this problem a target bounding box virtual position refreshment
has been done with a frame to frame matching algorithm by applying the perspective
transformation of said frame by moving the box to where the image has moved in
regard to the previous frame, which allows us to obtain the target virtual position
without the need of watching it directly. Figure 2 shows the procedure that is per-
formed to maintain the position of a target as virtual.

Fig. 1. Target encapsulation with a bounding frame.

Fig. 2. Virtual target represented by transforms frame to frame.
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It can be appreciated that the operation Tf 1!f 2 represents the geometric transfor-
mation of the f 1 frame in perspective to the f 2 frame where this transformation is
applied to the Eq. 1 in the target points that originally where in f 1 to move them to a
new position in f 2.

6 Experimentation, Conclusions and Future Works

It can be seen in Fig. 3 the application of algorithm in a controlled sequence of
movements allowing an estimation of target position to remain keeping it out of sight.

The predefined sequences of movements are defined as follows:

1. Target recognition and take it out of camera vision (to the right)
2. Recovery of target visibility (bottom).

An optimal solution has been presented to detect and maintain targets that can be
lost from sight by spatial disorientation, visualization changes or motion routines
through the keypoint detection, description and the collaborative matching of the target
and the consecutive frames for orientation in the scene, through geometric transfor-
mations with continuous references of previous frames.

For future work, we intend to design an algorithm for the robust landing of UAVs
in objectives that move in the floor, only with the feedback of the camera on board, and
able to recover movements of pushes or disturbances that move away from the correct
landing route.
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Abstract. In this article, we present the use of depth estimation in real time
using the on-board camera in a micro-UAV through convolutional neuronal
networks. The experiments and results of the implementation of the system in a
micro-UAV are presented to verify the unsupervised model improvement with
monocular cameras and the error regarding real model.

Keywords: Monocular � MAV � Depth estimation

1 Introduction

In this last decade, the interest in UAVs and their autonomy has increased steadily [1,
2], the prevention of collisions is an important requirement for autonomous flights [3,
4]. Unmanned Autonomous vehicles have raised wide interest in recent years with
various applications such as inspection, monitoring [5, 6] and mapping [7–9]. Just as
the estimation of depth from images has a long history in computer vision [10].
Recently, to imitate human behavior, we have developed algorithms in learning to
predict paths [11, 12] directly from an RGB image, especially with the popularity of
convolutional neural networks (CNN) [13].

With individual images they were studied for the first time for the extraction of
depth, using Supervised Learning by Saxena, et al [13]. However, most existing
approaches treat depth prediction as a supervised regression problem and as a result,
require huge quantities of corresponding ground truth depth data for training [10].

Clearly there is evidence of a remarkable superiority of this method and hence the
decision of the use of it in this article. The use of this method for depth detection is
essential for obstacle evacuation in drones. Because the ability to detect and avoid
obstacles like birds flying in a forest is fascinating and has been the subject of much
research [15]. The objective of this paper is to estimate the error that this unsupervised
method offers in a Parrot Bebop drone since this will be based on the captured images
of the built-in camera. So the method behaves quickly and only takes about 35 ms to
predict a dense depth map for a 512 � 256 image on a modern GPU [10].
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2 System Overview

The present work is developed with Mini RUAS that are man-portable and can fly
outdoors as well as in confined and indoor environments [16]. Bebop 2 mini drone
from the company Parrot, is a micro-scale UAV of this classification VI. It is easy to
assemble and with twenty-five minutes of autonomy in the air, it also has an integrated
computer which allows you to execute flight and video stability algorithms.

To obtain images we used the autonomy_bebop driver based on the official Parrot
ARDrone_SDK3 SDK. This allows the use of several functions of the drone translating
in topics, services, messages and parameters as well as access to the images of the
drone. One of the most important points of Bebop Parrot ARDroneSDK3 is that the
quality of the video is limited to 640 � 368 image at 30 Hz [10].

For the process of obtaining images we need to connect ROS and OpenCV with the
programming language of python or c++ by converting ROS images into OpenCV
images, this process is necessary since ROS publishes the images as a type of message
and if it is desired to carry out a subsequent processing it must be converted to OpenCV
images and corresponds to the diagram presented in Fig. 1.

Finally the drone Bebop 2 can send the forward-facing camera image via WiFi to
our host laptop. The laptop is equipped with GeForce GTX 1060 Q-MAX GPU for
CNN prediction. There is also image transmission delay about 0.2 s.

Our contribution consists of the combined use of these current methods on UAV.
To obtaining the image we must add a dependency to opencv2 and cv_bridge of ROS.
Converting an image message pointer to an OpenCV message only requires a call to the
function imgmsg_to_cv2(). This takes in the image message, as well as the encoding of
the destination OpenCV image.

We will need an image stream. Run a camera or play a bag file to generate the
image stream. Now we can run this node, remapping the image stream topic to the
“image_topic” as we observed in Fig. 2.

Fig. 1. Image conversion between ROS message type and OpenCV.
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This takes in the image message, as well as the encoding of the destination
OpenCV image with imgmsg_to_cv2. Finally for the rospy.spin method to avoid
leaving the program until this node is stopped.

Given a single image I at test time, our goal is to learn a function f that can predict

the per-pixel scene depth, bd ¼ f Ið Þ [17–19]. Specifically, at training time, we have
access to two images Il and Ir, corresponding to the left and right color images from a
calibrated stereo pair, captured at the same moment in time. Instead of trying to directly
predict the depth, we attempt to find the dense correspondence field dr that, when
applied to the left image, would enable us to reconstruct the right image. We will refer
to the reconstructed image IlðdrÞ as eIr . Similarly, we can also estimate the left image

given the right one, eIl ¼ IrðdlÞ. Assuming that the images are rectified [20] d corre-
sponds to the image disparity - a scalar value per pixel that our model will learn to
predict.

3 Results and Discussion

To estimate the error in the distance measured by the drone, we based on a known
distance to a reference point, we calculate the error at different instances of the flying
process.

We using 10 tests to have an average of them, the objects presented in Fig. 3. Given
the value of the pixel of a certain coordinate of the object.

Fig. 2. Flow diagram of the process of obtaining a drone image by means of autonomy_bebop
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The error measured is 6.08% with respect to the distance real. This proves that our
system is accurate enough to perform to the use of obstacle evasion in drones for future
research.

4 Conclusions and Future Work

In this document, we propose a navigation system based on CNN applicable to various
environments. But above all with methods superior to many previously shown and
therefore the error of the distance obtained in a monocular image is small and could be
said to improve by having objects closer to the drone.

In the future investigations, the concept obtained from convolutional neural net-
works will be taken but in everything to the detection of objects so that in this way an
autonomous micro-UAV can be modeled and controlled.

Acknowledgement. This work is part of the project Perception and localization system for
autonomous navigation of rotor micro aerial vehicle in gps-denied environments, VisualNav-
Drone, 2016-PIC-024, from the Universidad de las Fuerzas Armadas ESPE, directed by Dr.
Wilbert G. Aguilar.

Fig. 3. The test objects in this case are cars that we reprimand with “X” and failing with “X′” for
identification.
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