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Preface

The International Conference on Digital Transformation and Global Society (DTGS
2018) was held for the third time from May 30 to June 2, 2018, in St. Petersburg
Russia. It is a rapidly developing academic event, addressing the interdisciplinary
agenda of ICT-enabled transformations in various domains of human life. DTGS 2018
was co-organized by the ITMO University and the National Research University
Higher School of Economics (St. Petersburg), two of the leading research institutions in
Russia.

This year was marked by a significant rise in interest in the conference in academia.
We received 222 submissions, which were carefully reviewed by at least three Program
Committee members. In all, 76 papers were accepted, with an acceptance rate of 34%.
More than 120 participants attended the conference and contributed to its success. We
would like to emphasize the increase in the number of young scholars taking part in the
event, as well as the overall improvement in the quality of the papers.

DTGS 2018 was organized as a series of research paper sessions, preceded by a
poster session. The sessions corresponded to one of the following DTGS 2018 tracks:

– ESociety: Social Informatics and Virtual Communities
– EPolity: Politics and Governance in the Cyberspace
– EHumanities: Digital Culture and Education
– ECity: Smart Cities and Urban Governance
– EEconomy: Digital Economy and ICT-Driven Economic Practices
– ECommunication: Online Communication and the New Media

Two new international workshops were also held under the auspices of DTGS: the
Internet Psychology Workshop, chaired by Prof. Alexander Voiskounsky (Moscow
State University) and Prof. Anthony Faiola (The University of Illinois at Chicago), as
well as the Computational Linguistics Workshop, led by Prof. Viktor Zakharov
(St. Petersburg State University) and Prof. Anna Tilmans (Leibniz University of
Hannover). The agenda of DTGS is thus becoming broader, exploring the new domains
of digital transformation.

Furthermore, we would like to mention several insightful keynote lectures organized
at DTGS 2018. Prof. Stephen Coleman from the University of Leeds gave a talk on the
role of the Internet in restoring and promoting democracy. The lecture was partially
based on his recent book Can the Internet Strengthen Democracy? (Polity: 2017),
which was translated into Russian and published by the DTGS team before the con-
ference. Dr. Dennis Anderson (St. Francis College, USA) shared with the participants
his vision of the future of e-government and its role in society, while Dr. Christoph
Glauser (Institute for Applied Argumentation Research, Switzerland) presented the
tools to evaluate citizens’ expectations from e-government and the ways e-services can
be adjusted to serve people’s needs. The keynote lecture by Prof. Anthony Faiola was



devoted to e-health technologies, especially to the potential of mobile technologies to
facilitate health care.

Finally, two international panel discussions were arranged. The first one –

“Cybersecurity, Security and Privacy” — was chaired by Prof. Latif Ladid from the
University of Luxembourg. Panel participants Dr. Antonio Skametra (University of
Murcia), Dr. Sebastian Ziegler (Mandat International, IoT Forum, Switzerland), and
Dr. Luca Bolognini (Italian Institute for Data Privacy and Valorization) shared their
opinion on the future of privacy protection in relation to the changes of the EU personal
data regulations. The second panel moderated by Dr. Yuri Misnikov (ITMO Univer-
sity) and Dr. Svetlana Bodrunova (St. Petersburg State University) was devoted to the
online deliberative practices in the EU and Russia. Prof. Stephen Coleman,
Prof. Leonid Smorgunov (St. Petersburg State University), Dr. Lyudmila Vidiasova
(ITMO University), Dr. Olessia Koltsova, and Yury Kabanov (National Research
University Higher School of Economics) took part in the discussion, expressing their
views on the role of virtual communities in maintaining democratic practices and better
governance.

Such a plentiful scientific program would have been impossible without the support
and commitment from many people worldwide. We thank all those who made this
event successful. We are grateful to the members of the international Steering and
Program Committees, the reviewers and the conference staff, the session and workshop
chairs, as well as to the authors contributing their excellent research to the volume.

We are happy to see the conference growing in importance on the global scale. We
believe that DTGS will continue to attract an international expert community to discuss
the issues of digital transformation.

May 2018 Daniel A. Alexandrov
Alexander V. Boukhanovsky

Andrei V. Chugunov
Yury Kabanov

Olessia Koltsova
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Abstract. In the present study, we examined the influence of personality fac-
tors and demographic factors on Internet usage. Personality was defined from
the Five Factor Model of personality in terms of Openness, Conscientiousness,
Extraversion, Agreeableness, and Neuroticism, while demographic factors were
defined as gender, age and socioeconomic status (e.g. income and educational
attainment). The results from a large, representative Swedish sample
(N = 1,694) show that global Internet usage can be explained by a high degree
of Extraversion, young age and high socioeconomic status. Our findings are
consistent with some previous studies, but in contrast with others. We discuss
contrasting results in terms of different study designs, cultures and time periods
of Internet development. The results are discussed in terms of the “rich get richer
model” and digital divides, and what broader implication our findings might
have for society. The study may help facilitate our understanding regarding
future challenges in the Internet design.

Keywords: Personality � Gender � Age � Socio-economic status
Internet

1 Introduction and Research Questions

The concept “digital divide” usually refers to inequalities in Internet access and Internet
usage within a country, between individuals at different socioeconomic levels or other
demographic categories [8]. Although the digital divides seem to be decreasing in
developed countries, it still seems as if certain groups of people use the Internet less
than others: elderly people, people with a low income and people with low education
[11, 23, 36]. The digital divide, in terms of the “rich get richer model,” has also been
discussed by personality theorists [26, 45, 50], proposing that the Internet foremost
enhances sociable and extravert individuals and thereby strengthens their social con-
tacts and well-being even more [26]. Therefore, it might be argued that the Internet
foremost benefits people who by themselves are in a “rich” position in society
regarding aspects such as monetary assets, well-being and social life. According to
Norman [35], designers need to consider personality factors (such as Openness,
Conscientiousness, Extraversion, Agreeableness, and Neuroticism) in order to design
for the wide range of human needs.
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As Information Technologies (IT) advances to create more and more ways for
people to become connected and to impact the world around them, IT is not only
transforming the everyday life for people who use digital activities in their everyday
lives but also for people who do not personally go online [11]. This means that the
digital transformation will influence all individuals in a society to some extent, whether
they use the Internet or not. The critical question for the present study is to examine if
some individuals use the Internet more than others, depending on individual charac-
teristics such as personality factors and demographic factors (e.g. gender, age and
socioeconomic status). The main focus in the present study will be on personality
factors rather than demographic factors. The reasons are twofold. Firstly, the digital
divide regarding demographic factors has continuously been reported from nationally
representative samples for a long period of time, such as the “Pew Internet & American
Life Project” [23] and “The Swedes and the Internet” [11]. Secondly, there is a need for
more knowledge regarding the relationship between personality factors and Internet
usage since the previous studies have revealed more contradictive results compared to
the studies of demographic factors, probably because they are based on small samples.
Most personality studies related to Internet usage rely on convenience samples of
homogenous groups: undergraduate students or young adults. In the present study, we
will reconcile the previous conflicting results by using a large and nationally repre-
sentative sample of the Swedish population (N = 1,694).

The purpose of the present study is to examine digital divides in Sweden, and to
what extent “global Internet usage” (i.e. total Internet usage on an individual level) can
be explained by individual differences in personality and demography. We formulated
two research questions:

(1) Are personality factors related to global Internet usage?
(2) Are demographic factors related to global Internet usage?

2 Theoretical Grounding

2.1 Personality and the Five Factor Model

Personality contributes to individual differences in behavior, consistency of behavior
over time and stability of behavior across situations [15]. The Five Factor Model
(FFM) is the most popular theory of personality, positing that there are five major and
universal factors of personality: Openness, Conscientiousness, Extraversion, Agree-
ableness, and Neuroticism [9, 18].

Openness represents the tendency to be curious and flexible. Open-minded people
test new ideas and change their behavior frequently. Conscientiousness represents
responsibility and dutifulness. Conscientious people actively plan, organize and carry
out tasks. Agreeableness represents the tendency to be sympathetic and good-hearted.
Agreeable people are trusting and forgiving. Extraversion represents sociability, opti-
mism and well-being. Extraverts search for excitement and influence their social
environments. Neuroticism represents emotional instability and low self-confidence.
Highly neurotic people tend to be sad, anxious and stressed [6, 9, 28].
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2.2 Demographic Factors

People’s behavior is influenced by their demography in terms of age, gender and
socioeconomic status (SES) [25]. SES is a measure of an individual’s position within a
social group based on various factors including education, income, occupation, location
of residence, membership in civic or social organizations and certain amenities in the
home, such as IT [6].

2.3 Theoretical Analysis

In brief, personality factors and demographic factors influence our behavior, for
instance internet usage. Thus, we propose that global Internet usage is a consequence of
personality factors and demographic factors (Fig. 1).

3 Literature Review

3.1 The Five Factor Model and Global Internet Usage

To the best of our knowledge, four studies have been conducted on global Internet
usage and the FFM of personality (Table 1).

One study [32] shows that Openness is positively related to global Internet usage.
The other studies presented in Table 1 did not show any significant relation between
Openness and global Internet usage [21, 27, 31].

There are varied findings in the relation between Conscientiousness and global
Internet usage. Landers and Lounsbury [27] have found that Conscientiousness is
negatively related to global Internet usage, while Mark and Granzach [31] have found
that Conscientiousness is positively related to global Internet usage. Other researchers
[21, 32] did not find any significant relation between Conscientiousness and global
Internet usage.

Fig. 1. Personality factors, demographic factors and global Internet usage. Note. Influenced by
Chamorro-Premuzic [6], p. 19.
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Jackson et al. [21] and Mark and Granzach [31] have found that Extraversion is
positively related to global Internet usage. In contrast, Landers and Lounsbury [27]
have found that Extraversion is negatively related to global Internet usage. McElroy
et al. [32] did not find any significant relationship here.

The general conclusion is that Agreeableness is unrelated to global Internet usage
[21, 31, 32]. The exception is a study by Landers and Lounsbury [27] who found a
negative relation between Agreeableness and global Internet usage.

Table 1. Previous studies on the Five Factor Model and global Internet usage.

Study Sample Five Factor
Personality
inventory

Measurement
for global
Internet Usage

Control
variables

Results: FFM
relation to global
Internet usage

Jackson et al.
[21]

Adult residents
of a low-
income,
medium-size
urban
community in
U.K
N = 117

The Big
Five
Personality
Inventory
(25 items)
[22]

Two
measures:
(1) Time on
line
(minutes/day)
and
(2) number of
Internet
sessions/day

No
control
variables

Positively related
to Extraversion
(p < .05) and
negatively related
to Neuroticism
(p < .05)

Landers and
Lounsbury
[27]

Undergraduate
students in a
lower-division
psychology
course in USA
N = 117

Adolescent
Personal
Style
Inventory
(APSI) [30]

Single item:
Eight-point
scale ranging
from (1) Less
than 1 h per
week to
(2) More than
10 h per day

No
control
variables

Negatively related
to
Conscientiousness
(p < .05),
Extraversion
(p < .05) and
Agreeableness
(p < .05)

McElroy,
Hendrickson,
Townsend &
DeMarie [32]

MBA and
senior
undergraduate
students from a
variety of
majors in USA
N = 132

Revised
NEO
Personality
Inventory
(240 items)
[9].

Average of
seven items
(i.e. surfing,
chatting and
searching
information)

Gender,
computer
anxiety,
self-
efficacy

Positively related
to Openness
(p � .05)

Mark and
Ganzach [31]

Nationally.
representative
U.S. sample of
young adults
(e.g. 24–28
years of age)
N = 6,921

Ten Items
Personality
Measure
(TIPI) [19]

Single item:
Six-point
ranging from
(1) Several
times a day to
(6) Less often
than once
every few
weeks

Gender,
income
and
education

Positively related
to
Conscientiousness
(p < .001),
Extraversion
(p < .001) and
Neuroticism
(p < .001)
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There are varied findings regarding the relationship between Neuroticism and
global Internet usage. Jackson et al. [21] have found that Neuroticism is negatively
related to global Internet usage, while Mark and Granzach [31] have found that
Neuroticism is positively related to global Internet usage. Landers and Lounsbury [27]
and McElroy et al. [32] on the other hand did not notice any significant relationship
here.

The discrepant results from the previous studies might be explained by at least four
reasons. Firstly, the sample sizes in three of the four studies are small (e.g. N < 132).
Secondly, the four studies use different measurements and statistical analyses. Different
inventories were used for measuring the FFM and different scales were used for
measuring global Internet usage. Moreover, different control variables were used in the
studies (Table 1). Thirdly, the time periods for data gathering differ across the studies.
While the personality factors are assumed to be invariant, the Internet landscape has
changed dramatically over the time periods that the four studies were conducted. For
instance, the development and popularity of social media (such as Facebook, Twitter
and MySpace) and blogs have affected the use of the Internet. Fourthly, there are
cultural differences. The participants from the first study are from the U.K, while the
participants from the other three studies are from the USA (Table 1).

3.2 Demographic Factors and Global Internet Usage

Analyzing the literature on demographic factors and global Internet usage generates a
huge number of studies, but with methodological limitations. Most of the findings are
based on descriptive statistics and very simple statistical analyses (e.g. correlation
studies). However, there are some studies, especially regarding SES, age and global
Internet usage, which have used more advanced statistical analyses.

Most studies have found that global Internet usage is negatively related to age [5, 7,
33, 36]. Internet usage seems to continuously decrease by age, but the decline is
especially noticeable for people above 60 years of age [48]. In contrast, some studies
have found positive relations between age and global Internet usage [1, 40, 49]. The
positive relation is explained by SES as a confounding factor [1, 40].

The previous studies have either reported that men are using the Internet more
frequently than women [32, 34, 39], or that there are no gender differences in global
Internet usage [1, 13, 24, 49].

The present study will only consider SES in terms of education and income. There
is a positive relationship between education and global Internet usage. People with
higher education use the Internet more frequently than people with lower education [7,
33, 36].

According to most researchers, income is positively related to global Internet usage
[1, 14, 16, 23, 29, 33, 47]. In contrast, Donat et al. [13] have found that this relationship
has disappeared. Cheaper computers, Internet cafés and free Wi-Fi have opened up the
Internet also for people with low income [13].
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4 Methodology

4.1 Sample and Procedure

The Institute for Society, Opinion and Media (the SOM-institute) at the University of
Gothenburg in Sweden annually surveys attitudes representing the Swedish population.
Every year, The National SOM survey uses a systematic probability sample of 3,400
Swedish citizens aged 16–85. Each recipient of the questionnaire is selected in
accordance with the goal of representing the Swedish population in regard of ethnicity,
gender, age and SES. The research process of the SOM-institute is in agreement with
the guidelines of the National Committee of Ethics in Sweden. The data for the present
study was collected in 2014. The response rate was 53% [46]. Given attrition and
missing values, the actual sample size of the present study was 1,694.

4.2 Variables and Instruments

Personality factors
The FFM of personality was measured by the BFI-10. The measure consists of ten

self-reported items, two items per personality factor. The items are worded such as:
“has an active imagination” (Openness), “does a thorough job” (Conscientiousness), “is
outgoing, sociable” (Extraversion), “is generally trusting” (Agreeableness) and “gets
nervous easily” (Neuroticism). The BFI-10 has adequate levels of convergent and
discriminant validity and test-retest reliability [38]. Variables for the personality factors
consisted of the mean scores based on the two items set on a five-point Likert scale
ranging from 1 (“strongly disagree”) to 5 (“strongly agree”). Only respondents who had
answered both items received a mean score for that specific factor and were thereby
included in the analyses.

Demographic factors
A question about age was included as an open-ended question. Gender was dummy-

coded; male was coded as 1 and female as 0. Socioeconomic status was measured by
income and education. Income was measured by “What is your current income per
month?” ranging from 1 (“less than US$1,000”) to 10 (“more than US$6,000”). Edu-
cational attainment was measured by “What is your highest attained level of education?”
ranging from 1 (“not completed primary school”) to 8 (“postgraduate education”).

Global Internet usage
We designed two instruments to measure global Internet usage. The first instrument

was a single-item: “Howoften have you used the Internet during the past twelvemonths?”
The respondents were asked to indicate their frequency of Internet usage on a seven-point
Likert scale ranging from 1 (“never”) to 7 (“every day”). The second instrument was an
index of ten activities: (1) Search for information/facts, (2) Sending/Receiving email,
(3) Doing bank transactions, (4) Using news services, (5) Buying/Ordering goods or
services, (6) Contacting the authorities, (7) Using social media, (8) Watching movies/TV
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series, (9) Reading blogs (10) Playing online games. Respondents were asked to indicate
their frequency of usage of each activity during the past twelve months on a seven-point
Likert scale, ranging from 1(‘‘never’’) to 7 (“every day’’). The index is themean of the ten
activities. Only respondents who had indicated all ten activities received a mean score for
global Internet usage and were thereby included in the analyses.

4.3 Statistical Analyses

First, we described our sample regarding gender, age and Internet usage and presented
a correlation matrix between the study variables (i.e. global Internet usage, personality
factors and demographic factors). Secondly, we conducted a hierarchical regression
analyses for each dependent variable. Each analysis consisted of three steps. In the first
step we entered the FFM, reasoning that personality was the main focus of the present
study. In the second step we entered age and gender and in the third step we entered
SES (i.e. income and educational attainment).

5 Empirical Analyses

5.1 Descriptive Statistics of the Study Variables

1,694 respondents (762 men, 932 women) answered the questionnaire. Ages ranged
from 16 to 85 with a mean of 52.3 years. Among the respondents, 9.9% did not use the
Internet anytime during the past 12 months, 2.5% used the Internet less than once a
week, 5% used the Internet on a weekly basis, 11.7% used the Internet several times
every week, 71% used the Internet every day. Table 2 contains a descriptive summary
of means and standard deviations as well as the Pearson correlations between study
variables.

5.2 Statistical Analyses

The FFM of personality has a significant (p < 0.1) effect on global Internet usage. In
the two models, personality accounted for 1.7% and 2.7% respectively, of the total
variance in global Internet usage (Table 3).

The two personality factors that explained most of the global Internet usage were a
high degree of Openness and Extraversion. In step 2, when age and gender were
entered, the models accounted for 22.0% and 30.4% respectively of the total variance
in global Internet usage (Table 3). The effect of Extraversion and Openness was
weaker, especially the effect of Openness. In step 3, when SES (i.e. education and
income) was entered, the models accounted for 31.8% and 39.0% respectively of the
total variance in global Internet usage. The effect of Extraversion was somewhat
weaker while Openness was unrelated to global Internet usage (Table 3).
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6 Discussion and Conclusion

Regarding the first research question, we have found that personality factors are related
to global Internet usage. People with a high degree of Openness and Extraversion use
the Internet more frequently. It is worth noticing that the effect of Openness on global
Internet usage disappears when demographic factors are taken into account, especially
educational attainment. This indicates that higher education includes Openness. The
Internet seems to enable Extraverts to experience their social and talkative nature and
thereby enhance their already rich offline social networks rather than support Introverts
to create social networks. In other words, the Internet does not seem to compensate for
a weak social network in the offline world among people with a reserved and with-
drawn nature. The positive relation between Extraversion and global Internet usage is
consistent with most previous findings [21, 26, 31] and supports the “rich get richer
model” rather than the “social compensation model” [26]. According to Kraut et al.
[26], the Internet is better designed for the extraverts’ need to maintain and organize
weekly contacts than for the introverts’ need to build new and deep social relationships.

Regarding the second research question, we have found that demographic factors
are related to global Internet usage. Not very surprisingly, age is the factor that explains
most of the variance in global Internet usage between different individuals (Table 3).
We found a negative relation between age and global Internet usage, which corre-
sponds to most previous findings [5, 7, 33, 36]. Regarding gender and global Internet
usage, model 1 shows that men use the Internet more frequently than women, while
model 2 shows that gender is unrelated to global Internet usage. The findings on gender
and global Internet usage reported in the present study are consistent with the previous
findings with one half reporting that men are overrepresented and the other half that
there is no difference between men and women. Regarding SES, we found that both
income and education are positively related to global Internet usage. Our results are
similar to most previous studies [7, 23, 33, 36, 47]. However, our findings contradict
what Donat et al. [13] have found, namely that the relation between income and
Internet usage has disappeared due to cheaper computers, Internet cafés and free Wi-Fi.
There are at least three explanations to the positive relation between SES and global
Internet usage. First, higher SES is related to having more money to buy Internet
services, equipment and products [1, 14, 16, 29, 33]. Secondly, higher SES is related to
a life style (both work and leisure) where the Internet is used more frequently [16].
Thirdly, higher SES is related to better ability to read comprehensive texts and to
navigate online [7]. According to Chaudhuri et al. [7], the Internet design (including all
activities) favor people with high education.

6.1 Limitations

The results of this study must be viewed in light of its limitations. First, the partici-
pants’ behaviors were self-reported. To estimate actual behavior from introspective
self-reports and questionnaire ratings creates common problems in the field of social
and personality psychology [4]. We recommend future researchers to pay more
attention to measuring global Internet usage behaviorally, for instance through direct
observations and automatic behavioral registrations [e.g. 21, 37].
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Secondly, although the ambition was to provide a representative sample of the
Swedish population (with the age span 16–85), the sample is slightly underrepresented
regarding young adults (16–29) and people with non-Swedish citizenships [46].

Thirdly, there are some weaknesses in the operationalization of study variables.
Personality factors were measured by a short scale with substantial losses and clear
psychometric disadvantages in comparison to a full-length scale [38]. The internal
consistency within factors were low (Table 2). Also, the two measurements of global
Internet usage might be critically viewed. The first measure consists of a single-item
question, while the second measure (i.e. the index) consists of ten Internet activities that
have been subjectively selected by the SOM institute, rather than solidly grounded in
previous theories and research. The scale might therefore suffer from low content
validity. However, the internal consistency of the scale is good, a = 0.82 (Table 2). We
have noticed that different measures and statistical analyses are general problems in the
field of personality and global Internet usage which prevent researchers from com-
paring studies across cultures and time periods (Table 1). The use of different measures
for global Internet usage (including response alternatives) also hinders a shared and
common understanding of demographic factors. In sum, it is difficult to know if the
reported differences between the present study and some previous studies are due to
actual individual differences across time periods and cultures or simply caused by
methodological differences due to different study designs (e.g. samples, measures and
analyses). We suggest creating a more proper platform for comprehensive studies in the
field of global Internet usage and individual differences.

Fourthly, focusing solely on global Internet usage might prevent us from capturing
important individual differences regarding Internet usage. We suggest more research on
individual differences related to specific Internet activities (e.g. social media, e-
shopping or online gaming), especially when the participants are young adults in
developed countries since global Internet usage is embedded in their everyday lives,
however in different ways.

Fifthly, we should note that the effect of the FFM on global Internet usage is not
very large. However, the correlation and regression coefficients are comparable with
the sizes reported in previous studies (see for example Landers and Lounsbury [27]
p. 288; Mark and Ganzach [31] p. 279). Perhaps personality factors only have a limited
predictive power of global Internet usage and therefore are not essential to include in
analyses of digital divides? The present study demonstrates that demographic factors
have a remarkably better predictive power (Table 3). Including both personality factors
and demographic factors, the two models accounted for 31.8% and 39% respectively of
the total variance in global Internet usage (Table 3). According to guidelines from two
meta-analyses [17, 20], R2 above 0.09 (i.e. 9.0%) is considered relatively large.
Therefore, we suggest that the goodness of fit of both models are fairly adequate. In
order to improve the R2 in future models, we recommend researchers to include more
SES variables, such as occupation and location of residence, as well as longer per-
sonality inventories.

Sixthly, according to Ybarra and Suman [48], there is an especially noticeable
decline in Internet usage above the age of 60. In the present study, we have not
distinguished between different age groups.
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Finally, caution should be taken in generalizing the present results to other cultures.
The previous studies on FFM and global Internet usage have been conducted in the U.
K. and the USA, which both are similar to Sweden as developed Western and web-
based societies. However, even though the FFM mostly has shown universal charac-
teristics, and SES is one of the most established measurements in social sciences, more
than half of the variance in these instruments depends on unknown factors, such as
cultural effects [41]. Further, we know that IT develops differently in different cultures.
Mobile Internet and Wi-Fi is nowadays very cheap in several Arabic countries, Russia
and Brazil. We need to further explore if a high degree of Extraversion, high SES and
young age also are adequate factors to explain global Internet usage in these countries.

6.2 Implications

The present study shows that it is primarily extraverted people who use the Internet in
contrast to introverted people. Continuous technological improvements have enabled
constant Internet access for most people in web-based societies like Sweden, leading to
major changes in our Internet usage. It might be argued that Extraverts, compared to
their more introvert counterparts, have lifestyles that involve them in Internet activities
to a larger extent. With such a perspective, the digital divides can be explained by
differences in internal dispositions between individuals. We would like to argue for an
alternative explanation, that the Internet has been designed for certain individuals.
Previous studies have suggested that the Internet primarily was designed for well-
educated users and users with a low degree of Neuroticism [7, 43]. From the literature
review and from the empirical analyses, we would argue that the Internet during the past
decades primarily was designed for people with a high degree of Extraversion, probably
because the Internet has become home to more and more social activities enabling
extroverts to experience and express their social and outgoing nature. Perhaps the
Internet could have been designed in another way, benefitting the lifestyle and nature of
introverts to the same extent as extraverts? Early research disagreed on the relation
between Extraversion and global Internet usage; some claimed that introverts preferred
the Internet as a compensation model for weak social contacts in the offline world [27],
while others claimed that extraverts preferred the Internet to enlarge their already rich
social networks [21, 26]. If the Internet in the beginning mainly benefitted introverts,
consistent with the “social compensation model” [27], the present study demonstrates
that the pendulum nowadays has swung to the other side supporting the “rich get richer
model.” This Swedish finding is consistent with a large-scale representative study of
young adults in the USA [31]. Therefore, researchers nowadays seem to agree on the
relation between Extraversion and global Internet usage. This is true at least in Sweden
and the USA, the third and fifth most digitalized countries in the world [3].

Perhaps Internet designers need to take one step back and think about why certain
groups use the Internet less, so that we do not miss any potential users in our techno-
logical advances? Given that the Internet today is used largely by young people with a
high degree of Openness (i.e. well-educated) and Extraversion who quickly perceive,
understand and take advantage of new usage areas [10], a challenge in the Internet design
must be to increase the global Internet usage among people who are more reserved (i.e.
close-minded and introvert). Therefore, as proposed by Amichai-Hamburger [2],
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we suggest more co-elaborative and generative design sessions between Internet
designers and psychologists which also should include all type of users. We believe that
research on Internet usage and individual differences can help us create digital services
which to a larger extent are inclusive to all types of needs in the future.

6.3 Conclusion

Global Internet usage in Sweden is notably related to individual differences regarding
age, income, educational attainment and degree of Extraversion. Therefore, we can
conclude that we have several digital divides in Sweden. Moreover, we would like to
argue that the Internet will benefit the already strong groups in the society, in terms of
SES, inclusiveness, health, and well-being. In general, elderly people have worse
health conditions and are less included in the society than younger people. Further,
people with a higher degree of Extraversion experience a higher level of well-being in
their lives, compared with their more introverted counterparts [9, 12]. Women are also
using the Internet less than men, which partly can be explained by their weaker
positions regarding income and education (Table 3, Model 1. Men in Sweden have a
better position in society than women, for instance, when it comes to salary and
managerial work positions [42]. If the evolvement of the Internet continuously
develops to favor these already strong groups in the society, it does not only contribute
to digital divides. In fact, the digital divides contribute to the “rich get richer model” in
a number of life outcomes far beyond the Internet, such as health, well-being, social
inclusiveness, monetary assets and intellectual capability. In the end, “The Winner
Takes it All” [44].
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Abstract. In the article the authors made an attempt to empirically substantiate
the link between information and communication technologies and the accumu‐
lation of human capital in cities and rural areas of Russia. For that reason the Cobb
Douglas model was applied. As a result, four statistically significant models were
obtained, where the following two indicators served as the resultant variables: the
number of personal computers in organizations per 100 workers and the number
of personal computers in organizations with an Internet connection per 100
workers. The explanatory variables were human capital, measured as the average
number of years of training per one employed in the region, the average monthly
wage in the regions and the share of urban population in the regions. A positive
effect of the average level of education on the number of personal computers used
in organizations per 100 employees and the number of personal computers in
organizations with Internet connection per 100 workers has been proved, and this
effect decreases over time. The influence of the average monthly wage is also
positive. The assumption has been confirmed that in cities where there is a higher
concentration of human capital, higher population density and higher wages, the
introduction of information and communication technologies into a production
processes in organizations is more intensive than in rural areas. A higher level of
wages of the population employed in the region’s economy also acts as an incen‐
tive for organizations to use ICT more actively.

Keywords: Information communication technologies · Cobb Douglas model
Human capital

1 Introduction

In the modern world there is a growing importance of Information Communication
Technologies (ICT), their implementation ensures global inclusive economic growth,
freedom of speech, the diffusion of knowledge, ideas and technologies; discovers and
expands new markets. Digitalization of economy in different regions varies by its pace
and level. According to the Internet Governance Forum (IGF) there is a significant
difference in the positions of the countries in the ICT Development Index, e-Government
Development Index and e-Participation Index Rankings [1]. Figure 1 shows these
differences (white color indicates countries not participating in the ratings; the darker
the colour is, the higher the country is ranked).

© Springer Nature Switzerland AG 2018
D. A. Alexandrov et al. (Eds.): DTGS 2018, CCIS 859, pp. 19–27, 2018.
https://doi.org/10.1007/978-3-030-02846-6_2

http://orcid.org/0000-0002-9257-4735
http://orcid.org/0000-0002-6725-5695
https://doi.org/10.1007/978-3-030-02846-6_2
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02846-6_2&domain=pdf


Fig. 1. Global e-Participation Index, 2016 [1].

In Russia the share of digital economy in Gross Domestic Product accounts for 2%.
It is still insignificant, but the government recognizes the strategic importance of Digital
Innovations to ensure prosperity, inclusive economic growth, social and cultural
progress and development throughout the world. Information Communication Tech‐
nologies do not only transform the economy and social sphere, but they also influence
the formation of human capital. In our opinion, it is important to confirm this influence
and analyze if it is the same in Russia for urban and rural population.

2 Methods

2.1 Related Work

According to research scientists, culture and technological advances are correlated with
ICT, with the information society as a result of this correlation [2–5]. They are focused
on technologies being the factor that eliminates differences in cultural spaces [4, 6]. The
place of human capital and the role of modern employee in an organization are changing.
Research scientists note that the success of an organization depends on intelligent
employees, who are in command of ICT and can create innovations [7, 8].

As shown by I. Eaton and S. Kortum, technological externalities are connected with
the location of economic and scientific research activity [9]. According to F. Sbergami,
the diffusion of knowledge and technological externalities play an important role in long-
term economic growth. This is reflected in all major models of endogenous growth [10].

Scientists, assessing the diffusion of knowledge and human capital, use the duration
of fundamental education as the main criterion for its formation. For example, P. Klenow
and A. Rodriguez-Clare estimated human capital taking into account the average number
of years of study. The analysis of the impact of education on earnings showed differences
in income per worker in terms of physical capital, human capital and total factor produc‐
tivity [11]. P. Romer proved that human capital is a central prerequisite of innovation
activity, it influences the capacity to adapt technological advances from other countries
(insures technological adoption) [12].
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The level of adoption of ICT in different countries diverges significantly, regardless
of the income levels. In the paper «Cross-country differences in ICT adoption: A conse‐
quence of Culture» A. A. Erumban, S. B. De Jong tried to explain the differences in ICT
adoption rates across countries by using Hofstede’s cultural framework. The effect of
culture on ICT adoption is explored by applying two different measures of ICT adoption,
namely the average share of ICT spending in GDP across 42 countries, and per capita
computer across 49 countries. The results showed that the national culture and the ICT
adoption rate of a country are closely related. It appears that most of the Hofstede
dimensions are important in influencing ICT adoption, in particular, the power distance
and the uncertainty avoidance dimensions seem to be the most important ones. These
results were robust in both datasets, even after controlling for levels of education and
income [13].

Hempell examined the panel data of German service companies for the time period
1994–1998, the results indicate that ICT raise the profitability of high-skilled employees
training [14]. Roztocki and Weistroffer showed that ICT impacts the individual, organ‐
izational, and country-level socioeconomic achievements, which determines the devel‐
opment of ICT [15]. As noted by Doring, Schnellenbach, a lot of empirical research was
conducted, which was aimed at studying geographically limited knowledge spillovers,
as well as the impact of knowledge transfer on the growth of innovation activity [16].
For example, Jaffe suggests that the growth of population income arises from the growth
of the stock of knowledge, which promotes the use of more efficient technologies [17].
Anselin, Varga and Acs note that a more active “knowledge transfer” between univer‐
sities and business firms occurs on a regional level [18].

A comparative assessment of cultures according to H. Hofstede’s model shows that
Russian workers are focused on avoiding uncertainty, focusing on the struggle for
survival at the expense of self-expression [19]. So they might be under the influence of
information and communication technologies. That’s what we are going to prove in this
paper.

2.2 Description of the Used Model

In our opinion, in the more densely populated regions there is a more active diffusion
of knowledge and technology, as the productive and social contacts of people are not
limited by far distances. It can be assumed that in cities a new technology is adopted
faster and its level is higher. Consequently, there must be higher labor productivity,
wages and level of the population incomes.

We have chosen two indicators characterizing the extent of information and commu‐
nication technologies in Russian regions. These are the number of personal computers
in organizations per 100 employees and the number of personal computers with access
to the Internet per 100 employees. To assess the impact of physical and human capital
as well as employment density on the income of the population of the regions, the authors
use the Cobb Douglas function. The following models are proposed:

yi = Ah𝛼

i
w

𝛽

i
, (1)
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where: yi – the number of personal computers in organizations per 100 employees;
hi – the human capital (the average number of training years per an employee in regions
of Russia);
wi – the nominal average monthly wage in regions of Russia;

y∗
i
= Ah𝛼

i
w

𝛽

i
, (2)

where: y∗
i
 – the number of personal computers with access to the Internet per 100

employees;

yi = Ah𝛼

i
n
𝛽

i
, (3)

where: ni – the share of urban population; and

y∗
i
= Ah𝛼

i
n
𝛽

i (4)

This form of production function is used, in the first place, because of the simplicity
of the interpretation of the coefficients where the degrees of the corresponding variables
are the coefficients of elasticity of the dependent factor with respect to the independent
variable. In order to get the unknown parameters, which represent the influence of inde‐
pendent factors, using the known least squares formulas; the Eqs. (1)–(4) are solved in
the logarithmic form. The corresponding regression equations are as follows:

lnyi = lnA + 𝛼lnhi + 𝛽lnwi, (5)

lny∗
i
= lnA + 𝛼lnhi + 𝛽lnwi, (6)

lnyi = lnA + 𝛼lnhi + 𝛽lnni, (7)

lny∗
i
= lnA + 𝛼lnhi + 𝛽lnni. (8)

Let’s check the assumption that the introduction of new technologies in cities is more
intensive than in rural areas.

3 Results

Table 1 shows the results of calculations of regression Eqs. (1) for the time period
2005-2016. The regression is weighted. As a weight variable “the total number of people
employed in the economy of the regions” was used. All the coefficients for independent
variables are statistically significant at 1% level. The coefficients of determination are
quite high: at the level of 0.6–0.75, which means that the selected independent variables
determine the variation of the resultant variable by 60–75%.
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Table 1. Correlation between the number of personal computers in organizations per 100
employees and average monthly wage and average level of education of those employed in the
economy of the regions of the Russian Federation in 2010–2016

Regression evaluation (5) 2005 2010 2014 2015 2016
LnA −2.709***

(0.681)
−0.624
(0.632)

0.217
(0.755)

1.028
(0.717)

1.158*
(0.663)

α 0.428***
(0.056)

0.300***
(0.050)

0.257***
(0.061)

0.194***
(0.057)

0.185***
(0.052)

β 0.038***
(0.007)

0.009***
(0.003)

0.007***
(0.002)

0.008***
(0.002)

0.006***
(0.001)

The coefficient of
determination R2

0.740 0.718 0.677 0.641 0.661

Fisher criterion 108.27 97.88 80.63 70.639 77.126
P- value of the criterion 0.000 0.000 0.000 0.000 0.000
Number of regions 79 80 80 82 82

Notes. *** – the significance at 1% level; (standard evaluation errors are given in brackets)

The regression analysis of statistical data in regions of Russia revealed that the level
of physical capital (the volume of capital equipment per unit of labour in Russian
regions) does not have any statistically significant influence on the number of personal
computers in organizations in Russian regions. However, the influence of such indicators
as the share of urban population and the level of average monthly wage of people
employed in the regions economy was confirmed by regression analysis.

The number of regions is determined by the number of constituent entities of the
Russian Federation with the exception of autonomous regions, whose statistical data are
included in the relevant regions, but including data on Chukotsky Autonomous region.
The data for the Chechen Republic for 2005 are not available; therefore the calculation
for the year 2005 includes only 79 regions. From 2015 the data on the Republic of Crimea
and the city of Sevastipol have been added.

The influence of average level of education of the population employed in regions
economy on the number of personal computers used in organizations is positive. This
phenomenon can be explained as follows: the higher the education level is, the easier it
is to find qualified personnel for a particular organization. Consequently, it is easier to
introduce and successfully implement computer technologies in the production process.

The data presented in the table show that in the course of time the influence of
education level on the number of personal computers in organization per 100 employees
was continually decreasing – by 2016 the coefficient for this variable decreased by more
than twice.

If in 2005 the increase in average level of education of population employed in the
economy of a region increased by a year, it resulted in an increase in the number of
personal computers in organizations per 100 employees by almost 43%, whereas in 2016
it was only by 18% (see Table 1). Even more significantly did the average level of
education influence the number of personal computers with the access to the Internet –
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with a one-year increase in the average education level the number of personal computers
connected to the Internet increased by 78% in 2015, and only by 20% in 2016 (see
Table 2).

Table 2. Correlation between the number of personal computers connected to the internet in
organizations per 100 employees and average monthly wage and average level of education of
people employed in the economy of the regions of the Russian Federation in 2005–2016

Regression evaluation (6) 2005 2010 2014 2015 2016
LnA −8.719***

(1.202)
−4.495***
(0.938)

−1.712*
(0.872)

−0.106
(0.865)

0.319
(0.757)

α 0.783***
(0.098)

0.522***
(0.075)

0.361***
(0.070)

0.236***
(0.069)

0.206***
(0.059)

β 0.055***
(0.012)

0.016***
(0.004)

0.009***
(0.002)

0.011***
(0.002)

0.009***
(0.002)

The coefficient of
determination R2

0.720 0.773 0.737 0.691 0.731

Fisher criterion 97.64 131.08 107.96 88.156 107.6
P- value of the criterion 0.000 0.000 0.000 0.000 0.000
Number of regions 79 80 80 82 82

Notes. *** – the significance at 1% level; (standard evaluation errors are given in brackets)

The influence of average monthly wage is also positive. It can be assumed that high
level of monthly wage makes it more profitable to use computer technologies in the
production, because it helps to increase productivity and reduce staff time per unit of
products (services), which stimulates the introduction of computer technology.

Besides, the assumption that in cities new technologies are implemented more inten‐
sively than in the rural areas have been checked.

Indeed, in cities the concentration of human capital, population density and wage
levels are higher, consequently, it is natural to assume that there are more favourable
conditions for the diffusion of advanced technologies, including computer ones. The
results of the calculation of the regression Eqs. (7)–(8) with the variable “the share of
urban population” are presented in the Tables 3 and 4.

The regressions are weighted. As a weight the variable “the amount of people
employed in the economy of the regions of the Russian Federation” was used. All the
coefficients for independent variables are statistically significant at 1% level. The
coefficients of determination are quite high: at the level of 0.59–0.75, which means
that the selected independent variables determine the variation of the resultant vari‐
able by 59–75%.
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Table 3. Correlation between the number of personal computers in organizations per 100
employees and average monthly wage and the share of urban population employed in the economy
of the regions of the Russian Federation in 2005–2016

Regression evaluation (7) 2005 2010 2014 2015 2016
LnA −2.546***

(0.757)
−2.024
(0.610)

−0.698
(0.698)

−0.200
(0.679)

−0.128
(0.477)

α 0.383***
(0.067)

0.413***
(0.052)

0.316***
(0.060)

0.288***
(0.057)

0.271***
(0.038)

β 0.010***
(0.002)

0.001
(0.002)

0.005***
(0.002)

0.005**
(0.002)

0.005***
(0.001)

The coefficient of
determination R2

0.716 0.673 0.649 0.585 0.670

Fisher criterion 95.10 79.26 71.11 55.27 80.312
P- value of the criterion 0.000 0.000 0.000 0.000 0.000
Number of regions 79 80 80 82 82

Notes. *** – the significance at 1% level; (standard evaluation errors are given in brackets)

Table 4. Correlation between the number of personal computers in organizations with connection
to the Internet per 100 employees and average level of education of people employed in the
economy and the share of urban population in Russian regions in 2005–2016

Regression evaluation (8) 2005 2010 2014 2015 2016
LnA 8.315****

(1.303)
−5.637***
(0.887)

−3.331***
(0.834)

−2.267
(0.866)

−1.883***
(0.580)

α 0.701***
(0.115)

0.595***
(0.002)

0.481***
(0.071)

0.397***
(0.073)

0.361***
(0.046)

β 0.015***
(0.003)

0.006***
(0.002)

0.004**
(0.002)

0.005**
(0.002)

0.006***
(0.001)

The coefficient of
determination R2

0.709 0.751 0.692 0.680 0.703

Fisher criterion 92.77 116.13 86.46 59.31 93.63
P- value of the criterion 0.000 0.000 0.000 0.000 0.000
Number of regions 79 80 80 82 82

Notes. *** – the significance at 1% level; (standard evaluation errors are given in brackets)

The correlation between the human capital and the number of personal computers
in organizations is positive, statistically significant at 1% level and quite high: with a
one-year increase in the average education level the number of personal computers in
organizations per 100 employees increased in 2005 by 38.3%, in 2010 - by 43.3%, in
2016 - by 27.1% in 2016 (see Table 3). Even more significant is this correlation between
human capital and the variable “the number of personal computers connected to the
Internet. In 2005 a one-year increase in the average education level of population
employed in the economy of the regions was accompanied by an increase of the number
of personal computers with the Internet connection in organizations by 70.1%, in 2010
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the percentage fell to 59.9%, in 2014 - to 48.1% and in 2016 the percentage decreased
even more to 36.1% (see Table 4). The correlation between the number of personal
computers in organizations with connection to the Internet per 100 employees and the
share of urban population is also positive and statistically significant at 1% level (see
Table 4). Obviously, information and communication technologies are developing more
successfully in cities than in rural areas.

It can be concluded that accumulation of human capital and concentration of popu‐
lation in cities contribute to a more effective penetration of information and communi‐
cation technologies into production processes in organizations. This fact might be
explained by gradual saturation with computer equipment and specialists using it in
organizations in all regions of Russia.

4 Conclusions

Thus, in the article the authors show that not only information and communication tech‐
nologies affect the formation of human capital, but also vice versa. High level of accu‐
mulation of human capital by the information society leads to a more intensive intro‐
duction of these technologies in organizations.

Using the example of the Russian regions the authors showed positive connections
between the number of personal computers in organizations, an average number of years
of training per one employed in the region, the average monthly wage in the regions and
the share of urban population in the regions; as well as correlations between the number
of personal computers with the Internet connection in organizations, an average number
of years of training per one employed in the region, the average monthly wage in the
regions and the share of urban population in the regions. Besides, information and
communication technologies are developing more successfully in cities than in rural
areas.

It wasn’t possible to prove the influence of the level of physical capital accumulation
(the volume of capital equipment per unit of labour in Russian regions) on the degree
of distribution of personal computers in the organizations in regions of Russia.

It can be assumed that a higher salary or wage of employees makes the use computer
technologies in production more profitable, as it helps to increase labour productivity
and reduce staff time per unit of products (services), which stimulates the introduction
of computer technology.

Further research is seen in modeling the relationship of other indicators of ICT use
(for example, in households) with human capital.
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Abstract. The laws prohibit the discrimination of people with special needs.
Accessibility has become a legal obligation for the State, which must ensure equal
opportunities for access to services and knowledge. Many people have difficulty
in accessing graphical interfaces or controlling the mouse. To promote a high
degree of web usability, w3c guidelines emphasize the need to allow the user to
interact with web pages not only through a pointing device, but through the
keyboard as well. Among their appearance, access keys implementations were
criticized. This article gives an overview about access keys drawbacks and
presents perspectives on how to support web app interaction through a keyboard.

Keywords: Web · Accessibility · Usability · Access keys · Keyboard shortcuts
Disabilities · W3c guidelines · Human computer interaction

1 Introduction

Some countries have laws to ensure digital accessibility for people with disabilities.
Web accessibility has become a legal obligation and there are acts relating to a
prohibition against discrimination on the basis of disability. W3C published acces‐
sibility guidelines for web content WCAG [19] and user agent UAAG [22]. Both
emphasize the need to allow the user to interact with web pages not only through a
pointing device but through the keyboard as well. The specification of HTML4 [13]
came with the access keys with the aim of providing a direct navigation by using a
keyboard and without any need for a mouse. At the beginning, access keys were used
exclusively to activate a link or give the focus to a control of a form. Later, XHTML2
and HTML5 generalized their use with any element of a web page. The desired goal
is to provide users with a direct navigation and a full keyboard access similar to that
offered by assistive technologies, which are based on the use of keyboard shortcuts
to improve the accessibility of people with disabilities.

A keyboard shortcut is a combination of keys, usually activated simultaneously to
invoke some functionality. By such simplicity of use, the keyboard shortcuts provide a
very attractive mechanism for accessibility offered by almost any application.

For web apps, two conditions are necessary to achieve this accessibility goal: First,
web designers must associate access keys with the elements of each page. Second, the

© Springer Nature Switzerland AG 2018
D. A. Alexandrov et al. (Eds.): DTGS 2018, CCIS 859, pp. 28–39, 2018.
https://doi.org/10.1007/978-3-030-02846-6_3

https://doi.org/10.1007/978-3-030-02846-6_3
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02846-6_3&domain=pdf


user must choose a user agent that recognizes access keys. W3C specifications are
intended to be implemented by user agents. Some have not implemented the specifica‐
tion of access keys and therefore they do not handle them. The others have implemented
access keys in the same way as their own keyboard shortcuts. The diversity of imple‐
mentations has led to conflict and lack of usability.

Despite consensus on the utility of access keys, accessibility experts criticized the
existent implementations. We attempt to analyze access keys drawbacks and give
perspectives to approve web app interaction through a keyboard.

2 Statement of the Problem

In the beginning, access keys were introduced in 1997 by the HTML 4.0 specification
[13]. Then, they were quickly implemented by user agents and deployed in Web pages.
In 1999, the guidelines for web content accessibility WCAG 1.0 [20] gave them the level
AAA of technical accessibility. In 2000, w3c published HTML Techniques for Web
Content Accessibility [16] including samples on how to use the link element and the
accesskey attribute as well as to skip navigation. The Section 508 standards [12] said:
“When software is designed to run on a system that has a keyboard, product functions
shall be executable from a keyboard…” and “A method shall be provided that permits
users to skip repetitive navigation links”. Similarly to desktop applications that have
procured their users the performance of keyboard shortcuts, web apps are supposed to
offer them ease when using access keys.

Access keys aimed to facilitate navigation for motor-disabled, blind people and even
sighted Keyboard fetishists. The web designers who got tired to approve the accessibility
of their websites through html gymnastics using “table hack” and “skip extensive navi‐
gation” techniques [6] have expected this solution to offer them an easy web develop‐
ment.

Contrary to what was expected, access keys have fallen in conflicts. Clark [6]
describes the access key as “the delinquent teenager of accessible HTML” and says that
it is difficult to make access keys work. In 2002, a study [23] conducted to research the
available access keys which had not already been reserved by various other assistive
technologies demonstrated that “the keystroke combination encoded within the web page
may conflict with a reserved keystroke combination in an assistive technology or future
user agent”. This study leads to the unavailability of access keys to all users and pushed
the Canadian Access Working Group, who had previously suggested the use of access
keys, to recommend “not to use access keys on Web sites of Government of Canada”.

Likewise, accessibility experts discussed the conflicts [24] caused by access keys
and suggested limiting their use to number keys 0–9. This restriction to the use of number
keys is equally recommended by both the accessibility guideline of public websites of
British Government and the repository of Internet services accessibility for the French
administration. Of course, this recommendation was insufficient to provide the expected
accessibility and did not succeed to avoid all conflicts with the most used assistive tech‐
nologies which use number keys as keyboard shortcuts.
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Quickly, the accessibility issue has had an international legal framework. The book
of Thatcher and al. [5] discussed how to build accessible websites and evaluate their
regulatory compliance. Law asked for the use of the attributes title and alt but not
accesskey (Priority 3). To improve keyboard access, it required the use of the event
manager onkeyDawn instead of onDoubleclick and it has forbidden the use of onChange
with a select menu unless if size is not greater than one.

Later, XHTML2 [1] comes to deprecate the accesskey attribute in favor of the
XHTML Access Module [21]. XHTML modules describe the elements and attributes
of the language as well as their content model. The XHTML Access Module [21] gave
the element access with its attributes common, activate, key, targetid and targetrole.
Although the difference between the specifications of HTML4 and XHTML2, they had
a common point. Both used a single character from the document character set as an
access shortcut. But, it is assigned to the accesskey attribute in the case of HTML4 or
to the key attribute in the case of XHTML2. Although the XHTML Access Module has
the advantage of generalizing the use of access keys after being limited to links or
controls of a form, it failed to bring the expected accessibility.

Finally, HTML5 [15] has preferred to allow the use of the accesskey attribute with
any element but without providing a new solution for access keys drawbacks.

3 Discussion About Access Keys Conflicts

Access keys specification provides no solution to avoid conflict. Indeed, each user agent
implementation has tried to develop its own solution. This approach has pushed Joe
Clark to declare that “it is difficult to operate access keys” [6].

3.1 Access Keys Relay on Software Keyboard Shortcuts

At the beginning there were only desktop applications along static websites. Then, web
applications came with a performance and functionalities comparable to desktop appli‐
cations and sought to offer their users the ease of use provided by keyboard shortcuts.
Access keys imitated keyboard shortcuts, on the point of view of their target (allow to
activate a functionality without using a pointing device) as well as on the point of view
of their operating mechanism (type simultaneously a combination of keys on the
keyboard) [6]. This complete imitation [25] caused serious conflicts [26].

For a disabled person, web browsing requires a harmony between three applications:
web application, user agent and assistive technology. At the appearance of access keys,
most of the keys were already reserved for operating systems, user agents or assistive
technologies [27]. User agents have been limited to implement access keys, each one in
its particular way, and without worrying about their safety of use. Web designers, there‐
fore, should choose the good access keys for their web applications taking into account
the diversity of user agents and their different mechanism to implement access keys. At
the HTML level, defining an access key consists in assigning a single letter as the value
of the accesskey attribute of the concerned element. In case of conflict, activating an
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access key can disable the equivalent menu of a user agent/screen reader. In other cases,
the application keyboard shortcut can run instead of the web page access key.

3.2 Access Keys Conflict with User Agents and Assistive Technologies

There is a difference in the context of use between access keys and keyboard shortcuts
of applications. Access keys do not have their own keyboard event listener, but they
depend on the user agent keyboard shortcuts listener (Fig. 1). For an application, it only
needs to avoid operating system keyboard shortcuts. But, an access key has to be distin‐
guished from all the operating system, the user agent and the assistive technology
keyboard shortcuts. By reusing the same principle of applications’ keyboard shortcuts,
access keys easily fall in conflict.

Fig. 1. Both access keys and keyboard shortcuts of the user agent are received by the same
keyboard events listener.

In most cases of conflict with a graphical user agent, the web page access key wins.
Thus, the user will lack his/her user agent keyboard shortcut. To illustrate this negative
result, we take the example of an Internet Explorer browser displaying a web page which
contains an access key d. The execution of this access key will lock the address bar
making keyboard navigation impossible [24]. This is annoying for a motor-disabled
person. What is worse, blind people who use a screen reader like JAWS are concerned
by this conflict.
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Screen readers have built-in keystroke shortcuts for going into different modes. IBM
Home Page Reader does not allow using access keys. It cannot distinguish between its
own keyboard shortcuts and access keys of web pages which are invoked in the same
manner [23]. It has a “Links reading mode” that can be started by the access keystrokes
Alt + L and a “Controls reading mode” that starts by the keystrokes Alt + O. With these
two modes along others which we have not mentioned, IBM HPR seems not to need
access keys which came to facilitate access to links and form controls.

To use access keys on IBM HPR, a visually impaired user must first click with the
mouse on the graphical interface of the application. Similarly, the graphical user agent
iCab which runs only under Mac OS, needs sometimes to click on page before using
access keys. We recall here that the aim of access keys is to provide an alternative of
navigation that does not use the mouse.

Advanced computer users are usually the most expected to use keyboard shortcuts.
By contrast, surveys [28] showed a decrease of use of access keys, especially among
advanced assistive technology users. This is explained by the fact that these users are
aware of potential conflicts and thus they prefer to use commands offered by their
familiar assistive technology.

3.3 There is no Safe Key

By looking for access keys that do not conflict with the various assistive technologies,
a study [23] has led to a disappointing result. Although theoretically any alphanumeric
character can be an access key, only three characters are still free. There are slash /,
backslash \ and right square bracket ].

Actually, Jaws [29] uses Slash key to move to next clickable element and it uses the
keystroke SHIFT + Slash to move to the previous clickable element. The characters
backslash and right square bracket would be inaccessible on a keyboard another than
the North American Standard (QWERTY) keyboard. For example, if we use Opera 7
for Windows as a user agent and we would like to activate a web page access key, we
have to type simultaneously Esc + Shift + the character of the access key. Now, if our
access key is a right square bracket and we have an AZERTY keyboard we have to type
simultaneously the two keys alt gr + ] to obtain our character. Asking a motor disabled
user to type simultaneously four keys at once to facilitate his/her access to a web resource
is not an accessibility solution. We are stating here that it is no need to enhance the
accessibility relying on inaccessible keys.

Several recommendations [24] suggested to restrict the use of access keys to numeric
keys with a view to avoid conflicts with applications that have frequently used alphabetic
characters as keyboard shortcuts. This orientation to the use of numeric keys has been
exploited under the current access keys specification that allows only the use of a single
character and has resulted in some recommendations that could not unify [25]. Among
these recommendations, we have chosen to present the one adopted by the accessibility
guide for public sites of the British government and by the repository Accessibility of
Internet Services of the French administration (Table 1).
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Table 1. Restriction of access keys use to numeric keys

0 List of used keyboard shortcuts
1 Home page
2 News page
3 Site map
4 Search form
5 FAQ, Glossary, thematic index
6 Navigation Help
7 Mail contact
8 Copyright, terms of use, license…
9 Guestbook, Feedback…

It can be stated that this proposition is limited since it does not preserve the goal of
access keys to allow keyboard navigation without the need for a pointing device. Access
keys appeared to enhance the accessibility of links and form controls. In general, ten
access keys are not sufficient either to allow a keyboard activation of all links on a web
interface or to give focus to all its form controls.

If the aim of this proposal is to avoid unsafe alphabetic characters allocated as
keyboard shortcuts by various applications, it becomes also beneficial to avoid numeric
access keys which are used by assistive technologies. Windows Eyes uses the numbers
0 to 9 for reading by area. Jaws [29] uses numbers 1 through 6 for Heading at level and
numbers 7 through 0 for Place Marker 1 through 4 (Table 2). Thus, there are no safe
keys. From our point of view, the solution is not to look for free keys that will avoid
conflicts, but it is to rethink the implementation of access keys.

Table 2. Jaws keystrokes using numeric keys

Description Jaws command
Next heading at level 1 through 6
Prior heading at level SHIFT+ 1 through 6
First heading at level INSERT+ALT+CTRL+ 1 through 6
Last heading at level INSERT+ALT+CTRL+SHIFT+1 through 6
Read place marker 1 through 4 Numbers row 7 through 0
Move place marker 1 through 4 SHIFT+ Numbers row 7 through 0
Switch to a specific tab number CTRL+ n (where n is a digit from 1 to 8)
Switch to last tab CTRL+ 9

4 Discussion About Access Keys Usability

The usability of access keys concerns their effectiveness, efficiency and the satisfaction
of their users about their ease of use. First, effectiveness means that users have done
exactly what they wanted to do. Due to conflicts and lack of unification of the activation
methods of access keys, users may not achieve their goals. Second, efficiency indicates
that the effort required to complete the task is adequate which is not always guaranteed
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especially for disabled people. The decrease of use of access keys, especially among
advanced assistive technology users shows a lack of satisfaction.

To activate an access key, there is no unified or universal method [24]. Convenient
combination of keys depends on the used machine (Table 3). Therefore, at work, at home
or in a cyber space, a user may need different keystrokes of keys to activate the same
link (or to give focus to the same form control) on the same web page. Worse, he/she
has to guess the needed access key which is defined on the source code level but not
rendered on the user interface. Disabled users hence find additional difficulties.

Table 3. Various keystrokes to activate an access key

Access key keystrokes Example of user agents
Alt + [key] Chrome, K-Meleon, Amaya, Safari 4+ for Windows

Firefox 1&1.5 for Windows and Linux
Opera15+, IE4 and Netscape7 for PC
Galeon and Epiphany for Linux

Alt + [key], then Enter MS Internet Explorer 5+ for Windows
Alt + Shift + [key] Early versions of Firefox2 and Opera 12 for windows

Firefox 2 for Linux
Alt + Shift + [key], then Enter Firefox 3 for Windows and Linux
Alt + Ctrl + [key] Firefox 14+, Chrome, Opera 15+, Safari for Mac
Ctrl + [key] Mozilla 13 and earlier for Mac

IE 5+, Netscape, Safari 1.2 and 4+ for Mac
Netscape 6+ for windows

Ctrl + [key], then Enter
Ctrl + Cmd + [key]

MS Internet Explorer for Mac
(depending on the version)

Ctrl, then [key] Konqueror 3.3+ for Mac
Ctrl + OPT + [key] Safari 3 and Chrome 3+ for Mac
Esc + Shift, then [key] Opera 7+ for Windows, Mac and Linux
Don’t handle access keys Netscape 6 and earlier for PC and Mac,

Camino, Galeon, Konqueror before version 3.3.0,
Omniweb, Safari before version 1.2,
Opera before version 7 for Windows and Linux,
Internet Explorer 4.5 for Mac,
Lunascape, Lynx, Mosaic, NetSurf, etc.

4.1 Lack of Access Keys Rendering Standard

Applications indicate the character of keyboard shortcut, in most cases by underlining
it and recently by displaying it in an info-bubble after pressing a specific key as Alt. By
contrast, most graphical user agents do not provide any indication about the character
assigned to the accesskey attribute. Users have to guess the character to use as an access
key.

Until yet, the accesskey attribute is not mapped to WAI-ARIA. It is not exposed via
an accessibility API and it is not displayed as part of the user interface [17]. In addition
to screen readers, only iCab and Konqueror report access keys. The user agent iCab runs
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until yet, only on Mac OS. For the Konqueror user agent, there is recently a KDE on
windows in experimental state (windows.kde.org). The number of users having these
two user agents which defer access keys is still very limited around the world and
particularly in centers of disabled education and monitoring in poor countries which
look for the least expensive technology. A recent survey [30] shows that the most used
user agent are Firefox, Internet Explorer, Chrome and Safari and only 1.3% of assistive
technology users use other browsers.

Up to the present time, there has been no standard [24] in the area of access keys
rendering although Web Content Accessibility Guidelines [16] said “User agents may
include features that allow users to bind keyboard strokes to certain actions”.

Graphical user agents neither render the value of the access key, nor the modifier
key to be accompanied with. This resulted in a lack of usability. In fact, first-time learn‐
ability is a determinant quality component of usability. In our case, it measures how
easy it is for users to activate access keys the first time they encounter and without
referring to a documentation/help page. The matter is essentially with discoverability
which concerns the degree of ease with which the user can find all new access keys.

4.2 Lack of Unification of Access Keys

If we want to use access keys, we have to choose a convenient user agent because many
of them don’t handle access keys [23]. Table 3 indicates some of these user agents and
shows various implementations of access keys.

First, access keys depend on used operating system. For using MS Internet Explorer
navigator to activate an access key, we have to press the Alt key if our operating system
is Windows but we need the Ctrl key if we have a Macintosh operating system. By
contrast, Apple systems generally ask for using the “cmd” key in addition to the access
key. Second, access keys depend also on the user agent. Considering for example the
Windows operating system, some user agents as Mozilla, Netscape, K-Meleon use the
Alt key, but Opera makes an exception by using the combination Shift + Esc to activate
an access key. Third, we usually have to tape the access key character simultaneously
with a modifier key as Alt, Ctrl or Esc but sometimes we have to tape them successively
like in the case of the konqueror user agent.

Finally, after taping the suitable combination of keys, we often must press succes‐
sively the enter key to invoke the access key functionality. In most cases, Internet
explorer needs to use the enter key but on Mac OS, it doesn’t need.

The lack of unification of access keys has led to a lack of usability. The matter goes
well beyond the issue of learnability to the access keys memorability. In the context of
user interface/experience, memorability measures how easily users can reestablish
proficiency when they return to the design after a period of not using it. In general, it is
hard to remember how a visited link can be activated through a keyboard. First, the
access key value is not rendered explicitly in the user interface. Second, the needed
modifier keys depend on the used OS as well as on the user agent and sometimes on its
version. Thus, only users having good memory skills and a visual learning style can
remember both the entered access key keystrokes and the software configuration details
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of the platform they have last used. Particularly, the elderly or cognitively impaired
person will find an additional difficulty.

4.3 Hard Activation of Access Keys for Disabled People

Usually, a user can directly see the main characteristics of his/her work environment.
His visual experience is enough for him to know easily how equipped the PC is on the
level of operating system and user agent. In contrast, a visually impaired user depends
on the assistive technology which he uses to browse the web. He/she has to guess the
convenient keystrokes to his/her environment. These keystrokes depend on the user
agent and on the operating system too. It is difficult to a visually impaired to predict the
combination of keys that must be used. In fact, screen readers render the character of
the access key without specifying the modifier key that must be accompanied with.

Similarly, an old person, a person with Alzheimer’s or with cognitive disability
usually needs an assistance offering him a cognitive reward. We recall that there are
many different keystrokes to activate an access key (Table 3). For only Internet Explorer,
we find three different ways depending on the user agent version and the used operating
system. So we do not expect from such a disabled person either to remember all the
different ways of activating access keys, or to determine the one that suits his environ‐
ment. This shows a deep lack of access keys learnability and discoverability.

If a disabled person succeeds to guess the combination of keys to activate an access
key on a web page, a second challenge lies ahead. Depending on the used user agent,
we have to type simultaneously at least two or three keys. This is a difficult task espe‐
cially for a motor disabled user for whose access keys came to facilitate his/her access
to web pages. In addition, to reduce conflicts with applications, several recommenda‐
tions [24] encourage the use of numeric access keys [25]. Given that the keypad is
ignored in actual implementations by almost all desktop user agents, it becomes neces‐
sary to simultaneously use the Shift key. Then, we will have to use at least three keys
at once. This leads to the inefficiency of access keys.

5 Toward Adaptive Access Keys

Web browsing platforms are remarkably diverse but not standardized. They are varied
from the implementation point of view as well as capabilities. It is in this context of
platform heterogeneity that access keys’ conflicts have been studied. By developing for
a specific audience, it becomes possible to avoid conflict. In fact, sites intended for
intranet use, can operate safe access keys. We encourage such practices whose effec‐
tiveness has been proven empirically for the used equipment. In particular, pedagogic
sites accessed only in training centers for disabled people can provide this solution while
they explicitly render the convenient keystrokes to activate access keys. Apart from this
particular situation, user modeling and adaptation techniques can provide new perspec‐
tives.

The user modeling provides an interdisciplinary analysis of how humans act in
specific computing environments. It makes it possible to address several sources of
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heterogeneity: quite different end users, highly diversified and un-standardized plat‐
forms, distinct interaction modalities and a very varied working environment. Thus, it
allows the design of a single implementation of software (for millions of users) which
works as if it was designed for every user only known in the time of use. The purposes
are: personalization, increased usability and improved accessibility.

We need to generate a user model (profile) that includes all relevant information
associated with a specific user. The profile data strongly depend on the context of the
application that will use them [10]. Since access keys depend on user agents and oper‐
ating systems, it becomes interesting to detect the characteristics of the user’s platform.
This allows knowing if the used user agent can handle access keys and what combination
of keys should be used to activate them.

Technically, the detection can be done on the client side or server side. Javascript
provides the window.navigator.userAgent property which returns the user agent string.
Likewise, PHP offers the environment variable $_SERVER[‘HTTP_USER_AGENT’]
and the function get_browser() which attempts to determine the capabilities of the user’s
browser. There are also free packages for user agent detection, which are different in
terms of speed and coverage. This solution remains unreliable since some browsers send
non standard HTTP headers.

The best alternative is to use a Device Description Repository (such as WURFL,
DetectRight, DeviceAtlas and UAProf) which offers a detection service based on an
updated database of mobile devices coupled with an API to query the database with
different programming languages. Detected device type includes: Device (mobile),
PDA, PMP, Tablet, STB and Game/Handheld Console, but not assistive technology.
The w3c IndieUI user context [18] provides relevant information about user’s settings
and preferences (color, type/font, media and screen reader) which can be accessed help
to a user settings listener.

Once we have the user profile, we can use it to generate adaptive access keys whose
values and rendering are defined at runtime. Access keys rendering can be provided
through an adaptive annotation [2]. Thanks to adaptation techniques, we can avoid the
access keys values that may cause a conflict with the used browser and select those that
are most accessible on the user keyboard.

In fact, keyboards can be AZERTY/QUERTY, with/without a NUMPAD and can
vary in number of keys. Mobile tiny keyboards also vary depending on their OS (iOS,
Android, Windows phone). A usability study [11] shows that links containing 9 char‐
acters can be easier to tape than others with only 7 characters in terms of number of taps
and required time.

Recently, a w3c HTML 5.1 Working Draft [14] discussed the use of two possible
access keys and proposed an element’s assigned access key processing model. Full
keyboard devices can pick the first value as a shortcut key, while devices with small
numeric keypad might pick the second. Instead of adapting access keys values, another
approach seeks to rethink their implementation [9] in accordance with UAAG 2.0 [22]
which requested ensuring full keyboard access (level A) as well as providing direct
navigation and activation (level AA).
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6 Conclusion and Perspectives

More than a billion people live with a disability and the number is increasing. At least
110 million people experience very severe functional difficulties. About 314 million
persons are visually impaired among whom 45 million are blind and the number of
elderly people is estimated to reach 2 billion worldwide in 2020 [7]. As a result, acces‐
sibility needs are growing on the level of law as well as technology. The version 3 2016
of the French government’s General Accessibility Reference for Administrations
(RGAA) has been revised as version 3 2017 which added checkpoints to improve the
contrast of a page and the relevance of off-form buttons [3]. Similarly, the Section 508
standards, has been recently refreshed by a final corrected rule to consider TTY devices
access [12].

The aim of this study is not to discourage the use of access keys but rather it seeks
to show that web applications can offer all their users this accessibility process. Acces‐
sibility rules are not restricted to the case of handicapped persons [4]. Access keys are
not intended only for users equipped with assistive technologies. Even with well-
designed interfaces, menus and toolbars fail to provide to an expert user the performance
and productivity obtained through the use of keyboard shortcuts. The values of access
keys must be deferred in an explicit manner to all, without exception.

It has become possible to define access keys for any element of a web page, but their
actual use is still restricted to links and form controls. Until now, Web designers haven’t
seen any significance/benefit of associating an access key with an IMG element despite
being very aware of the difficulties faced by the blind/visually impaired people
to access images: (1) Existing assistive technologies are limited to replacing the image
with an alternative text. (2) The content of the images could become accessible only
after a manual transcription which is provided by Tactile Graphics Specialists.

It is only in recent years that research [8] has shown that it is possible to automate
the transformation of iconographies (images, illustrations) into touch-haptic images that
can be explored by touch. The automatic transcription of an image contained in a web
page through the activation of its access key will soon be possible and certainly, it will
be one of the big accessibility challenges of Web 4.0.
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Abstract. The relevance of this study relies on the M. Foucault’s concept of
heterotopia and anthropocentric paradigm of semiosociopsychology introduced
by T.M. Dridze. The goal of the pilot research described in this contribution is
to examine how people not involved in social network websites’ (SNS) com-
munication are influenced by it, what kind of emotional effect SNS-discussions
produce on bystanders, and what are the grounds of this effect. We analyzed
subjects’ (N = 7) emotional shift towards negative and positive emotional
reactions in response to discussions on hot home and international politics
(n = 20). Discussions in Russian language took place on “VKontakte” social
network platform. The research used an experiment that utilized a three-
condition (current emotional state of subjects; subjects’ gender; type of the
stimuli) between-subjects design. The findings suggest that negative emotional
reactions of not involved participants are more like to those who take active part
in SNS-communication. The findings suggest that discussions on hot home and
international politics provoke a variety of emotions. Textual content of dis-
cussions was mentioned as the main ground for subjects’ emotional reactions.
No gender differences in perception of communicants’ speech behavior and
textual content of discussions were found.

Keywords: Heterotopia � Social network � Speech behavior � Emotion
Feeling � Text � Harmful behavior

1 Introduction and Literature Review

The underlying relevance of this study relies on theM. Foucault’s concept of heterotopia,
defined as a place of otherness combining several, sometimes notmatching, spaces (as, for
example, is cemetery that unites live and death), functioning in heterochrony (like
libraries providing access to 9th and 20th century literature in 2018), supporting a system
of openness and localization, and juxtaposing other cultural places (9). Digital heterotopia
was defined as “cultural memory spaces, which juxtapose many otherwise incompatible
spaces, online and offline, experts and amateurs, science and popular culture, whichmake
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endless knowledge claims, but which do so with a rational belief in the power of con-
sensus” (Haider and Sundin 10).

Digital heterotopia is a kind of 20th century invention which transferred online
(Haider and Sundin 10) and came in change of such hetero-chronic entities as museums
capturing place and time, and revitalizing every event in user-friendly space and time
within digital reality. Social network websites have become, in these surroundings, the
most appropriate containers (archives) achieving the aim of digital heterotopias
(Rymarczuk and Derksen 25). “Alternatively referred to as a virtual community or
profile site, a social network is a website that brings people together to talk, share ideas
and interests, or make new friends” (3).

Social network website can be considered a sovereign separated entity, “another
place in relation to ordinary cultural spaces”, and at the same time, “this place is
connected with the set of all locations” (Foucault 8, p. 198) of the society and the wider
world community, as for the events being discussed there are somehow related to every
member of this community. In this sense social networks are becoming alternative
media, designing “other” (changed) reality, virtual image of reality built upon sharing
and commenting information on a wide variety of issues. McKenzie Wark pointed out
that Foucault’s description of the ship, the “heterotopia par excellence” (Foucault 9),
as a “placeless place” applies to cyberspace as well, “particularly when it is a

network, linking terminals in different places and times into a unified environment”
(Wark 32, p. 140) .

Social network websites (SNS) have the ability to “juxtapose in a single place
several spaces, several locations that are in themselves incompatible” (Foucault 8,
p. 200]. SNS-users have the opportunity to simultaneously explore a multitude of
diverse events, moving synchronically within virtual places in the real time (for
example, reading, liking, sharing, commenting on today current events), as well as
navigate retrospectively. Thus, when interacting with a social network website indi-
viduals “find themselves in a sort of absolute break with their traditional time” (Fou-
cault 8, p. 200): there is no longer the beginning or the end, no more step-by-step
motion from zero to infinity, but there is a possibility to shift from one given point of
the so called “space and time continuum” to another, a possibility to get access to
multiple locations at a particular moment at the same time, and the opportunity to
gather this “time and space continuum” within one web resource. In this regard, along
with museums and libraries social network websites can be called “heterotopias of
indefinitely accumulating time” (Foucault 8, p. 201), providing a user a unique entrance
to a given space.

Many articles have been devoted to findings of basic characteristics of digital
heterotopias as private stance-taking (Chen and Lu 2; Johansoon 11; Latif 16), as well
as digital heterotopias mobilizing political activities (7; de Sá Medeiros et al. 4; Sal-
gueiro Marques et al. 26; de Vries et al. 5), motivating people to speak about events
disputed in digital heterotopias in face-to-face settings (12), digital heterotopias as
disturbing spaces (Pertierra 19; Rymarczuk and Derksen 25) lacking of privacy and
fostering users’ intentions to bullying and aggression (Rachoene and Oyedemi 23;
Chen and Lu 2; Song and Oh 30). Seeking to contribute to this agenda, this study
analyzes SNS-discussions on hot issues of home and international politics perceptions
by male and female bystanders to fill the gap in the literature by addressing the
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following overarching questions. In what extent people not involved in SNS-driven
communication are influenced by it? What kind of influence (emotional effect) SNS-
discussions produce on bystanders? What are the grounds of this effect (what
bystanders react on)?

2 Methodology

Besides M. Foucault’s concept of heterotopia, the research is relied on anthropocentric
paradigm of semiosociopsychology introduced by T.M. Dridze. The theory suggests
that we live mostly upon discourse and texts based experiences; people lack “crude”
reality, they are used to build their lives on the grounds of visual and speech per-
ceptions of what is broadcasted in cultural resources by social media (6). “The modern
world, where we work, sleep or take our leisure depends more on the created spaces we
have manufactured (…) than on the natural or inherent characteristics of different
locations” (27, p. 222).

Nowadays we are sure that “modern technologies (…) bring about changes in the
inner-world of their users” (18) that have significant social and cultural consequences”,
easily fitting into traditional schemes (19, p. 175). As Mark Zuckerberg declared:
“When we started Facebook, we built it around a few simple ideas [schemes]. People
want to share and stay connected with their friends and the people around them” (34).
But the problem is that nowadays social network websites have overgrown their basic
principles, and now people are forced to contribute their social network “lives”. One
who does not do this, is suggested non-standard. “Public press would have us believe
that anyone not willing to share their mundane day to-day business on a prime social
media platform is a heinous monster likely to commit mass homicide” (13, p. 131).
Thus, the SNS’ “inhabitants” run specific risks: if before people considered virtuality as
an escape from the painful reality, now they need to cope with both real and virtual
negative impacts. Internet communications became “a venue for a variety of harmful
behaviors (such as cyberbullying, trolling, cyberstalking, etc.)” (1, p. 151).

Emotional sphere is the first to suffer from such interventions. The aim of the
present research is to analyze emotional reactions of bystanders under harmful speech
behaviors and textual contents in social network website-discussions on hot home and
international political issues.

The pilot research described in this contribution used an experiment that utilized a
three-condition (current emotional state of subjects; subjects’ gender; type of the
stimuli) between-subjects design. Subjects (N = 7, four females and three males) were
assigned to reflect their reactions towards social network written speech communica-
tion content (n = 20), discussions on hot home and international politics. Discussions
took place on “VKontakte” social network platform (vk.com) in Russian language.
Those discussions were used because pre-test respondents rated they correlated with
the destructive discourse criteria (21, 2014; Komalova 14), so they consisted of harmful
speech behaviors and textual contents.
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2.1 Analysis Strategy

To answer research questions, four different strategies were employed. The Friedman
test for repeated measures (Social Science Statistics) was used to examine whether the
distribution of three types of subjects’ emotional responses (negative, neutral and
positive emotions) to the analyzed social-network contents was reliable. Wilcoxon
signed-rank one-tailed test [Social Science Statistics] was conducted to evaluate dif-
ferences between emotional reactions to textual contents and speech behaviors. Mann-
Whitney U test (28) was used to assess differences between males and females
responses to the analyzed discussions. And Spearman’s Rho (correlation) (Social
Science Statistics) was used to find associations between subjects’ emotional reactions
to the stimuli and three variables “current emotional state of subjects”, “communicants’
speech behavior”, “textual content of discussions”. The set of statistical instruments
belongs to nonparametric methods, and can be implemented on non-classified data far
from distribution requirements and more resistant to different interferences. However,
they allow estimating only average trends.

2.2 Recruitment of Participants

A pre-test was used to create the stimuli for the experiment. Participants for the pre-test
and experiment subjects were recruited within students of the Moscow State Linguistic
University.

We worked under the notion that young people are more flexible to social trans-
formations and are more willing to exposure their political activity through social
network platforms, being a place of socialization (17; 13) and identification (auto-
esteem and self-image) (7, p. 50, 70). Brady Robards assumes that “for many young
people, participation [in social network sites] is now mandatory for inclusion amongst
peer groups. For some of these young people, large parts of their social lives have been
played out on these sites” (Robards 24).

Table 1. Features of pre-test and experiment participants.

Pre-test Male participants Female participants

Number of
participants

9 24

Mean age (years) 20 20
Linguaculture Russians Russians
Education status Third grade high school

students
Third grade high school
students

Experiment Male subjects Female subjects

Number of
participants

3 4

Mean age (years) 20 20
Linguaculture Russians Russians
Education status Third grade high school

students
Third grade high school
students
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That’s why 20-years old people were welcomed in experiment; all of them were
native Russian speakers studying applied linguistics. Different people participated in
the pre-test and experiment. Table 1 provides description of participants and subjects.

2.3 Stimuli Construction

A multi-step procedure was used to create the stimuli. 33 students collected real com-
ments from such social network websites as vk.com, LiveJournal.com, utube.com,
twitter.com, politforums.net, nastej.ru, debatepolitics.ru, politikforum.ru, bolshoyforum.
com.

Respondents in the pre-test rated the full-text discussions, using special criteria
from our prior research (21; 14). Respondents were to markup time period a discussion
line was realized, to rate whether each discussion line concerned “home politics” or
“international politics”, whether those discussions were “emotionally positive”,
“emotionally neutral” or “emotionally negative”. Respondents rated discussions, using
perceptual emotional typology multiscale (Potapova and Potapov 22), providing
detailed descriptions of emotions experienced by communicants. A total number of
937 discussion lines corresponding with the data selection criteria were obtained. To
carry out the pilot experiment, 20 discussions were selected out of the collected data.
Table 2 provides characteristics of the selected dataset.

2.4 Experiment Procedure

All the subjects gave written consent to participate in experiment. The stimuli were
cleared out of videos and avatars. Gender and racially neutral anonymous nick-names
were created for communicants, so that those factors would not confound results.
Subjects read discussions and were prompted to think deeply about the content, make
reflections about their emotional state before and after reading. Before reading stimuli
discussions, a shortened A.E. Wessman & D.F. Ricks personal feeling scale (PFS)
(33; 31) was used to measure the mood or current affective state of the subjects. The

Table 2. Stimuli dataset characteristics.

Characteristics Discussion lines:
From 1 to 10 From 11 to 20

Resource vk.com vk.com
Main topic International politics Home politics
Subtopics Relations between Russia, Europe and

USA around situation in Syria and
Ukraine

Activities of ruling party and
opposition

Time of
publication

November, 2015 – February, 2016 December, 2015 – February,
2016

Emotional
coloring of
content

Emotionally mixed and balanced:
negative, positive, neutral

Emotionally mixed and
balanced: negative, positive,
neutral
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battery consists of four ten-point self-rating scales, which an individual subject could
use to give reports of his/her experience on a number of important aspects of mood.
They cover such affective dimensions as “tranquility – anxiety”, “energy – fatigue”,
“elation – depression”, “self-confidence – feeling of inadequacy”. Subjects answered
demographic and personal questions. Once they finished with reading-task, they were
to write what emotional state just read discussion line provoked on him/her (name it
and explain how he/she fixed this emotion). 140 experimental matrixes were obtained.
As the data was heterogeneous (sometimes subjects reported mixed emotions in regard
to different parts of discussion under investigation, sometimes they were confused and
do not mention any emotional reaction – for raw data see Table 3), normalization was
implemented. All measures are made using normalized data (see Sect. 3).

3 Results

As shown on Table 4, subjects tend to react emotionally to the social network sites
discussions on hot home and international political issues. Most of the analyzed
reported emotional reactions are negative.

Table 3. Raw data characteristics.

Subjects’
gender

PFS
scores

Subjects emotional reactions to
stimuli

The ground of subjects’
emotional reactions

Negative Neutral Positive Speech
behavior

Textual
content

A female 21 16 7 2 13 9
B female 26 11 2 6 3 14
C female 14 16 1 5 6 16
D female 25 15 3 4 2 16
E male 35 8 9 3 6 12
F male 31 6 15 0 5 19
G male 35 9 0 3 2 8
Sums: 81 37 23 37 94

Total sums: 141 131

Table 4. Emotional reactions of subjects.

Subjects Subjects’ emotional
reaction
Negative Neutral Positive

A female .113 .049 .014
B female .078 .014 .042
C female .113 .007 .035
D female .016 .021 .028
E male .056 .063 .021
F male .042 .016 0
G male .063 0 .021
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Answering the first research question (RQ), we can say that none of the subjects left
untouched, all of them demonstrated emotional involvement after reading the stimuli
discussion lines. Each of 20 discussions provoked emotional shift in subjects’ current
mood.

For the first RQ the Friedman test for repeated measures was used. No statistically
significant differences between negative/neutral/positive subjects’ emotional reactions
was found (the v2r statistic = 3,4286 (q = 0,18009), the result is not statistically sig-
nificant at q < 0,1).

The second RQ dealt with what kind of influence (emotional effect) discussions
produce on passive participants of SNS. The findings suggest that discussions on hot
home and international politics provoke a variety of emotions. The most frequently
among them are: negative – irritation (7), mockery (7), sadness (6), fatigue (5), fear (5);
positive – joy (5), interest (4). According to subjects’ reports, positive emotions
motivated them look for more discussions on the topic, learn special literature, and
investigate the issue. Oppositely, experiencing negative emotions, subjects were to stop
reading any other discussions, wanted to get read of the experimental task.

For the third RQ results showed that textual content of discussions was mentioned as
the main ground for subjects’ emotional reactions (Table 5). Wilcoxon signed-rank one-
tailed test showed the data supported this research question (mean difference = 23.86,
sum of positive ranks = 3, sum of negative ranks = 25, Z-value = –1.8593 (nb. N too
small), W-value = 3, the result is statistically significant at q = 0,05).

Mann-Whitney U test for male and female groups did not support our hypothesis
towards gender differences in perception of communicants’ speech behavior and textual
content of discussions (Table 5). Nor the Friedman test for repeated measures gave
statistically significant results on male or female subjects’ emotional reactions on the
stimuli (Table 4). Men and women experienced similar emotions stimulated by harmful
speech behavior and textual content of the analyzed SNS-discussions.

To find statistical dependence between subjects’ emotional reaction and three
variables (1) Wessman & Ricks PFS scores, (2) communicants’ speech behavior, and
(3) textual content of discussions, Spearman’s rank correlation coefficient was used
(Table 6). Grey filling marks negative correlations between parameters.

Table 5. To what subjects react on in discussion lines.

Subjects The ground of subjects’ emotional reactions
Communicants’ speech behavior Textual content of discussion

A female .099 .068
B female .022 .016
C female .045 .122
D female .015 .122
E male .045 .091
F male .038 .145
G male .015 .061
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We supposed that lower PFS scores would correspond with high level of negative
emotional reactions on the stimuli. As seen on Table 6, the increase of PFS scores
correlates with the decrease of negative and positive emotional reactions that supported
our hypothesis. The explanation of such effect can be that people in a bad or good
mood are more resistant to negative emotions, as though they are, in case of bad mood
already are experiencing negative emotions, and do not feel any emotional changes,
that is why do not fix emotional shift; those in a really god mood can compensate
negative emotions.

Decrease of both harmful speech behavior and harmful textual contents correspond
with the growth of positive emotional reactions on discussions. More facts of com-
municants’ harmful speech behavior and a decrease of harmful textual discussions’
content correlate with the growth of negative emotions experienced by subjects. These
correlations explain the more powerful effect of speech behavior on subjects’ per-
ception of the analyzed stimuli. It means speech behavior would more likely provoke
emotional reactions in comparison with textual content.

However, all correlations turned to be weak and the data did not support them: by
normal standards, the associations between measured variables would not be consid-
ered statistically significant.

4 Discussion

As one can see nowadays digital heterotopias win popularity in ordinary lives of many
people intervening in their emotional sphere, being a symbol of modernity, demanding
permanent online status. At the same time heterotopic places possess the same char-
acteristics and realize the same social processes as real physical places do. That is why,
to our opinion, “digital citizenship” requires more hard-working, so that a SNS-user
needs to serf between and upon discursive spaces reconstructing his/ her own image of
the reality, opposing negative effects of “hard” communications. In this framework
digital heterotopia is considered a semiotic system melting the worldview of people
drawn into the web, being in permanent search, constructing and deconstructing their
own place in the society.

The research was based on a well-known presupposition that political issues’
discussion is a potentially conflictive topic that would provoke not only destructive
interactions between interlocutors, but also provide harmful psychological effects on
not involved participants (bystanders). That is why we used destructive discourse

Table 6. Correlation between subjects’ emotional reactions and measured variables.

Subjects’
emotional reaction

Wessman &
Ricks PFS scores

The ground of subjects’ emotional reactions
Communicants’
speech behavior

Textual content of
discussion

Negative .509 .596 .445
Neutral .036 .490 .198
Positive .309 .293 .381
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criteria (21; 14) for data collection. However, for more concrete and complex repre-
sentation of research questions emotionally neutral and positive discussions are to be
included in experimental dataset.

Our findings argued that bystanders emotionally react more on textual content in
comparison with speech behavior. This postulate is to be compared with the results (20)
saying that SNS’ communicants are more sensitive to speech behavior.

Results of present experiment corresponds with findings (15) supporting that in real
live interaction bystanders mostly pay attention and consequently react on the form of
communication (communicants’ speech behavior) and content of communication. Even
being not involved in communication, people do not take into account the intention
with which communicants deliver their speeches (for example: to influence, to provoke,
to inform etc.).

Our findings support for extending semiosociopsychological paradigm (6) to the
social network websites’ interaction and M. Foucault concept of heterotopia (9, 8) to
online multi-user platforms. Future researches should attempt to refine upon these
findings by enlarging the number of subjects and specifying the stimuli to a concrete
topic.

5 Conclusion

The goal of this research was to examine how people not involved in SNS-generated
communication are influenced by it, what kind of emotional effect SNS-discussions
produce on bystanders, and what are the grounds of this effect. We analyzed subjects’
emotional shift towards negative and positive emotional reactions in response to dis-
cussions on hot home and international politics. The findings suggest that negative
emotional reactions of not involved participants are more like to those who take active
part in SNS-communication. In order to prevent harmful effects on SNS-participants,
the role of bystanders who witness destructive speech behaviors and see harmful
textual contents is regarded as especially crucial, as for bystanders (passive partici-
pants) possess numerical superiority and have potential to restrain online perpetrators,
and to return SNS as digital heterotopias the power of consensus.
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Abstract. Subject of Research. The paper deals with emoji - a small
digital image or icon used to express an idea or emotion in electronic com-
munication. The aim of the work is to find the dependencies between
the use of emojis in text messages and the extent to which the mes-
sages attract users’ attention while viewing a page, especially in Russian-
speaking Internet community. Method. Social network “Vkontakte” was
chosen for the basis of the study, and four most extensive and popular
communities were selected within it. The structure of a typical post in
the VKontakte group was studied to identify the most obvious ways of
expressing reactions to a post. Using the linear regression algorithm,
graphs were constructed for the relationship between the frequency of
use of emojis in the post and main indicators of attitude toward the
post. Main Results. For all types of communities there is a clear ten-
dency to reduce any type of reaction to a post with the increase in the
frequency of emojis in it. Most responded posts contain no emojis at all,
and such reports constitute the majority of the analyzed posts. The only
exceptions have become fan communities. They also feature this trend,
but the “attenuation” of interest is slower. Entertaining and motivational
communities also reflect the phenomenon of slow fading of interest, but
not so clearly and only in special cases.

Keywords: Emoji · Social network · Internet community
Internet text perception

1 Introduction

Emoji is a quite new phenomenon - as a way of social interaction in the Internet
community. Emoji is a small digital image or icon used to express an idea or emo-
tion in electronic communication [1]. They originate from emoticons, that are
combinations of graphic signs, representing a pictogram with a certain emotional
coloring. The main goal of emoticons was never an expression of an emotion -
their creator, Scott Falman, reckoned on the use of pictograms in order to save
symbols in messages (the length of an SMS message should not exceed 160 char-
acters). Considering an emoticon to be an object for research is rather difficult,
c© Springer Nature Switzerland AG 2018
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primarily because the variety of their forms is limited only by the imagination
of authors and is absolutely not documented.

A different situation is developing with emojis. Invented in 1999 by Sigetaka
Kurita for the economy of symbols in a text message, they were the “direct
descendants” of emoticons. According to the creator, their primary goal was to
express emotions. The question for which specific tasks emoji are applied remains
open due to the rapid development of mass Internet culture. Currently, emojis
are so popular that they have already received a full-fledged emoji dictionary
(Emojipedia) and their own unique Unicode notations, and this makes the area
even more attractive and accessible for various studies.

The relevance of research on this phenomenon in various areas of Internet
culture and, in particular, in social networks, is especially clear if one assesses the
overall impact of emotions on modern society. Applied creativity, pop culture,
architecture, cinematography and animation, and medicine have found applica-
tion to such a phenomenon as emoji.

Since communication culture in different regions can vary greatly, so it is
important to investigate this question in Russian-speaking Internet community.
The social network “VK” seems to be the best for these purposes. It is necessary
to compare the results of similar studies conducted with another target audience
participation in order to receive the complete conclusions.

The aim of the work is to find the dependencies between the use of emojis
in text messages and the extent to which the messages attract users’ attention
while viewing a page. The study of this issue appears to help to reveal whether
the use of emojis affects the Internet text perception by network users, and if it
does, how the meaning of the text is distorted.

2 Related Works

The impact of emojis on network communication is under consideration from
different points of view. Originally influence of emojis was being studied mainly
in aspect of the sentiment-analysis. For example, the article [12] details the issue
of the distribution and application of emojis in messages (tweets). It deals with
such issues as determining the emotional color of a tweet, relating the emotion-
ality of a tweet to the emojis used, searching for the most popular emojis and
associated emotions. The paper [11] considers the question of determining the
emotional color of tweets containing and not containing emojis. The paper [14]
studies the predecessor emoji - emotikon, its connection with emotional coloring
of a message, differences in application depending on the country and mentality.
In [3] there is a way to analyze the emotional coloring of users’ posts in web
blogs by means of emotional vectors on the basis of emojis.

But in recent years the interest of researchers has moved to applied problems
of use of emojis, and these problems are considered in different aspects.

The researchers [13] examine emojis not only as historical, social, and cul-
tural objects, but as examples of technical standardization. But their research
is too generalized and doesn’t contain quantitative data. Researchers in other



The Influence of Emoji on the Internet Text Perception 57

works variously structure the audience being studied. For example, [17] investi-
gate such groups as rural, small town, and urban Chinese adults. The authors [9]
compare smartphone user preferences concerning emojis across 212 countries and
cultures. They showed that users from different countries present significantly
different preferences on emojis. The authors [15] conducted their experiments
through six groups of participants, in some Southeast Asia countries. They dis-
cuss peculiarities in using emojis caused by agriculture-oriented population and
diverse minority languages.

The authors [5] consider gender aspects of application of emojis. According
to authors [5], their paper is the first effort to explore the emoji usage through
a gender point of view. Their results demonstrate that emoji usage significantly
varies between males and females. But their research is very generalized and
doesn’t consider other characteristics of users. Authors [4] argue that it is neces-
sary to emphasize gender differences in application of emojis, and they propose
a number of measures for this purpose.

Application of emojis in such means of network communication as WeChat in
Southern China [17], WhatsApp in Switzerland [6], Tencent Weibo in China [16]
is investigated. But the most part of researches is executed on material of
English-language Twitter.

Mutual influence of the text and emojis was studied in such works as [6,10,16,
17]. The authors [17] select scenarios of communication where purely text-based
communication may not suffice. Dürscheid et al. [6] argue that emojis cannot be
considered the basis of a new universal language and may be used only as addi-
tional graphic signs. The authors [10] discuss the interplay between emoji and
textual context. Their research experimentally disproves a widespread hypothesis
that using emojis in textual contexts reduces the potential for miscommunica-
tion. The authors [16] examine how emojis influence two types of interactions
enabled by microblogging, namely commenting and retweeting. Their result is
as follows: messages with more emojis receive more comments but less retweets.

The analysis of network content of the last years shows that emojis become
part of social media marketing and business communications in general. Accord-
ing to [7], five leading brands have already included emojis in their advertizing
campaign. For example, instead of personalising its product with consumer’s
names, PepsiCo included various moods and country-specific emojis to encour-
age people to share images on social media. The recent researches answer this
challenge. Namely, the researchers [13] formulate their task as “conduits for
affective labor in the social networks of informational capitalism”. The authors
argue that emoji are of enormous interest to businesses in the digital economy.
At the same time there are works which show also the reverse tendency, i.e. a
negative role of an emojis in business communications. For example, the findings
of [8] show that emojis in work-related contexts do not increase perceptions of
author’s warmth but actually decrease perceptions of his competence.
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The review allowed us to formulate the goals and features of our study.

– The aim of the work is to find the dependencies between the use of emojis in
text messages and the extent to which the messages attract users’ attention
while viewing a page.

– Since communication culture in different regions can vary greatly, so it is
important to investigate this question in Russian-speaking Internet commu-
nity. The social network “VK” seems to be the best for these purposes.

– It is necessary to compare the results of similar studies conducted with
another target audience participation in order to receive the complete con-
clusions.

The study of this issue appears to help to reveal whether the use of emojis
affects the Internet text perception by network users, and if it does, how the
meaning of the text is distorted.

3 Methods of Research Organisation

3.1 Selecting and Preparing a Dataset

For the basis of the study the authors assume that in modern social networks
emojis primarily designed to draw a person’s attention to a message have become
a distracting object preventing to focus on the main sense of a message. Their
frequent use dissipates attention and interferes with the perception of the infor-
mation stated in the message causing a negative reaction among social network
users.

Social network “Vkontakte” was chosen to test the hypothesis as it has a
number of advantages for the study compared with other social networks:

– poor investigated platform;
– possibility of unhindered extraction of the information required for research;
– relative familiarity with the target audience.

In order to confirm or refute this assumption, the structure of a typical post in
the VKontakte group was studied to identify the most obvious ways of expressing
reactions to a post:

– likes and reposts - positive attitude expressions to the information offered
being the most significant factors in the subsequent analysis;

– comments - interest expressions to the information provided without a clearly
expressed emotional color.

Additionally, the groups studied were classified basing on their orientation
and purpose of creation according to four most extensive and popular categories:

– educational communities (https://vk.com/ege100ballov);
– motivational communities (https://vk.com/club29970330);
– entertainment communities (https://vk.com/leprazo);
– fan communities (https://vk.com/fcbayern).

https://vk.com/ege100ballov
https://vk.com/club29970330
https://vk.com/leprazo
https://vk.com/fcbayern
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In total, 55 groups were studied, with 11 groups in each category. In each
group we selected the last 100 posts posted in the group at the time of collection
of information. This number of retrieved posts from each group allows to create a
relatively fast fillable dataset and rapid display of dynamics without low accuracy
that may occur in the case of a larger sample. The latter is due to the fact that
“young” communities without a sufficient number of posts can get caught in the
analysis, and then older communities become the main factor greatly influencing
on the result with a larger sample. If the total number of posts in the study group
was less than 100, then all the information placed on the community wall in text
form would have been analyzed. Thus, the material for testing the hypothesis
has been 3631 posts.

The information was collected using an algorithm written in Python 3.6, and
in the final form it was an .xls file of the form (Fig. 1).

Fig. 1. An example of information representation

Number is the serial number of the post, Post len is the length of the post
in the characters, Smiles is the number of emotions in the post, Frequency
is the frequency of use of emojis in the post, expressed as a Emojis/Post len
relationship, Likes is the number of likes, Reposts is the number of reposts,
Comments - number of comments.

3.2 Choosing an Evaluation Algorithm

After data collection with the use of the programming language R, a linear
regression algorithm was implemented to reveal hidden and implicit regularities.
This choice was due to the fact that in this case the work with this algorithm
helps to visualize the data in a simple form and draw the appropriate conclusions
by comparing the graphs visually. The formulas used in linear regression are
simple to understand. Having one parameter (Frequency) explained and a set
of some attributes of the object studied (Reposts, Comments, Likes), you can
successfully plot dependency graphs.

Using the linear regression algorithm, graphs were constructed for the rela-
tionship between the Frequency under investigation and the three main indica-
tors of attitude toward the post: Likes, Reposts, and Comments. The objects for
the study were common datasets for groups of the same type and one dataset of
an arbitrary community for each class of communities studied.
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3.3 Results

The plots of the ratio of Frequency to the values of the indicators Likes, Reposts
and Comments are given in the figures below. Common datasets are given in
Figs. 2, 3, 4 and 5. An arbitrary communities are given in Figs. 6, 7 and 8.
Finally, fan communities are in Fig. 9.

Fig. 2. Frequency to the values of the indicators Comments (a), Likes (b) and Reposts
(c) in educational communities

Fig. 3. Frequency to the values of the indicators Comments (a), Likes (b) and Reposts
(c) in entertainment communities

4 Results and Discussion

The most complete picture has been obtained by analyzing all the assembled
posts (Figs. 2, 3, 4 and 5), however, special cases (Figs. 6, 7, 8 and 9) help app-
roach the problem more precisely by reducing data on one measured parameter
from two graphs.

On the graphs in Fig. 2(a) and Fig. 6(a), one can see that in educational
communities there is a clear tendency to decrease the comments to a post with
the growth of emojis in it. This applies, as a general case, to all data collected in
educational groups, as well as a particular case with an arbitrarily chosen group
of this sample. The same dynamics can be traced in the case of likes (Figs. 2(b)
and 6(b)) and reposts (Figs. 2(c) and 6(c)). These two parameters reflect a faster
decline in a post interest; if we consider the total sample, in a particular case
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Fig. 4. Frequency to the values of the indicators Comments (a), Likes (b) and Reposts
(c) in motivational communities

Fig. 5. Frequency to the values of the indicators Comments (a), Likes (b) and Reposts
(c) in fan communities

Fig. 6. Frequency to the values of the indicators Comments (a), Likes (b) and Reposts
(c) in educational community
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Fig. 7. Frequency to the values of the indicators Comments (a), Likes (b) and Reposts
(c) in entertainment community

Fig. 8. Frequency to the values of the indicators Comments (a), Likes (b) and Reposts
(c) in motivational community

Fig. 9. Frequency to the values of the indicators Comments (a), Likes (b) and Reposts
(c) in fan community
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the trend will be almost the same for all three parameters. This may indicate a
uniform activity of users in this public.

In entertainment communities it is not possible to trace anything from the
comments, since in most communities they are closed (Fig. 7(a)). The general
schedule for the comments shown in Fig. 3(a), reflects an incomplete picture,
leading to low accuracy associated with close comment groups. The other two
parameters operate identically in both the general sample and the control group.
Moreover, the dynamics of falling interests to posts with the increase in the
frequency of emojis in the text in these cases is almost the same. If we look at
the generalized graph on the likes (Fig. 3(b)) and the graph on the likes of a
separate group (Fig. 7(b)), they will differ little from each other as well as from
the corresponding repost graphs (Fig. 3(c) – general case, Fig. 7(c) – private).

The general sample of motivational communities shows very weak response
rates of participants for all three factors. This picture can be traced even in the
absence of emojis in a post. If to superimpose the graphs one on the other, taking
into account the differences in unit lengths along the ordinate axis, then these
graphs substantially coincide (Fig. 4(a) – comments, Fig. 4(b) – likes, Fig. 4(c) –
reposts). This may indicate that in this group of communities there are “super
popular” motivational posts that smooth out their appearance at the bottom of
the chart. Consider a special case of analysis of the motivational community. The
graph in Fig. 8(a) shows that people who visit this public are not inclined to leave
comments except in rare cases. In the case of Likes and Reposts (Fig. 8(b) and
Fig. 8(c)), depending on the number of emojis the attenuation of interest in posts
occurs much more slowly than in examples from educational and entertainment
communities. This type of activity may indicate that users visiting motivational
communities have a high level of personal emotional involvement, but in the
majority they do not consider themselves to be part of a large social group.

Fan communities at all levels of research differ in that the attenuation of inter-
est in posts in each of the cases is smoother than in the other three study groups.
If we evaluate the comments (Fig. 5(a)), the likes (Fig. 5(b)) and the reposts
(Fig. 5(c)) regardless of a community subject (football, pets, music group, etc.),
we will see here the same situation. Unlike motivational communities, attenua-
tion occurs more slowly not only in the case of the likes (Fig. 9(b)) and reposts
(Fig. 9(c)), but also in the case of commenting posts (Fig. 9(a)). Active commu-
nication between community members makes it clear that in fan communities,
not only personal, but general emotional involvement is also strong. Members of
the community consider themselves involved in something common.

Thus for all types of communities, regardless of directivity, there is a clear ten-
dency to reduce any type of reaction to a post with the increase in the frequency
of emojis in it. Most responded posts contain no emojis at all. Such reports
constitute the majority of the analyzed posts, which is completely identical to
the result obtained in [11] for English-language tweets. Moreover, it confirms
once again the justification of research the post emojis solely on the basis of a
text [4]. The only exceptions have become fan communities. They also feature
this trend, but the “attenuation” of interest is slower. Entertaining and motiva-
tional communities also reflect the phenomenon of slow fading of interest, but
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not so clearly and only in special cases. This is due to the emotional involvement
of readers in the topic of posted messages, which confirms the correctness of the
assumption about changing the emotional color of personal messages taken as
the basis of articles [1,7].

Fig. 10. Quantity of posts with emojis and without them in Russian-language
(VK, a) and English-language (Twitter, b) social networks

In Fig. 10(a, b) the comparison of quantity of posts with emojis and without
them in Russian-language (VK) and English-language (Twitter) social networks
is provided. It proves that posts without emojis are getting more widespread,
which indicates their greater informativity. The similar result was received in [6].
This conclusion correlates with the results [12,16] but in our research we have
revealed some language-dependent differences: in Twitter (43%) - Fig. 10(b) -
the number of posts with emojis is higher than in “VK” (18%) - Fig. 10(a). This
difference can be due to a number of reasons:

• Limit the number of characters in the Twitter messenger.
The social network “VK” does not impose any restrictions on the length of
the post. This allows users to express their thoughts without resorting to
abbreviations from emojis, while Twitter has a rather strict 140 character
limit, which causes users to strive for brevity, reducing the priority of emojis
as a way of expressing emotions. In this case, they perform the tasks originally
set before emoticons.

• Differences in mentality.
In western pop culture, emojis occupy a weighty place. Some famous books are
rewritten in Emoji language, and in the Dutch city Vathorst they decorate
a building facade. In Russia, the culture of emojis is not at that peak of
popularity, which is partly caused by a small percentage of posts with emojis.

5 Conclusion

Our analysis has confirmed that the hypothesis set forth at the beginning of the
article has fully justified itself. Emojis interfere with the perception of informa-
tion in social networks, as in the modern world they are seen more as an object
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for attracting attention to advertising information. An exception is appeared to
be the communities with increased emotional involvement (groups of sport fans,
fans of the series, music group, etc.). In this case, emojis expand the level of
acceptable frequency of their use, since they act as an emotional catalyst and
serve for expressing feelings, not for attracting attention.
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Abstract. Ad hoc discussions have been gaining a growing amount of attention
in scholarly discourse. But earlier research has raised doubts in comparability of
ad hoc discussions in social media, as they are formed by unstable, affective,
and hardly predictable issue publics. We have chosen inter-ethnic conflicts in the
USA, Germany, France, and Russia (six cases altogether, from Ferguson riots to
the attack against Charlie Hebdo) to see whether similar patterns are found in
the discussion structure across countries, cases, and vocabulary sets. Choosing
degree distribution as the structural proxy for differentiating discussion types,
we show that exponents change in the same manner across cases if the dis-
cussion density changes, this being true for neutral vs. affective hashtags, as well
as hashtags vs. hashtag conglomerates. This adds to our knowledge on com-
parability of ad hoc discussions online, as well as on structural differences
between core and periphery in them.

Keywords: Ad hoc discussion � Ad hoc publics � Network structure
Twitter � Degree distribution � Power law

1 Introduction

Public discussions online, and, of these, the ones on social networking sites, have
become a growing area of scholarly attention, as they have been perceived as a
manifestation of the public sphere, a crucial condition for efficient democratic delib-
eration [28]. Thus, understanding how networked discussions form and evolve is
necessary for elaboration of proper criteria for their efficiency evaluation.

One of the issues recently raised by social science and communication scholars is
that of comparability of the online discussions formed by the so-called issue publics
[23, 28: 422]. Such discussions form quickly (or even burst out) around events or
burning issues. Due to their ad hoc nature [16], they may dissolve just as quickly,
involve various actors, and are affective [40] and, thus, are shaped by emotions rather
than by rational argumentation. The question remains whether we have grounds for
comparing such discussions, as the differences in discussion substance may lead to
critical differences in the discussion structure and connectivity, which would make,
e.g., cross-cultural and cross-language comparisons of same-topic discussions impos-
sible. Also, conclusions made for one discussion in terms of actor roles, dynamics, or
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other constitutive parameters would not allow for predicting them for other discussions
if the network structures are not assessed and recognized as similar.

This question has not yet been properly addressed in the social network analysis
literature, as structural similarities of networked discussions, despite all the attention
given to them, remain understudied in comparative perspective, especially in the view
of the public sphere theory. The latter has elaborated its own vision of how to assess the
efficacy of public discussions. Linking the two research areas for elaborating the SNA
parameters for such assessment of the discussion networks would address one of the
existing gaps in social network studies. For example, a number of more recent works
have juxtaposed calculated and ad hoc publics [17, 35] in search of networking patterns
of both types of discussions, but these studies were single-case, and we still lack the
knowledge whether structural patterns vary across cases, cultures, and types of
vocabularies used for data collection.

Another input for social network analysis from the public sphere theory would be
addressing the difference between users who are key for the discussion outburst and
random discussion participants. Traditional view would imply various manifestations
of power distance between the two user groups, and one needs to know whether online
discussions show stable patterns of differences between key and random users.

We address these research gaps by collecting data and analyzing web graph
structures for five discussion outbursts about inter-ethnic (inter-national and inter-race)
conflicts in the USA, Germany, France, and Russia of the 2010 s, reviewing altogether
six discussion cases, as we split one into neutral and affective parts. We collect data
from Twitter based on single hashtags and keyword conglomerates and show that there
are repeatable structural patterns of the discussions across these cases.

The remainder of the paper is organized as follows. Section 2 discusses today’s
literature on various aspects of discussion structure for comparative tasks. In Sect. 3,
we describe the cases and formulate the hypotheses for their comparison. Section 4
shows and discusses the discovered results. In conclusion, we discuss applicability of
our findings for further studies of online conflictual discussions.

2 Comparing Discussion Structure on Social Networks:
A Literature Review

Ad hoc discussions: a plea for grounds for comparison. Public discussions on social
networking sites have drawn scholarly attention to their various aspects, including the
connection between the deliberative power of ‘ordinary citizens’ and the platform and
network features that might either empower or disempower user groups in their opinion
expression, shape the discussion outcomes, and impact the respective decision-making,
as well as inspire political mobilization via the ‘logic of connective action’ [7]. Thus,
the discussions in online networks have been thoroughly studied in their substantial
aspects. But one of the key issues in this research area is the principal possibility of
comparisons between discussions on similar topics happening in various parts of the
world and in varying times.

So far, comparative studies of cross-country social network discussions have been
rare [12]; one of the reasons for that is the scholarly argument of low (or, rather,
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unknown) comparability of the discussions that are formed by the issue publics. This
type of the discussion raises, arguably, the biggest amount of doubt ‘whether Habermas
is on Twitter’ [18], as, from case to case, current research demonstrates varying results
on echo chamber formation [5, 21, 42, 45], cross-group discussion potential [3, 4], and
the roles of influencers detected by various means [6, 12, 25].

The reason for low comparability, as scholars argue, lies in the very nature of the
discussions, as they are all ad hoc – that is, case-specific and random in formation.
Such discussions have the outburst nature, may have varying patterns of dissolution,
involve case-specific actors, and based on affect [40] – that is, are shaped by emotions
rather than by rational argumentation, which may add to the non-comparability of the
discussions. Thus, the major research question is – are ad hoc discussions comparable
in topical and sociological terms also comparable in the discussion structures? Or, in
other words, are there structural features characteristic of such discussions, that would,
ideally, distinguish them from other discussion types on social networks and on the
Web on the whole? And what could be the markers for such ad hoc discussion
outbursts?

Today, in Twitter studies, there is scarce but growing evidence that ad hoc dis-
cussions differ in their nature from other discussion types. Thus, several papers
underline the differences between calculated and ad hoc publics [17, 35], but no
network parameters were used to prove the differences between these discussion types.
Also, these studies were based on single cases, and we still lack the knowledge whether
structural patterns for ad hoc discussions vary or repeat across cases, cultures, and
types of vocabularies used for data collection. This creates a focus for our enquiry.

Degree centralities as a proxy for discussion comparability and a potential discussion
quality metric. Degree centralities (in-degree, out-degree, and degree accumulating
both of these) have been long ago recognized as the key structural metrics of user
relations and random graph assessment [1, 10, 37]; degree distributions are recognized
as a key variable describing users’ interest toward each other [26]. At the same time,
from the normative viewpoint relevant in social sciences, degree centralities are an
important metric of user in-network influence [13], as well as the metric important in
deliberative terms: the more users are reached by the same user (or reach a given user,
which is the same for non-directed graphs but not for directed graphs), the more
probable is the chance for cross-opinion discussion. More importantly, it can also
characterize general user involvement into the discussion in comparison with other
discussions; in terms of user involvement, degree centralities are, arguably, the most
telling. A range of more topic-specific research papers have also argued that degree-
based metrics are useful for network-based studies of social conflict and dangerous
networks. Of those, one work [33] has shown the importance of relational measures (as
the authors noted, ‘who is related to whom’) in detecting the key attackers in the
terrorist network.

There are, of course, several criticisms about degree distributions, as they gener-
alize the network structure without taking into account the role of influencers (for the
reviews on detecting and comparing influencer structures, see [11–13]), or ‘hub users’.
Their roles, in various works, are assessed in different, if not directly opposite, ways.
Thus, one stream of works insists on their disproportionately big role in information
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distribution (see [6, 25], and many others), while another line shows that such hubs
may be inefficient due to their overload and incapability of transmitting information
due to that [30]. But our goal is to test whether the discussions on the whole may be
distinguished from Twitter on the whole.

As major research works in the area note [2, 14, 31], due to preferential connec-
tivity in real-world networks, a certain power law (just as its absence) in degree
distribution may become the characteristic that describes specific network structures.
Thus, networks expressing power-law-like degree distributions are known as scale-free
[1, 26], and ‘scale-free tweet mention graphs would imply that a few Twitter users and
‘mentioners’ are responsible for a disproportionately high fraction of a community’s
discourse’ [26: 587]. Thus, degree distribution may serve as a proxy for, e.g., core vs.
periphery assessment in terms of aggregate influencer power: it can tell whether the
network is dominated by a small number of users [46]. Thus, for Twitter, it would
allow for: (1) differentiating one network type from another; (2) proving that the
discussions are similar in their core vs. periphery relations, which suits our research
goals. Moreover, our previous studies [8] have shown that power law exponents,
indeed, vary for different types of web structures; e.g. for university websites, the
average exponent is 1.8 instead of the expected 2.1.

Early works on World Wide Web topology mentioned above, as well as other
research papers (see, e.g., [27]), all stated that power law distributions are characteristic
for the Web on the whole. But another, later line of research papers has argued that the
Web, by just evolving in time, has blurred the initial power-law-like degree distribution
[20, 36]. Smaller-scale research, though, tells that degree distributions are still valid for
smaller real-world samples.

Today, more and more criticism is raised about the explanatory potential and the
very existence of scale-free networks – that is, of the power law in degree distributions
– in large human-based datasets [15]. We, thus, want to test whether the certain power
laws show up in ad hoc discussions, as distinguished from Twitter on the whole,
cultivated long-term discussions, and random talk.

Power laws on Twitter: lack of comparative studies on the nature of the discussions.
So far, degree distributions have been studied for either the whole Twittersphere or its
geographical segments; and, in these studies, the evidence on whether all the discus-
sions on Twitter manifest power-law degree distributions is mixed.

Thus, cumulative degree distributions [39] for Twitter on the whole studied a
decade ago [32] showed that the slopes cin and cout [were] both approximately –2.4.
The authors have interpreted these figures as similar to those for the Web of those times
(–2.1 for in-degree, cf. [24]) and blogosphere (–2,38, as based on Blogpulse conference
dataset of 2003). With the latter claim, one could agree, but with the former one we
would not, as our research shows that differences of 0.3 in exponent values may be
characteristic of graph origin and/or discussion type [8]. Another study [44] based on
the data dated mostly from April 2008 to April 2009 and featuring the most followed
Twitter users from Singapore has also demonstrated power-law-like degree distribu-
tions of the user networks. A Twitter-large study [43] has shown a very different
exponent value of –1.6. But authors [34] have crawled the whole Twittersphere and
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have not discovered any power law in link distribution on the global level, as other
authors underline [29].

Several studies have focused on country-based segments of Twitter. Thus, one
study [38] has dealt with the Twitter follow graphs. The researchers have shown that
in-degree and degree on Twitter are best fit by power law, while out-degree is best fit
by log-normal distribution. Besides analyzing the entire Twitter, it also did country-
based segment studies for Brazil, Japan, and the United States; very little variance was
found between the countries in terms of in-degree, out-degree, and degree distribution
[38: 494]. Another study has dealt with the follow graphs of 10 country-bound Twitter
segments around the world [41]. It has also demonstrated power-law in-degree and out-
degree distributions, with power law coefficient ranging 5.91 to 9.51 and 8.12 to 13.62,
respectively. But one also needs to note that user influencer status is linked much more
to the number and activity levels of active followers (who retweet and/or mention a
given user) than to the number of followers [19]; thus, one needs to look at the actual
discussion graphs rather than at the graphs of following (much less linked to the real-
world issue-based discussions) to more precisely determine the influential users, as well
as to define the discussion type.

Even a fewer number of works have examined the degree distributions in hash-
tagged discussions. We can name one work [47] on Iranian elections; the discussion
there also showed power law distributions, with in-degree being –2.85 and out-degree
being –2.42, while the retweet-based network had in-degree of –1.94. Another group of
authors [22] have also observed that retweet- and mention-based networks virtually did
not differ in their scale-free topology.

From the review above, one can conclude that scholarly evidence for power laws in
degree distributions is greater than that of the opposite. But, despite their potential,
degree distributions have not been tested for ad hoc discussion outbursts in compar-
ative perspective.

Our idea is to look how degree distributions work if we step-by-step eliminate the
users with low degree index, starting from isolate users (D = 0), and look at the
cumulative degree distributions for each case.

3 The Research Methodology

The research questions. Most of the available research proves that power laws are
characteristic for Twitter ‘calm’ discussions, be it the whole Twitter or its parts, either
hashtag-based or limited by region. But the exponent values of degree distribution vary
highly, not allowing for any particular expectation. Thus, we ask: Will degree distri-
bution of all the ad hoc discussion be fit by a power law? Will the exponent values be
similar, thus indicating that the discussions are similar? Will the exponent values differ
from |2.1|? Will the exponent values be similar enough across world regions, hashtag-
only / keyword conglomerates, and neutral / affective hashtags?
The research hypotheses that emerge of these research questions look as follows:
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H1. All the discussions under scrutiny will be characterized by power law in degree
distribution.
H2. All the discussions will diverge from the |2.1| exponent value to the same
direction and on comparable percentage. This includes hashtag vs. keyword con-
glomerates (H3).
H4. Neutral and affective (expressing emotions of either sympathy and compassion
or negation and hatred) hashtags will be comparable in their power law exponents.

The cases under scrutiny and their substantial comparability. The cases of our
attention all have the same set of features that is to ensure that the cases are comparable
in sociological terms. Thus, all the cases have a violent trigger (a killing or
rape/harassment) of inter-ethnic nature; the discussions are outburst – that is, the
number of users involved has one sharp peak and then slows down gradually; media
report the communities to split into the minority, pro-minority majority, and anti-
minority majority groups; there is peaceful protest or mass commemoration of the
victims in the aftermath of the conflict; there is direct involvement of authorities of
several levels into conflict resolution; and all the conflicts provoke a discussion on
Twitter that gets to national (sometimes also to global) Twitter trending topics.

We are looking at the following cases (in chronological order):

• A killing of a Russian Muscovite by an Uzbek immigrant and the subsequent anti-
immigrant clashes in the Moscow district of Biryuliovo, Russia (2013);

• A killing of an African American teenager by a white police officer and the sub-
sequent city riots in Ferguson, the USA (2014);

• The attack to the editorial office of Charlie Hebdo and the subsequent peaceful
demonstrations in Paris, France (2015);

• The mass harassment of German females by male re-settlers from Middle East and
North Africa in the New Year Eve in Cologne, Germany (2015–2016), and the
subsequent protest meetings by PEGIDA and the ‘Alternative for Germany’ party;

• A bus attack at one of the Christmas markets in Berlin (2016).

In each case, the discussion data were collected and the respective web graph
reconstructed; in the case of Charlie Hebdo, two graphs (one for a neutral hashtag and
one for a compassion hashtag) were reconstructed.

Data collection. To collect the discussion bulk, we have created a specialized web
crawler with adjustable modules [9]. It was done especially to overcome the well-
known Twitter API limitations, like the ones on the number of requests to server and on
the number of tweets available for download. It also bypasses the popularity algorithm
and allows for human-like backfolding.

For bigger-scale discussions (Ferguson and Charlie Hebdo), one hashtag per graph
was used. For smaller-scale discussions, snowballing reading of 1.000+ random tweets
containing the primary hashtag/keyword was performed, thus bringing on keyword
collections.
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The initial datasets collected are represented in Table 1. Altogether, tweets by over
2 mln users were included into the research. Edges between the users were formed if
any type of substantial interaction emerged between them (we counted retweets,
mentions, and comments as such).

Web graph reconstruction and analytics. We have reconstructed the graphs for each
case. The graphs were non-directed, as we were interested in the aforementioned
deliberative aspects of the discussions. We have used the OpenOrd algorithm for the
graph reconstruction. This methods is based on calculating the maximum distance
(in %) between the two nodes and on a particular number of iterations (in all our cases,
the algorithm converged the proposed 800 iterations to 750). This algorithm was
chosen, as it brings to the discussion core (that is, to the center of the graph) the
influential users defined by a wide set of variables, including absolute-figure ones (the
number of tweets, likes, retweets, mentions, and comments) and centrality metrics
(including degree, betweenness, parerank, and eigenvector centralities).

Then, the degree distribution exponents were calculated for each case, using eleven
steps of isolate user elimination (for users with D = 0 to 10 in the initial graph).

The results and answers to our hypotheses are presented below.

4 The Research Methodology

As stated above, we have calculated degree distribution exponents for each case. In
order to clearly highlight the differences with the expected exponent value of |2.1|
based on previous Web studies, we have also calculated the exponents for the elimi-
nated users. The exponent values for both active users and eliminated users, as well as
their absolute deviations from |2.1|, are presented in Table 2. The degree distribution
graphs are presented in Figs. 1(a, b), 2(a, b), 3(a, b), 4(a, b), 5(a, b) and 6(a, b) for the
respective cases, as ordered in Table 2.

H1. All the cased that we have studied do, indeed, demonstrate power laws in degree
distribution, and this is true for both active users (see Figs. 1(a), 2(a), 3(a), 4(a), 5(a)
and 6a) and eliminated users (see Figs. 1(b), 2(b), 3(b), 4(b), 5(b) and 6(b).
Thus, power law is indicative for ad hoc discussion outbursts across cultures and cases;
H1 is supported.

Table 1. The datasets collected.

The case The number of nodes The number of edges

Biryuliovo, 2013 11429 20106
Ferguson, 2014 169677 334050
Charlie Hebdo, 2015 (neutral) 952615 1782863
Charlie Hebdo, 2015 (affective) 719503 981131
Cologne, 2015–2016 40117 98508
Berlin, 2016 194937 298562
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Table 2. Exponent values for the cases and their divergence from the expects exponent value

The case Exponent
value, active
users

Absolute
deviation, active
users

Exponent value,
eliminated users

Absolute deviation,
eliminated users

Biryuliovo, 2013 |1.56| 0,54 |2.04| 0,06
Ferguson, 2014 |1.39| 0,71 |2.16| –0,06
Charlie Hebdo,
2015 (neutral)

|1.59| 0,51 |2.01| 0,09

Charlie Hebdo,
2015 (affective)

|1.80| 0,3 |2.45| –0,35

Cologne, 2015–
2016

|1.28| 0,82 |1.91| 0,19

Berlin, 2016 |1.63| 0,47 |2.34| –0,24
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Fig. 1. Degree distributions for the Biryuliovo case: (a) active users; (b) eliminated users.
Source: authors
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H2. All the cases do, indeed, diverge from the |2.1| expected exponent value to the
same direction (see Table 2, column 2, exponent values for active users): the received
exponent values are all equal or below 1,8, which indicates the lower power distance
between the users. At the same time, the exponent values for eliminated users fluctuate
around |2.1| to |2.4|, the figures indicative for the Web degree distributions in various
studies mentioned above. Thus, power laws with exponent values definitely below
those discovered for the World Wide Web are indicative for ad hoc discussions, which
makes them, at least in terms of core vs. periphery relations, similar and comparable.
The second part of the hypothesis is, though, not clearly supported: deviation from |2.1|
substantially varies in percentage (from almost 40% for the Cologne case to 14,3% for
#jesuischarlie), and thus we cannot indicate any figure more precise than the fluctuation
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Fig. 2. Degree distributions for the Ferguson case: (a) active users; (b) eliminated users.
Source: authors
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between |1.28| and |1.80| for ad hoc discussions; due to this, H2 is only partly proven.
But we also need to state that, for three of six discussions, the exponent values were
between |1.56| and |1.63|, which corresponds to earlier results in [43].

H3. For three of the six discussions (the Ferguson case and both Charlie Hebdo cases)
the data were collected based on single hashtags (#ferguson, #charliehebdo, and #je-
suischarlie, respectively), while other cases were collected by keyword conglomerates
ranging from 6 keywords (for the Biryuliovo case) to over a dozen keywords (for both
German cases). As we see from Table 2 and Figs. 1(a), 2(a), 3(a), 4(a), 5(a) and 6(a),
there is no difference between single-hashtag and keyword-conglomerate data collec-
tion. H3 is supported, but this, paradoxically, might add not only to the evidence that
ad hoc discussions have similar patterns of degree distribution but also to the evidence
that Twitter as a platform fosters the power law degree distributions in any type of
discussion. To answer this, more research is needed.
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Fig. 3. Degree distributions for the Charlie Hebdo neutral case: (a) active users; (b) eliminated
users. Source: authors
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H4. As seen from Table 2 and Figs. 1(a), 2(a), 3(a), 4(a), 5(a) and 6(a), both neutral
and affective hashtags are subjected to power law for both active and eliminated users,
and exponent values deviate from |2.1| to the same direction. H4 is supported. We just
need to mention that the compassion hashtag #jesuischarlie has shown the highest
exponent values, thus demonstrating bigger gaps between the influential and ‘periph-
eral’ users, and this might create room for further comparative investigations.

Discussion. In search for proof of comparability of ad hoc online discussions, we have
applied our idea of evaluating degree distributions to six datasets of five comparable
Twitter discussions on inter-ethnic conflicts in four countries that happened in the
2010 s. What we have discovered is the following.

First, we have shown that all the discussions we have observed are subjected to
power law in degree distributions. Second, we have shown that exponent values for
degree distributions in the discussion graphs diverge from the figures indicated for the
Web on the whole in previous research. Moreover, they diverge in the same direction
and to varying but, to a certain degree, also comparable percentage. Taken together,
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Fig. 4. Degree distributions for the Charlie Hebdo emotional case: (a) active users; (b) elim-
inated users. Source: authors
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these findings indicate that, at least in terms of influence, interest, and/or power dis-
tribution in such discussions, they are comparable across countries and years, as well as
across vocabulary types and neural/affective hashtags. Thus, exponent values may
serve as indicators for the type of an online discussion. We have also shown that the
peripheral part of the ad hoc discussions was always closer to |2.1| to |2.4| exponent
values discovered earlier for the Web and some social networks, which may be a sign
that the ad hoc discussions do differ from the ‘average’ network structure of the Web.

But we have also discovered that the exponent values for the discussions were
fluctuating around |1.6| indicated earlier for Twitter on the whole; also, variance in
value divergence from the expected figures was too big to state that a particular array of
meanings may be indicative for ad hoc discussions and could become their structural
marker. This needs further investigation, which might imply experimental design.

Last but not least, we have seen that ad hoc discussions, if judged by the exponent
values, show the patterns of lower power distance between core and periphery. This
may be due exactly to their spontaneous nature, as institutional actors who shape and
frame the offline discussions compete with ordinary users, crisis witnesses, and

a)

b)

y = 30735x-1.288

0

5000

10000

15000

20000

25000

30000

35000

40000

0 1 2 3 4 5 6 7 8 9 10

y = 22527x-1.911

0

5000

10000

15000

20000

25000

0 1 2 3 4 5 6 7 8 9 10

Approximation 
curve

Approximation 
curve

Fig. 5. Degree distributions for the Cologne case: (a) active users; (b) eliminated users. Source:
authors

78 S. S. Bodrunova and I. S. Blekanov



grassroots leaders. This may broaden our views upon discussion outbursts on social
media.
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Abstract. The paper reveals the topic structure of ethnic discussions in the
Russian-speaking social media and explores how these topics are related to the
post-Soviet ethnic groups. Analyzed more than 2.6 million texts from Russian-
speaking social media published for two-year period from 2014 to 2015 and
contained at least one of the post-Soviet ethnonyms, we conclude that ethnic
discussions in these media are full of socially significant and potentially prob‐
lematic topics (15 topics out of 97 can be regarded as problematic comparing to
the 4 out of 150 topics on random sample from VK.com). The most salient topics
are the topics about Ukraine-Russia relations over the recent conflict between two
countries. We also found the racial bias in criminal topic towards peoples of the
North Caucasus which are often mentioned in the context of crimes and terrorism.

Keywords: Ethnicity · Topic modelling · Social media · Russia

1 Introduction

The topic of ethnicity has been interested social scientists for a long time. The reason is
that ethnicity traditionally refers to a very small number of prescribed social statuses
that are acquired from birth, regardless of person’s will and desire and cannot be
changed. Such statuses are often perceived as an integral and unchanging part of the
human personality hence they experienced by people more intimately and have a higher
potential to emerge social conflicts. These circumstances make it important to study
ethnic issues, especially in such polyethnic country like Russia.

Public opinion polls show inequality in attitudes towards ethnic minorities in Russia.
According to the recent studies [4] Caucasian1 and Central Asians arouse the most
negative attitudes. What is more important, these attitudes may easily stream from the
“offline” to the “online” space, influencing interethnic conflicts [11] and hate crimes in
a real life [6]. Therefore, it is important to monitor ethnicity-related online content and
to develop instruments for such monitoring. In this study, we seek to reveal topic struc‐
ture of ethnicity-related discussion in the Russian language social media and compare
public attention to different ethnic groups to shed light on the ethnic processes that take
place offline.

1 In Russian language the term “Caucasians” denotes the peoples of Caucasus region.
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2 Related Work

With the explosive development of the Internet and the accompanying phenomena,
many works devoted to the study of ethnic discursions in the global network have
appeared. Based on content analysis of 83 Facebook profiles of African Americans,
Latino, Indian and Vietnamese ancestry students, supplemented by 63 in-person inter‐
views Grasmuck et al. [12] have found that ethnicity is very noticeable among Facebook
users. African Americans, Latinos and Indians (Native Americans) create more elabo‐
rate personal pages that signal their ethnicity much more clearly than White or Viet‐
namese. Some users emphasize their ethnicity, opposing the tendency to conceal ethnic
differences.

Ethnic studies on the Internet are not limited to just describing how ethnicity mani‐
fests itself in online space. Researchers from the United States have shown that this
relation operates in both directions [6]. They found that Internet access is positively
related to the number of crimes motivated by racial hatred: more people have Internet
access have in certain area — higher level of racism it has.

It is also worth to mention a large amount of literature describing methods for iden‐
tifying hate speech in social media [7, 24 and other works], but these works usually do
not provide any substantive results, focusing on methodological part of the research.

There are also articles on ethnicity in Russian media. Most of them studying ethnic
identity on largest national social networking site VKontakte. Dilyara Suleymanova, in
her article “Tatar Groups in Vkontakte: The Interplay of Between Ethnic and Virtual
Identities on Social Networking Sites” [21] studied communities formed around Tatars-
related issues. Tatars is the second largest ethnic group in Russia. The author claims that
Vkontakte is a powerful tool for constructing ethnic networks, connecting Tatars from
all over Russia, and also functioning as a tool for building ethnic identity. The Tatar
groups reproduce and mobilize traditional ideas about what it means to be a Tatar using
topics of Tatar language and Islam. Moreover, some Tatar groups construct alternative
versions of the Tatar identity.

The authors of the next work — researchers from the Higher School of Economics,
Daniil Alexandrov, Aleksey Gorgadze and Ilya Musabirov — analyzed Caucasian
groups in the same social network site [2]. With social network analysis they built a
network of groups based on common membership. The authors identified different clus‐
ters of ethnic groups and determined the proximity of these clusters. Thus, it was
revealed that clusters containing Armenian and Azerbaijani groups do not have common
groups, apparently due to the Nagorno-Karabakh conflict between Armenia and Azer‐
baijan. Also, the authors used topic modeling to reveal the nature of relationships
between groups in clusters. They found that religion, being not so salient topic, facilitates
the establishment of links between clusters.

Researchers are also examined how various ethnic groups are presented in mass
media. For example, according to some researchers, the image of Chechens (one of the
ethnic groups from the North Caucasus) “has been subjected to such demonization in
the Russian media that virtually any publication relating to Chechens — even if it has
nothing to do with the armed conflict in Chechnya - turns out to be imbued with the
language of hostility’ [1]. This opinion was supported by Bodrunova et al. [5] in the
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research of Russian-language blogs. Authors tried to identify attitudes toward labor
immigrants and have found that people from the North Caucasus are portrayed in the
blogosphere as aggressive and hostile subjects. A deeper, qualitative analysis has shown
that Daghestanians are portrayed as mighty barbarians, and Chechens as terrorists.
Previous studies on this topic also show that peoples of North Caucasus cause the most
negative attitude in Russians online media [4, 10].

One of the most relevant studies on the role of ethnicity in the mass media was carried
out by Fadeev [9]. The hypothesis of this study was that more integrated ethnic groups
(Ukrainians and Jews) are more positively represented in the local media of St. Peters‐
burg compared to the relatively new ones (Tajiks and Chechens). This hypothesis was
partially confirmed. Just as in our study the author used commercial media aggregator
to collect texts with ethnonyms from the social. They also tried to link the use of ethno‐
nyms with the general context of the message in social media, as we do. As the main
method of analysis author chose to manually label attitudes to the ethnic groups
mentioned in texts with the subsequent analysis of the percentage distributions of these
labels for each ethnicity.

The aforesaid review on the topic of ethnicity in the Internet shows that the authors
working in this topic mainly consider separate diasporas (groups in social networking
sites, ethnic communities in cities and so on). Our work compares favorably with the
fact that it is not limited to the study of one separate ethnic diaspora but aims to describe
ethnic discussions on the macro level.

3 Data

The dataset for the research consist of texts on ethnicity from Russian-speaking social
media. The data we needed must satisfy two conditions: (1) they should be relevant to
ethnic discussions; (2) they should represent all Runet texts on this topic.

To achieve the first of these conditions, we compile a comprehensive list of ethno‐
nyms used to search for texts related to ethnic discursions. This list included not only
post-Soviet ethnonyms, but also other words related to them in one way or another.
These words were (1) ethnonyms that denote ethnicity not belonging to the group of
post-Soviet ethnicities but taking an active part in the life of the country (Jews, Gypsies),
(2) racial slur, (3) words denoting a geographic location (Highlanders, Europeans,
Asians), (5) obsolete words with ethnic meaning (Rusich2, basurmanin3). For each word
we generated male and female forms and built a list of bigrams (more than 30 bigrams
for each ethnic group). Some words were removed from the list to prevent homonymy
(homonyms are the words which sound or spelled in a similar way but have different
meanings). Thus, together with relevant bigrams the final list of the words comprises
over 4,000 units describing 97 ethnic categories.

To ensure representativeness we collect all texts related to ethnic discussions from
the period of time from January 2014 to December 2015. The text is considered as
relevant to ethnic discussions in case it contained at least one word or bigram from the

2 An early medieval group, who lived in a large area of what is now Russia, Ukraine, Belarus.
3 Hostile designation of a person non-Christian faith.
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generated list. The texts were gathered using the social media monitoring service
IQBuzz. IQBuzz monitor pages from thousands of websites looking for predefined
words. Typically, such services are used by commercial companies for marketing
purposes like to track effect of advertising campaigns or changes in business reputation,
but we reoriented IQBuzz to solve research problems. The disadvantage of this solution
is the uncertainty about how exactly the data was collected and how complete this
sample. IQBuzz declares that it able to track “all the mentions in the Internet” but we
cannot check this allegation. What about the advantages of data obtained with this
service, we would like to note their saturation with additional information. Whenever
possible IQBuzz provides the data about the author of the text, such as location, age and
gender.

4 Distribution of Ethnic Texts by Regions and Domains

The 10 most representative regions can be seen in Table 1. It can be seen that 40% of
texts are on ethnicity were generated by the users from two major Russian cities —
Moscow and Saint Petersburg. Compared with them, each of the remaining Russian
regions takes a much smaller share. This proportion reflects the fact that (1) these cities
are the most populated subjects of Russia (the correlation between the share of the
population in the region and the proportion of downloaded texts equals 0.8 which means
more people live in the region more texts from that region we have), (2) the level of
Internet penetration in these cities is higher, than in other regions [26]. However, even
taking into account bigger number of Internet users in these cities, the share of these
cities cannot be explained by the above factors only. We suggest, that a large proportion
of reports on ethnic issues from Moscow and Saint Petersburg may indicate an intensi‐
fication of ethnic processes in these densely populated cities, which is consistent with
the theory of urbanists, who pointed to population density as a source of intense inter‐
actions between people in cities and greater complexity of these interactions [23].

Table 1. Distribution of texts by region (ten most significant regions)

Region % of texts from that region in the
dataset

% of population from that region in
Russian population

Moscow 26,60% 8,43%
St. Petersburg 13,40% 3,60%
Perm Region 4,30% 1,79%
Krasnodar region 3,20% 3,79%
Sverdlovsk region 3,00% 2,95%
Rostov region 2,60% 2,88%
Samara Region 2,50% 2,18%
Tatarstan 2,30% 2,65%
Novosibirsk region 2,10% 1,89%
Chelyabinsk
region

2,00% 2,39%
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As for the texts distribution by source, it is not surprising that vast majority of the
collected texts (82%) are produced by the users of Russia’s largest social network site
VKontakte.

While interpreting the obtained results, however, it is worth to remember that the
origin of the revealed differences may be a limitation of the data collection tool, whose
authors, while promising the widest possible coverage of sources, cannot guarantee this.

5 Topics of Ethnical Conversations Online and Their Metrics

We analyzed the topic profile of ethnic discussions, obtained with LDA. Topic modeling
has already been successfully used to reveal the characteristics of ethnic discussions [2,
3]. Moreover, researchers from the Laboratory for Internet Studies created a modifica‐
tion of this algorithm called ISLDA, aimed, among other things, to facilitate extraction
of ethnically relevant topics from texts [17].

As mentioned above, we built LDA topic model with 97 topics by the number of
selected ethnic categories. To understand the meaning of the topics, we manually labeled
each of them. The labeling included reading words and texts, related to the given topic
with highest probability. Some topics could not be easily interpreted, the interpretation
of 22 topic raised difficulties so they were labeled as “uninterpretable”. The presence of
such topics is a usual phenomenon in topic modeling. Moreover, as social media texts
have short length and multimodal structure, topic models are often produce uninterpreted
topics with this kind of data. The number of uninterpretable topics we obtained can be
considered as a satisfactory result.

Topic labeling results showed that some topics are about ethnicity while the others
do not touch ethnic issues at all — there are topics about crime, politics, work, cinema,
family, economy, army, housing and so on. Comparing this set of topics with topics
from random sample of Vkontakte texts, which represent a kind of “natural” topic struc‐
ture, we see that our topic set contains a greater number of socially significant and
potentially problematic topics (by that topics we assume the topics that affect whole
society and are able to raise politic, social, ethnic and other kinds of conflicts) rather
than topic about everyday issues like, for instance, games, music, cooking, health and
beauty [18]. Users use the social network Vkontakte more like a place where they can
save interesting culinary recipe, browse for new films and music and read gardening
recommendations. This huge part of the posts is created with the instrumental aim to
provide a quick access to potentially useful information. Other texts are automatically
generated by numerous applications, most often for advertising purposes. Together with
uninterpreted, these topics make up the bulk of the VKontakte. Although a small number
of sociopolitical topics were identified in that study (“Christianity”, “Islam,” “Ukraine-
Russia relations” and “City events”), their number is significantly less compared to the
at least 15 potentially problematic topics found in our dataset. Most of that 15 topics are
the topics about politics (Table 2).
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Table 2. Most salient topics of ethnic discussions (25 most salient topics)

ID Topic Salience Sentiment
97 Relations of Russians with Other Nations 162170 –0,08
32 Ukrainian-Russian relations 130185 –0,28
44 Russian Society, Russia as a National State 83245 –0,23
27 The revolution in Ukraine 77735 –0,66
48 Conflict relations between Russia and the West 75529 –0,61
15 Children and family 72469 0,17
12 Porn 70656 –1,55
28 Uninterpreted topic 69375 0,88
67 Uninterpreted topic 65616 –0,04
33 The activities of the Russian authorities 62222 0,61
39 Peoples of the North Caucasus, Islam, terrorism 56334 0,23
23 Uninterpreted topic 53387 –0,59
57 Poetry 50895 0,15
6 Economy 48274 0,86
79 Psychology and children 47089 0,14
14 Crimes and murders 46394 –0,22
16 Movies, festivals, performances 43962 –0,13
19 WWII 43618 –0,5
82 Ancient Slavs 41839 –1,15
73 Tourism and rest 41558 0,36
10 Christianity and Orthodoxy 40175 0,81
4 Uninterpreted topic 40032 –0,3
49 Tatars and other Turkic peoples 35559 0,07
63 US-Russian relations, US condemnation 34971 –1,38
37 The Internet 34688 –0,29

With respect to a large number of topics it is clear that, despite their connection with
ethnonyms, they cannot be considered as ethnic topics. As an example, there are topics
about sport (#26 Football, #41 Boxing), politics (#54 and others) and history (#69 and
others). What about pure ethnic topics the most vivid examples are topics #29 (Arme‐
nian-Turkish relations, genocide of Armenians), #49 (Tatars and other Turkic peoples
of Russia), #50 (Uzbeks), #71 (Jews and Judaism), #97 (Relations of Russians with other
peoples) and #39 (Peoples of the North Caucasus, Islam, terrorism).

In addition to topics labeling we calculate two topic’s metrics: salience and senti‐
ment. The first one shows how widely this topic is covered by users, the second indicates
most probable topics for texts with positive/negative sentiment scores. To obtain an
index of the topic’s salience we sum probabilities of all texts in a given topic. It turned
out that the most vivid topics are topics #97 (Relationships of Russians with Ukrainians
and Caucasians), #32 (Ukrainian-Russian relations), #44 (Russian Society, Russia as a
national state), #27 (Ukrainian Revolution 2013-2014) and #48 (Conflict between Russia
and generalized West). From this list it can be seen that the users of Russian-speaking
social media discuss events in the east of Ukraine most of all. Since Russia’s conflictual
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relations with the West are often discussed in the context of sanctions and the Ukrainian
conflict in general, it can be considered that four of the five most notable topics affect
this issue. As for the least represented topics, most of them are difficult to interpret.

The sentiment index for one topic was calculated in following way:

topict =

∑D

d=1(propabilitytd × sentimentd)

∑D

d=1 propabilitytd

,

where D — total number of documents, propabilitytd — probability of document d in
topic t, sentimentd — sentiment score of text d.

To get sentiment score for each text we employed SentiStrength software with LINIS
Crowd sentiment lexicon [16]. SentiStrength ascribes two scores to each text — on
negative and positive scales. This approach shows optimal results for short texts like
tweets [22], that are close in length to posts from social media we seek to analyze. The
overall sentiment score of each comment was calculated as a sum of the negative and
the positive scores. Since the distribution of the sentiment index is close to Gaussian,
we calculated z-scores to determine significance of the difference in sentiment between
the topics. The analysis shows three significantly negative topics, two of them turned
out to be about ethnicity (#29 and #59) and the last one is uninterpretable. The first of
these two was formed around texts on Uzbek topic. The central ethnicities of the second
topic are Armenians, Turks, Azerbaijanis, it highlights the conflicts (1) between Turks
and Armenians in the context of the event known as Armenian Genocide4 and (2)
between Armenians and Azerbaijanis over the territories of Nagorno-Karabakh.

The next step was to identify ethnic groups most often found in topics about ethnicity.
In order to know how widely ethnicity e is presented in topic t, we summarized the
probabilities of the topic t in all documents in which ethnicity e occurs and divided the
obtained number by the number of documents in which this ethnicity occurs and by the
sum of the probabilities of topic t in all documents. The next step was to scale the values
obtained on the z-scale which allows us to make well-founded conclusions about the
significance of the expression of ethnic category e in the topic t, which, in turn, can be
used to test a wide variety of hypotheses.

According to many works [8, 13], the media are a powerful source of racist discourse.
In Russian media, peoples of the North Caucasus those who are often influenced by that
kind of discourse [1, 14, 15, 19]. Given the topic of crime (#14) among the topics
received, we can determine which ethnicities are more often mentioned in the context
of communications on this topic, thus quantitatively testing the hypothesis of bias in the
media, particularly to the peoples of the North Caucasus.

The most probable words for this topic are: “murder”, “time”, “business”, “group”,
“detain”, “crime”, “police”, “find”, “killed”, “employee”, “day”, “house”, “court”,
“perish”, “district”, “place”, “name”, “get”, “happen”, “city”, “dead”, “death”, “police”,
“kill”, “February”, “camp”, “prison”, “chief”, “criminal”. It can be concluded that this
topic clearly refers to crimes and their consequences. Among these words, however, we
do not meet the one that belongs to any ethnic category, which so far does not allow us

4 Turkey denies the word “genocide” is an accurate term for these events.
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to conclude that there is bias in the media. Let’s take the next step and use the metric
we calculated to see which ethnic categories are significantly more characteristic of the
topic than the others (Table 3).

Table 3. Ethnicities in the topic “Crimes and Murders”

Ethnicity Z-score
Ingush 2,0683
Mansi 1,9923
Kavkazec (Peoples of the Caucasus) 1,8843

Z-value equal to 1.8843 corresponds to a significance level of 0.06. So, we can argue,
the topic “Crimes and Murders” is not an ethnically neutral topic. It is significantly more
probable for texts in which three terms are mentioned: “Ingush”, “Mansi” and “Cauca‐
sian”, two of them — “Ingush” and “Caucasian” — belong to the peoples of the North
Caucasus region. These results confirm the conclusions made in the above-mentioned
works on the racial bias in the coverage of crimes, and are consistent with the results of
the polls, which showed that most people, who believe into connection between crimes
and ethnicity, consider peoples of North Caucasus to be responsible for these
crimes [27].

Confirming the existence of a topic that speaks of ethnicities in the context of
committed crimes, we trace the dynamics of its representation in the texts of our corps.
So, we can identify significant outbursts of that topic in social media, which can show
what kind of events excited the audience. To do this, we divide all the texts into intervals
of a long week and calculate the average probability of the topic in the texts at each of
the intervals. Since the values obtained are normally distributed, it is possible to scale
them according to the Z-scale.

On the resulting graph (Fig. 1), no trend can be traced, fluctuations are seen
throughout the entire time interval, the interpretation is difficult. There are two intervals
when salience of the topic #14 significantly increases. The first is at the beginning of
2014, and the second one is on the 20th of July 2014. Monitoring media during this
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Fig. 1. Topic “Crimes and Murders”

90 O. Nagornyy



period of time we have found several events that occurred in the second half of July and
could cause a considerable discussion of the topic of crimes. The first event is a catas‐
trophe in the Moscow metropolitan on July 15, the terrorist nature of which, although
not confirmed, was actively discussed in social media; the second is the airliner catas‐
trophe over the Donetsk region, also discussed in terms of crime, especially in Ukrainian
media [25].

The topic “Peoples of the North Caucasus, Islam, terrorism” leads us to similar
conclusions about the bias in social media towards the peoples of the North Caucasus.
Let’s look at the most likely words for her: “Chechnya”, “Chechen”, “Dagestan”,
“Muslim”, “Kadyrov”, “terrorist”, “militant”, “Caucasian”, “Islam”, “threatening”,
“Islamic”, “republic”, “Allah”, “Muslim”, “Ramzan”, “Mansur”, “Eivaz”, “mosque”,
“brother”, “war”, “Ali”, “imam”, “IS”, “Arab”, “Russia”, “Makhachkala”.

There are three different topics actually mixed in one. The first one tells about the
peoples and republics of the North Caucasus, the second is about terrorism and militants,
and the third is about Islam. This neighborhood testifies that in Russian-language social
media these three phenomena are closely related: both people from the Caucasus and
the Islamic religion are perceived in the context of terrorism. In the eyes of the social
media audience, terrorism acquires, therefore, ethnic and religious traits. The list of
ethnic categories characteristic of the topic (Lezgins, Dargins, Avars, Kumyk, Chechens,
Vainakhs, Dagestanians) only confirms these conclusions.

An analysis of topic salience dynamic shows one period, which falls to mid-
November 2015, when the salience of the terrorist topic has increased significantly. This
splash in the discussion on terrorism is easily explained, although the explanation is in
no way connected with the peoples of the North Caucasus: on November 13, 2015, a
series of major terrorist attacks took place in Paris, in which more than a hundred people
were killed. Such a resonant event caused a noticeable discussion in the media, which
was reflected in the graph (Fig. 2).
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6 Conclusion

In this work we explore topic structure of ethnic discussions in Russian-language social
media. Despite the considerable number of works on ethnicity, since most of them focus
their analysis on separate ethnic diasporas it is difficult to find large-scale studies devoted
to ethnic discourse in a certain language and establishing relations between all major
ethnic groups living on the territory inhabited by native speakers of the given language.
Due to the rich data set of 2,659,849 texts from major Russian social media sites
containing at least one of the 97 post-Soviet ethnic categories, this research claims to
give comprehensive description of the ethnic discourse that was taking place in Russian-
speaking social media from 2014 to 2015.

We have found that the topic structure of the ethnic discussions differs markedly
from the topic structure of a typical social media site, which is the social network site
Vkontakte. Texts in which ethnonyms are present contain more topics related to actual
social and political issues, while topics of everyday life activities predominate in the
“natural” topic profile built on randomly selected texts from Vkontakte social
networking site. The revealed difference indicates that ethnic discussions is a problem‐
atic field, on which there is acute and often conflictual communication. It has the poten‐
tial to grow into activities for constructing social problems as Spector and Kitsuse
said [20].

In the topic structure of social media texts, we also identified the most salient and
most negative topics. It is noteworthy that the largest share in the ethnic discussions is
occupied by topics about Ukraine-Russia relations over the recent conflict between two
countries. In this case, it is difficult to separate ethnic topics from political ones since
the conflict between states is projected into the sphere of inter-ethnic relations. As for
the significantly negative topics, we managed to find two negative and interpreted topics,
the first is formed around Uzbek ethnicity and the second is about the Turkish-Armenian
relations in the contexts of Armenian Genocide.

Acknowledgements. This article is an output of a research project implemented as part of the
Basic Research Program at the National Research University Higher School of Economics (HSE)
in 2018.
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Emotional Geography of St. Petersburg: Detecting
Emotional Perception of the City Space
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Abstract. Emotional perception of the city space has a great share in subjective
well-being and is one of the core subjective indicators of the quality of urban
environment. Studies of emotional response towards the city space have recently
gained popularity within digital humanities. In the paper we present a new system
which allows collecting data on urban emotions - an interactive platform called
Imprecity, which has been recently developed at ITMO University and integrated
into a wider framework of Smart Saint-Petersburg project supported by city
administration of Russian city Saint-Petersburg. When authorized through social
networks Imprecity user receives a possibility to place emoji on St.Petersburg
map as well as write comments on each emotion. Emotions are divided into 5
groups based on the typology of basic emotions defined by Paul Ekman - joy,
sadness, anger, disgust, and fear. Imprecity functions as a mobile and desktop
version of a website and will be further developed as a mobile app. The emotions
and comments collected from users are processed to form recommendations for
placemaking, moreover, active users of Imprecity have a possibility to unite
together and propose projects for renovation of specific urban places with the help
of experts. We consider methodological difference between studying emotional
perception by processing spontaneous data generated by users online and study
of emotionally loaded data created by users deliberately via Imprecity. We show
visual analytical tools to process a test sample of data collected via Imprecity,
such as emotional heatmaps, emotional ratings and word clouds. Analysis of data
collected with Imprecity shows that users tend to express more joy than negative
emotions; positive emotions tend to cluster close to the main points of attraction
and major touristic routes. All types of emotions tend to cluster along the major
mobility routes, in the city centre as well as in the sleeping quarters.

Keywords: Emotional perception · Social media · Urban environment
Interactive digital interface

1 Emotional Geography: Localization of Emotions

Louis Wirth has noted that urbanism is a way of life and that the city is an environment
where a human being is immersed into a continuity of intensive and diverse encounters
[1]. Since Wirth and his companions at Chicago School have elaborated an emphasis
on human ecology, the main object of the urban studies is the human-environment
interaction and emotions are the most visible marker of this relationship.
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It has been long renowned that impressiveness of material forms, lines and planes,
space and volume provoke emotional response in a human being. While the city while
is a constellation of visual signs, sounds, scents, and tactile senses it is a context of rich
phenomenological experience. Maurice Merleau-Ponty has proved the impact of archi‐
tecture and material design on human body and soul [2]. In Lynch’s Image of the City
emotions are demonstrated as an invaluable constituent of mental maps of the city which
become the actual basis for urban identity of its citizens [3]. Emotions are provoked not
only by architecture and material forms, but also by almost irrational substance - atmos‐
phere of the place. This atmosphere is often suppressed by violent powers of modernized
cities which pervert natural feelings of people. As G. Simmel showed in “The Metropolis
and Mental Life”, written in 1903 and still relevant for our times, dynamics of urban
life, never-ending interactions with human and non-human actors in the city provoke
abundance of feeling [4]. Coping with this abundance lead to alienation of the ‘urban‐
ized’ body from surrounding urban processes, as was depicted vividly in Simmel’s term
of ‘alienated gaze’. At the same time environmental psychologists of today consider
emotions and moods felt every day in urban space as prerequisites of the quality of life
in the city. Normalizing urban-human interaction and returning human scale back into
urban space has become the biggest endeavour of the new urbanism school, which fought
loss of intimacy in human life in the world of skyscrapers and highways [5]. ‘Urban’
emotions burst out in the intensive dynamics of the contemporary city - informational
turnover, transport and pedestrian movements, circulation of goods and services,
communication processes and technological progress forward challenges for human
perception. Intensity of the city provokes emotional intensity in the human being. After
John Urry, who has proclaimed mobility as a paradigm of the contemporary city [6], we
argue that the paradigm of the modern citizen is feeling.

The city is not a unity of one emotion or feeling only. Its different units have its own
atmospheres, which was remarkably proved by situationist movement in Paris in 1960s.
Pioneers of psychogeography Guy Debord and his fellows explored urban environments
through a playful drifting (dérive). Psychogeography was defined in 1955 by Debord as
“the study of the precise laws and specific effects of the geographical environment,
consciously organized or not, on the emotions and behavior of individuals” [7], and as
“a whole toy box full of playful, inventive strategies for exploring cities… just about
anything that takes pedestrians off their predictable paths and jolts them into a new
awareness of the urban landscape [8]. In Debord’s Psychogeographic Guide of Paris
(1957) the city is presented through a new partition formed out of spontaneity of the
dérive [9]. The map of Paris is cut up in different areas that are experienced by some
people as distinct unities (neighbourhoods). By wandering, letting oneself float or drift
each person can discover his or her own ambient unities of a specific city. The mentally
felt distance between these areas are visualized by spreading out the pieces of the cut
up map.

Sustainable human-urban development requires from researchers to investigate the
urban emotions in more detail. The frontier for this research nowadays is urban data
analysis: each day users of social media, information sharing platforms, micro-blogging
create enormous volume of geolocated data loaded with their evaluations of and
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emotions about the city space. Another line of cutting edge research and development
is online services and mobile applications for emotional analysis and sharing.

Recent research is trying to connect analysis of emotions with rich data coming from
social networks and generated online by the users. Researchers have shown that the
mobile data can used to extract emotional state of the user [10] and mobile phone usage
patterns can help to predict negative emotion [11]. Researchers are often creating their
own systems for extracting emotions and visualizing them on maps based on geotagged
social media data, such as Twitter posts [12]. Some well-known works include those by
L. Manovich and his team in frames of Selfiecity project, analyzing 3,200 selfies shared
via Instagram from five global cities: Bangkok, Berlin, Moscow, New York, and Sao
Paulo. According to results Manovich and Tifentale (2014) prove that Bangkok and Sao
Paulo smile more - in Bangkok 0.68 average smile score and Sao Paulo - 0.64, while
people taking selfies in Moscow smile the least - only 0.53 on the smile score scale [13].
Quercia et al. (2014) consider emotions which emerge from visual features of London
neighborhoods. In their crowdsourced project they have collected votes from 3.3 K
individuals on photographs representing different street landscapes, which let them
define the features of the streets that are perceived as beautiful, quiet, and happy. Thus
the amount of greenery is associated with each of three qualities, while broad streets,
fortress-like buildings, and council houses tend to be associated with ugliness, noise,
and unhappiness [14].

2 Emotional Ambiguity of Social Media Data

Social media universe is already enormous and is constantly growing and evolving
taking on different shapes of human behaviour. Globally, more than 2.8 billion people
or 37% of the world’s population use social media on everyday life basis [15]. Personal
profile in social media is becoming a digital avatar of a person, and her movements
through the city space tracked through check-ins and geolocated posts become her digital
footprint. According to Brand Analytics, on May 2017 the number of social media users
was 38 million person, together have generated 670 million messages. In May 7 143
thousand new users have registered in Instagram, 1 171 thousand new authors have
published 78 372 thousand tweets in Twitter, 1 953 thousand new authors have sent 53
413 thousand public messages in Facebook. For the same time period 25 722 thousand
users of the most popular Russian social network VKontakte have sent more than 310
795 thousand messages [16]. The growing trend is “mobilization” of the social media,
i.e. active users prefer to use applications for smartphones not their desktop versions.

Spontaneous user-generated data provides a number of advantageous features for
the study of emotions in the city space:

1. Coverage and volume. Social media data is fastly growing while more and more
users become active with their personal computers and smartphones, and more and
more people share their emotions online [17].

2. Details. User-generated data provides an account on urban behaviour and its
emotional aspects on individual level. For example, urban data allows to track routes
of individual mobility in the city, use of different urban facilities, attitudes and
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preferences towards city space as well as social and demographic details of a certain
user.

3. Expressivity. Almost every behaviour in social media is emotionally loaded while
likes, check-ins, shares, recommendations, comments, emoticons reflect certain
emotions and moods expressed towards urban space as such or specific places and
venues.

4. Richness. Social media provides extensive information on different aspects of urban
behaviours: mobility, space use (types of on-site activity), attitudes towards space.
The range of different spaces is not limited and covers formal and informal envi‐
ronments, venues for work and leisure, third places and transit spaces, etc.

5. Availability. Social media data is stored on servers and in online archives and is often
available for researchers [17].

Thanks to these advantages, emotional analysis of big urban data is rapidly devel‐
oping along several methodological lines:

1. Analysis of semantic data
a. Analysis of texts of commentaries. Tonal and sentimental analysis of text is used

to define emotional load, which combine tasks of identifying sentiment expres‐
sions and determining the polarity or valence of the expressed sentiment [18].
One of the main drawbacks of sentiment analysis is low sensitivity to detecting
different emotions, in the majority of cases analysis results in defining positive,
negative or neutral emotional load of the text. Some of the authors identify a
broader range of sentiment classes expressing various emotions such as happi‐
ness, sadness, boredom, fear, in addition to positive or negative evaluations [19].
Works on sentiment analysis focus both on full text as well as phrasal and
sentence level [20, 21]. Analysis of semantic data can be upgraded with the help
of machine learning, which can create a more finely tuned tool to recognize
emotions in a specific dataset. Another way to elaborate textual analysis is multi-
layer analysis of the texts: quantitative analysis through sentimental analysis and
qualitative analysis through discourse analysis of emotional expressions.

b. Analysis of hashtags. Hashtags as highly suggestive and expressive bits of infor‐
mation can be parsed and considered separately along with other informational
layers of the posts. Hashtags created by users themselves strongly vary, so it is
recommended to use only frequent hashtags which appear in a significant dataset
of different posts. Sentimental load for hashtags and smileys can be manually
annotated by human judges, in particular, by Amazon Mechanical Turk service
subjects. Analysis of hashtags is quite “noisy” and should be compared with
other items, for example, Davidov et al. (2010) present multi-class analysis of
hashtags together with analysis of smileys retrieved from Twitter [22].

2. Analysis of visual data
a. Analysis of facial expressions. Widescale analysis of selfies taken with Instagram

was conducted in frames of the Selfiecity project which resulted in development
of an interactive interface for navigating in New York [23]. While moving
through the streets the user can see a set of photographs of the local popular and
unique places taken by other users. Analysis of facial expressions is helpful for
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preventing violence and aggression at certain urban settings, such as stadiums
or during certain events, such as Olympic games [24].

b. Analysis of smileys, emoticons and emoji. Another set of data is provided by
icons expressing emotions in the text. These icons are much used in social media
to eliminate the gap between online and offline communication and enhance
understanding and interpretation of the text by the communication counterparts.
Smileys might provide better results than semantic analysis or analysis of hash‐
tags while they are originally limited and assigned particular meanings before‐
hand [22].

Though social media have become a powerful data generator for studying subjective
perception of the city, analysis of urban emotions based on this data has certain draw‐
backs:

1. Loss of depth due to online anonymity. Online communication is different from face-
to-face since non-verbal communication is absent. Emotions are a major part of
nonverbal communication and are most effectively translated through its mecha‐
nisms, such as the vocal tonality, intensity and volume, facial expressions, tactile
feelings, etc. While emotions are expressed online in different ways - semantically
through specific words or hashtags and visually through emoticons and photographs,
detection of emotions through procession of the texts, photos or emoticons does not
give the precise picture of face-to-face interviews, observations or other experiential
methods.

2. Loss of truth due to conspicuous behaviour. Alike T. Weblen’s famous notion on
“conspicuous consumption” [25] behaviours online could be named conspicuous or
demonstrative, oriented towards visibility of the social status, political or cultural
attitudes, fascination with fashion. The perfect framing of the social media of all
types leads to concentrated visibility and specific rules of online conspicuous behav‐
iour (considerate, socially conformal, goal and success-oriented).

3. Loss of representation due to lower scope. The major age of the Internet audience
as for now is below 50 years, the average age has not yet reached 45 years. Different
social media are specific for different age groups, for example, Facebook is more
popular within older people than other social media, age group of 45–55 years old
makes up 15% of its users, 55 and above –9% [16].

4. Loss of interpretative power due to fuzziness of subjective indicators. Concentration
of the emotions of a specific kind in a certain location might not have a direct
connection to the place and its environmental features due to a multitude of other
reasons, such as personal psychological state of a user, so they can’t be regarded as
firm explanatory variables or predictors of the emotions expressed in social media.

These considerations lead to an understanding that though social media is a fine
resource for emotional analysis of the city, there are considerable drawbacks. The latter
might be reduced if analysis of spontaneous social media data is conducted alongside
with analysis of deliberately expressed emotions. Luckily emotions are the hot topic for
many users and researchers, hence emotional sharing has become the core of many
specialized online platforms and mobile-based applications. Emotional data generated
in them is framed for emotional mapping, emotional sharing and even creating
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connections with people experiencing similar emotions. These data can be used together
with emotional analysis of social media data for comparative analysis, which gives more
reliable results.

3 Digital Solutions for Urban Emotions

Regarding viability of emotions many online services and apps focus on creating oppor‐
tunity for people to share emotions which emerge in the course of their everyday life,
in particular, while interacting with the city space. Such services, as foursquare1,
flamp2, 2GIS3, Local experts by Google maps4 give possibility to check-in, leave
impressions and rate venues and places. Online tools and apps create different engaging
mechanisms to keep users connected with the app, for example, customized suggestions
on the places to visit formed by built-in algorithms along with the user estimated pref‐
erences in price, quality and type of products and services. The multitude of online
platforms and mobile-based apps prioritizing emotional perception of the city constitute
more or less definitive groups.

Services with diagnostics of personal emotions. Great share of existing applications
are focused on measurement of emotional state of human body based on physical
parameters and opt for elimination of risk of psychological disease, in particular, during
the process of movement through the city. One of the examples is Emotionsense is a
platform created by Cambridge University scholars to trace the emotional state of the
person by processing audio data collected by personal smartphone, in particular, phone
calls and audio chats [26]. To detect emotions - happiness, sadness, fear, anger or neutral
reaction - the application analyzes laughter, pauses and voice timbre of the speech.
Spatial emotional awareness5 (SEA) provides a portable electronic wearable which
allows a person to move throughout space based on locational proximity of people who
can elicit good feelings [27]. As users navigates through the city space, portable device
shows them the warmth coming from friends or supportive people and cold coming from
people better to avoid.

Services creating emotional maps. Some of the services are more oriented towards
mapping emotions in connection to certain locations and routes a person chooses in the
city. These services are valuable for place-making, geo-marketing and tourism spheres
because they help attracting people to certain places in the city. One of the examples,
Emotion Map is a multifunctional application which gives users an opportunity to record
and monitor emotions in relation to their activities and locations. In the app users place
marks at locations they visit, choose their emotional label and label of their activities in
that places. Marks can be shared with friends or with all app users. While travelling
through the city users can check the location for interesting emotional marks created by
their friends, all app users or themselves. Users can chat with each other and also receive

1 https://foursquare.com/.
2 https://spb.flamp.ru/.
3 https://2gis.ru/.
4 https://maps.google.com/localguides.
5 http://emotionsense.org/.
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daily reports showing personal emotional statistics [28]. Bio-mapping project by artist
Christopher Nold (also see his book Emotional Cartography), though not an app, is a
catchy example of emotional maps creation with the help of volunteers wired up with
GPS and polygraph technology who wander around a neighbourhood area, noting feel‐
ings and reactions to their surroundings [29, 30]. Querias et al. have created a crowd-
sourcing platform to prove that there is more variability in ways which people prefer to
take than just the shortest one, such as beautiful, silent and happy ones.

Services creating emotional communities. WiMo is a mobile app that allows people
to share their emotions about specific places and store their emotional feelings about
places. WiMo also creates a social network based on common interests and enables users
to share opinions, experiences and passions about urban places [31]. Tillbaka app is a
location-based storytelling and story experiencing system for web-enabled mobile
phones. The system is based on a novel concept of pervasive play where stories emerge
and develop on several dimensions, in particular, geographic one. The app was created
to empower youth in a largely immigrant and lower-income neighborhood to share
memories, feelings, and attitudes and engage in civic discussions about the neighbor‐
hood.

4 Imprecity: Interactive Platform for Mapping Emotions

Imprecity interactive platform was developed for analysis of subjective perception of
the urban environment (the name combines words “impression” and “city”)6. Imprecity
is designed to combine focuses and advantages of platforms and apps described above.
On Imprecity map its authorized users - citizens or city guests - can leave emoji which
symbolize 5 basic emotions about urban places and comments explaining these feelings.
5 basic emotions are defined along with Paul Ekman’s theory and are namely joy,
sadness, anger, disgust, and fear [32]. Collected ‘soft’ data is integrated into a coherent
algorithm of expert-citizen interaction. Imprecity is one of the projects in frames of St.
Petersburg Smart City programme supported by the city administration. One of its
focuses is elaboration of the ‘smart citizen’ concept and creating various tools to receive
more feedback from the city dwellers and enhance their participation in urban devel‐
opment processes. Imprecity is tested and oriented towards St. Petersburg users, but can
be scaled for other cities.

Imprecity is developed to engage multiple stakeholders: citizens can share their
impressions and discuss urban places, they can also form groups of action aimed at
upgrading places they love or vice versa places they find the worst and which hamper
their emotional state. Experts in urban studies and urban development receive a unique
subjectively loaded data which help them analyze citizen’s perception of the city space.
For the city administration emotional data is valuable to get an overview of citizen’s
subjective well-being and to define lists and ratings of places which need to be recovered
in frames of city-led projects of urban regeneration, or saved as they are from develop‐
mental pursuits.

6 Imprecity website - www.imprecity.ru.
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Engaging with Imprecity has three stages: (1) Mapping emotions (Fig. 1), (2)
Forming community and (3) Taking action. At the 1st stage user can authorize through
social networks (facebook, Vkontakte and Google+), put emoji and comments on the
map, see the heatmaps for each emotion and a general one (Fig. 2). Mapping emotions
stage is inheriting services and apps which are creating emotional maps. In nearest future
Imprecity will provide its users with illustrated analytics about emotions of St.Peters‐
burg, as well as comments and recommendations from experts about certain places,
suggested places and routes. It is also planned to integrated personal statistics toolkit for
the user, to take advantage of personal diagnostics of user emotions. Stages 2 and 3 are
recently under development. It is planned that users which will be similar in emotional
attitudes will be highlighted and suggested to each other. Authorized users will have a
possibility to see their friends emotions. Imprecity will provide a chat function. Thus it
is planned to create framework for forming of groups of people sharing common
emotional experience. A group of people will be provided a possibility to suggest an
idea for improvement of a certain place and submit it through Smart City St. Petersburg
portal, where it will be considered by Program Office consisting of experts and city
officials. The ‘project group’ will be provided with methodological tips, expert consul‐
tation and also information about different possibilities for citizen participation in
St.Petersburg.

a. b.

Fig. 1. Imprecity mobile version. User Interface. (a) Starting page (b) Emotional heatmap for
sadness (turquoise).
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a. b.

Fig. 2. Imprecity mobile version. Authorized user. (a-b) Choosing emoji from the list and placing
it on the map. The map is filled with personal emoji: joy (yellow), anger (red), sadness (turquoise),
fear (blue) and disgust (violet). (Color figure online)

Such an algorithm differs Imprecity from other apps alike: those, which allow to
share emotions about the city space, but do not presuppose further socially meaningful
actions (like Foursquare, Ushahidi7); those, which support community formation, but
do not link them with the experts community and city administration (like WiMo and
Tillbaka discussed above, as well as Russian-based apps Locolo8 and Kto Vokrug9

(Who’s around)); those providing opportunity to report the problems, but not create
ideas for urban renewal (like St.Petersburg-based platforms citizen-led one - Krasiviy
Peterburg10 (Beautiful Petersburg) and governmentally supported one - Nash Peter‐
burg11 (Our Petersburg)); those which allow to vote for urban problems to be solved,
but do not foresee community formation (like Moscow-based platforms supported by
government Aktivniy Gorozhanin12 (Active Citizen) and My Street13 (Moya Ulitsa)).

5 Impressions of St.Petersburg: Analytical Tools and Test Results

Based on data generated through Imprecity we can use several analytical tools to visu‐
alize emotions of the city. Here we describe the tools and provide illustrative results on
a pilot sample of data (400 emoji and comments from 15 users collected in September

7 https://www.ushahidi.com/.
8 https://locolo.me/.
9 https://play.google.com/store/apps/details?id=com.whoisaround.android&hl=ru.

10 красивыйпетербург.рф/.
11 https://gorod.gov.spb.ru/.
12 ag.u-ude.ru/.
13 https://www.mos.ru/city/projects/mystreet/.
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2018). The test sample was created predominantly by MA students of the Institute for
Design and Urban Studies at ITMO University, St. Petersburg.

Emotional Heatmaps. Emotional diversity and richness is an indicator of the usability
of the space, of its ability to generate impressions at all. Urban places shouldn’t be sterile
or only filled with emotions of joy - it would signify artificial situation when other
‘negative’ emotions are controlled or suppressed. Interpretation of the emotional maps
can be given along with specific environmental features of the given places which were
emotionally valued. Imprecity test heatmaps show that users share joy much more than
any other emotion, as well as it is also the most disperse and covers the whole of the
city, even the Kronstadt island, however the biggest hotbed of joy is in the central city
areas and locates close to the central streets with beautiful architecture, cafes and bars,
and vibrant public life (Fig. 3a). Concentration of other emotions is also biggest in the
central city area, showing that along with good feelings space properties here elicit bad
feelings. There are also some regularities, for example, sadness map shows a clot of
sadness collocated with the former industrial area of the city, which is now mostly in
ruined and abandoned state (Fig. 3c).

Emotional Ratings of Urban Place. Emotional ratings can be used as informative base
for multiple tasks of urban planning and development, as well as different cultural and
economic spheres. For venues and touristic sphere emotional ratings suggest choice of
the best venues for creating touristic routes. For the urban planners and decision makers
at various levels ratings hint the need to optimize conditions at specific venues. Ratings
induce competitive thinking and thus stimulate development, though they should be
always backed up with on-site analysis to receive deeper interpretation of the situation.
Emotional ratings can be created not only for discrete points, but also for areas, for
example, administrative city districts or neighborhoods.

The emotional ratings created for the test sample of Imprecity show that public
spaces, such as squares, parks, embankments, are often rated both positively and nega‐
tively (Fig. 4). The most rated in joy is Aleksander Nevsky Square, a place favourite
with citizens for walks in big historical cemeteries situated here (Fig. 4a). The most rated
with anger is Zenit Arena Stadium, which was built for the Football Match 2018 and
has become a site for massive corruption by the city administration and construction
companies with many negative feedback many from the citizens (Fig. 4b).
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a. b.

c. d.

e.

Fig. 3. Emotional heatmaps for St.Petersburg city scale (a) joy, (b) anger, (c) sadness, (d) fear,
(e) disgust.
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a.

b.

c.

d.

e.

Fig. 4. Emotional ratings for top-rated places in St.Petersburg: (a) joy, (b) anger, (c) sadness, (d)
fear, (e) disgust
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Semantic Analysis of Comments. Along with emoji Imprecity generates its own
semantic data through comments left by users when they place an emoji on a map.
Semantic data can be subjected to tonal and sentimental analysis, which can be processed
in different versions, for example, applying existing expert vocabularies of emotionally
loaded semantics to user-generated comments or creating a subset of comments evalu‐
ated by experts and then using it for machine learning and consequent tonal analysis of
the whole dataset. Comments given together with emoji serve as a source of verification
for the conclusions made according to emotional heatmaps and ratings, as well as of
unique stories which make understanding and interpretation of emotional values much
more vivid. In particular, user stories hint the reasons why the emotion is formed or why
it occurs in this place now. Here we show an example of a word cloud based on textual
data from comments which are associated with the emoji of joy; the words are sized in
accordance with the frequency of usage of the word. The most frequent words used are
features of the places: adjectives and pronouns ‘favourite’, ‘beautiful’, ‘good’, ‘cosy’,
‘cool’, ‘pleasant’, ‘public’, ‘free’; nouns signifying urban places: namely ‘place’, ‘park’,
‘home’, ‘quiet’, ‘area’, ‘university’; nouns signifying properties of the place:
‘panorama’, ‘musicians’, architecture’, ‘greenery’, ‘landscape’, ‘coffee’, ‘cinema’;
verbs signifying practices in the place: ‘live’, ‘walk’, ‘skiing’, ‘biking’; nouns signifying
diminutive for the names of the districts of the city, namely Petrogradskaya and Vasi‐
levsky island (Vasechka and Petrogradochka) (Fig. 5).

Fig. 5. Word cloud with comments for happy marks

6 Conclusion

Analysis of emotional perception of the city space has long roots in different fields of
research, and nowadays is a trendy area within data analysts as well as application
developers. Emotional analysis is a way to improve quality of urban life and urban
environment. Results coming from emotional analysis can be employed by urban plan‐
ners, designers, as well as researchers to diagnose the ‘subjective’ problems of the city.
However retrieval of subjective perceptions and emotional evaluations based on data
coming from social media and other spontaneous data is still yet underexplored, and
there are quite many drawbacks caused by the nature of data itself, as well as many
methodological gaps, in particular, in analysis of particular emotions in connection to
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the city space, such as joy, anger, fear, etc. We suggest that analysis of social media data
should be conducted together with data received deliberately from users with the help
of services and apps, such as Imprecity.

Imprecity enables collecting a unique set of data to illustrate direct emotional attitude
of people towards the urban environment. In this way Imprecity allows analyzing
perceptions and impressions on particular urban places and support decision making
with targeted interventions to improve the latter for the sake of human well-being. The
data can be processed in a number of ways - emotional maps, emotional ratings of places
and word clouds with verbalized features of places triggering particular emotions.

7 Discussion

We are designing Imprecity as an interactive platform which combines advantages of
other services and apps, as well as delivers an algorithm for connecting major stake‐
holders of the city - citizens, experts, and city officials. However, Imprecity is a work
in progress and there are some risks it can face. First risk is deficit of usability if the
motivational system is not created correctly. Many of the applications alike do not
become popular. We are planning to overcome this barrier through creating a system of
engaging infographics and analytics on the city level, which will be publicized by our
mass media partners, and on the personal level, by developing tools for personal
emotional diagnostics for Imprecity users. Second risk is that users won’t actively
engage into creating content - sharing emotions and ideas - and will rather consume
information. We are going to overcome this by creating a system of tokens or bonuses,
such as discounts for cultural facilities and other venues, to praise active users. Third
risk is failure of the coherent and sound relation between active citizens and city officials
when it comes to the realization of project ideas created by initiative groups. We are
planning to eliminate this risk by introducing a C2G mediator namely experts who
consult and share a wide spectre of information on how citizens can participate in urban
planning processes.
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Abstract. As well as the most areas of social life, the field of art is now
extended to the cyberspace. In this study, we analyze online reviews of
Russian art critics with two objectives. On the one hand, we investigate
the patterns of the interactions between critics and artists (both contem-
porary and recognized ones) in the Russian Art. Since the Russian school
of art critique is still in the process of formation, an analysis of web data
we offer a significant contribution to the scope of Russian Art studies.
On the other hand, we use social network analysis and text mining tools
in order to gain more insights from the data and affirm the applicability
of the modern tools to the classic research tasks. In this study we analyze
data from the 5 Russian art magazines, in particular articles, authors and
named entities from this texts. As a result, we explored different patterns
of the critics production that could divide this area of web interaction
both by geographical and textual characteristics of agents and articles.

Keywords: Cultural production · Art critics
Social network analysis · Sentiment analysis · Text mining

1 Introduction

The field of art, including both those who create pieces of the art and those
who have a need to consume it, has a way of constant changes, according to the
transformations in social and political context over time. However, the changes
are conditioned not only by an external context but equally by an interaction of
the actors who play in the field of art in order to achieve the most prestigious and
influential positions. Nowadays, with the spread of the Internet, this interplay,
in terms of Bourdieu [1], partly has moved to the virtual space. There are both
plethora of art-projects, performed on the web, and the participation of the
various online media in the critique of works of art.
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In this paper, we investigate the reviews of art critics from St. Petersburg and
Moscow, who discussed the events in the art world, such as public and private
art exhibitions, art performances etc. The aim of our research is twofold. Firstly,
we try to implement classical methods of text mining, including sentiment and
semantic analysis, as a tool for the investigation of the specific texts. Obviously,
critical reviews appear to be an uncommon text material, that is why we test
the effectiveness of the method for web reviews to evaluate the sentiment in
comparing with the manual one. We also check if the traditional predictors of
sentiment are relevant for the assessment of specific for the web space textual
data. Secondly, we study the relationship between artists and critics with the
help of social network analysis. We are interested in the critics from the same
city or publishing house tend to discuss the same artists. Additionally, we map
the result of the sentiment analysis as the node attributes in order to evaluate
the positive or negative evaluation and the position in the network.

2 Theoretical Background

2.1 Cultural Production Paradigm

In the middle of the 20th century, thanks to the scientific contribution of Richard
Peterson, researchers were able to talk about the field of art as a sphere of cul-
tural production, which showed its autonomy [12]. Peterson offers to study the
processes in the art market, in which the following agents are involved: artists,
critics, collectors, connoisseurs, spectators etc., who carry out their functions in
the production of culture. Therefore, there is a need to analyze art as a system
of agents interactions, for example, the artists as a derivate part. Following the
logic of Peterson’s theory, we believe that any participant of the cultural market
perform a certain product: artists produce paintings, consumers produce opin-
ions. However, the result of the activity of art critics (censors) - critical articles,
texts published at different times arising on a par with the work of art is equally
significant and partly determine the further success of the work. Critics were
included in the art system much later than artists, together with art dealers
[16], they attracted the interest of researchers later. The relevance of the work
presented is mainly based on the fact that studies focusing on the role of the
critic in cultural industries are not so widespread. However, those studies that
designate criticism as the main object of interest are mostly localized in other
industries, such as the film production [5], music [14], literature [11] and others
[15]. In many areas critics perform certain functions, depending on the sphere,
they could acting judges, experts, evaluators, analysts and professional reviewers
[5]. It is useful to look at the assessment devices, understand, which mechanisms
precede the result of criticism, identify the constructions, which describe the
artistic product. Critics establish the quality of the product with the help of
professional judgments, which is not a subjective assessment, but the statement
based on the previous legitimations [11]. Contemporary criticism is divided into
genres: news art journalism, scientific research (for example, a thesis by one
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artist), criticism as a dictionary for the layman - a critical article with an educa-
tional function, depending on the genre of the critic, an independent evaluation,
assumes different roles: to compare, to open, to teach and to recommend [13].

2.2 Hypothesis

We put forward several hypotheses inspired by previous work on the work of art
critics. Bourdieu suggested that all products created by artists base on the estab-
lished norms and conventions, which implies an orientation toward the classical
tradition of performance and the use of references to the classics [2]. Hence, we
expect that art critics mention the authors of the classic works more frequently
than contemporary artists, that is why recognized masters will connect the rest
discussed artists in the network of art producers.

The second hypothesis is related to the evaluation of pieces of art: describing
the mechanisms for recognizing the art product by critics, Kattani et al. empha-
size that (1) actors on the periphery of the field of art production would rather
be recognized by the critics community, while the actors in the core will receive
recognition by their colleagues, and that (2) those critics that do not accept a
new trend in art, risk losing their reputation if this new direction becomes pop-
ular [3]. Consequently, we expect to see the positive sentiment more frequently
related to the contemporary artists.

Thirdly, we suppose that the manual marking is the more efficient tool than
the common sentiment lexicon for the sentiment assessment. Additionally, we will
try to assess what features of text are the good predictors of the phenomenon
when the critical review has value judgements in it. Do “classical” predictors
work here: punctuation marks, elongated consonants, pronouns, etc., or does pro-
fessional lexics remove these differences? Does the publishing house, as the crit-
ics affiliation, influence the level of sentiment and personal judgment in his/her
texts? Are some authors more prone to writing in a more positive/negative man-
ner than others?

3 Methodology and Data

This study uses a networked semantic analysis of texts, which assumes that the
language and knowledge can be modeled as a network of words, connected with
certain relationships - ties. Since in the analysis it is important for the analysis
not to focus on one author or criticism, but take into account all the judgments
of critics (for the selected period) that assess all authors [10], 5 web resources
about the art were chosen: “ArtGuide” “Colta”, “Aroundart”, “TheArtNewspa-
perRussia” and “Kommersant”. The data was collected for a period of 6 months
(2016–2017). Publications were selected by the following criteria: (1) the pub-
lication relates to the event of the Russian art field; (2) articles are published
regularly (several times a month). All five editions’ staff consists of the art critics
both from St. Petersburg and Moscow. If the edition is not entirely dedicated
to the art production, we extracted articles from the archive using only “art”
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section. What we also took into account: the events or objects relate directly
or indirectly to the fine/applied/performance art were mentioned in the article.
This implies that the dataset did not include reviews of theatrical productions
or concerts, film and music festivals, and so on. We selected authors that write
reviews regularly in the editions listed: the total number of characters in reviews
per last six months for each of them was greater or equal to 30,000. Thus, the
final data included 13 authors from 5 editions, which are listed in Table 1.

Table 1. Sample of art critics

Critics

Media Author City

Artguide Anna Matveeva Saint Petersburg

Artguide Ekaterina Allenova Moscow

Artguide Valentin Dyakonov Moscow

Colta Anastasia Semenovich Saint Petersburg

Colta Natalia Serkova Moscow

Aroundart Valeriy Ledenev Moscow

Kommersant Anna Tolstova Saint Petersburg

Kommersant Kira Dolinina Saint Petersburg

Kommersant Alexey Mokrousov Moscow

Kommersant Sergey Hodnev Moscow

ArtNewspaper Anastasia Petrakova Moscow

ArtNewspaper Vadim Mikhailov Saint Petersburg

ArtNewspaper Pavel Gerasimenko Saint Petersburg

3.1 Named Entities Extraction and Their Context Evaluation

Lemmatization was the first stage of the work, with the use of Pymorphy Python
tool [7] and the extraction of named entities mentioned by critics in their works.
It was implemented using the Natasha Python library [8], where the extraction
of personalities (Person and ProbabilisticPerson) was enabled with additional
manual filtering and extra manual corrections. Since we were intended to see
the context (positive or negative), where critics speak about the persons from
the art field, the next task was to extract the sentiment of these contexts. To
do this, it was necessary to put those entities we didn’t have positions in the
text (using a heuristic based on Levenshtein distance [9]) and then obtain the
textual symmetric word span (window, context) around person’s mention. Then
the sizes of spans with various widths (2, 5, 10 and 20 words to the left and to
the right of the word). After that LINIS sentiment dictionary [6] was applied to
calculate the number of positive, neutral and negative words in contexts set by
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selected spans. The distributions of positive (coral) and negative (lilac) words
are displayed on figures below. We stopped at 10 as the suitable word span size,
because unlike the contexts with fewer words, with spans of this size the results
were interpretable and there was more data. Spans of size 20 showed similar
results (Fig. 1).

Fig. 1. Text selection

3.2 Networks and Sentiment

Next, as we were interested to examine the similarity of critics based on the
artists mentioned in their articles, a bimodal network was built where the critic
was linked with the entity mentioned in the texts. For this network, as well
as for both unimodal projections, we decided to map the positive and negative
sentiments on the graph according to the sentiment of words included in the
window near the entity. Therefore, using the sentiment dictionary developed by
the LINIS laboratory [6], we counted the number of positive and negative words
caught by the 10+10-words-“window”, which surrounded the name of the artist.
In this way, we considered the relationships of artists and critics, as well as the
relationships between artists and critics separately, meaning the sentiment.

3.3 Value Judgment Prediction

The next goal was to understand what features of the text hint that it possibly
contains value judgments. For this purpose, the following series of procedures
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were carried out. In the texts, parts of speech were counted, the frequency of each
of which was a separate feature. As a dependent variable, we took the sentiment
of the whole text (initially on the scale −1 to 1, then joined into just three
categories of critical texts: negative, neutral and positive). Also as variables were
coded: media, critic’s city and critic’s gender. In addition, it was also important
to try to find out which factors affect the overall emotional response. To estimate
the sentiment, in this case, Chetviorkin lexicon [4] was applied.

4 Results

4.1 Networks and Sentiment

Before proceeding to the semantic analysis of the articles, we would like to dwell
on an analysis of the Russian art criticism field on the basis of visualized networks
with the type of critic-artist relationship. The two-mode network, shown above,
based on mentions of various authors of artists, historical personalities, works of
art, etc. In the network (Fig. 2) squares displayed art critics, and rounds depict
artists, mentioned in the articles. The visualization represents the connections
between the critic and the named entity extracted from his text are colored in
accordance with the sentiment of the words that have fallen into the “context
window” (the number of negative words has been subtracted from the number
of positive words). The red color indicates the presence of positive words in the
context, blue color indicates the presence of negative words. Those works or
artists, described more neutrally, connect them and the named entity with gray
edges.

Critics are designated as nodes of larger size, where the circle depicts
St. Petersburg professional, and the square depicts Moscow. It is interesting
that the critics from St. Petersburg were in the center of the network, while
Moscow is closer to the periphery. The set of names surrounding the critic is
associated with exhibitions that took place in St. Petersburg or Moscow during
the analyzed period. It is possible that Moscow reviewers were on the periphery
due to the fact that the variety of exhibitions and performances in Moscow is
greater. We expected to see more positive relations in the center of the net-
work, but positive and negative sentiment distributed almost equally. However,
those critics, who have the smaller number of shared entities and actually are
on the periphery of the network, have more negative terms in their reviews.
It also was interesting to find out to what extent the critics were emotional
and inclined to include the elements of personal judgment in the reviews. There
are two networks below, where one can see a network of critics (nodes) based
on the common mentions of the same entities: the weight of the edge is the
number of entities mentioned by the two authors (Fig. 3). Averaged numbers
of negative words in reviews by an author are drawn with a gradient fill (from
white/neutral to blue/negative) on the left, similarly for positive words (from
white/neutral to red/positive) – on the right. It can be concluded that the texts
of different authors differ by either general emotionality or by general neutrality.
Interestingly, the most emotional authors (Kira Dolinina, Valentin Dyakonov,



Art Critics and Art Producers 119

Fig. 2. Bimodal network of the critics and the entities extracted from their reviews
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Anna Tolstova) are employees of Kommersant, which does not specialize in art,
unlike all other magazines. Natalia Serkova, who is on the periphery of our net-
work, apparently, describes specific exhibitions or does not refer to the classics
in large volumes, however, she also works in a journal not specializing on art.

Fig. 3. Unimodal projection: network of the critics. Positive sentiment at the left,
negative sentiment at the right

Lastly, we consider unimodal projections, the network of entities which were
mentioned by the same authors in the same review. The center is, mostly, consists
of classics (Leonardo, Pushkin, Raphael, Picasso, Rembrandt etc). Positive tone
prevails over the negative one, and they are almost evenly distributed throughout
the network, with a slight shift towards the periphery. The hypothesis on the
recognition of creative persons by the periphery of the network is thus confirmed
(Fig. 4).

If we look at the presence of negative words, critics here neutrally speak
about classics authors, who are mostly placed at the core of the network and
use negative sentiment words for those who are closer to the periphery on the
network of entities. It becomes rather controversial, referring to our hypothesis
about the recognition and positive evaluation of the periphery actors in the field
of cultural production (Fig. 5).

4.2 Value Judgment Prediction

We run two regression models with the aim of predicting the level of evalua-
tion judgment detection (Tables 2 and 3). As we hypothesized, the model of the
critic’s review where vocabulary were scribed by assessors according to specific
lexicon of the art field explains the presence of positive or negative assessment
performs significantly better and describes about 32% of observations (Table 3)
than the Chetviorkin lexicon of emotional response with the prediction power of
only 5% (Table 2) (R2 = 0.319 and R2 = 0.055).
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Fig. 4. Unimodal projection: named entities network. Coloured according to the posi-
tive sentiment presence (Color figure online)

Fig. 5. Unimodal projection: named entities network. Colored according to the negative
sentiment presence (Color figure online)
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Table 2. Regression model 1, predicting the emotional polarity of critic judgment

Dependent variable:

Sentiment by lexicon for the web reviews

City Saint Petersburg −0.061 (−0.125, 0.004)

Magazine Colta −0.266∗∗∗ (−0.404, −0.128)

Magazine Artguide −0.011 (−0.098, 0.076)

Magazine ArtNewspaper −0.078 (−0.121, 0.013)

Magazine Kommersant 0.152∗∗∗ (0.063, 0.241)

Male 0.043 (−0.031, 0.117)

Adjectiveness 0.011∗∗∗ (0.007, 0.015)

Verbness −0.011∗∗ (−0.019, −0.004)

Constant 2.139∗∗∗ (2.047, 2.231)

Observations 1,093

R2 0.061

Adjusted R2 0.055

Residual Std. Error 0.560 (df = 1001)

F Statistic 9.317∗∗∗ (df = 8; 1001)

Note: ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01

Table 3. Regression model 2, predicting the sentiment polarity of critic judgment

Dependent variable:

Sentiment by the art field vocabulary markup

City Saint Petersburg 0.003 (−0.029, 0.034)

Magazine Colta −0.215∗∗∗ (−0.273, −0.156)

Magazine Artguide −0.086∗∗∗ (−0.125, −0.047)

Magazine ArtNewspaper −0.093∗∗∗ (−0.210,−0.072)

Magazine Kommersant −0.075∗∗∗ (−0.119, −0.031)

Male −0.044∗∗ (−0.079, −0.009)

Adjectiveness 0.286∗∗∗ (0.228, 0.344)

Verbness 0.226∗∗∗ (0.201, 0.250)

Constant 0.078∗∗∗ (0.039, 0.117)

Observations 1,093

R2 0.323

Adjusted R2 0.319

Residual Std. Error 0.284 (df = 1084)

F Statistic 74.031∗∗∗ (df = 8; 1084)

Note: ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01
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The best sentiment analysis model (Table 3) demonstrated that in deter-
mining whether the review is neutral, positive or negative the proportion of
adjectives or prepositions in a review play a significant role and increase emo-
tional coloring in a positive way. In addition, artists are not advisable to ask the
critics from the magazine ArtGuide for a review, as this can lower the positive
sentiment in reviews mentioning them. Also, it is important to admit the fact
that if the article was written by male it decreases positive background of the
review.

5 Discussion

In the sphere of cultural production, it is necessary to study not only all agents
participating in the field of art but also the products of all agents participating
in the field. With the help of a deep analysis of critical articles over a long
period, one can try to explain the success of an artistic figure, looking at the
state of the art field, trying to predict its further development. That is why,
it is necessary to look at the categories of current development of the field,
which the field gatekeepers converge in opinion, and what is the basis for their
disagreement. In this paper, we made an attempt to describe the field of art
within the framework of two types of field agents: artists and critics. Critics also
tend to have an exclusive sympathy for artists who do not intersect with anyone.
We have discovered that critics are more likely to agree with each other on
the legitimate artists they mention, whose works have become classics, however,
young artists also appear in these lists of recognized geniuses. Also, it is clear that
critics have exclusive/special sympathies to those artists that never appear in the
articles of other critics. In addition, the city as a location of critic’s work affects
one’s choice of the object or the object for criticism, because one can see from
the graphs that critics from one city have a greater cardinality of the intersection
on artists mentioned by them. This study is far from being comprehensive in the
description of the field of production of criticism, however, the authors have tried
to set a start to a new study by testing a possible methodology for studying the
discussed field with specific vocabulary. In the future, for a more accurate study,
we plan to construct up a custom dictionary of sentiment words, which should
include art terms, since the context span in our experiment contained too few
’sentimental words’, and include in the study of living artists, who, for example,
most often will meet in networks to see the problem from all sides.
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Abstract. The production and implementation of digital technologies face
multiple restrictions, limitations, obstacles, and barriers. The more ubiquitous
they become, the more social situations and interactions they take part in. One of
the possible ways to understand more about digitalization is to deconstruct the
process of dissemination of technologies and innovations as well as intangible
knowledge. The paper represents a mixture review of methodological perspec‐
tives, which help to grasp the complexity of sociotechnical relations. It involves
studies of the knowledge production, artifacts spreading, and innovation diffusion
in order to approach digitalization as sociotechnical phenomena.

Keywords: Digitalization · Sociotechnical process · Users · STS

1 Introduction

Social studies of technological development and dissemination are rooted in two major
fields – innovation studies (IS) and science and technology studies (STS). The former
comes closer to economic modeling and investigates larger systems of production and
spreading of innovations, the latter takes a more microscopic view of knowledge and
artifacts transfer. In order to approach digital technology, it might be helpful to trace the
process of knowledge, artifacts, and technology investigations.

I begin with some encyclopedic examples to show the mechanics of the deconstruc‐
tion work and then turn to more recent findings, which provide a variety of optics towards
digital technology and their barriers. The important precondition of the article is that
digital technologies are to be treated as both knowledge and artifacts in a sense that it
is intangible and science-intensive. I will look up to several traditional approaches in
STS, such as Laboratory Studies (LS), Studies of Scientific Knowledge (SSK), Actor-
Network Theory (ANT), and Social Construction of Technology (SCOT) to provide a
basis for the investigation of digital technologies. Later, I will introduce some concepts
from IS and the intersection of IS and STS.

2 The Knowledge Production

The end of the 70s is marked by the classical studies of laboratories, such as Lynch’s
examination of neuroscience laboratory [1], Knorr-Cetina’s study of a food science
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laboratory [2], and Latour & Woolgar’s “Laboratory life” in La Jolla [3]. These studies
were conducted in California independently of each other, but with a shared aspiration
to understand how knowledge is produced and goes out of the laboratory. They provided
certain background and rules for the following studies of knowledge and technology
transfer.

Laboratory studies were trying to overcome difficulties and traditions of science
study prevailed at that period. Rationalistic philosophy of science put in the corner
demarcation between scientific and other types of knowledge and treated the scientific
process as linear and formalized with criteria, principles, and rules [4]. The institutional
theory of science was interested not in the knowledge itself, but rather in the processes
around, such as norms, systems of benefits, communications and collaborations between
scientists [5]. History of science provided narratives on scientific development as
changing conceptualizations and paradigms [6, 7]. Sociology of knowledge insisted on
social determinism of knowledge, and that natural or logical knowledge is impossible
to explain sociologically, as it has own rules [8]. All of these fields of study left the
knowledge itself, its content, out of the focus of research.

Sociology of scientific knowledge (SSK) was different and the closest to LS: it
suggested to go inside of the knowledge and to reconstruct how different operations
happen and change knowledge [9]. Owing to SSK, science studies got an opportunity
to examine the content of knowledge. The strong program of SSK has its roots in Edin‐
burg School (David Bloor) and Bath school (Harry Collins). While Bath School
suggested going into the quarrel between different positions of knowledge claims [10],
Edinburgh School provided the principles of SSK, which were adopted by LS and actor-
network theory (ANT). These principles became crucial for the further theorizing:
causality examines the reasons and context of knowledge production, symmetry makes
equal explanations for successful and unsuccessful knowledge claims; reflexivity makes
sociological knowledge applicable to sociology itself; impartiality denies espousing
successful knowledge [9]. It is necessary to keep in mind these principles when consid‐
ering the path of knowledge from the academy to the world.

The first LS aimed at describing of scientific knowledge in its completeness. It was
a brand-new idea to “go and look” what really happens in the production of knowledge
as opposed to previous views on science studies. It became possible to examine scientific
knowledge without boundaries between science and non-science. Moreover, scientific
knowledge greatly depends on the context of discovery, where the context of justification
is not fully rational. Finally, scientific knowledge is constructible, and not only by a
researcher.

Initially, the book “Laboratory Life: the construction of scientific fact” [3] was
oriented to sociologists of science and held an idea of social construction of scientific
knowledge. Latour being an anthropologist and sociologist working with African tribes,
got opportunity to spend 2 years in the laboratory of endocrinology at Salk Institute. The
scientists and technicians at laboratories were treated as a tribe and all the everyday
practices were observed through the lens of anthropological strangeness (p. 40).

The problem statement was the following: while anthropologists thoroughly study
exotic tribes with their cultures and myths, civic and highly valued tribes of scientists
are out of research attention (p. 17). By the end of 70s, an interest to the significance of
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science and its influence on contemporary life was already formed, but the focus of the
research was the context and external effects of scientific activities, such as financing or
politics of distribution. Latour and Woolgar aimed at a reflexive description of scientists’
everyday life, and thus demagnification it. For this reason, the authors use two main
principles for the study: symmetry and reflexivity taken from SSK but with some modi‐
fications. The former is a similar approach to explaining true and false claims with the
same relation to the context and to the content of science. The latter principle originally
means that explanatory model created by sociologist must be applicable to sociology
itself, but Latour and Woolgar put it in the following way: “We attempted to address
the issue of reflexivity by placing the burden of observational experience on the
shoulders of a mythical ‘observer’” (p. 283). By the end of the book, Latour follows his
second principle and applies the approach to himself by describing the process of
building his own order. He concludes that science is never wittingly special practice.

While anthropology of science refined thoughts about the connection to primitive
and pre-scientific, sociology of science concentrated on talks, gossips, and scandals
rather than content. Latour insists that all the dichotomies produced by scientists have
to be reconsidered from a practical point of view – who does what. It is the form of
agnosticism – not to take any definition or argument of trust. The purpose is to construct
scientific knowledge and the process of regulation and making order out of chaos (p.
34). The main common problem of scientists is a mess of alternative descriptions. All
of them have equal chances to become reliable up to a certain point. There are no true
or false descriptions a fortiori, so scientific progress is in the elimination of alternative
descriptions.

Latour goes through the process of knowledge production and studies in details the
construction – that is everyday practices of recordings, descriptions, classifications,
tables, and graphs, and then articles (p. 153). A recording is what laboratory produces.
Scientists produce unfounded claims (artifacts), which compete with other arguments
and claims (p. 123). The purpose is to turn an argument into the fact, which reproduces
without any context. Artefacts (before facts) are taking part in competitions, scientific
search, virtual objects.

The fact is something fabricated, and as soon as fact was constructed, the process of
its construction erased. Reification or materialization of an argument is the result of its
stabilization (p. 238). To contest the fact resulted from apparatus or machine means to
contest the whole story behind this machine. Black boxing means that the fact is unpro‐
blematic and is used for other purposes.

All the claims and arguments are produced in some circumstances, that is modality.
The aim is to provide a claim without modality. For this reason, scientists try to convince
each other and reproduce the same experiments. Science is not the description of reality,
but the way of convincing colleagues. Contention (as an agonistic field – in terms of
Latour and Woolgar (p. 238)) unites politics and epistemology contexts. At the same
time, the volume of costs for alternative descriptions production depends on credibility.
It unites economics and epistemology. There is no big distinction between internal
properties of reputation and trust and external aspects of credits and funding.

Science is made of circumstances because the local constellation of practices and
networks with technologies and tools allows showing what has to be shown. If there is
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no optics for seeing it, it does not exist there. The science is very local and needs machi‐
nery for that. In “Pasteurization of France”, Latour shows that social circumstances do
not explain how science is made [10]. Agnosticism in telling who does what makes
Latour use means of semiotics (actant), without imagining, but observing. Science and
politics are the same for methods.

Scientists have to detach signals from the noise against a background of equally
possible events – the ratio of signal to noise (p. 240). The construction of fact is the
process of transformation of the set equal claims into the set of unequal probabilities.
Inequality depends on the cost of production of the claim. The blackboxing is possible
with credibility. Some of the claims are becoming facts, but others remain artifacts. The
transition between in- and equality is the creation of order (p. 241). A laboratory is a
way of turning or putting facts into a black box. Writing is not a translation of informa‐
tion, but an operation of ordering. To reach a signal there is a need for order to avoid
noise inside and outside of the laboratory.

Latour continued exploring the issue of knowledge production and its social effect.
The context for the science is another science, in the case of Pasteur – hygienists, who
become the first translator of the problem [11]. Every side has its own interest, but one
group make others follow their interests. It is a way of how small laboratory raised the
world. In a laboratory scale, Pasteur created the environment and proved that illness is
the result of infection and environment, he constructed the illness by paralleling of real
and laboratory life. The term of translation is the key (and it was not used in “Laboratory
Life”: it is the first translation – to rule microbes because of knowing how it works
(mediator). The second translation – is virulence change – Pasteur provided hygienists
by arguments for the further funding (status rose). “The Pasteurization of France” by
Latour is used here to show how differently (hi)stories of science and technology might
be written. He explores controversy as a matter of concern of different networks.

3 Moving Knowledge and Artifacts

The research by Steven Shapin and Simon Schaffer [12] is conducted in the framework
of SSK, and deals with historical epistemology. They purpose to reconstruct the story
of Boyle’s air-pump experiment and how it became a fact (in Latour’s terms). They
position their book as an “exercise in the sociology of scientific knowledge” (p. 15) in
Edinburgh School tradition. The analysis called “experimental polity” was connected
with interest groups at that period, such as the Royal Society and problematic of Resto‐
ration polity. At the same time, the emphasis was put “the origins of a relationship
between our knowledge and our polity” (p. 343), on the nature of knowledge and vali‐
dation of experimental philosophy. Though the issues of science are connected to the
history of politics, the focus was put on a problem of knowledge as the problem of social
order.

They follow Latour, using his vocabulary, and analyze the nature of credibility from
stranger’s perception. By accepting the principle of symmetry, they deconstruct the
debated between Hobbes and Boyle. In their book, it is not just internal argue, but it
mostly works as political debate. Unlike Latour in Pasteurization of France,
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concentrating on translations and examining actants, Shapin and Schaffer try to under‐
stand external context as a struggle of philosophies – naturalistic and experimental,
meaning different epistemological positions of Hobbes and Boyle, respectively.

Boyle’s position was that natural philosophy foundations should be based on exper‐
imental matters of fact. His work on sequential and detailed reproducing of experiment
and constructing by that matters of fact was to put up a building of defense. The strength
of Boyle was in inviting other natural philosophers to support “defense of experiment
and of the engine that was its powerful and emblematic device” (p. 207). It was just one
of many parts of the complete ideological assault, as he involved not only air-pump as
a material technology, but also transferable factual data and his networks with other
scientists. This was a political game with groups of interest and institutions, where “he
who has the most, and the most powerful, allies wins” (p. 342). Later, Shapin will show
how Boyle worked on reputation and struggled for truth in authorship [13].

The network or community included those who share the idea, trust, and conventions
of the experiment. They accept matters of fact by working on the same technology and
reproduce the same social order: “the effective solution to the problem of knowledge
was predicated upon a solution to the problem of social order” (p. 282). By these means,
practices became institutionalized and experiments continued to produce scientific
knowledge. Shapin and Schaffer relate Restoration polity and experimental science as
being “a form of life” (p. 342). Attention to internal issues of arguing and external
cultural context makes this study valuable, as it crossbreeds material culture and presents
the story of technology.

Robert Kohler demonstrates more social story around the laboratory object. By
animating the fly and giving it social dimension, he traces social relations around it.
Kohler calls up Shapin and Schaffer in his attention to experimenting, however, he stops
on the working process without the meaning of results. The study of Drosophila by
Kohler brings together nature, science, and society [14]. Focusing on “living instrument”
and “those who share a particular organism, rather than… a theory, problem, or disci‐
pline” (p. 14), Kohler separates his work from other lab studies. Though he still acts as
constructivist.

His research was intended to provide genetic mapping, and instead discovered the
experimental life of a fly group. However, it is not about experimenting, but more about
technosocial relations and communal “moral economy” as a part of laboratory culture
meaning experimental systems, focusing on daily craft in the laboratory. Kohler uses
Thompson’s term “moral economy” for a description of implicit or tacit rules, norms
and customs of work, exchange, and communication within laboratories and between
communities of experimenters-drosophilists, for managing the visible material process
as well as growing social status leading to the success of this fly movement. Moral
economy is about “how unstated moral rules define the mutual expectations and obli‐
gations of the various participants in the production process” (p. 12).

Moral economy worked in the laboratory as well as outside of it. Inside, there was
an atmosphere supported by each other and lab’s ethos. The father of modern Drosophila
genetics, Thomas Hunt Morgan worked as a manager expanding his fly network (trans‐
lated his interests) for exchange with distant colleagues, accepting and training students,
earning authority and credibility. A cycle of credit is used by Kohler in order to show
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economic and symbolic meaning of scientific production. Morgan’s group at some point
established control of the field and scientific discoveries because other groups were not
competitive enough.

The symmetry between people and things reproduces and transforms in interde‐
pendently. The fly, “fellow laborer” (p. 23), is endowed with the role in the process of
knowledge construction. It is “a biological breeder reactor, creating more material for
breeding experiments than was consumed in the process” (p. 47). As a result of domes‐
tication of the fly, it became impossible to make planned experiments on development
and evolution. Before the second-generation drosophilists Theodosius Dobzhansky
appeared, it looked like the symbiosis of people, flies, and laboratories, with a deadlock
of “novel experimental systems opportunistically, whatever original intentions” they
had (p. 211). After he came, the development of evolution study restarted, as crossed
the boundary between the laboratory and the field.

The real aim of Lab studies, to believe Latour, was to watch and observe scientists
as tribes and science as it is made in everyday life. In the same way, Lynch was closer
to ethnomethodology, and Knorr-Cetina went through system theory. The object of
study experiences the influence of researcher’s background. The principle of reflexivity
in this sense could be expanded towards meta-study – to study those who study labs.
These pioneer works gave a sense to and a push of social sciences towards the episte‐
mological position of the researcher. As we saw on the examples of Shapin and Schaffer,
Kohler, these types of research are very different from classical lab studies.

New generations of lab studies rather lost the edge of pioneers and description
language. Anthropologists [15] and historians [16] of science and technology easily
adopted particular ideas but added new conceptualizations and social relations. Instead
of going to observe, they fully armed with hypotheses and analytical apparatus. Critics
of Laboratory studies [17] confirms that laboratory studies are transforming from case
to case, from author to author, but still influenced in a great respect the STS itself. “The
first thing any new lab study should do is go directly for what laboratory studies have
missed—a particular fact—and wrestle with how its endurance obtains within the
“in situ” world of practice” (p. 291). And particularly interesting for me is the question
of contemporary laboratories with digitalized technologies – whether lab studies
powerful to uncover the black box named hardware or even software.

4 The Use of Technology

Unlike early STS, innovation studies had another approach to technologies and the
process of their production, development, and diffusion. The idea was to find out general
explanation of how science works, where innovation goes, and who is in charge of
technological development. Early IS scholars rather defined the direction of innovations,
going either from academia or from market demand – these two approaches appeared
to be known as the science-push/demand-pull debate [18]. However, later research
showed that there is no sense to conceptualize technological development as a linear
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process. The turn to interactive signed the emergence of the next generation of innova‐
tion models [19]. Notably, the review of generations by Nicolov and Badulescu provides
no room for users separate from market and consumption.

Users became inevitable parts of the innovation process since the late 1980s [20].
Their active role was not only in terms of feedback and market power, but also they are
more and more often seen as innovators [21]. Even if users do not have enough expertise,
they can arise the problem to be solved with a technology. Social construction of tech‐
nology (SCOT) deals with these kinds of users and their groups showing the dynamics
of their influence, participation, and reshaping of certain technologies, even after their
stabilization.

SCOT addresses many different categories of users, such as relevant groups, active
users, consumers, citizens, and even non-users [22]. Each of these categories puts a
certain lens towards the development of technology, highlighting specific political,
economic, cultural, social features. Redefining users through these contexts helps to map
the needs, positions, skills, feedbacks of users and their practices. Crossbreeding users
and producers is another step further towards an understanding of how things work in
technological development. Mutual shaping of technology, the early participation of
users, fast feedback and cooperation – these are the elements of sociotechnical ensem‐
bles [23]. It is about similar understanding, making sense, giving meaning, and coordi‐
nating efforts.

Some aspects of these continuous interactions between users and technologies were
also elaborated within the framework of actor-network theory. Innovation as a socio‐
technical system [24], which is highly heterogeneous and strives for setting relations
between diverse elements. ANT suggests a concept of ‘inscription’ to define what is
already embodied in the artifact to understand how to use it [24]. It is helpful to detect
barriers in the early stages of technology production, and to analyze inscribed models,
their possibilities and limitations. There are also specific ways how producers try to
discipline future users [25]. They do not just impose the best-usage norms, but also
design the artifact with material restrictions and put restrains from the wrong usage.

There are some more perspectives on the development of innovation, which more
or less define roles and areas or logic of interaction. For example, the socio-politics of
usage [26] combine the concept of a socio-technical configuration and the concept of
user representation. The former includes technical and social logics, and the latter unites
production and use logics [27]. Another is the idea of a socio-technical frame [28], where
producers, users, and other groups build networks of interaction with stable patterns.

Of a special interest are the approaches, which appeared on the intersection of IS
and STS, as they are trying to grasp and hold a complexity of technological development.
One such example is the concept of sociotechnical configuration [29], which includes
social relations as those connecting, using, and making sense for technological artifacts.
This multilevel approach includes sociotechnical landscapes (macro), regimes (meso),
and nishes (micro). Each of this has its roles, rules, practices, symbolism.
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5 Conclusion

This massive review was conducted in order to show how hard it is to conceptualize,
huge networks of technological dissemination. Digital technology being intangible,
science-intensive, are better to treat as both knowledge and artifact. Laboratory studies
showed the very detailed microscopic view on how knowledge is produced and disse‐
minated, and how much it depends on micro practices of everyday life – there are
competitions between claims (artifacts), recordings and orderings, classifications and
articulations. The production process consists of these many iterations, each of which
is able to redefine knowledge and to construct alternative universe of arguments and
claims. And as soon as these claims are closing into facts, they start to travel out of the
laboratory to accompany themselves with supporters and followers.

SCOT and ANT develop this logic further and include many more additional prin‐
ciples of building the networks of allies and groups of participants. The attempt to view
a larger scale of the production leads to the idea that production does not finish with the
black boxing and dissemination is another stage or step to the construction of knowledge.
The complexity of innovations, and especially digital technology, turns the attention of
innovators to look more carefully into the production process and the following devel‐
opment, taking into account many alternative perspectives and contexts.

For researchers and practitioners, it means that it is necessary to take into account
difficulties and peculiarities of the previous studies with certain backgrounds, networks,
groups, users, and acting entities. In each case, there would be working apparatus to
find constraints and decisions to move digitalization further, and the previous research
experience seems inevitable here.
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Abstract. The methods of newly appeared field of Digital Humanities are getting
more and more popular in the history of science. These methods influence the
establishing of digital information resources accumulating and aggregating huge
amount of metadata and full text publications. In a previous publication we used
an example of a Russian evolutionary biologist and ecologist Georgy F. Gause to
preliminary estimate the potential of digital resources for the science studies
including history of science. We selected prioritized resources to be used in
further research.

The present study explores the methods of selection, processing and quanti‐
tative analysis of data extracted from digital information resources. Our concen‐
tration is on the digital information resources offering structured metadata. We
selected, processed and visualized extracted metadata. Based on the analysis of
the achieved results we came to the conclusion on the potential of using digital
information resources in the history of science. Besides, the possibility of
extracting unstructured metadata has been explored.

Keywords: Scientific information · Digital information resources
Extraction of structured data · Methods for quantitative data processing
Digital scientific heritage · Georgy F. Gause

1 Introduction

The growth of humanities in the digital era led to their convergence with informational-
communicational technologies. The use of digital technologies in the social sciences
and humanities has given rise to digital humanities. At present there are four major
directions within digital humanities:

1. Textological studies (mostly linguistic).
2. Factological studies of e-collections.
3. Multi-media objects research (including virtual reconstructions).
4. Impactanalysis of the digital environment on humanities in general [39].
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Digital Humanities in Russia are on the increase and represented by the following
scientific centers and societies:

– “History and Computer” association (AIK) (http://aik-sng.ru);
– Russian Association for Digital Humanities(http://dhrussia.ru);
– HSE Centre for Digital Humanities (https://hum.hse.ru);
– Historical Informatics Department of Moscow State University(http://

www.hist.msu.ru/Labs/HisLab/);
– Department of information systems in Arts and Humanities of Saint-Petersburg State

University (http://arts.spbu.ru/fakultet/kafedry/kafedra-informatsionnykh-sistem-v-
iskusstve-i-gumanitarnykh-naukakh);

– Design and Multimedia Center of ITMO University (http://cdm.ifmo.ru);
– Center for Digital Humanities, Perm University (http://dh.psu.ru).

Digital Humanities have recently been actively discussed in Russia [8, 16, 32, 33,
44]. Several conferences on Digital Humanities were held [1, 10, 14, 20]. Approaches
and methods of Digital Humanities have been actively used by Russian scholars in
various fields of humanities. Results of some studies can be found in [4–7, 25].

Proceeding from the newly developed methods we have conducted a study of the
scientific heritage of the outstanding Russian ecologist, evolutionary biologist and anti‐
biotics researcher Georgy F. Gause by appealing to digital information resources [34].
On the initial stage of the research we have selected digital resources offering instru‐
ments for extracting structured data to be further processed. In the present paper we
offer methods of extracting and processing metadata applicable in the history of science
and science studies.

2 The Use of Digital Data in Science Studies

The application of digital methods in historical studies resulted in the establishment of
a new scientific trend « Digital History”. It was connected with the growth of e-libraries
and e-archives which became important sources of historical studies [16]. At present,
popular Digital History directions are the following [2, 3]:

– virtual reconstructions of objects representing cultural heritage; spatial representation
and establishment of GIS-apps;

– design of new internet resources (digital encyclopedias, dictionaries, atlases etc.);
– application of interactive hypermedia-technologies;
– joint development of internet resources by a professional group.

One of the major research trends of application of information technologies in the
historical studies is the search within digital databases, accumulating huge amount of
text information. The search within such resources implies specific methods and tech‐
nologies, first of all, technologies of searching and extracting certain data. This kind of
technology is known as “text mining” or “data mining” [12, 13, 19, 21, 36, 37, 40].
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These methods are tightly connected to the technologies of textual analysis elabo‐
rated within linguistics [38]. Extracted information is also used to detect consistency
determined by the processing of big data [22, 29, 30].

Visualization of information is of great importance for contemporary humanities as
well. Visualizing bibliometrics and designing spatial representations of historical infor‐
mation on maps with the help of GIS-apps (geographic information systems) have
become routine operations in digital humanities [11, 27, 28, 41, 42].

A more complex approach combining various methods and technologies is applied
in the current studies. Such approach is especially effective in science studies and history
of science when an impact of an outstanding scholar of the past should be estimated.
Various instruments and technologies are used to produce similar methods [9, 17, 18,
24, 26, 31, 35].

3 Objectives

The major objective of the present study is to apply quantitative methods of metadata
processing to scientific publications found in various digital information resources. The
results of quantitative processing are used to estimate the abilities of using digital infor‐
mation resources to analyze the influence of certain personalities and their ideas on the
development of history of science.

To achieve our objectives, we perform the following tasks:

1. Extraction of structured metadata of scientific publications from various digital
information resources;

2. Quantitative processing of the extracted data in accordance with the objectives of
the study;

3. Visualization of the results;
4. Interpretation of the results.

We have concentrated on methods based on relatively simple technologies, so that
the majority of researchers in humanities could use them considering their costs and
simplicity.

4 Methods and Approaches

Our approach includes development of methods and instruments available to an average
researcher with the background in humanities. In the present paper we employ methods
often used in Digital Humanities:

– data search in digital information resources;
– data extraction from digital information resources (data mining);
– Big Data processing.

The methods used can be subdivided into two groups:

1. Methods of data extraction from digital informational resources.
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2. Methods of quantitative processing of the extracted data.

The first group (1) includes:

– Automatic extraction of structured data by means of digital information resources;
– Manual data extraction from digital information resources offering no means for data

export.

The second group (2) includes:

– Selective minimization of metadata sets to achieve a research goal;
– Standardization of metadata sets extracted from various digital information

resources;
– Consolidation of extracted metadata into the united resource.
– Quantitative processing of data;
– Interpretation of the results.

5 Source Databases

The first stage of our study researched the possibilities of applying digital technologies
in the history of science. The major criteria were the representativeness of extracted data
in accord with certain search queries [34].

We selected Georgy F. Gause, who was one of the most outstanding Russian/Soviet
biologists and medical scientists, as an object of case study [15]. Gause was chosen
because of several reasons. First of all, he was a prominent scientist, who lived in the
Stalinist and post-Stalinist USSR and was neither associated with bizarre anti-scientific
currents such as Lysenkoism [23] nor prosecuted. He was scientifically active through
his whole life and enjoyed high credibility in both the USSR and abroad. Second, Gause
published in English in the Western scientific media and was well known in the West.
His major book The Struggle for Existence was initially published in English in the USA.
This allows to compare an influence of a scientist living in an isolated totalitarian society
on science development within and outside this society. Third, Gause was active in
several research fields. He is best known for his contribution into evolutionary theory
and ecology, as a first scientist who experimentally demonstrated the struggle for exis‐
tence. Gause’s law, known as a competitive exclusion principle, proves that two species
competing for a limited resource cannot coexist at constant population values. It is less
known that Gause was also a prominent anti-biotics researcher who developed the first
soviet anti-biotic Gramicidin S in the early 1940s. Our historical objective was to
compare Gause’s influence in the USSR and abroad and to find consistency to be later
explained by traditional means of history of science.

According to our objectives we have estimated various digital information resources
in relation to their ability to offer structured data:

– SCOPUS (http://scopus.com) covering all scientific fields and offering over 22,748
peer-reviewed journals, of which more than 4,470 are full open access.
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– Besides, over 558 book serials are covered in Scopus, accounting for 34,000 indi‐
vidual book volumes, 1.3 million items and more than 138,000 non-serial books
(https://www.elsevier.com/solutions/scopus/content).

– Academic Search Complete (EBSCO, https://www.ebscohost.com/academic/
academic-search-complete) is currently the most complete multidisciplinary data‐
base of scientific publications and includes full texts of more than 8500 journals of
which 7300 are peer-reviewed.

– SpringerLink (http://link.springer.com) is a digital resource of Springer publishing
house embracing more than 2700 scientific journals and more than 4000 publication
series, as well as 100000 books starting from 1842.

The choice of these resources was determined by the following criteria: (1) instru‐
ments of structured metadata extraction; (2) number of records.

Polythematic indexing and abstracting data base Web of Science Core Collection
(http://webofknowledge.com) was not included in our analysis, as it offered only 9
records. However, Google Scholar was included in terms of the possibility to use various
filters, although it does not allow extracting structured metadata.

6 Extraction of Structured Metadata

To extract metadata, we have employed instruments for importing data from digital
information resources. In all systems in question we have used the search query “Gause
AND competitive exclusion principle”. As a result, we received 575 records in
SCOPUS. These records were saved as a CSV-text file (Comma-Separated Values).

After that we explored EBSCO and found 103 bibliographic records. These records
were spread over three pages with 50 records per page. EBSCO does not allow to extract
all results of the search. Due to this fact, we initially saved the results displayed on each
page in a special file and only then imported metadata of publications and united them
into a single CSV-file.

The search in SpringerLink resulted in 462 records. These records were saved in the
csv format as well.

7 Quantitative Processing of the Extracted Data

To quantitatively process the extracted data, we have chosen Microsoft Excel spread‐
sheet. This instrument combines both powerful calculation means for data processing
and possibilities of data visualization. This is necessary to present and interpret the
results. We have imported results from digital electronic resources into separate work‐
sheets. It turned out that all sets have different structure and the order of columns. In
this connection we have determined a minimal set of data necessary for further data
processing.

The following columns were included:

– Item Title
– Authors

138 D. Prokudin et al.

https://www.elsevier.com/solutions/scopus/content
https://www.ebscohost.com/academic/academic-search-complete
https://www.ebscohost.com/academic/academic-search-complete
http://springerlink.bibliotecabuap.elogim.com
http://webofknowledge.com


– Publication Year
– Publication Title
– Journal Volume
– Journal Issue
– Content Type
– Item DOI

All three sets of data (EBSCO, Scopus, Springer) on separate worksheets were
manually arranged in accord with the order of columns. Then, all the data was copied
and pasted on a separate worksheet. The resulting set included 1140 records. Then we
have sorted out the records in accord with the column “Item Title”. It turned out that
there were duplicated records in the resulting dataset. These duplicated sets were
manually removed. The final data set embraced 996 records. For the analysis of the
publication dynamics we have used a pivot table instrument. We have placed data from
the column “Publication Year” in the pivot table. After that we have designed a graph
summarizing rows with similar meaning (Fig. 1).

Fig. 1. Temporal distribution of publications

The pivot table also allowed to classify data in accord to the column “Publication
Title”. By doing this we have selected only journal articles (“content type” = “article”)
by including only journals with more than five publications. The results are presented
as a histogram (Fig. 2).
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Fig. 2. Publication frequency in selected journals.

Finally, we have classified publications in accord with content type (column: Content
Type) using the same method (Fig. 3).
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Fig. 3. Publication frequency by content type.

8 Information Resources Offering Unstructured Metadata

Information resources offering unstructured metadata have a great research potential as
well. The initial search by using the search query “Gause AND competitive exclusion
principle” resulted in the following records:

– OpenDOAR - 6 520 records;
– Google Scholar – 1 710 records excluding citations.

It turned out, that the use of OpenDOAR for further research is impossible because
this information resource does not offer instruments for extended search and additional
filtering of information, as well as a possibility to extract final results.

By contrast, Google Scholar offers a possibility to filter search results. In addition,
this system presents search results by using references to full-text journal articles, tech‐
nical reports, preprints, dissertations, books, and other documents, including selected
web pages that are deemed to be ‘scholarly’ [43]. All the data are collected and indexed
from all sources available.

We used a basic search in Google Scholar to get 1930 references to publications
(with citations) beginning with 1960. Employing a temporal filter, we determined refer‐
ences for each year from 1960 till 2017. Altogether 58 search queries were used. The
results were listed in Microsoft Excel spreadsheet and presented in Fig. 4A.

Since Google Scholar is indexing all available internet resources of scientific publi‐
cations, we used this system to search within Russian-language publications. To do this
we designed a search query in Russian: “* кoнкypeнтнoгo иcключeния” Гayзe. The
symbol “*” was used to replace any word, because in Russian the term “principle” and
“law” can be used interchangeably. This search query resulted in 252 records beginning
with 1984.

The filters allowed to calculate the temporal frequency of publications. The results
are presented in Microsoft Excel spreadsheet and summarized in a graph (Fig. 4B).
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9 Conclusions

Our case study based on selected digital information resources offers several conclu‐
sions.

1. To achieve big data, it is necessary to use as many resources as possible. For example,
the use of only three resources in the present study led to only 13% duplicated results.

2. The achieved results of the quantitative processing of information demonstrated
stable positive dynamics. At the same time, the temporal frequency of publications
per year in three resources employed (EBSCO, Scopus, Springer) correlated with
the data from Google Scholar.

3. The quantitative analysis of journal articles and their distribution in journals allows
concluding that the highest frequency of publications correlated with the following
disciplines: biology, ecology.

4. The quantitative analysis of publications in relation to the publication type allows
concluding that scientific articles embrace 67% of all publications. In fact, the
percentage of articles should be even higher, as many publications, classified as
“chapter”, are papers published in conference proceedings.

5. The comparative analysis of temporal frequency of publications extracted from
Google Scholar demonstrated positive dynamic of Russian-language publications
compared to the dynamic of English-language publications (Fig. 4). This can be
explained by the fact that Russian digital informational resources have embraced
materials beginning with the early 1980s (earliest publication date is 1981). Until
that time Russian-language publications are very scarcely available. At the same
time there are gaps between publications: 1982–83, 1985–89, 1993–96, 2001. Nega‐
tive dynamics from 2014 can be explained by a delay in indexing of Russian-
language publications.

Fig. 4. Frequency of publications per year; data extracted from Google Scholar (A – search query
“Gause AND competitive exclusion principle”, B – search query “* кoнкypeнтнoгo
иcключeния” Гayзe).
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Further development of the current study presupposes an investigation into the
possibilities of the Russian digital databases. Quantitative processing of these data will
allow to compare Russian and worldwide resources in relation to the history of science
and science studies.
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Abstract. The article presents an analysis of the possibilities and limitations of
the use of information and communication technologies, in particular the Internet
of things as an effective tool for artistic and sociocultural practices in the context
of transformations of cultural industries. It is revealed that such radical transfor‐
mations lead to a change in the formats of cultural objects, their content and form.
The prospects of technological development are analyzed and the framework of
interdisciplinary research is set.

Considering two main trends in the field of culture - the fusion of art with
science and the high demand for viewers’ participation in art-projects, we empha‐
size the role of technology in the development of media and focus on the prospects
that can provide the Internet of things. In addition, analyzing the perspectives of
contemporary technological tools as creative tools, we argue that the Internet of
things and derivative technologies can have a strong influence on design, educa‐
tion and culture: today the society faces exponential innovative growth in all
areas, but the most promising among them are those which provide the user with
an active position, ability to provide feedback and an option to become co-author
of the responsive, recipient-oriented projects that engage complex technical
excellence in order to meet the expectations of a contemporary adaptive user,
viewer or student.

Keywords: Internet of things · IoT · The culture industry
Cyber-physical systems · RFID · NFC · iBeacon · Communication society
Creative production · Design · Creative industry · Trends · Contemporary art
Theater · Interactivity · Participation · Immersion · Media art

1 Introduction

Intensive technological development of the society contributed to the activation of the
processes of introducing digital technologies both in the sphere of production and of
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cultural industry. In the cultural industry, this has led to a radical transformation at all
levels: organizational, marketing, technological, substantive, personnel etc. The very
structure and form of the cultural product, which today has a hybrid character and
combines classical artistic mediums and the latest information and communication tech‐
nologies, has changed [1].

In this regard, the problem of application of certain technologies in the cultural
industry, taking into account their opportunities and limitations in use, and indicating
the possible prospects for their development, becomes particularly urgent for a research.
One of the key technologies today we consider an information-communication tech‐
nology of the Internet of things.

In recent years, the flow of scientific publications on the issue of digital technologies
in such areas as economics, medicine, education and other industries has been increasing
[2–10], we also focus on their application in the field of cultural industry. In our article,
we point a scientific niche in which we consider information and communication tech‐
nologies – the Internet of things (IoT) in particular – as an effective tool of artistic and
socio-cultural practices in the context of the development of cultural industries that
require understanding of the possibilities of their practical use in a communication
society.

Cultural industries today have become an important part of the national economy of
many countries, creating an environment for the implementation of creative work, the
introduction of information and communication technologies at all levels of human life
[1]. The leading role in this process today is played by Internet technologies, which not
only accelerate the production and distribution of goods and information and images,
but also create a feedback effect which may not be compared to anything from the past
experience of consumption.

Considering the impact of information and communication technologies in the
cultural industry (including wireless sensor networks, the IoT technology and etc.) we
deliberately avoid extrapolating the problems of their linear development. Our key idea
is that the intense technological development at each phase involves a new plan of
connecting technology with cultural queries of the industry and to rearrange elements
between scientists, engineers, designers and artists. That, in turn, will lead to the emer‐
gence of brand new combined products.

Basing on this, we will focus on the current state of the Internet of things technology
itself, its communicative and aesthetic opportunities in the field of culture, will determine
its capabilities and limitations, and describe the range of tasks that need to be addressed
in the nearest future.

2 Internet of Things in the Cultural Industry

The Internet of Things (IoT, Internet of Things) is a system of integrated computer
networks and connected physical objects (things) with embedded sensors and software
for data collection and reporting, with capability of remote monitoring and control in
the automated mode without human intervention [10–15]. The technology of wireless
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sensor networks, consisting of wireless sensors and control devices is capable of self-
organization with the help of intelligent algorithms, shows large-scale prospects in the
cultural industries. We see them as leading technologies in this field.

In this paper, IoT is understood more specifically as a multilevel system that includes
sensors and controllers associated with specific exhibits, works of art or elements of a
theatre stage, means for transmitting collected data and their visualization, powerful
analytical tools of interpretation of the received information with the capability of remote
monitoring and control in the automated mode, without human intervention.

These technological features make it possible to use the Internet of things as an
effective technology of communication with the consumer in a space of diverse cultural
objects. Nowadays, the production of cultural industries is focused not only on making
objects, but also on the events that enhance our vision, convey vivid impressions and
memorable images, make viewers’ understanding of the world more profound and form
new perceptual habits. This is achieved primarily through multimedia – images, sounds,
tactile sensations and the transmitted texts (narratives) are intertwined to create new
hybrid forms of art.

Due to the unprecedented extension of discursive networks and the accessibility of
content created by the cultural industry, as well as by amateurs, the central place in the
system no longer belongs to an Author but is grasped by a Viewer who independently
makes his “curatorial” choice in the vast field of texts, images and sounds, makes high
demands for the content, and therefore, becomes a driver of creative production [16].
Today these expectations are primarily bound up with interactivity and the immersive
effect of a project, the involvement and engagement of a viewer becomes a quality mark
in the fields of education, art and entertainment.

In this work we distinguish the following forms of cultural objects, each of which
synthesizes an artistic, media and technological component:

1. museums and exhibition spaces;
2. interactive installations (including total ones) in combination with interactive art

objects;
3. theatres and show-programs;
4. interactive audio guides (except museums and exhibitions).

In order to enhance the participation and immersive effect of the communication
process associated with the experience of the cultural object space and immersion in its
content in museums, exhibition projects, theaters, show programs, the Internet of things
technology gets associated with the management of light, sound, stage, impressions and
experiences of the viewer.

Communication with the audience takes on a synthetic character which allows to
broadcast the main content of the cultural product with the greatest accuracy and effi‐
ciency. A person receives information through five sensory organs: eyes (vision), ears
(hearing), tongue (taste), nose (sense of smell), skin (touch, tactile sensations, etc.).
Today it is partially possible to carry it out by the means of the Internet of things.

Light control takes place through lighting electrical systems, automated laser
systems and led technologies with program control and wireless communication.

148 U. V. Aristova et al.



Sound management takes place through analog and digital amplifiers, sound
recording and broadcasting, modern audio systems capable of synchronizing with on-
premises or cloud services.

The stage in the theater is a set of controlled stage elements, such as curtains, scenery,
created manually or with the help of digital technologies, mechanized stage space, etc.

Impressions and experiences of the viewer are associated with the ability to partic‐
ipate, change and even create the development of the plot of any play. Depending on
the physical abilities of the viewer, theatre venues can radically change the classical idea
of the theater itself.

During a visit to a museum or exhibition space the sequence the viewer’s visual
range, which includes works of classical and modern art (paintings, sculptures, art-
objects, installations) is of particular importance. In some cases, visual impact can be
complemented by tactile sensations, the impact on the olfaction, vestibular system, etc.

Thus, with the help of the listed systems and processes, it is possible to design a new
reality and form a space with specified characteristics and properties. This will help to
attract the audience, increase the number of visits to cultural sites and develop the
cultural industry in the direction of the art of the latest media.

3 Opportunities and Limitations of Internet of Things Technology
Application in Cultural Objects

Owing to this accelerating trend of interdisciplinarity, cultural industries attract an
increasing number of diverse specialists, including experts in the field of high tech‐
nology, scientists, engineers, the merging of cultural strategies and scientific methods
is clearly illustrated in such a striking phenomenon of the present, as media art.

Every day we are being struck by streams of images, but if in the information society
it was in the mode of one-way broadcast, in the modern communication society social
patterns have developed in such a way that the individual requires reaction, feedback in
various forms, from “likes” and votes to participate in serious discussions. In the 20th
century, the cultural industry has taken such a form, that main objective was a creation
of the immediate effect of ecstasy, but today the developers of product faces new chal‐
lenges: to arouse the viewer to a dialogue. The combination of these two goals requires
investments in high technology, with which it is possible to create impressive media
projects in formats never seen before. It is noteworthy that for the first time these tasks
were set by artists who in the 1960s focused their attention on creating interactive envi‐
ronments and communicative situations (actions and happenings), where it was impor‐
tant to bring the viewer out of the state of passive absorption of images, to invite them
to become co-authors in the creative process. Media art and the art of the latest tech‐
nologies in 1970–1990s also as one of the key artistic strategies placed the emphasis on
interactivity [17]. Today, this method of communication with the audience integrated
into projects in the field of mass culture, and it should be noted that the speed with which
the industry of entertainment combines formal findings and methods of contemporary
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artistic practices is getting higher every day. The innovations presented at major inter‐
national exhibitions such as Documenta or Arts Electronica, are almost instantly
included in the toolkit of the cultural industry.

Within the diversity of institutions, museums and art galleries occupy a special place;
today, they have a new, more flexible structure than before and their role goes far beyond
the classical understanding of museum as a guardian of national heritage, nowadays a
“new museology” is developed [18]. Participation sets one of the most important trends
in the evolution of not only museums, but also cultural institutions in general: all insti‐
tutions – from film clubs to libraries and archives – seek to engage the viewer in a
dialogue and active exploration, to offer one the role of a partner and even co-author of
cultural events [19].

Elements of the IoT technology are already quite actively used for the organization
of exhibitions. In this vein, such technologies as iBeacon, RFID and NFC are the most
widely used at the moment.

The technology of placing Bluetooth beacons (iBeacon etc.) around the perimeter
of the exhibition space and close with the exhibits allows to organize visitors’ local
positioning as well as their indoor navigation. The tracking of users allows to not only
effectively organize an exhibition space (identify the most popular routes around the
exhibition space, total time of visit), but also to obtain data on the amount of time spent
in front of certain exhibits, and accordingly, to track the level of interest in specific types
of exhibits. The collection and analysis of the listed data may contribute to decision-
making aimed at improving the efficiency of the exhibition space and in some cases
increase incomes. A combination of technologies based on Bluetooth beacons and Wi-
Fi positioning is used quite often to improve the efficiency of local positioning. This
technology is widely used to increase the level of sales in shopping centers and malls.

In museums, such beacons automatically deliver the content depending on the zone
the visitor is in. Sensors, placed in different parts of the exhibition space, interact with
mobile devices (audio guides and smartphones with established museum applications)
and activate specific content when approaching the desired location in space. The appli‐
cation of Bluetooth beacons can be found in the Metropolitan Museum [20], the
Guggenheim [21] in New York, the Museum of Rubens [22] in Antwerp and in Russian
Multimedia Art Museum Moscow (MAMM) where a successful implementation took
place in 2015 [23].

RFID (Radio Frequency Identification) is a method of automatic identification of
objects by radio signals which are read, recorded and stored in so-called transponders
or RFID-tags. In fact, the emergence of RFID technology was the starting point for the
development of the Internet of Things. In museums, visitors are given cards (similar to
transport cards) or bracelets with RFID tags. They allow you to control the number of
viewers, time of visit, to rank items on the basis of marks; it means that if the visitors
like the object, it is possible to attach your bracelet to the scanner next to it, and your
“voice” will be taken into account. This technology is used in the collection and analysis
of users’ behavior and adoption of appropriate solutions to improve the efficiency of the
organization of the exhibition space. RFID is used at the Cleveland Museum of Art [24],
Science Museum The Exploratorium (San Francisco) [25], and in Russia the technology
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in this role was implemented at the exhibition of high technologies SMIT [26] in
Moscow.

Near field communication, NFC (Near-Field Contactless Communication) is a tech‐
nology for wireless data transfer of small radius of action which enables the exchange
of data between devices over a distance of about 10 cm. In Russian museums, the NFC
technology is not as widespread as abroad. In the world, NFC is used along with QR
codes, for example, in the Australian Museum, Sydney [27] or the Museum of London
[28]. NFC tags are placed next to the objects and paintings, and a mobile device with a
special chip (a smartphone or a dedicated audio guide), reads the label, gives users access
to the content in the form of images, videos, texts and links.

The abundance of recipients and consumers of cultural industries makes special
demands to the formation and design of such facilities. Working on a concept, designers
and artists are now modelling a behavioral situation with a person in a particular semantic
field. Everything that happens in «the project» one strongly feels, he lives it through
plunging into the exhibition venue where the set affects all senses and enhances the
immersion. It is worth considering that in addition to educational and informational
influence, visiting a museum or exhibition intends to optimize the emotional state of a
person. In fact, one’s state at the beginning of the visit can be easily changed at the “exit”
by means of the appropriately organized space [28]. The exhibition itself and exposed
objects are the effective tools for such changing, tuning. The emerging recipient’s
condition is influenced by various factors: perception of works in classical forms of
visual and plastic art, as well as visual content, time, the use of light (light installation),
sound (sound installation), fragrances, touches and etc. The overlay of technology and
blend of different mediums on the visual content in accordance with the given scenario
forms a special atmosphere of immersion and participation at all levels of perception.

4 Participation and Immersion: The Communication Process in
Various Forms of the Cultural Projects

In order to present the “landscape” of interactive cultural products with the greatest
completeness, we will follow below as the task of enhancing immersion and participa‐
tion was solved in the previous period of the cultural development (based on the material
of contemporary art of the 1960s–2000s) and what role technologies played in this
process, and then turn to the examples of recent years.

The problem of participation holds a central place in the discourse of contemporary
art in the 1960s due to the development of Neo-Dadaism and Fluxus, the philosophy of
which presupposes blurring of the boundaries between art and life. Artists criticized
rigid forms of art establishment, creating works not for sale on the art market, but for
immediate impact on a viewer that no longer was separated from the artist by insur‐
mountable border. The work of art ceases to be autonomous and distracted, it goes “off
the pedestal”, becomes open to the viewer, and interactive [30, 31]. Minimalist, post‐
minimalist and neodada objects have become the first striking phenomenon of this kind,
that influenced the viewer not like a traditional sculpture which has to be understood on
the level of its subject (narrative), but as material bodies present in the same space as
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the body of the viewer and thereby forcing him to pay attention to his own presence and
also to abolish habitual schemes of behavior, to deconstruct patterns of perception [32].
The degree of participation was drastically raised by Allan Kaprow in the invented
format of happening, which was in fact not the inspection of art objects, but adventure
of spectators in a specially arranged exhibition space (A. Kaprow, “18 happenings in 6
parts”, 1959; “Yard”, 1961).

Soon the interactive component of an art work became closely related to the use of
modern technologies. In the early 1970s, video was the most up-to-date one and artists
made use of its main innovation – the effect of feedback – to create installations, key
elements of which were a camera-screen closed circuit on which the captured objects
were projected. A viewer standing before the lens was literally facing himself in such
an estranged reflection, seeing, however, not a mirrored, but a converted reflection, and
it made him feel the aesthetic distance from his image and at the same time experience
his own here-and-now presence. Such works were created by Peter Campus, Bruce
Nauman, Dan Graham and other artists, they sought to maximize the use of a viewer’s
body and therefore organized extended space around the camera-screen system in which
a viewer could move then receiving both visual and motor impressions. A contemporary
art researcher François Parfait emphasizes that an interactive installation is always “a
construction in space and of space” [33].

The next step in the development of interactive works has become the use of the
computer and the Internet in such projects as “Zapping Zone” (1990–1994) and “Imme‐
mory” (1996) by Chris Marker, where in the gallery space the artist placed dozens of
monitors, creating a polyphono-chaotic flow of information, where the viewer is already
occupied not with contemplation, but with search-oriented activity, attempting to pave
their way in this saturated audiovisual field. The metaphor of the way is made play by
Jeffrey Shaw in his interactive installation “The Legible City” (1988–1991), where the
viewer was asked to ride a real bike, the movements of which were recorded by special
sensors and transformed into a journey through the virtual city, which was shown on the
screen.

The 2000s are characterized by the creation of responsive interactive environments
through the use of motion sensing technologies. Focusing on the behavior and bodily
reactions of a viewer, the artists create interactive works the aesthetics of which is based
on contact and figuratively given feedback (“Probe” by B. Debacker 2008; enactive
cinema by P. Tikka 2005, virtual reality video).

The next step taken by artists and designers is creation of virtual environments where
a viewer may experience a state of maximum immersion and influence the world
designed by the author (“Bjork Digital” 2017) as well as create interactive environments
in real exhibition space with the help of wireless technology. Single works, as well as
environments are responsive to the presence of the viewer, consisting of a series of
elements that interact by the principle of Internet of Things and will form a new stage
of aesthetic development of the feedback phenomenon as a way to strengthen partici‐
pation, likewise, awareness of the viewers, their sense of themselves as elements in a
living system of the world.

The development of information and communication technologies in this regard is
the driver of the transition to participation projects and immersive artistic solutions,
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allowing to transfer the aesthetic experience to a new level. No doubt the cultural
industry supplies products of different quality and purpose, and all of the above-
described technology and artistic techniques are often used as a banal theme, however,
we set ourselves the task to show that these same technologies and techniques in the
hands of an artist can be a tool to create such “art”, which will require the active intel‐
lectual and spiritual work of the viewer, his/her inner transformation. In particular the
Internet of things, as will be shown further, is the technology allowing to solve one of
the most actual problems of both modern art, and culture: the problem of art creation
not “for all”, but “for everyone”, or, in P. Virno’s terminology, for «masses»  [34].

Modern theatrical performances and other show programs also abound in a variety
of devices and sensors that can be organized online. The most striking example is light
costumes, combining modern light technology, Internet of things technology and theater,
a variety of optical effects. Modern virtuoso juggling and twisting of neon props,
combined with bright space suits creates a futuristic atmosphere. The technology of
“cold neon” is used to create such an effect: an electro-luminescent wire covered with
a phosphor that shines in an electromagnetic field. Each suit is a complex multi-channel
light system handmade. Costumes depending on the requirements can be controlled
wirelessly transmit Bluetooth data [35], ZigBee [36], Wi-Fi [37] or even to organize a
body network standard (Body Area Network, IEEE 802.15.6 [38]). The microcontroller
costume program can be loaded both written for each dancer, implying the performance
of certain synchronized with lighting effects costume dancer movements and dynamic
software system that analyzes the position of the dancers relative to the scene and each
other, as well as having the ability to dynamically adjust to the style of dance (for
example, freestyle). In the first case the choreographer thinks over not only movements
for each participant, but also sequence of when what detail of a suit has to be lit. A
separate application on the PC synchronizes the operation of all controllers with music
— all this is calculated to milliseconds. The second case is more suitable for improvised
performances and dances, but has a high complexity of implementation [39, 40].

An example of the use of light costumes is the theater of light performance “Svetlitsa”
[41], which arranges not just dance numbers, but dance and theatrical performances.
Light performance theatre “Bright faces” uses its own technological developments,
including programmable micro-controllers that allow you to control the led costumes
with neon elements and inflatable constructions, creating a complex, self-organizing
network with the ability to control different elements of the systems depending on the
specific situation. In this case, specialists program lighting effects for each costume and
art object individually. The program is transmitted to them in real time synchronously
with music and video installations in accordance with the Director’s idea.

Another example of the use of light costume is the Prague Black theatre or the Theatre
of light and shadows [42] - a new unusual kind of theatre art, based on the play of light
and shadows, with the addition of bright color effects. Black scene, actors in black
costumes, “reviving” stage props. There are no words, there is only music, pantomime
and acting plastic. This theater embodies the idea of harmonious synthesis of shadow
theater, music, dance, pantomime and modern information technologies in order to give
the audience aesthetic pleasure. Perhaps because there is no language barrier character‐
istic of drama or Opera, the IMAGE theatre has become surprisingly popular among
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tourists from all over the world, and tickets for its performances are booked in advance.
More than 7000 performances played and almost one and a half million spectators within
twenty years, this is not the only scale of the success of the theater.

Today, classical stage scenery is traditionally associated with theatrical, circus or
cinema decorations that imitate reality or create a new one — depending on the artist’s
idea. But over the past couple of decades the technology of video removal penetrates in
stage scenery more and more. Modern video technologies can create great entertainment,
but at the same time they are on the way to simplify the technical component of the use
of scenery in the theater or show. In this regard, the market of today’s theater follows
two main trends that directly affect the scenography of the play: the first – the use of
multimedia technologies; the second – the use of complex mechanized/robotic structures
together with lighting effects. In other words, many performances undergo fundamental
changes aimed at the “wow-effect” on the part of the viewer, which is easier to achieve
with the help of scenography than through an intricate plot. An example is such a tech‐
nology of creating stage space as Black box theater [42], which is a mobile and flexible
system not only for organizing stage and working space, but a rather complex mecha‐
nized system with a huge number of sensors and actuators connected to each other with
the help of Internet of things technologies.

Internet of things technologies in combination with virtual and augmented reality
technologies in the cultural industry solve the actual problem of finding and revealing
new ways of communication between the audience and the theater.

Two years ago, the Parisian Comedy theatre (Théâtre Le Comedia [44]) held the
opening of the next season under the slogan “Breaking language barriers!”. A pair of
augmented reality glasses, connected to the Internet, helps spectators who want to enjoy
the French theater, but do not speak the language. Thanks to this device, everyone can
see the English or native translation of the phrases spoken by the actors.

In addition to the augmented reality (AR) [45], the theatre uses virtual reality (VR).
In the traditional sense it is, of course, rather a film, because there is no direct contact
with the actors, but the new genre to the theater is very close. First of all, due to the
effect of presence, when the viewer is inside the action. In addition, if in the cinema our
mind is manipulated by the operator and the editor, while in the theater the viewers
decide what to pay their attention to: to the actors, to the scenery or to the neighbor. The
same freedom is given to the viewer in the VR-production: the viewer can at least ignore
the whole performance of the characters and look at the sky above his head. In more
complex productions, the audience is not even limited to a static position in the chair,
but allows you to navigate the virtual world — which is already close to the now popular
immersive performances. A serious problem for the development of VR theaters and
productions is the imperfection of communication and data transmission technologies
for VR helmets and virtual reality glasses. Due to the low speed of streaming data trans‐
mission at the network level, it becomes impossible to organize collective interaction in
VR-theater space or staging, which from the point of view of the network architecture
is the inability to create a wireless network within the concept of the Internet of things,
the nodes of which are VR-helmets. These restrictions are currently being solved by
many leading companies, such as TPCast [46].
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The theatre is in itself an art, the art of the real and rich, and, therefore, the virtual
reality of the sometimes to anything. However, thousands of people around the world
have limited physical capabilities, which often prevents them from touching the beau‐
tiful. It is obvious that in this case, the development of technology works exclusively
for the benefit of physically challenged people, helping everyone to hear and see the
play as it is perceived by a healthy person. Today, the development of personal screens
with subtitles, augmented reality glasses, personal audio headphones and even remote
broadcasting in virtual reality serve people with disabilities, breaking the boundaries
between art and disease of each of us.

The IoT is used not only for the organization of the exhibition space but also for
improvement of the effect of immersion due to the total automation of the exhibits and
staging during the whole visit to the exhibition space. The main task is to collect and
analyze data coming from both the interactive exhibits at the exhibition, and visitors.
The analysis of extensive data from exhibits is connected to the network and operates
within the framework of the concept of the Internet of Things solving the following
problems: the detection of faults or partial failure of equipment used at the exhibition;
remote monitoring of equipment status in real time on a PC or mobile device; predicting
and foretelling of a malfunction or partial failure of the equipment; automation of power
systems, the procurement process, scheduling, logistics optimization, control and main‐
tenance by predicting results. The solution of these tasks leads to a change in an
employee (from an agent to analyst-controller intervening in the process in exceptional
cases) and a significant reduction of economic losses due to untimely identified and/or
predicted situations of failure or accident.

5 Prospects for the Development of New Technologies in the
Cultural Industry

Having considered the application of the IoT technologies in the cultural industry, we
finally arrived at the conclusion that the inferences we draw, lie in different planes of its
functioning.

It is obvious that the Internet of Things is currently effectively used not only to
improve the performance of the global digital economy and cultural industry as an inde‐
pendent region. It is an effective technology, the use of which results in increasing
immersion of exhibition spaces and museums, as well as strengthening the communi‐
cation “dialogue” component, which in turn affects the achievement of a qualitatively
new level of development of commercialization models in the field of art that can be
interpreted as an absolute trend. In this regard, we can identify a number of trends that
will determine its development in the near future.

Owing to the growing trend of interdisciplinarity, cultural industries attract an
increasing number of diverse specialists, including experts in the field of high tech‐
nology, which can be seen on the example of such a bright phenomenon of our time as
media art.

It opens up prospects and the fact that the artist, the designer and the curator know
the possibilities and limitations in the use of information and communication
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technologies, including the Internet of things. It is well known that artists and designers
were among the first to react to technological breakthroughs. Experiments with the
digital medium were carried out by them for decades before the official digital revolu‐
tion [17].

Obviously, the possibility of their use has great potential and exceeds existing limi‐
tations. At the same time, we take into account that in due course any technology shows
its limitations in use when new challenges arise. The emergence of new tasks is asso‐
ciated with the emergence of new cultural practices, scenarios of interaction with the
environment and communication with the audience.

We assume that possible applications of the IoT technology in the cultural industries
lie in the way to use them as an effective means of communication with the audience.
Here we distinguish two strategies:

(1) an institution collects data about the activity of visitors using the latest technologies,
and this information is used to improve the efficiency of the project;

(2) with the help of the latest technology, the viewer gets the opportunity to get engaged
in a dialogue with the authors of the project, to set up the exhibition space upon
one’s needs or share his opinion about the exhibition.

If the first strategy is an elaboration of the classic methods of cultural institutions
working with the audience (mandatory option), then the second trend is part of a general
movement towards democratization of culture. Exhibition space or a separate exhibit
“responds” to the appearance of the viewer and through this engages him in a dialogue,
in intellectual work, in a game, the result of which will be a valuable experience, unique
to each viewer. In other words, the Internet of Things can be used as a monitoring system
or as a tool to shape out single (depending on specific qualities of the viewer) “texts”,
addressed not to the crowd, but to everyone personally. It seems that in the framework
of the development of communication society this type of cultural products will have
great value.

As the communication society develops, the future acquires the characteristic of
invariance, presenting to the person more changeable than in previous years [47]. And
this, in turn, leads to a new understanding of the communication process, which should
become plastic, that will contribute to the evolution of traditional processes of interaction
with the audience. From the point of view of the art theory this example leads culture
to function in “the death of the Author” mode: a monologue is replaced by a dialogue
with the audience. It is through dialogue, through the recognition of the uniqueness of
each personality that cultural industry can make a major and long-awaited turn from the
formulaic mass production to producing multi-faceted art for the multitude [34].

The presence of a variety of branches in the development of both technologies and
cultural practices enhances the trend of nonlinear development in these areas. High
probability to face a situation, when tested starting from socio-cultural practices of the
artist, designer and curator will order a technology before the current one will put a limit
and it sets an independent vector of technological development.

At the same time, there are a number of problems at the level of collaboration in the
field of technological development and production of cultural products, innovation
management: the lack of a common established terminology understandable to
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representatives from different industries, the minimum number of common projects,
insufficient understanding of the end result in joint activities, the fragmentation of
professional interests and goals.

Worldwide, there is an acute shortage of qualified professionals with comprehensive
training in the field of the Internet of Things and cyber-physical systems, as well as
specialists, programmers and engineers capable of working at the interface of technol‐
ogies in various fields of activity. In liberal education designers and curators of exhibi‐
tions must be also provided with structured knowledge about the possibilities of new
technologies to expand the semantic field and enhance the emotional impact of the
exhibits.

Obviously, it is needed to expand the possible applications of wireless technologies
and sensor networks to create full-functional and actual objects of the cultural industry.
There is a number of barriers to widespread the technology of the Internet of Things,
including considerable financial and time expenditures in order to implement it in
museums, there is also a lack of the amount of energy converted from the external
environment which is essential for monitoring complex equipment and periodically send
the information to the data center. Active development and practical application of the
concept of the Internet of Things inside the cultural industry with the aim of commer‐
cialization of the objects become the leading driver of this process and will contribute
to its rapid implementation.

6 Conclusion

Radical transformations of the cultural industry have influenced both the structure and
form of the modern cultural product, in which today traditional and innovative
approaches are organically combined. The spread of information and communication
technologies has led to the need to change the traditional patterns of creating a cultural
product, taking into account the peculiarities of the communication space in the cultural
industries.

The instruments of enhancing participation and immersion become technologically
more advanced and accessible, so it is natural that the space of socio-cultural practices
will become more personalized and interactive.

The diversity of technological solutions increases the competitiveness of contem‐
porary cultural objects in the market of cultural industries. Both entertainment and
psychological aspects of the cultural object are becoming increasingly important regard‐
less of its format.

Thus, we may conclude that the fundamental change in communication processes in
cultural facilities has resulted in a substantial transformation that needs to be further
integrated and interdisciplinary analysis.

In an attempt to frame the future of the research field, we identify a number of tasks
that need to be addressed in the nearest future on the interdisciplinary basis.

1. Foresight - research of prospects of cultural industry development and transfor‐
mation of its objects with the use of information and communication technologies
in the digital economy;
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2. Carrying out systematic research on the integration of new technologies in the
cultural industry;

3. Comprehensive analysis of requests and visionary projects that humanitarian
professionals can submit to scientists, engineers and programmers;

4. The creation of laboratories and research groups which will develop the collabo‐
ration of scientists, technicians, curators, artists, etc.;

5. Harmonization of terminology and lexical correspondences in order to improve
professional and scientific communication;

6. Preparation and implementation of joint research in the field of digital Humanities
(DIGITAL HUMANITY) and breakthrough interdisciplinary projects based on
research data;

7. Development of classification of projects that can be implemented in the field of
culture with the help of Internet of things technology, technological monitoring of
this area;

8. Analysis of psychological and social impact of such projects, processing of feed‐
back;

9. Quantitative evaluation of the IoT projects emerging in cultural industry;
10. Qualitative evaluation of the impact such projects have.

Together, these tasks become part of a unified communication process at the level
of determining the directions of development of the cultural industry, education, science,
art and design for the coming years. It seems to us that the use of the latest technologies
in the sphere of both mass culture and contemporary art can go far beyond the simple
“attraction” (which is the case today) and open up the possibility of creating new forms
of communication and relations in the system of “artist-piece-viewer”. We believe that
the introduction of the Internet of things technology, used to expand art mediums, can
be the key to the creation of impressive art projects, not only spectacular and enter‐
taining, but also those that will strengthen the democratic component in contemporary
art. The latest technologies may open the way not only to new messages, as we can
assume recalling M. McLuhan, but also to new kind of experience. As we have argued,
it can be the experience of understanding an audience as a “multitude”, and each viewer
– as an individual with its own creative initiative. In today’s economy, where mechanical
work is less needed and a creative approach to solving problems at all levels is more
and more appreciated, the experience of transferring cultural industry projects to the
tracks of co-creation and participation can become a way of radical transformation of
society in the direction of more relevant life strategies. Solving this problem, of course,
will require systematic work, including both relevant interdisciplinary re-search and the
formation of creative laboratories where artists and technicians will be able to take the
contemporary challenges together. We invite all interested parties to perspective inter‐
disciplinary cooperation in the field of understanding the processes of practical appli‐
cation of information and communication technologies in the cultural industry.
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Abstract. In this study authors examined the growing role of the process of
global academic mobility for the situation of professional staff preparation for the
new conditions of growing global market. The requirements for the system of
education lie in the field of searching and suggesting new approaches and tech‐
nologies to solve this task, in particular, to find ways of teaching English academic
discourse as it is the tool of communication in academic and professional envi‐
ronment. At the same time, nowadays many ESL teachers are studying the ways
of implementing online courses into classroom education. This ongoing paper is
devoted to the theoretical and experimental study of different models integrating
online and offline education for this purpose and for students’ preparation for
effective usage of various genres of academic discourse in the English language
as a language of global communication. The findings revealed the growth of
various types of competences necessary for global academic mobility.

Keywords: Globalization · Internationalization · Global academic mobility
Digital education · Integration · Online education · Offline education

1 Introduction

With the development of the processes of globalization and the internationalization of
the economy and business, a new goal has arisen before higher education - the training
of professional staff able to work effectively in the changed conditions of the global
market. For this purpose, the programs of global academic mobility are becoming more
and more popular. Thus in 2017 the 39th Session of the General Conference of UNESCO
adopted a document which gave the green light to continue the work on UNESCO’s
academic mobility convention - the Global Convention on the Recognition of Higher
Education Qualifications, which underlined the importance of this idea for the whole
world.

Despite the extensive growth of international students participating in the programs
of academic mobility which is really becoming global, the scientific issue of this
phenomenon has only started to be under detailed investigation. Different scientists try
to analyze the importance of global academic mobility from various points of view. On
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the one hand, they study the ways of expansion the curricula for effective training of
students and professors in foreign partner universities improving the level of education
in general. On the other hand, and this idea is very close to us, they try to investigate the
process of global academic mobility as a factor eliminating the barriers to the interna‐
tional movement of educational services, intellectual products and human capital,
strengthening international ties of universities, the formation of international consortia
of universities, the growth of homogeneity and continuity of the world educational space
[1]. The development of this interpretation of the phenomenon of global academic
mobility is directly connected with the problem of searching for new approaches and
methods of students’ preparation for participation in these programs. Our suggestion is
to come to the task of integration of online and offline education and to prepare student
in various genres of academic discourse in the English language as a language of global
communication, which in return will help them to become active participants of inter‐
national programs and develop intellectual product of global society.

For this regard, a special research is needed. The first idea of the research is to
evaluate the theoretical position of two interconnected scientific spheres: of global
academic mobility and possible models of integration of online and offline education
for students’ preparation, and the second to observe the results of experimental teaching
of students.

The paper presents preliminary results of the experimental research, aiming to
develop the level of students’ competences in different genres of academic discourse in
the English language.

The paper’s content is structured as follows. Firstly, we conduct a literature review,
providing different viewpoints on global academic mobility and integration of online
and offline education. Secondly, we describe the procedure and results of our experi‐
mental education and give their interpretation. In conclusion we summarize our findings.

2 The Global Academic Mobility and Integration of Online and
Offline: How Are These Two Concepts Interconnected?

The concepts of academic mobility and global academic mobility are closely connected
with such scientific idea as internationalization of education, which appeared in the
90s years of the XX century. Many scientists agreed that today the development of the
internationalization of higher education is under the influence of objective trends of
internationalization and globalization of economic life, implying the inclusion of an
international intercultural and global dimension in the goals, methods and tools for the
provision of higher education [2].

But at the same time it is quite clear that different approaches to the interpretation
of the notion “internationalization of education” and even “international universities”
could be found. Firstly, when this notion appeared (Scott, 1994, Sadlak, 1998) it was
evidently used only for formal defining of the universities as more competitive than the
others. The distinctive marks here were correlated with the number of foreign students
or professors at this or that particular university. Further on the situation was radically
changed. Nowadays the greater part of the researches in this sphere: Jane Knight [1],
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Hans de Wit [3], Minna Söderqvist [4] and others are defining the internationalization
as a change process leading to the inclusion of all international dimension in all aspects
of its holistic management in order to enhance the quality of teaching and research and
to achieve all the desired competences [3].

The role of internationalization of education is nowadays passing from its connection
with contribution to country-wide growth and innovation to influence key areas of the
world and global development [5].

These ideas of the final goal of internationalization to influence the global develop‐
ment through global and transnational projects where joined together intellectual, tech‐
nological and economical recourses from different countries and universities are collab‐
orating is a brand new trend in the development of this concept. There is an increase of
transnational education institutions [6].

The forms of transnational education are becoming different and include various
forms of academic mobility: from traditional mobility of students to a number of univer‐
sities having very close net programs to ‘any education delivered by an institution based
in one country to students located in another’ [7]. In this case more often we can speak
about branch campuses, off-shore degrees, virtual universities, and distance educa‐
tion [1].

In other words, we speak about global academic mobility as an instrument or as a
dimension of internationalization [8].

At the same time, we agree with those authors who argue about small enough amount
of students participating in these programs in comparison with the whole number of
students. “If internationalization is as high a priority as policy makers and higher educa‐
tion internationalization (HEI) leaders affirm, mobility must be greatly expanded”
(Erasmus). In the report of this organization we found the following statistics: there is
steady growth in mobility of degree seeking students: – In 15 years (1999–2014) the
number of mobile students more than doubled from 2 to 4.3 million, but in the same 15
years total student numbers grew approximately equally: from 94 to 207 million, which
gives the following conclusion: growth in absolute number of mobile students, no
growth in proportion to all students – stable at 2%.

Due to these data and the results of theoretical investigations and empirical obser‐
vation we came to the conclusion that one of the reasons of non-growing percentage of
students participating in the programs of global academic mobility is not high enough
level in their English language preparation in different genres of academic discourse
which is used as a means of intercultural and professionally-oriented communication in
foreign countries. The proof of this empirical research will be described in the next part
of this article.

Our idea is supported by some European scientists who connect language teaching
and learning with internationalization agendas because these are in turn driven by
government agendas [9].

Now we would like to say some words about the so-called digital education which
is becoming more and more popular in the digital society. Speaking about the wide
development of distance education for the purposes of internationalization we should
take into account the methodological advantages of integration of big opportunities of
online education and our traditional ones which are still popular and demanded.
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Recently a very famous phenomenon of mass open online courses (which in this
work are designated by the term “online courses”), for which the set of platforms is
created. There is an opinion that MOOC are the books of new generation containing
videos, interactive tasks and a social component which at the same time “read” tens of
thousands of people. It is obvious that online courses cannot replace completely classical
higher education for a number of reasons. The task of the teacher consists in reasonable
use of the Internet resources during the classroom work and to help students to organize
their self-study minimizing or eliminating negative or useless role of incorrect integra‐
tion of online courses into the process of traditional offline education.

Our research was concentrated on the development of possible models of integration
of online and offline education for students’ preparation in the sphere of English
language academic discourse which will in its turn prepare students to participate in the
programs of global academic mobility.

Many Russian and foreign scientists, such as N. Burmakina, L. Kulikova, A. Gillett,
K. Hyland, and others, study the concept of academic discourse, its genres, constitutive
and linguistic features of its oral and written forms. According to K. Tsymbal, academic
discourse is a type of institutional status-role communication, participants of which are
teachers and students, members of the scientific community, who must communicate in
accordance with the norms of speech behavior adopted in it, in the educational and
scientific situation of communication [10]. R. Patterson and A. Weideman state that
academic discourse comprises all spoken and written activities connected with academia
[11]. The functions of academic discourse are exposition, clarification and conclusion,
therefore authors of academic texts are required to explain, define, compare and contrast,
classify, conclude, etc. [12]. Spoken and written forms of academic discourse have their
own features, which differ this type of discourse from others. Specific features of written
academic discourse include:

1. Analytical, objective presentation of the material.
2. An impersonal, formal style of exposition.
3. Lack of colloquial and slang vocabulary (including, limited use of phrasal verbs).
4. Accurate use of vocabulary.
5. The use of specialized vocabulary, acronyms, abbreviations, passive verbal

constructions, complex and impersonal sentences [13].

In terms of its distinctive characteristics, oral academic discourse has about the same
set of linguistic and grammatical features as written form of academic discourse [14].
However, in oral speech there is a certain weakening of the formalities, which is caused
by decrease in the number of complex sentences, more frequent use of first person
pronouns, verbal constructions, lexical repetitions.

Among the genres of academic discourse is a lecture, seminar, essay, abstract,
presentation and others. In this paper we dealt with those related to the curriculum of
the discipline “English for Academic purposes” at the 1st and 2nd course of technical
faculties at Peter the Great Polytechnic University, namely a comparative essay, lecture
notes, a description of illustrative material (graph, chart or table) and an academic
presentation. Each of the genres has its own structure and specific characteristics.
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One of the most popular genres of written academic discourse is essay. In her paper
A.G. Martynova defines the term essay as “an integral, coherent, logical, organized
written work on a given topic in a limited scope, with the aim of demonstrating the
competence of the author in a certain field by proposing a thesis and its proof/explana‐
tion”. It is also added that ideas presented by the author in the essay are generated on
the basis of the processed or reproduced information from the texts of other authors, and
the style of presentation takes into account the lexical-grammatical and logical-compo‐
sitional features of texts created earlier within a certain discipline [13]. One of the
important characteristics of an academic essay is the type of rhetorical function that it
performs. The rhetorical function specified in the writing instruction or in the title of an
essay determines its purpose and type. Among the rhetorical functions (or cognitive
genres) of an academic essay is description, narration, comparison and opposition, and
others [15].

Academic essay is characterized not only by a clear structure, but also by a specific
register, which is determined by the peculiarities of the context of this genre - the author
demonstrating their competence, the discourse addressed to the teacher, and also the
formality of writing [16].

The genre of a lecture in an academic environment is no less important than an essay.
Characteristic features of this genre are the use of special lexical and grammatical
elements that perform different functions, for example, encouraging students to talk,
ask, confirm, disagree and others [17]. Each lecture has an organizing component, the
share of which can vary. Among the organizing markers of the lecture N.G. Burmakina
distinguishes the following: markers of expression of author’s opinion, markers of cita‐
tion and compositional signals, which help listeners orient themselves during the presen‐
tation [18]. Knowledge of the structure of the lecture and English-speaking identification
phrases will help students navigate in the monologue of a teacher, highlighting the main
points and predicting the content of a lecture.

One more genre of academic written discourse is the description of illustrative
(graphical) material (describing visuals). The presence of tables and graphs in the text
is one of the specific features of academic written discourse, and their description is
characterized as a separate genre. The elements of the structure of this genre perform a
number of functions, each of which is characterized by certain lexical and grammatical
features: complex sentences, nominal constructions, use of times, vocabulary illustrating
the growth and decline of tendencies, comparative and superlative degrees of adjectives.
Knowing these features will allow students to choose the most relevant grammatical
constructions and vocabulary to describe the schedule [19].

Academic presentation is used in almost all genres of oral academic discourse: a
report at a conference, at a seminar, lecture, defense of a thesis, etc. In accordance with
the classification of A.V. Oljanich, academic presentation combines the characteristics
of scientific (information transfer), professional (the transfer of skills and abilities),
pedagogical (the transfer of knowledge, historical, spiritual and cultural values) and
presentation (self-presentation) discourses [20, 21].
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3 Method and Procedure

3.1 Participants

The study was carried out at the premises of Peter the Great Polytechnic University in
Saint-Petersburg. The participants of the experiment training were students of the 1st

and 2nd courses of technical departments. The experiment had two groups at each course:
(1) the control group without an intervention and (2) the experiment group, where
participants were trained academic discourse with the integration of online and offline
courses. On the 1st course the number of students participating in the experiment was
20 in the control group and 20 in the experiment group. The control group of the 2nd

course comprises 22 students, while the number of students in the experiment group
equals 24.

3.2 Procedure

We carefully studied the syllabus for these groups of students and identified the
following genres of academic discourse covered during the Fall 2017 semester: compa‐
rative essay, covered at the 1st year at university, academic presentation and written
description of visual information (for the students of the 2nd university year). Students
were asked to complete the assignments in the above-mentioned genres before the
experiment training, and therefore we were able to assess the initial level of their skills
and abilities in academic written and spoken discourse. For the genres we developed
assessment criteria, each of them rated 0–5: (1) Formality/Objectivity, (2) Cohesion and
Coherence, (3) Argumentation, (4) Lexical Resource, (5) Grammatical Range and
Accuracy.

Hereafter we describe the procedure of selection the materials of MOOCs based on
the syllabus of the discipline “English for Academic Purposes”. Interconnected use of
online and offline courses in the framework of higher education means that the choice
of the MOOCs materials is based on the university curriculum of the discipline “English
for Academic purposes”. We distinguished the two types of this curriculum-based model
of integration of online and offline courses, which we called complementary model and
supporting model. Complementary model is aimed at filling voids in the discipline’s
syllabus using MOOCs’ materials to provide more information on the topic, which is
not covered in the main textbook. Supporting model is used to provide more exercises
and revision of the materials offered by the main textbook. These two models can be
used in collaboration for more effective training. Table 1 gives the characteristic of the
chosen MOOCs and the models of integration of online courses and the main textbook
offline course.
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Table 1. Models of integration of online and offline resources

Academic
discourse genre

Integration
model

Materials of the
main textbook

MOOC MOOC materials

Comparative
essay

Complementary
model

Example of a
comparative
essay;
Exercises on
structure of a
comparative
essay and linking
words and
phrases

Preparing for the
AP English
Language and
Composition
Exam (edX.org)

Video-lecture
concerning
proofreading,
materials for
outlining an essay

Academic
presentation

Supporting and
complementary
model

Activities and
advice on
presentation
preparation,
structure, and
delivery

Presentation
Skills: Effective
Presentation
Delivery
(coursera.org).
Designed to help
students develop
their presentation
skills

Video-lectures
covering
extralinguistic
aspects of the
genre: fear and
anxiety, gestures,
interaction with
the audience and
improvisation

Written
description of
visual
information

Supporting and
complementary
model

Vocabulary
describing
trends, an
example of
written
description of a
bar chart,
exercise on
description
structure

IELTS Academic
Test Preparation
(edX.org). Aims
to provide
students with the
knowledge and
practical skills
required to
successfully
prepare to take
the IELTS
Academic Test

Video-lectures
and practical
exercises on
types of visual
information,
description
structure,
vocabulary and
grammar specific
for the genre

The materials placed on the above-mentioned MOOCs were carefully selected in
accordance with the syllabus so that they complement the main course book used at the
lessons. Following methodological principles and taking into account the initial level of
students’ skills of academic discourse we identified the aspects of each of the discussed
genres of academic discourse which were not sufficiently covered in the main textbook.
The lacking materials were implemented in the educational process from MOOCs. In
the classroom we introduced parts of MOOCs which were selected in accordance with
goals and objectives of the lesson. Participants were also given tasks which they were
to complete individually or in groups with the further presentation of the results of their
work at the lesson. In the next sections we describe the process of implementation
MOOC materials into the traditional classroom training in experiment groups of the 1st
and 2nd courses.
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Comparative Essay. The course “English for Academic Purposes” begins on the 1st
year of training of students in technical faculties. The first genre with which freshmen
work is a comparative essay. The main textbook presents exercises for developing the
skills and abilities of this genre of academic discourse, which include an example of a
comparative essay on the topic “Are women better drivers than men?”, familiarizing
with the structure of a comparative essay, exercises on linking words and phrases, and
discussion of the topic of a comparative essay that students are to write as a homework.
The analysis of initial level of skills and abilities of students in this genre of academic
discourse, showed that the main problem faced by students in this type of work is
inability to logically build their thoughts and ideas. Elements of the MOOC “Preparing
for the AP English Language and Composition Essay” helped students cope with the
aforementioned difficulties, and teachers were able to fulfill the deficit of class hours
devoted to the discipline “English for Academic Purposes”. The materials of the
MOOC’s section “Outline before you write” provide students with the materials to help
them learn to structure their ideas in an essay logically and consistently.

Academic Presentation. Second-year students of technical faculties work with such
genre of oral academic discourse as presentation. The sections of the Language Leader
Intermediate textbook include topics that highlight the problems of preparing for an
academic oral presentation (Preparing for a Talk), and delivering it (Delivering a Talk).
The textbook offers exercises aimed at introducing students to the process of preparing
their speech: students discuss their experience of speaking before an audience, listen to
advice on arranging the preparation of an oral presentation, prepare mini-speeches on
the given topics in pairs. They also work with the procedure of a presentation, as well
as with typical mistakes of speakers. We deemed it necessary to supplement the material
offered in the main textbook by the MOOC “Presentation Skills: Effective Presentation
Delivery”, presented on the coursera.org platform. The course covers such extralin‐
guistic aspects of the genre as fear and anxiety, gestures, interaction with the audience
and improvisation. The course consists of 4 sections which were studied by groups of
students. Participants processed the information presented in the chosen part of the
MOOC and prepared a presentation for their fellow students. Thus every participant got
familiar with the essential extralinguistic aspects of academic presentation and also
practiced delivering a talk.

Written Description of Visual Information. In this section we describe the process
of implementation the materials from the MOOC “IELTS Academic Test Preparation”
into the traditional classroom training. According to the syllabus of the discipline
“English for Academic Purposes” on the 2nd course, students study the academic
discourse genre “description of a chart” by the main textbook “Language Leader Inter‐
mediate”. However, the results of the initial level of students’ skills and abilities in this
genre of written academic discourse show that training needs to be complemented by
additional exercises and materials. To complete this type of assignment successfully
students needed to get insight into the conventions of the genre, namely peculiarities of
vocabulary and grammar use within the description of visual information. The exercises
provided by the main textbook are aimed at students who have worked on this genre
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before, and therefore they do not cover all the aspects, such as specific vocabulary
grammar constructions used to describe trends and changes in the graph or chart over
time. Moreover, the vocabulary exercises are not developed in accordance with the main
stages of working with vocabulary, which include familiarization and semantization,
primary revision and development of skills and abilities of using vocabulary in various
forms of oral and written communication [22]. For this reason, we chose the above-
mentioned MOOC, which contains a wider range of vocabulary and more examples of
its use in the description of a visual. The materials of the MOOC are presented in the
form of video lectures, which were shown and discussed in the classroom, and interactive
exercises completed by students individually. Interconnected application of online and
offline courses in the course of academic discourse training facilitated students’ interest
and motivation to study English language.

3.3 Data Analysis

This section discusses the level of students’ skills and abilities before and after experi‐
ment training. In Sect. 3.2 of this paper we described the assessment criteria for each of
the chosen genres of academic written and spoken discourse. To get the most objective
results we decided to assess the initial level of students’ skills and abilities in each of
the discussed genres of academic discourse. After the experiment training we again
assessed students’ skills and abilities in experiment and control groups to provide insight
into the progress of participants of our experiment. At each stage we asked students to
perform a task which we then assessed according to the criteria described in Sect. 3.2,
the students’ results were then summed up and arithmetical average in each group was
calculated. These data were then compared to each other.

Fig. 1. The comparison of the initial level of students’ skills and abilities with their skills and
abilities at the post-experiment stage in the genre of a comparative essay.
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This section discusses the level of students’ skills and abilities before and after
experiment training. In Sect. 3.2 of this paper we described the assessment criteria for
each of the chosen genres of academic written and spoken discourse.

Comparative Essay. Figure 1 shows the comparison of the initial level of participants’
skills and abilities in the genre of comparative essay in experiment and control groups
and their level of skills at the final stage of experiment. The line graph indicates that the
average initial level in the control group is slightly lower than that in the experiment
group. While the progress in the development of students’ skills and abilities in the
experiment group is obvious, the students of the control group also made progress, but
it remains insignificant. The average score for the first comparative essay in the experi‐
ment group was 10.1 points (out of 25 possible), in the control group - 9.8 points. After
the experiment training, the students of the experiment group scored an average of 18.9
points, while in the control group the average score for the essay rose by 2.8 points and
amounted to 12.6 points.

Academic Presentation. In this section we compare the initial level of students’ skills
and abilities in academic presentation with the level of their skills and abilities in this
genre at the final stage of our experiment. Figure 2 demonstrates that students had the
highest score on the criteria of “content” and “cohesion and coherence” (4.2 points).
These aspects were partially covered in the materials of the offered MOOC. Moreover,
the course video-lectures themselves are the genre of academic discourse, since the
lecturer in the video, when explaining the rules and conventions of speaking to the
audience, is himself a clear example of their compliance.

Fig. 2. The comparison of the initial level of students’ skills and abilities with their skills and
abilities at the post-experiment stage in the genre of an academic presentation.

Overall, the progress is observed in both groups, although the students of experiment
group demonstrated the higher level of skills and abilities in the genre of academic
presentation after the experiment training. We also carried out a correlation analysis of
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the data obtained during the determination of the initial level of skills and abilities, in
order to identify the relationship between the individual components of academic
presentation and to select the most suitable MOOC materials. High correlation was
found between the scores obtained for the “Content” and “Cohesion and Coherence”
criteria (the correlation coefficient is 0.7). We can conclude that students, increasing
their level of skills and abilities by one of the above criteria, can also raise the level of
the second. The same conclusion can be drawn regarding the criteria “Lexical Resource”
and “Pronunciation”, between these criteria high level correlation was also detected
(correlation coefficient - 0.7).

Written Description of Visual Information. Figure 3 shows the comparison of the
results of the assignment by the experiment and control groups at the beginning and in
the end of the experiment training. A significant improvement in all criteria in the
experiment group should be noted. On average, students increased the score for this type
of work by 6.6 points. This shows that the materials we selected to work on the genre,
effectively complemented the tasks presented in the main textbook. In the control group
the progress is insignificant, students’ works showed a certain stiffness in the choice of
lexical means, because, in spite of the fact that the textbook offers expressions for
describing trends on the charts, they were not enough to describe other kinds of illus‐
trative material, such as diagrams and tables.

Fig. 3. The comparison of the initial level of students’ skills and abilities with their skills and
abilities at the post-experiment stage in the genre of written description of visual information.

4 Results

The purpose of this study was to develop possible models of integration of online and
offline education which would help the educators in the process of students’ preparation
to the global academic mobility and in general to put our stone into the foundation of
internationalization of the system of higher education.
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For getting this goal suggested to implement online courses into traditional training
to develop the level of students’ competences in different genres of academic discourse
in the English language. We analyzed scientific works dedicated to the study of the issues
of academic mobility, academic discourse, and integration of online and offline educa‐
tion. We also described the procedure of the implementation of MOOCs into traditional
English academic discourse training in the framework of higher education, and analyzed
the data obtained during the experiment training.

We found, that despite the wide variety of MOOCs presented on various online
platforms, none of them fully meets the goals and objectives of EAP training in a partic‐
ular institution, if the course is not developed on the basis of this institution. Therefore,
it is expedient to use separate elements of different courses in the educational process,
which meet the goals and objectives of teaching a particular aspect of the English
language. Methodically competently selected online and offline EAP training courses
complement each other, solving a number of problems, such as a shortage of class hours
devoted to the discipline “English for Academic Purposes”, a lack of motivation for
students and others. The selected MOOCs (IELTS Academic Test Preparation,
Preparing for the AP English Language and Composition Exam - on the edX.org plat‐
form and Presentation Skills: Effective Presentation Delivery - on the Coursera.org
platform) in combination with the offline course offered by the syllabus of the discipline
“English for Academic Purposes” showed their advantages in such academic discourse
genres as essay writing, description of illustrative material and academic presentation.

The growing level of skills in all genres of academic discourse which students
demonstrated at the end of our experiment allows us to make a conclusion that our model
will enlarge students’ possibilities to become active participants of the programs of
global academic mobility.
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Abstract. Including information technology within the learning and teaching
environment, especially learning management systems (LMSs), has been under
scrutiny for a long time, and studies in this area have focused on both teachers’
and students’ attitudes toward LMSs. In this paper, an evaluation of the
development and application of students’ acceptance of LMSs is presented.
Public Authority of Applied Education and Training in Kuwait (PAAET) stu-
dents’ perceptions of the use of an LMS in a blended learning environment was
investigated. The investigation was based on two methods: pre- and post-usage
surveys and analyses of students’ actual use of the system through system log
mining. The findings show a significant improvement in students’ computer
skills after using an LMS. Students were willing to use the compulsory and
optional components of an LMS if the motivation to do so was present. The
nature of the subject being taught affected the students’ intention and how they
used the LMS. There was no significant difference in the students’ perceptions
of the use of LMSs before or after actual usage.

Keywords: Learning management systems � Technology acceptance model
Evaluation methodologies

1 Introduction

In the last two decades, more than ten major new technologies in the domain of
Internet-based educational aids and tools for task collaboration have emerged (Singh
and Reed 2001; [1]. The availability of such innovative approaches has resulted in
twenty-first-century students having greater expectations regarding the form and
quality of the instruction they receive. Given this demand for new forms and better
quality of teaching, it is not surprising that educators and educational institutions are
coming under increasing pressure to continually update their teaching methodologies
and tools. Moreover, traditional face-to-face teaching and learning interactions within
the confines of brick-and-mortar classrooms are incrementally being replaced by
modalities of instructional delivery that rely on information and communication
technology (ICT), such as distance learning, interactive e-learning, and blended
learning. Singh and Reed (2001) noticed that although distance learning and e-learning
are primarily ICT-based, blended learning represents a hybrid approach that seeks to
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combine the best features of ICT and classroom-based procedures for instructional
delivery. To be more precise, Singh and Reed (2001, p. 2) define blended learning as an
approach that “focuses on optimizing achievement of learning objectives by applying
the right learning technologies to match the right personal learning style to transfer the
right skills to the right person at the right time.” However, whether the method relies
exclusively on online learning or blended learning, there is a common component in
both instructional methods: a learning management system (LMS).

Of course, the success of any instructional technique relies substantially on the
attitudes of the learners [11], Al Fadhli (2009). Therefore, it is important for educators
to adopt measures that motivate students’ receptivity for non-traditional instructional
methods. A number of researchers have tried to assess student acceptance of different
LMSs based on various technology assessment models [3, 5, 11]. The findings of these
studies emphasize the importance of future research in this field.

The main focus of this study is students’ perceptions of the inclusion of LMSs
within blended learning environments. Library and information studies students
enrolled in two academic courses, database systems management and indexing and
abstracting, were surveyed to assess their acceptance of LMSs. The technology
acceptance model (TAM) was the essential element of assessment.

2 Related Work

The students’ perceptions were assessed using TAM, which was developed by [2], with
some modifications. TAM is widely used in the assessment of technology acceptance,
whether in online learning or blended learning environments. However, few studies
have analyzed students’ perceptions toward LMSs in blended learning environments.
One of these studies [11] used TAM to measure Greek university students’ attitudes
toward blended learning when the learning management system Moodle was used.
Studying LMS acceptance from the learners’ perspectives, the researchers found that
perceived usefulness and ease of use had a positive effect on students’ attitudes toward
system usage. In an online learning environment, [1] used TAM to assess IDEWL, an
online learning management system; the focus of the study was on the effect of
interactivity on student usage, and the findings emphasized the influence of system
interactivity on system effectiveness. [14] applied TAM to investigate higher education
students’ acceptance of LMSs compared to cloud technology; the findings indicated
students have a higher comparative acceptance of cloud technology compared with
LMSs. In this study, the three main TAM items—perceived ease of use, perceived
usefulness, and attitude toward system usage—registered higher with cloud
technology.

Some [10] used TAM to investigate pre-service teachers’ attitudes toward the use
of computers. Applying TAM, [6] investigated university students’ acceptance of
technology in an e-learning environment and found that TAM was effective in
assessing the students’ acceptance of e-learning. TAM’s validity and reliability have
also been tested in other studies [8, 12, 13]. In line with previous research, TAM was
chosen for this study to scrutinize students’ LMS acceptance.
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It must be emphasized that there is ample choice of both commercial and free LMSs
designed for online and blended learning environments. Some of the more well-known
LMS packages include LMS ANGEL, BlackBoard, Desire2Learn, Pearson eCollege,
Canvas, and Moodle. The effectiveness and suitability of these software application
suites have been examined in prior investigations. For this research effort and because
of financial and managerial constraints, the free version of BlackBoard was used. This
application is available online and can be readily accessed from any computer that has
an Internet connection. BlackBoard provides most of its available tools through the fee-
based version of the system.

An LMS can improve a learning experience for both instructors and learners [14],
and students may use LMSs for a variety of applications, such as acquiring and pro-
viding information (including downloading instructional material and assignments,
posting and reading messages on online discussion boards, managing wikis, uploading
assignments, exchanging files, and receiving announcements concerning upcoming
events and grade notifications); accessing course materials (including YouTube videos,
PowerPoint slides, and documents); participating in person-to-person communication,
collaboration, and social learning via wikis and discussion boards (including com-
municating with instructors and classmates to receive relevant feedback concerning
academic performance and sending e-mails and other messages); and taking online,
open-book tests and measuring performance.

3 Methodology

The fundamental hypotheses for assessing students’ acceptance of the chosen LMS are
as follows:

H1: Utilization of an LMS has an impact on students’ acceptance of LMSs because
the LMS meets the students’ learning preferences.

H2: Social factors affect students’ acceptance of LMSs when they are applied in a
blended learning environment.

H3: The nature of the courses taught using an LMS can strongly determine stu-
dents’ LMS acceptance.

This study was designed to answer several research questions: How did students
perceive the difficulty or ease of use of BlackBoard? Does the actual usage of
BlackBoard improve students’ system acceptance? If so, to what degree? What is the
effect of the nature of the course being taught (subjective vs. objective) on students’
actual use of BlackBoard? How does students’ acceptance of LMSs in a blended
learning environment differ from expectations based on previous studies?

3.1 Instrument Development

Given that this study’s principal focus is the evaluation of students’ perceptions and
attitudes toward the introduction of an online LMS, a questionnaire was developed and
distributed before the start of the evaluation period to determine the students’ pre-
existing opinions about the effectiveness of online LMSs such as BlackBoard; this pre-
evaluation also helped ascertain student readiness to accept and actively adopt blended

LIS Students’ Perceptions of the Use of LMS 177



learning approaches. A similar questionnaire was distributed at the end of the study,
before the students were notified of their final grades; this was intended to measure any
differences in attitudes resulting from interaction with the LMS.

This study’s questionnaire uses instruments that focus on the measurement of the
main TAM variables, namely perceived usefulness (PU) and perceived ease of use
(PEOU) [2]. Attention was also devoted to the measurement of other variables oper-
ationalized in other TAM models that were modified after [2]’ investigation. These
variables are attitude toward use (ATT) [7, 14] and behavioral intention (BI) [12]. The
questionnaire items used in this study were derived from previous studies and were
only modified to accommodate any socio-cultural factors particular to Kuwait. A 7-
point Likert scales ranging from strongly agree to strongly disagree was used to
quantify user responses to the various questionnaire items.

To investigate students’ stated perceptions of ease or frequency of use versus actual
usage mentioned in Sect. 3, the following procedure was followed. Given the possi-
bility that responses to survey items may not always be genuine, if the participants felt
pressured to provide what they believed to be the “right” answer, the actual duration
and frequency of the usage of the various BlackBoard services were logged to deter-
mine if the participants were utilizing the system optimally. Data mining methods were
applied, and BlackBoard reporting tools provided data on the students’ activities on the
LMS. knowing that the usefulness of data mining in extracting “pedagogically
meaningful information” was proven [4]. In addition, students were asked to perform
information retrieval tasks related to the subjects taught. Participants conducted the
tasks in one of the information studies department labs, and the class instructor and TA
were available to resolve any technical problems students may have encountered while
performing the tasks and to ensure that each participant performed the tasks without
any external help. The computers used to perform the tasks were screen self-recorded,
and participants were informed of the study and agreed to participate.

The design of the study adhered to factors affecting academic performance (Vector
Mlambo 2011), and the design was considered when analyzing the data. Several factors
can affect students’ academic performance, including learning preferences; whether
course materials have been designed to facilitate different learning styles (per Neil
Flemming’s (2001–2011) description); class attendance; interaction with course
materials, instructors, and classmates through BlackBoard; entry qualifications and
prerequisites (acquired via demographic survey); age; and gender.

3.2 Participants (Sampling)

Subjective convenience sampling was used to collect data because the implementation
of LMSs is very limited, if not absent, at the college at which the current study took
place. This explains the considerably small study population. Ninety-five undergrad-
uate students (third- and fourth-year students) who were officially registered for two
different library and information science classes were surveyed. A total of 27 students
enrolled in a database management course and 68 students enrolled in an indexing and
abstracting course were recruited. The two selected courses differ in nature. Indexing is
based on subjective assessment (qualitative), and do not require or aims for the
improvement of computer skills. Database management systems course based on

178 H. R. Farhan



objective assessment (quantitative) and require basic computer skills, introduction to
computers is a course prerequisite for enrollment. The latter course also has the goal of
students mastering database management related to libraries. Hence, the course sup-
posedly improves computer skills. Both courses are optional and are taught as part of
the undergraduate-level library and information science program at the Public
Authority of Applied Education and Training (PAAET). The decision to recruit the
study subjects from these two courses was made because these were the only courses at
the department in which an LMS was utilized. The two courses were taught by the
same instructor.

4 Results

Cronbach’s alpha was used to measure the questionnaire’s reliability coefficient. The
overall reliability of the questionnaire is 0.96, indicating that the questionnaire is
reliable. Ninety-five questionnaires were distributed at the beginning of the semester
and again at the end of the semester, and the response rate of the pre-usage ques-
tionnaire was 81%. The total number of 77 participants was distributed over the two
classes as follows: students enrolled in database management totaled 20 participants, or
74% of the total enrolled students. Students enrolled in the indexing and abstracting
were 57 participants 83.8% of the total enrolled students. As for the participants’ age
ranges, in the pre-usage questionnaire, 63 participants were young students (18–25
years old), and 14 were mature students (26 years of age or older). Although in the
post-usage questionnaire, 75 participants were young students (18–25 years old), and
11 were mature students (26 years of age or older).

The post-usage questionnaire response rate was higher than the pre-usage ques-
tionnaire. The total number of participants from both groups was 86 (90.5%), dis-
tributed as follows: For students enrolled in the database management class (objective),
the participation rate was 88.8% (24 participants). For students enrolled in the indexing
and abstracting class (subjective), the participation rate was 91.2% (62 participants).
There was no significant difference between the young students’ and the mature stu-
dents’ acceptance of the LMS. This is in line with [9], who found no differences in
attitudes toward computer usage between different age groups. The participation rate
was considerably high, particularly for the post-questionnaire in both classes. The
response rate was also higher for the indexing class in both questionnaires.

Computer Skills (Pre-Questionnaire). More than 80% of the participants had e-mail
addresses and used e-mail to communicate with instructors and classmates, and 95.3%
stated that they had e-mail accounts that they used to send and receive e-mails and e-
mail attachments. Most participants (87.5%) stated that they used their e-mail accounts
to communicate with their teachers and colleagues. Almost all participants (90.6%)
used social media to communicate with family and friends and send pictures and
videos. It was also found that 32.8% of the participants were accustomed to down-
loading study materials available on teacher or college websites. Additionally, 42.2%
of the students said that they did their homework through teacher or college websites.
A small percentage of students (20.3%) indicated that they took exams online, and
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26.6% used the messenger applications on teacher or college sites to communicate with
classmates (23.4% did so to communicate with the teacher). Because the college
provides students’ final grades on the PAAET e-gate, most participants (73.4%)
indicated that they got their grades online.

Less than 40% of the participants stated that they had used an online medium for
learning purposes in prior classes, such as for exchanging documents or for exam
administration. Notably, the student answers indicated that no one had previously used
an LMS such as BlackBoard. In fact, only a small number of students used Internet
facilities in their learning environments, though most of the students had used Internet
facilities for communication purposes.

Computer Skills (Post-Questionnaire). A T test showed that, after using Black-
Board, the computer skills of the students improved (Tables 1 and 2). This finding
relates to [12] findings that “computer self-efficacy acts as a determinant of perceived
ease of use both before and after hands-on use.” Furthermore, there was no significant
difference in the students’ perceptions of BlackBoard before and after use. Therefore,
only the post-questionnaire will be analyzed in detail.

Stated Perception of Effectiveness of Use

1. On the questionnaire, 58.2% of the participating students stated that they
agreed/totally agreed that the use of BlackBoard enabled them to accomplish tasks
more quickly.

2. On the questionnaire, 62.8% of the participating students stated that they
agreed/totally agreed that using BlackBoard enhanced their performance during the
practical sessions.

Table 1. T test results according to course variable (pre-test sample).

Course N Mean Std.
deviation

t df Sig. (two-
tailed)

Computer skills Database
management systems

16 1.52 0.194 .659 62 0.51

Indexing and
extraction

48 1.48 0.184

Usefulness of the
system

Database
management systems

16 3.83 0.607 .026 62 0.98

Indexing and
extraction

48 3.82 0.844

Ease of use Database
management systems

16 3.33 0.669 –1.368 62 0.18

Indexing and
extraction

48 3.62 0.748

Student
perception

Database
management systems

16 3.52 0.727 –1.801 62 0.08

Indexing and
extraction

48 3.96 0.888
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3. On the questionnaire, 62.8% of the participating students stated that they
agreed/totally agreed that using BlackBoard made it easier for them to follow and
study the course material.

4. On the questionnaire, 66.3% of the participating students stated that they
agreed/totally agreed that by using BlackBoard, they were sure that they would be
informed of announcements and tasks on time.

5. On the questionnaire, 65.1% of the participating students stated that they
agreed/totally agreed that they found BlackBoard useful in learning experiences.

6. On the questionnaire, 63.9% of the participating students stated that they
agreed/totally agreed that using BlackBoard enhanced their participation in the
practical sessions (self-developed).

7. On the questionnaire, 60.4% of the participating students stated that they
agreed/totally agreed that using BlackBoard in their studies increased their
productivity/increased.

Table 2. T test results according to course variable (post-test sample).

Course N Mean Std.
deviation

t df Sig.
(two-
tailed)

Computer skills Database
management
systems

24 1.66 0.210 –.433 84 0.67

Indexing and
extraction

62 1.68 0.216

Usefulness of the
system

Database
management
systems

24 4.08 0.883 2.124 84 0.04

Indexing and
extraction

62 3.58 1.032

Ease of use Database
management
systems

24 3.83 0.976 1.490 84 0.14

Indexing and
extraction

62 3.49 0.934

Student perception Database
management
systems

24 3.90 1.115 .475 84 0.64

Indexing and
extraction

62 3.78 0.945

Expected behavior
toward the program

Database
management
systems

24 3.69 1.007 .967 84 0.34

Indexing and
extraction

62 3.45 1.090
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Stated Perception of Ease/Frequency of Use

1. .On the questionnaire, 50% of the participating students stated that learning to
operate BlackBoard was easy for them.

2. On the questionnaire, 56.9% of the participating students stated that navigating
BlackBoard was easy for them (T).

3. On the questionnaire, 56.9% of the participating students stated that their interac-
tions with BlackBoard were clear and understandable (D).

4. On the questionnaire, 41.9% of the participating students stated that they thought
that BlackBoard was flexible to interact with (T).

5. On the questionnaire, 59.3% of the participating students stated that it was easy for
them to become skillful at using BlackBoard.

6. On the questionnaire, 59.3% of the participating students stated that they found
BlackBoard easy to use (D).

Attitude Toward Use

1. On the questionnaire, 62.8% of the participating students stated that learning on the
web-based system was fun.

2. On the questionnaire, 66.3% of the participating students stated that using the web-
based system was a good idea.

3. On the questionnaire, 64% of the participating students stated that the web-based
system was an attractive way to learn.

4. On the questionnaire, 62.8% of the participating students stated that overall, they
liked using the web-based system.

Behavioral Intention

1. On the questionnaire, 50% of the participating students stated that, assuming they
had access to BlackBoard, they would use it, and 15.1% did not agree.

2. On the questionnaire, 48.8% stated that they intended to use BlackBoard frequently
in other courses that implement blended learning, and 12.8% did not agree.

3. On the questionnaire, 52.3% of the participating students stated that they intended
to choose more courses using BlackBoard in the following semesters, and 11.6%
did not agree.

4. On the questionnaire, around 50% of the participants stated that they intended to use
BlackBoard, use it frequently, and choose more courses using BlackBoard (50%,
48%, and 52.3%, respectively). This finding reflects the actual usage of BlackBoard
when compared with the number of students who participated in the voluntary tasks
conducted after the students finished their courses.

An ethnographic content analysis was performed to analyze the content optionally
generated by the students via Blackboard. The students’ optional activities on Black-
Board were analyzed exclusively because assessing a tool that students were obliged to
use would not give an indication of the students’ willingness to use said tool. Students
were asked to submit a number of assignments and create wikis, as well as develop
individual projects, to pass the courses. The students’ participation in these activities
was 100% and hence is not included in this analysis. The optional tools assessed in this
part of the study are the discussion board, journal, and subject-related questionnaire.
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Students were anonymized, so it was not possible to look at the correlation between
involvement in BlackBoard and academic performance. This possible correlation is a
potential avenue for future research. There was not a significant difference in the
perception of LMSs across age groups in dealing with technology.

Discussion Boards. The number of participating students from the database man-
agement course totaled 27, and they collectively generated 55 posts. In the indexing
class, the number of participants totaled 68, and they collectively generated 51 posts.

Uses of the Discussion Boards. Students taking the objective course were more active
on the discussion board than students taking the subjective course. The 27 students in
the database management course (objective) created 55 posts. The 68 indexing students
produced 51 posts. The average entries per student for the database class was 2.03, and
the average for the indexing class was 0.75.

Personal Journals. There were 49 participating students from the indexing class, and
they generated 179 entries. The 23 participating students from the database manage-
ment course generated 107 entries.

Uses of the Journals. The database class students were slightly more active with their
journals. The average number of entries was 4.1 and 3.6 for database and indexing
students, respectively. Similar to the discussion boards, both classes posted learning
and teaching materials in their journals rather than using them for other activities
(communication, socialization, or scheduling and administration). This is in contract to
the findings from the questionnaire, which indicates that students use the Internet
mainly for communication. It seems that the LMS shifted the students’ focus toward
learning activities.

5 Discussion

From the results of the two questionnaires, students showed high expectations
regarding BlackBoard usage in the learning environment, whether before or after using
the system, which contradicts [11] findings emphasizing the effect of actual usage on
students’ attitudes toward system use. This might be because of the nature of the
description and orientation of the system given to students before conducting the study.
This could also be due to the differences in the features and interface design between
the systems used in the two studies (Moodle vs. BlackBoard). In addition, this finding
might be related to social factors not within the scope of this study. More than 60% of
the students believed that they would find BlackBoard effective for accomplishing tasks
and enhancing performance. The same percentage agreed that this remained true after
actually using BlackBoard. Additionally, more than 62% of the participants believed
that web-based learning systems were fun to use, an attractive way to learn, and a good
idea. In general, more than 60% of students had a good impression of web-based
learning systems and would be willing to use this type of system if it were made
available by their learning institution. Further, there was no significant difference in the
students’ attitudes toward frequency of use, effectiveness, or ease of use before or after
using the system.
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Stated perceptions of the effectiveness of using the LMS versus actual performance
were also investigated. In the indexing class, 49 students actually used the system for
journals, and 68 students used the discussion boards. In the database class, 27 students
used the discussion board, and 23 students used the journals. Both services were
optional. Moreover, these activities were ungraded, with the students only gaining
virtual badges after inputting a certain number of journal entries. These badges might
have encouraged the students to use BlackBoard’s optional services.

Based on the pre-assigned themes (Tables 3 and 4), the posts on the discussion
boards that were generated by both groups were mainly for learning and teaching
activities. In fact, 61.8% of the database course students’ posts and 58.8% of the
indexing course students’ posts were related to learning and teaching activities. The
percentage of participants who created posts related to scheduling and administration
was 32.7% for the database students and 25.5% for the indexing students. Other themes
(including communication and socializing) were represented in 1.65% of posts for the
database students and 25.5% of posts for the indexing students.

Like the discussion board posts, the journal posts were related to learning and
teaching activities for both groups, at 67.3% for the database students and 72.6% for
the indexing students, followed by other themes at 29.9% for the database students and
26.3% for the indexing students. Finally, scheduling posts accounted for 10.2% of

Table 3. Example of vocabularies based on the themes of the discussion boards.

Theme Example concepts

Scheduling and
administration

tomorrow, delay, Monday, inquiry, Wednesday, date, test, Sunday
Tuesday, hours, hand over

Learning and teaching
activities

project, assignment, database test, term, indexing, periodicity,
study, midterm, assignment, brochure, internet indexing, course
description, access, import, subscript, form, password, contact,
slides, document

Other benefit, discussion, hello, thank you, diary, yes, finish

Table 4. Examples of vocabularies based on the themes of the personal journals.

Theme Example concepts

Scheduling and
administration

Monday, class, today, late, Tuesday, Sunday, week, attend,
tomorrow

Learning and teaching
activities

midterm, exercise, lecture, project, practical, essay, indexing,
subject summary, system, book, class, database, computer

Other sick, clean, sleep, like, good morning, remember, salaam, situation,
miss you, hi, evening, mother, friend, God, mother day, happy
people, about me, thanks, information, bad day, good evening,
admits library, bad, sorry, teacher hour, good year, useful, finish,
finally, important, try, good
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posts for the database students and 6.7% for the indexing students. Both classes used
the journals for communication and socialization more than the discussion boards.

In addition, the actual performance of the students was assessed by observing
student interactions with BlackBoard as they performed pre-assigned tasks. Apply-
ing HCI measurements, students’ screen motions were self-captured as they performed
subject-related IR tasks. Students were asked to find a specific page on a website to
review and summarize and then input information into a suitable place in BlackBoard.
The tasks were performed in a computer lab with the class instructor and TA, who both
resolved any technical problems and ensured the tasks were performed individually by
each student without any external help. The assigned tasks were designed to measure
the following dimensions: ease of finding information, quantified by the number of
attempts before finding the needed information; ease of uploading homework assign-
ments and practical tasks, as well as preferred tools for uploading (written or computer
submissions); the time students took to understand the task; the time students needed to
complete the task; and the number of completed tasks and uncompleted tasks, as well
as whether students asked for help regarding system issues while performing the task.

Students were asked to click the “help” button at the top of the page and pause the
recording if they wanted to ask for help from either the instructor or the TA. The time a
student spent on the screen before starting a task was considered the time a student
needed to understand the task. The number of clicks on different icons not related to a
task was considered attempts to do the task. Clicking on the back button or erasing and
rewriting answers were considered attempts to do a task. Students taking the objective
class were more willing to participate in the tasks. This was noticed also with the
number of posts generated for the journals and discussion boards. This might be due to
the fact that the database management course had slightly more access to the computer
lab.

Fourteen students from the database management course participated in this task,
and only one student did not complete the first task. Three students sought help while
doing the first and second tasks. Most students correctly finished the tasks in a rea-
sonable amount of time without any difficulties. Most students used one attempt to
finish the tasks. Eighteen students from the indexing course participated in the tasks,
and all the students completed both tasks. Four students sought help for the first task,
and three students sought help for the second. Most students needed one attempt to
finish the tasks. The considerably low participation rate in performing the tasks for both
groups contradicts the participants’ perception of their willingness to use the LMS,
especially knowing that the tasks were optional. This emphasizes the need for further
investigations of the effects of social factors on LMS usage.

6 Conclusion

Low computer skills do not need to hinder the implementation of LMSs in the learning
process; the findings of this study show a significant improvement in students’ com-
puter skills after using an LMS. Students were willing to use the LMS for both social
and learning purposes. However, learning purposes pre-dominated use. Students were
willing to use the compulsory and optional components of an LMS if the motivation
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was present. Students considered the LMS easy to use and beneficial, and they were
willing to use it in future classes if available. The nature of the subject being taught did
not have an effect on the students’ intensity and form of LMS usage. Hence, the
possible effects of the design of the classes and delivery methods need to be investi-
gated in future studies. Pre-usage orientation might also affect students’ acceptance of
an LMS. Therefore, a well-designed implementation program should focus not only on
students’ computer skills but also on the class design and instructors’ abilities.

There was no significant difference in the students’ perceptions of the use of an
LMS before or after actual usage; therefore, future studies should focus on hands-on
usage of an LMS. However, a limitation of this study is the relationship between
students’ academic performance and their use of an LMS, which requires further
investigation as well. Future study should analyze the effects of system usage on
students’ academic performance in a more controlled environment to eliminate any
other factors that might influence students’ performance. Finally, the ability to compare
students’ general performance with their final scores in the courses incorporating an
LMS would be a beneficial measure for future research.
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Abstract. The paper is based on the experience of an ongoing project ‘Moni‐
toring and prevention of antisocial behaviour of the young people based on Big
Data and communication in social networks’ which is created and implemented
by the authors with the aim to prevent politically and socially destructive behav‐
iour of the Russian adolescences based on Big Data and the mediation in social
networks. We describe the three stages of the project: educational (preparatory-
organizational), analytical (information-prognostic) and mediating (social-peda‐
gogical); and introduce the system ‘Social-political insider’ for the collecting,
processing and the sentiment analysis of the data about the sphere of the interests,
the interest groups, subcultures that are in high demand among the young people.
Then we discuss the preliminary results of the first, educational, stage of the
project and the special knowledge and skills which are essential for the project
team. The importance of such projects which can create the well-trained teams
of the professionals and to organize monitoring and modification of the social and
political behaviour of young people on a systematic basis is emphasized at the
state level as one of the tasks of the state youth policy.

Keywords: Big data · Youth social and political behaviour
Social-Political insider system · Youth policy · Russia

1 Introduction

We live in the political and socio-cultural space, which is characterized by the impact
of the cyber information and cyber communication, new technologies and networks to
the all aspects of the human behaviour [6, 7, 17, 19, 21]. Information appears as an
important resource for the government, business, civil society. The formation of a global
information world is one of the positive consequences of the active use of the information
technologies and the networks. But there are also negative sides: a person with unformed
ideological views, civic identities and limited knowledge and understanding of the
current political issues at times cannot make the right choice struggling to distinguish
between the fake and reality in the information and communication flow in the internet.
In addition, in the internet various political forces, including radical, extremist, compete
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for such individuals trying to recruit them as the potential followers of their parties1,
movements, associations. The virtual ‘market of ideas’ offers the whole range of possible
options, including the antisocial ones. The market is the most active in the social network
sites [2]. Social networks are a platform where, apart from everything that is undoubtedly
positive because it is associated with the rapid provision of new knowledge and infor‐
mation; the personal safety is treated and the ethical norms and the personal rights of
the individual are distributed and violated.

The internet is also a ‘global matrix of war’ [10], a digital war zone [11, 12], infor‐
mation war [22, 29] because “the digital technologies are used by both state and non-
state actors, often blurring the line between military and entertainment and between
control and resistance. Attacks on the ground and in the air now go hand in hand with
information warfare, propaganda and racist attacks in blogs and YouTube vlogs;
conflicts between states or stateless groups reverberate in cyberattacks by hackers from
each side’ (Ibrahim 2009; Kaplan 2009; Reading 2009)” [15: 2]. Victory or defeat in
the war affect the whole society and senior civil servants and other policy decision-
makers globally think how to tackle online harms and wider international internet
governance, to determine how to take forward the response to the current public consul‐
tation on internet safety, try to gain a wider perspective on the range of policy options
for managing online harms; understand better the impact of policy in this space; deter‐
mine measures for success, given increasing volumes of both illegal and ‘legal but
harmful’ material that is online, to find the right balance between freedom of expression
and protecting vulnerable individuals online; to ensure privacy online whilst maintaining
security; to find who is responsible for online content, whether it is the internet compa‐
nies, particularly social media companies and whether they should be required through
legislation to ensure their platforms are free from (a) illegal and (b) legal but harmful
material, etc.2 The Russian Doctrine of Information Security of the Russian Federation
sets the task of “developing effective means of countering the technologies of manipu‐
lation of consciousness and the development of methods of public administration aimed
at protecting the information space of the country and the security of its citizens.” [28].

The answers to such questions are often seen in the need for the content filtering and
unwanted content clipping. These goals are pursued by some state programs around the
world. In Russia, for example, the Federal Agency for Youth Affairs in 2015 announced
a competition for the development of technology for filtering internet content under a
state contract [14].

However, since filtering and especially blocking of the internet and its various tech‐
nologies and products is recognized worldwide as ineffective practice3, the monitoring,

1 See the success of the Labour party at General election in the UK in 2017 [3, 16], which was
caused among other factors by the effective tactics of the recruiting the young voters via the
internet.

2 Questions, addressed to one of the authors of this paper by the Director for Security and Online
Harms in the Department for Culture, Media and Sport of the British government, Sarah
Connolly, during the meet-up and the expert interview in the University of Cambridge in March
2018.

3 On the experience of Tunisia, Egypt, Iran, China see [1, 8, 23, 26].
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the prevention, the prophylactics and other preliminary measures can be more
productive.

Obviously, the first step is to monitor the dissemination of information and commu‐
nication channels in the social networks. We based this monitoring and analysis of
information and communication flows in various internet segments on the technologies
that are, in fact, an “organic” part of cyberspace – Big Data. The many various studies
have been devoted to the promises of the Big Data to study consumer behaviour and
appropriate targeting of advertising in trade, economy, banking, public administration,
transport and medical services, actively promoting the idea of the positive impact of
monitoring demand and supply in the relevant sectors of the economy [9, 13, 18, 24, 25,
27]. Using Big Data which localized in open media sources and social networks for
political purposes [4, 5], however, is a much more recent trend. Nowadays obviously,
the Big Data is gradually entering the Russian political space [20], but the number of
applications for political analysis and forecast is disproportionate to the demand that is
formed in the field of the politics and the political science by the politicians, political
scientists and political technologists. The more noticeable is the publication on the use
of Big Data in monitoring and managing political issues.

The growing activity of all groups and strata of the population in social networks
affects not only the political space, but all those territories, where the personal interests
are tightly involved and a person is most responsive to the signals of the ongoing justice/
injustice, truth/lie, morality/immorality. Here, cyberspace enhances the ability to manip‐
ulate the consciousness and behaviour of a user of the social networks, and this ability
is increasing even more if the person is young. The question which can be asked is
whether the social networks themselves can be used as a counterweight to manipulation.
The project ‘Monitoring and the prevention of the antisocial behaviour of the youth
based on Big Data and communication in social networks’, which is introduced and
discussed in the paper answers this question positively.

1.1 The Work-in-Progress ‘Monitoring and the Prevention of the Antisocial
Behaviour of the Youth Based on Big Data and Communication in Social
Networks’ Project Objectives

This project aims to monitor and prevent politically and socially destructive behaviour
among the young people in Russia based on the Big Data, the ‘Socio-Political Insider’
system, and the mediation in the social networks; and for this requires:

• To create a team of professionals who can monitor an antisocial behaviour and
mediate it

• To teach them how to use Big Data, the Social-Political Insider System, and the
mediation practices

• With help of this team and Social-Political Insider System conduct monitoring and
mediation

The project is created by the authors of this paper in response to the request of the
practitioners, who express concern about the fact that the main place where adolescences
and young people communicate is cyberspace, and the social networks predominately,
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as well as about the fact that the young people are exposed to the illusions of a virtual
‘market of the ideas’ and emotions, risking their health and lives because many adults
manipulate them. February 2017 marked a tragic record in the number of the suicides
of the adolescents who were victims of a suicidal movement “Blue Whale”. There is
controversy about the existence and the extent of this movement, but there was a “moral
panic” associated with a sharp increase in the number of the teens’ suicides, primarily
in the Russian province. The cases of the withdrawal from the life under the influence
of virtual communities “Blue Whale” revealed to the public and the state the degree of
danger of uncontrolled network communication, an indisputable fact of the teenagers’
vulnerability and the need to prevent them from the antisocial, extremist, deviant behav‐
iour. Then March and June of 2017 brought the evidences of the political oppositional
activism among the youth who was mobilized via YouTube. Again, and at the new level,
this raised the task of the monitoring and prevention of the political and social behaviour
of the adolescences and the young people. Many practitioners, with the head of several
schools, the officials in the Ministry of Education and Science of the Ulyanovsk Oblast
and the Department of Education of Moscow among them, rushed to ask the researches
to develop the security measures against the so-called “death groups”, or virtual
communities “Blue Whale”, as well as against the other cases of the involvement of the
young people in the destructive activity, and to arm the teachers and those who are
involved in the problems solving with the young individuals at the various levels, with
the means to counter such phenomena.

2 Method

Since the process of the research of the information influence on the political and social
behaviour comes across the intersection of psychology, sociology, information tech‐
nology, political science and other disciplines, and at the same time new technics and
methods are constantly emerging, the methodology of the project is syncretic.

The methodology of the main part of the project is based on the understanding of
Big Data as a source of information about the sphere of interests, groups of interests,
communities, subcultures that are in high demand among the young people. In addition
to the material for monitoring, social networks are also a platform and mechanism for
the preventive measures that limit or minimize negative impact of the internet. Big Data
of the social media is our main empirical source, and we collect them, select, quantify
and qualitatively analyze using a system called the Socio-Political Insider. Choosing
Big Data of the social networks as a material, we built a methodology based on our
understanding of the essence of the information influence, which is implemented in the
space of social media and within the theoretical approach of the theory of mass commu‐
nication. The concept of the information war as a “communicative technology for impact
on the mass consciousness” gives the researcher operational possibilities for investi‐
gating not only the results of information influence, but also the ways to counter this
influence.

Using the methods of social media mining, online community detection, social
network analysis, opinion mining, leaders’ detection, quantitative and qualitative
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methods of the content-analysis, the central part of the ‘Monitoring and prevention of
the antisocial behaviour of the young people based on the Big Data and communication
in social networks’ Project allows to gather a variety of the information about the main
interests of the most popular online communities of the adolescents and the young
persons and the key patterns that ideologically form these communities. On the base of
the results of the monitoring, the degree of radicalization of the most popular commun‐
ities is calculated, and those that requires the preventive work, which limits or minimizes
their negative informational and ideological impact on youth and adolescents, are deter‐
mined. The mediating, as the third stage of the project, is based on the data which are
obtained and analyzed during the second stage about the characteristics of self-organi‐
zation of the youth and adolescents in the social networks.

The methodology of the final part of the project is based on socio-psychological
approaches to the implementation of the resocialization of young people who have fallen
under destructive influence. At the same time, we refer to the destruction as follows:
political extremism (quasi parties, NGOs, associations and associations); religious
extremism (sects and cults); mental extremism (death group); social extremism (sports
fans and mass idols). The ways and methods of communication in social networks,
proposed by the authors for the resocialization of adolescents and young people, are
based on the results of monitoring and are the mediation of a potential or actual conflict
(internal or external). We also used the author’s experience and data obtained by the
authors as a result of the study of the archetypes of the youth of modern Russia (based
on domestic products of mass culture), commissioned by the Federal Agency for Youth
Affairs, as well as recommendations on the system of information filters developed
within the framework of the same FADM project, minimizing the negative impact of
information flows on young people, preventing radicalization of youth and involving
youth in antisocial activities.

2.1 ‘Social-Political Insider System’

The system is created by a research team including Galina Nikiporets-Takigawa (PI),
Andrei Koniaev, Artemi Krasheninnikov and Anna Larionova, and tested for various
government and commercial customers. It allows monitoring of specified sources in all
social networks and messengers by key words, sentiment analysis and an opportunity
for the mapping via the social networks of the ‘social well-being’ and political attitudes
of the various strata of society, for further analysis and forecasting of the political and
social trends in real time. The advantage of the interface of our system which signifi‐
cantly exceeds those available on the market, is that it is customized for the needs of
any task and any customer and is adjustable together with the customer in the process
of the monitoring. Our web interface consists of an authorization module, a personal
cabinet that stores themes, keywords and reports, as well as functions for downloading
reports in csv, xlsx format and contains messages with selected parameters for the
specified period. Reports in the format doc, docx, pdf are formed from pre-created
templates and, if necessary, adjusted manually, based on the uploaded data in csv, xlsx
format.
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3 Results

The project ‘Monitoring and prevention of the antisocial behaviour of the youth based
on Big Data and communication in social networks’ includes three successively imple‐
mented stages:

The first stage – educational (preparatory-organizational) aims to build a team of
professionals who can monitor an antisocial behaviour and mediate it and to teach them
how to use Big Data, the Social-Political Insider System, and the mediation practices.
We find three categories of professionals involved in the monitoring and prevention of
antisocial behaviour:

• Customers (who set up the task to monitor, analyze, forecast and prevent the antiso‐
cial behaviour of the young people) – from the state higher management who are
involved in the youth policy, as well as the regional leaders and the practitioners in
the educational and other institutions that are directly involved in the work with young
people at risk.

• Analysts, among whom there are representatives of educational institutions (peda‐
gogical workers who are engaged in educational work and can implement the func‐
tions of an analyst and current monitoring supervisor with appropriate training), but
mainly researchers interested in skills of working with large data and implementation
various projects and orders with their help.

• Mediators - the young journalists and PR specialists, teachers, local community
leaders, psychologists and political scientists including the students who can work
as a mediator under the supervision of the head of the project and other more expe‐
rienced members of the project team.

For the three groups the authors of this project and this paper created and designed
the three formats of the training as the programmes of the CDE (continuing professional
development).

The second stage – analytical (information-prognostic), implying the collection in
real time of data from social networks to identify and analyze areas of antisocial behav‐
iour. It involves collecting data based on keywords in social networks in the aggregate
of selected sources, further shipment of data for a certain period, clustering and system‐
atization, depending on the task, and the creation of analytical and forecast reports.
Analysts, whom we train with monitoring techniques, learn how to use the system
“Socio-political insider”.

And third stage – mediating means the communication at the online areas at risk,
that are identified by the analysts; the implication of the technics of the re-socialization
of the young people, involving them to the prosocial activity and prosocial modification
of their behaviour as the final result.

4 Discussion

The customers come to this training to know how to apply Big Data as an instrument of
socio-political analysis. For this, the customer needs to form knowledge on:
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1. The opportunities, limitations, and struggles in working with Big Data as a material
and method;

2. The applications of the Big Data and the variety of the tasks which can be possibly
proceeded with the help of Big Data (based on the various case studies);

3. The various projects involving Big Data analysis and the results, the drawbacks and
achievements;

4. The principles of a team building for the Big Data monitoring and mediation based
on the social media and the members’ essential skills and specific knowledge;

5. And the financial issues with the central idea that the analytics based on the Big Data
is highly time, labour and money-consuming as it requires an extensive effort of a
team of the customers-analysts-mediators together.

6. Further and based on 1–5 knowledge, it is necessary to teach to the customers how
to set the realistic goals for the monitoring and analysis and how to formulate the
requests to avoid an ambiguous interpretation among the analysts.

Even though working with large data sets makes it possible to talk about the direction
of trends with greater certainty, it should be understood, which tasks Big Data solve
better and what is the limitations of such data. It is also useful to know the data market,
because the customer should secure a relevant payment for the project team including
not only analysts and mediators, but also IT specialists and programmers.

For the analysts, we deliver the knowledge of:

1. The social media mining, monitoring and social network analysis;
2. The methods of online community detection; the analysis of the online identity
3. The opinion mining and sentiment analysis
4. The identification of trends and forecasting the further development of the trends;
5. How to trace a degree of marginality and possible radicalization of the interest

groups, movements and subcultures and how to identify cases of manipulation of
the behaviour of the young people

6. And how to prepare an analytical report for the ‘customer’ with customer-friendly
description and visualization, and the clear recommendations for the mediators.

The fact is that IT people are very good with dealing with Big Data but they do not
know and do not care what to collect, and normally, it is senseless to seek a creative
attitude to the data from them. And the analyst should set the task to the programmer.
Here the analysts’ knowledge of the field, and intuition, and the theoretical and meth‐
odological basis, that is, all knowledge and skills which an analyst should have, will
come in handy. The accuracy in the setting the task, which an analyst poses to the
programmer and to the system, results in the validity of the data. The analysts should
know not only the techniques of working with Big Data, but their applications, how to
identify the manipulation of the young people in somebody’s interests, tracking such
intentions and posing the task for the mediators to start a conversation with young people.
The important skills for this group is also to constantly refine their knowledge about the
characteristics of the network communication of the young people, the preferences of
the young people regarding various internet platforms, the archetypes of the modern
youth, the sphere of their interests, the platforms where the young people self-organize,
the movements and subcultures which attract the young people the most, about the
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leaders of the youth movements and subcultures, as well as about the system of the
information filters and other measures taken by the state to manage online harms and
undesirable impact on the youth, and ways to counteract these protections which are
practiced by the leaders of various movements in the internet. They should be trained
to carry the monitoring on different internet platforms and to change the set of sources
for monitoring regularly considering their popularity among the young people.

The third group – the group of the mediators – are trained to work to overcome the
negative processes in the process of the communication directly with the individual users.
A very advisable is to have the young persons as the mediators. Such specialists with the
proper qualifications and high competence obtained due the training within our project form
a highly effective ‘rapid reaction force’, capable to be engaged promptly in network
communication with young individuals and groups at risk. We train them to know:

1. The subcultures, interest groups, political and religious communities and movements;
2. Formats which are comfortable and preferred by the young people for the commu‐

nication;
3. Technics to be implemented (to subscribe and start to communicate there) in groups

with the aims of explanatory work and prevention of manipulation of the conscious‐
ness and behaviour of young people, as well as of the dialogue with young people
on popular platforms for young people, aimed at developing pro-social behaviour of
young people;

4. Physiological issues and archetypal patterns of the youth in Russia based on the
recent updates;

5. The variety of the groups at risk and the technics of the communication which are
adapted for the specific needs and interests of all of them.

6. Specific characteristics of the online communication and leadership in the networked
social movements

The main competencies necessary for the mediators are knowledge of the norms of
communication with deviant personalities and the ability to apply methods of psycho‐
logical self-defense. After obtaining this education programme, they can be introduced
into groups at risk, interact with the young people through networks and organize a
dialogue with groups at risk online deliberately engage them to active communication,
becoming the opinion-makers and leaders in the online discussions, or supporting the
existing discussions and conducting the explanatory tasks aimed at exposing the draw‐
backs of the ideology and activity which unite young people in the online group. They
offer a prosocial alternative to a person and invite him or her to face-to-face communi‐
cation to discuss further their political and social demands and their struggles in political,
social identity construction, and about the subcultures and movements they are involved
by means of the internet.

5 Conclusions and Recommendations

As the result of the first educational stage we have a team of the researches, students
and practitioners from various fields which are related to the new technologies, youth

198 G. Nikiporets-Takigawa and O. Lobazova



politics, the dealing with the various issues of young and, especially, vulnerable indi‐
viduals; who are familiar with Big Data and sufficiently trained and ready to work
together on the task of monitoring and resocialization of the young people at risk. They
can maintain a constant monitoring of the networked activity of the young people and
identify areas of their interests, preferences, inclinations, including suicidal, extremist
and other, about the degree of involvement of the young people in various subcultures,
movements, associations, including destructive ones, and, in general, to have an updated
portrait of youth at hands.

To use Big Data for all these purposes, a set of skills, competencies and knowledge
is needed and a team of a competent customer, purposely trained analysist, professional
programmers and experienced mediators is crucially demanded. The effectiveness of
the well trained team and the adequate training for this team is proven during the appro‐
bation of the educational stage of our project with the Ministry of the education and
science of the Ulyanovsk Oblast and two partner schools.

The training of the customers and other project members (the analysts, mediators)
can be implemented in the administrative and educational institutions routine and the
teams of the ‘rapid reaction’ can be formed everywhere on a regular basis. In the case
of mastering the above competencies among all members of the team and in the case
the many schools and other administrative and education bodies which are struggling
to understand how to help young people and to prevent them from dangerous involve‐
ment in various activities – have the team of the trained professionals, it is very likely:

(a) for a young audience exposed to the risk of destruction:
• to escape the influence of antisocial virtual and real actors.
• to be involved in the prosocial virtual and real communication and activities

online and offline.
(b) for participants of the project:

• to acquire the experience of positive influence on the audience of social
networks.

• to develop further the skills in the application of education and political tech‐
nologies in the online space.

• to gain the experience of monitoring of the archetypes of Russian youth, their
interests, preferences, inclinations, including suicidal, extremist and other, to
obtain reliable information about the degree of involvement of young Russians
into the various subcultures, movements, associations, including destructive,
and, in general, to create a portrait of contemporary youth in Russia.

(c) for society:
• to strengthen the social unity – as the value system of the youth which is aligned

with the other strata in the society can lead to a better cross generational commu‐
nication. The stabilized and fully developed value system of the young people
is the main counteraction to the involvement of the young people in the radical
subcultures, to the social activity that is harmful and undesirable for the society,
and serves as the basis for educating the prosocial behaviour of the young people.

• to ensure the national security – as the focus on increasing the level of consol‐
idation among the young people of the country is the task for ensuring national
security. To accomplish this task, it is necessary to investigate the value
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consciousness of the young people, the value orientations, dynamics and trends
of their changes.

Social networks are, apart from the reach and useful space of free communication
and information, a place where the destructive effect is not only on the youth, but on all
users, while being conducted individually, anonymously, beyond the ethical and
aesthetic framework and norms, and therefore the most productive. The community,
interested in the development of the information technologies and their better influence
on the political and socio-cultural processes, needs to focus on the interdisciplinary
analysis of the information flows reflecting the social reality through the internet that
have a huge potential for ideological influence. Our project allows to identify and resist
the themes and areas of destructive influence.
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Abstract. The aim of this paper is to explore the connections among the
indicators of involvement in massively multiplayer online role-playing games
(MMORPG) of Russian-speaking adult gamers. The measurement model of
involvement in MMORPG playing that includes motivation to play, engagement
on a gamer’s level, identification on a game construction level, and presence on
a life environment level, were considered. The findings revealed the statistically
significant correlation among all the indicators of involvement that fit the
proposed model. Results indicate that gamers have seen more possibilities for
social integration in the game rather than in day-to-day life. Two key tendencies
were revealed: intentions to prosocial and competitive game behavior.

Keywords: MMORPG � Involvement � Engagement � Motivation to play
Self-Identification � Presence � Gamer

1 Introduction

The psychological meaning of online games has been one of the most discussed topics
in cyber psychology for the last thirty years [2, 35]. Many studies explored and
evaluated different aspects of human behavior in online games such as video game
addiction [14, 17, 20]; gamer’s experience and flow [9, 31, 36]; involvement,
engagement, and immersion [4, 6, 18, 24, 25]; outcomes of participation in games [12,
19]; social structure of game communities [11, 38] and others. Despite the growing
interest of researchers, not enough attention has been paid to the issue of the connection
between a perception of a fictional game world and the game behavior of adults.

The essential feature of MMORPG is its role-playing constituent which means using
an avatar by gamers. The interaction of a gamer with the gaming world and other gamers
is realizing only through avatars which have been chosen and equipped by the people
who created them [2]. Most of MMORPGs have been based on a fantasy plot that makes
a player possible to take part in collective narrative construction. A.E. Voiskounsky
et al. suggest that game users evolve at the same time as their characters and gain the
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experience that cannot be useful in any other part of their life [37]. Thus, the game
reality has become an independent part of the gamer’s living environment with its rules,
values and social interactions. We believe that the game narrative components’ con-
tribution to a player’s experience is an important research issue. Therefore the main
questions of this study are how the gamers’ identification with their avatar contributes to
involvement in MMORPG and the consequences of the game – such as satisfaction and
excessive usage. The paper also explores the concept of involvement and its empirical
filling. Thus the aim of the study is to explore the connection among the indicators of
involvement in MMORPG of adult gamers including specific associations between self-
identification and involvement in the game.

2 Involvement in MMORPG

Involvement is one of the key characteristics to have been studied in media research.
Media psychologists have considered three components of involvement (emotion,
cognition and behavior) through which various forms of interaction with the virtual
environment could be represented [39]. Whereas this concept is traditionally explained
as motivational continuum towards particular situations or objects, involvement rather
denominates the game’s meaning for its users [32].

Involvement in online games is often associated with immersion. Although
immersion hasn’t got enough empirical interpretations [16] this concept is very popular
in game studies. Brown and Cairns found that immersion can be defined as the degree
of involvement with a game [6]. They distinguished three levels of immersion
depending on the types of barriers that could interrupt involvement (gamer preference,
game construction, environmental factors). This concept is also close to flow experi-
ence [9, 31, 36]. They are both connected with a distorting sense of time, a loss of self-
awareness, challenge, and controllable tasks [9, 31]. Yet the specifics of immersion are
revealed through the concentration of mental resources of a player on game tasks
(cognition, emotional dispositions, motivation, and etc.) without demands of an
experienced gamer or quick feedback [16].

Another concept closely connecting with involvement is presence. Presence is
defined through depiction of a gamer’s experience of fictional world as real [22].
Researchers have developed different typologies of presence [see e.g., 23]. There might
be three spaces where gamers could experience this state of mind. The first space is
depicted the physical environment of game world. A gamer hasn’t felt that this space is
artificial entity but perceived it as real. The second space is defined as social and it
means that gamer believes that other game actors are real people. And the third
dimension reflects the self-presence attitudes of gamers according to their virtual self.
This concept is close to one of the components of transportation into narrative world in
terms of Green and Brock [13]. Authors argue that mental imagery is needed for
readers’ ability to imagine events, places and themselves in the narrative. Researchers
found that similar processes may be observed in online games [5, 9, 31].

Engagement is the next concept that is often overlapped with involvement in many
ways. So Brockmyer et al. have defined engagement as “a generic indicator of game
involvement” [4, p. 624]. Often engagement is defined as the state of “being there” during
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the game experience [18] that makes this concept very closely linked to presence. In some
studies engagement was considered through the players’ activity or their behavior in the
game including pleasure, attention, interactivity, perceived user control, challenge, and
other states [24, 25]. We suppose that the useful definition is given by Brown and Cairns
who marked it as the first stage of immersion on the level of gamer’s preference [6]. This
provides an opportunity to analyze engagement as a characteristic of player’s inner states.

2.1 Motivation to Play MMORPG

An increasing number of game researches are devoted to the study of motivation to play
video games. Most of the studies have shown that researchers tried primarily to portray
types of motives that explain why users play MMORPG and what they look for in this
form of pastime. A widely accepted Yee’s model of game play motivation includes three
main motives. The first is achievement as a possibility to reach high level of competence
in game. The second is social interaction as a possibility to establish pleasant and lasting
relationships with other people. And the third is immersion as a possibility to resettle
into the virtual world of game [40]. Przybylski et al. proposed the motivational approach
to video games engagement. They have demonstrated how video games may provide
opportunities for satisfaction of the universal human needs (competence, autonomy and
relatedness) [27]. We could say that both taxonomies are closely related to each other as
long as achievement is relevant competence; and social interaction is closely to relat-
edness. Immersion is relevant to autonomy because the concepts are both about the
possibilities to find the well-controlled and comfortable reality.

2.2 Identification

Researchers have been studying identification with game characters (avatars) in order
to find out how narrative elements of the plot structure of game and game tasks
encourage players to give voices to their multiple selves in virtual game worlds. If
identity is defined as a gamers’ mental model of themselves, identification is interpreted
in process terms. The processes may include experimentation with multiple selves and
the construction of possible new identities [29]. MMORPG’s construction is built in
such a way that it makes strong links between the player and the avatar through
creating a joint performance. The player’s interactions with the game environment have
a strong semiotic nature. Human bodies, actions, interplay and communication are
given as interactive texts and icons. The integration of social and mechanic components
of the game is named by Gee as Social Semiotic Space (SSS) [10]. Its content is defined
as “a characteristic set of multimodal signs to which people can give specific sorts of
meanings and with which they can interact in various ways” [10, p. 218]. Such an
approach lets us to consider identification in the context of media research. There are
two different points of view on identification with fictional characters. The main focus
of the first point of view is a similarity between the person and the character [1, 21].
Another approach emphasizes the positions of the recipients in a character perception.
So Oatley [26] supposed that identification occurs when a person takes on character’s
goals. Such the position makes possible for the person to embody an illusion of
experiencing a character’s life.
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Based on the definitions of identification in media studies researchers differentiate
various identities of gamers. Gee [11] analyzed three existing in game identities (virtual
(character), real (gamer) and projective (interacting real and virtual identities). Tronstad
[33] proposed to differ “empathic” and “sameness” identities. A gamer is able to
empathize with through the understanding of the avatar’s experience. Sameness
identity comes from the gamers’ experience of game world as if they were an avatar.
Other taxonomies are based on an analysis of gamer selves’ interplay [7, 34]. Avatar
identities associated with game environment whereas player and user identities des-
ignated personal and social components of persistent self-model of gamers.

In summary, most reviewing studies indicated that involvement is a generic concept
of understanding personal processes during playing in MMORPG and specifics of
interaction between gamers, game environment, and other social agents (see the the-
oretical proposed model of involvement on Fig. 1).

3 Method

3.1 Participants and Procedures

Russian-speaking MMORPG players were invited to take part in this study through
word-of-mouth on social media and also mailing lists of our university students.
130 participants were recruited as volunteers without any financial compensation. Data
from 11 participants were removed as a result of problems with completing their forms.
77 participants were male (64,2%), and 42 were female. Their ages ranged from 16 to
50 years (�x = 24,2; Me = 23; SD = 5,2). 64,2% of participants have played MMORPG
for more than 5 years, while 22,5% have played for 3 to 5 years, and 13,3% have
played no more than 3 years. Participants were asked to fill on online form which
contained a set of questionnaires.

Fig. 1. The measurement model of involvement in MMORPG playing
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3.2 Measures

Motivation to Play MMORPG

“Goals and Principles of Avatar” Scale (GPAS)
The Scale involves 18 items that were based on descriptions of the video games
narrative plots and typical actions of characters. Participants were asked “How often
does your avatar act in accordance with following principles and goals?” A five-pointed
Likert scale (1-almost never; 2-rarely; 3-sometimes; 4-often; 5-constantly) was used
(see all items in Table 1). The Cronbach’s alpha for this and other forms are given
below.

Gamer’s Motivation Evaluation Questionnaire (GMEQ)
The form involves the next statement “People usually play MMORPG because they
want…” and 7 suggestions about personal reasons including social motives (social
interaction/relatedness/) like “to meet new people”; immersion/autonomy motives like
“to feel uniqueness”; and achievement/competence motives like “compete with other
people”. Participants were asked to evaluate to what extend items resemble their

Table 1. Factor loading and factor structure of an avatar’s motivation (Note. SH = social
harmony, MP = magic power, C = conquest, A = achievement)

Items SH MP C A

The victory of the good over the evil 0,85 –0,18 0,05 0,12
Triumph of justice 0,83 –0,07 –0,02 0,21
Protect the weak and vulnerable 0,79 –0,06 –0,13 0,01
Protection of the world 0,76 0,10 –0,01 –0,29
Love and acceptance from others 0,71 0,14 –0,31 0,09
The maintaining balance of nature 0,70 0,03 0,00 –0,34
Being the good knight without fear and without reproach 0,68 –0,24 0,17 0,01
Comprehension of the dark magic depths –0,12 0,83 0,13 0,10
Passion for dark mysticism –0,18 0,82 0,23 0,14
Magic strength management 0,24 0,81 0,04 0,05
Conquest of new territories, suppression of enemies 0,02 0,12 0,79 0,08
Contempt for other races and clans –0,02 0,09 0,74 0,09
Freedom from morality and conscience –0,08 0,43 0,57 0,10
Independence from rules and taboos –0,17 0,47 0,54 0,12
Power over the world –0,06 0,42 0,49 0,20
Aspiration to constantly improve own playing skills 0,12 0,30 0,03 0,79
Improving the game ranking by any means –0,13 –0,04 0,19 0,63
Aspiration to improve own skills in the Art of Battle 0,22 0,13 0,37 0,59
Explored variance 4,88 3,08 2,68 1,95
Unique Variance Accounted for by Factors 23,24 14,67 12,78 9.29
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motivation to play using a ten-pointed scale (where 1-Absolutely distinctive from me;
10 – extremely similar to me). The overall scores were calculated as a common
variable.

3.2.1 Game Experience Questionnaire Form (GEQF)
The multi-item self-report questionnaire GEQF was developed by the authors. The
questionnaire involves questions about life-time gaming habits (period of playing;
frequency and duration of playing; and others), satisfaction of game playing and
experience of playing MMORPG. 3 scales for dimensions excessive usage, engage-
ment and presence were included as parts of the questionnaire. The excessive usage
scale was based on the Chen Internet Addiction Scale (CIAS) [8] which was adopted
for the criteria of MMORPG playing. The scale included 6 items that corresponded
with Internet addiction, such as salience, tolerance, mood modification, and others.
A five-pointed Likert scale was used to evaluate the frequency of the participants’
symptoms (1-almost never; 2-rarely; 3-sometimes; 4-often; 5-constantly). The
Engagement scale included 10 items. These items were devoted to reveal in which
extend players feel an inclusion in the game world (e.g. “I really live in this game
world”, or reverse item “I found my mind wandering while playing the game”). The
Presence scale contained 5 items that presented the experience of being in the game
world (e.g. “How often did you feel as if you walked through the game area while you
were playing the game?). A seven-pointed Likert scale was used (1- absolutely dis-
agree; 7 - completely agree; 1-almost never; 7-constantly).

3.2.2 Identification
3.2.3.1 Twenty Statements Test (TST)
The Twenty Statements Test is well known as an instrument of identities study. This
test was used for the dimension of attitudes towards one’s own self [19]. We used a
modification of TST to adopt the objectives of this study. Participants were asked to
provide ten statements responding to the question “Who am I when I’m playing
MMORPG?” and other ten different statements in response to the question “Who am I
when I’m out of the game?” For coding the free responses of participants we used
Hartley’s recommendations [15]. The three indicators were personal, interpersonal and
collective self-descriptions.

3.2.3.2 Identification Questionnaire Form
The Form includes 5 questions such as “How often did you perceive your game avatar
as yourself?”, “To what extent can you use the word “I” for your game avatar
descriptions?” Participants respond on a seven-pointed Likert scale. The overall score
was calculated as common variable.

3.3 Data Analysis

We conducted a descriptive and comparative analysis to evaluate gender and age
differences through analysis of variance. The total sample was divided into young
(range = 16–22; n = 49) and adult (range = 23–50; n = 70) groups. The next step was
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performed by analyzing a correlational structure of all the study variables. Exploratory
factor analysis was conducted for developing GPAS. Finally we conducted the median
split to divide participants into high and low involvement in MMORPG playing groups
using the overall scores of 5 scales (Motivation, Engagement, Identification, Presence,
and Excessive usage) (mdn = 114, range = 55–193) to compare the self-descriptions of
gamers. All analyses were calculated in Statistica v. 6.1 (StatSoft Inc.).

4 Results

The results of revealing essential characteristics of involvement in MMORPG
according to the gender and age of gamers are shown in Table 2.

It was assumed that age, gender and the parameters of game behavior might
moderate involvement in MMORPG playing. The results demonstrated that female
gamers were significantly more engaged (F = 8.46, p < 0,01) and felt presence
(F = 4.89, p < 0,05) than male gamers. Significant age differences were revealed for
almost all indicators of involvement: motivation to play MMORPG (F = 14.12,
p < 0,01), engagement (F = 14.65, p < 0,01), identification (F = 13.55, p < 0,01), and
presence (F = 14.12, p < 0,01). Significant differences in excessive usage did not
appear for both dimensions.

Table 2. Means and SD of involvement characteristics

Involvement indicators GENDER AGE

Male Female Young Adult
Mean SD Mean SD Mean SD Mean SD

Motivation 30.58 14.33 32.44 13.08 37.24 14.56 27.90 12.05
Engagement 35.00 8.85 39.91 8.87 40.67 8.88 34.34 8.62
Identification 21,04 8,71 23,39 8,36 25.20 8.46 19.76 8.06
Presence 16.05 8.11 19.40 7.63 19.54 7.81 15.90 8.03
Excessive usage 9.00 3.47 9.27 2.90 9.84 3.42 8.66 3.12

Table 3. Correlation coefficients between indicators of involvement in MMORPF, satisfaction
of game playing, means, SD and Cronbach a (Note: *p < 0.05; **p < 0.01)

Variables 1 2 3 4 5 Mean SD a

1. Motivation – 31.25 13.87 0.82
2. Engagement 0.45** 36.76 9.13 0.76
3. Identification 0.39** 0.47** 21.88 8.63 0.82
4. Presence 0.41** 0.62** 0.69** 17.25 8.07 0.84
5. Excessive usage 0.22* 0.55** 0.13 0.24* 9.10 3.27 0.66
6. Satisfaction 0.31** 0.16 0.12 0.27* -0.12 7.47 1.13 –
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The findings of this study revealed a statistically significant correlation among all
the indicators of involvement (Table 3). This fits our model of involvement in
MMORPG playing. Furthermore the results showed a connection between satisfaction
of game playing, presence and motivation. Engagement, identification and excessive
usage didn’t contribute to satisfaction of game playing.

We further conducted exploratory factor analysis for developing GPAS. Principal
components analysis with varimax raw rotation was computed for 18 items (see
Table 1). We supposed that the representations of goals and principles of an avatar
were the connecting links between player motivation and identification with a game
character. We analyzed the Scree plot and Eigenvalues greater than one that let us
extract four factors which accounted for 60.0% of the variance in item scores. There
were only three cases with cross loading of items across factors with items loaded
above 0.40 on two factors. See Table 4 for reliability, means, and standard deviations
of the scale items.

As shown in Table 4 factor structure included one independent and three consistent
factors. The independent factor captured different aspects of intentions to prosocial
behavior. Other factors were closer to competitive behavior and its variations in fic-
tional worlds of MMORPG.

Table 4. Descriptive statistics and intercorrelations among GPAS subscales (Note: **p < 0.01)

Subscale Mean SD Cronbach a Factor
intercorrelations
1 2 3

1. Social Harmony (9 items) 23.82 9.47 0.88 –

2. Magic Power (6 items) 13.24 6.22 0.83 –0.05 –

3. Conquest (6 items) 13.60 5.69 0.80 –0.13 0.79** –

4. Achievement (3 items) 9.95 2.99 0.61 0.09 0.39** 0.48**

Table 5. Correlation coefficients between indicators of involvement in MMORPF, satisfaction
of game playing and GPAS subscales (Note: *p < 0.05; **p < 0.01)

Indicators of involvement GPAS subscales
SH MP C A

1. Motivation 0.20 0.10 0.22* 0.34**

2. Engagement 0.23* 0.19 0.31** 0.30**

3. Identification 0.26* 0.29** 0.17 0.14
4. Presence 0.32** 0.28** 0.18 0.13
5. Excessive usage –0.04 0.13 0.16 0.27**

6. Satisfaction 0.25* 0.04 0.05 0.18
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Table 5 shows the relationships between GPAS subscales and the key indicators of
involvement in MMORPG playing. Social harmony is positively associated with
identification, engagement, presence and satisfaction of game playing. We could say
that intentions to prosocial behavior contribute to positive experiences and involvement
in the game. Magic power is positively linked with identification and presence. This
connection would be expected. The participants who accept the fictional game world’s
rules lead towards feeling of presence in this world. Conquest is positively correlated
with motivation and engagement. Achievement is positively associated with motiva-
tion, engagement and excessive usage of game. This also could be expected because
those players who have a need for game skills improvement and competition elevate
their online activity up to excessive usage of the game.

The final step of study was performed by analyzing self-descriptions of participants
that are indicators of identification in and out of the game. See Table 6 for means, and
standard deviations of the types of participants’ self-descriptions; see Fig. 2 for plots of
self-descriptions profiles.

The comparative analysis indicated significant differences in the self-description
profiles that revealed more personal self-descriptions in real identification (total:
t = 7.72, p < 0.001; high: t = 4.78, p < 0.001; low: t = 6.08, p < 0.001), and more
interpersonal self-descriptions in virtual identification of gamers (total: t = 5.69,
p < 0.001; high: t = 4.81, p < 0.001; low: t = 3.29, p < 0.01). Significant differences
in collective self-descriptions appeared only for low involved gamers (t = 2.64,
p < 0.05). They tend to approve their virtual self through social categorization.

Table 6. Descriptive statistics of the types of self-descriptions

Types of self-
descriptions

Means (standard deviations)

Total sample High involvement Low involvement
Virtual Real Virtual Real Virtual Real

Personal 3.44
(2.17)

5.40
(2.54)

3.66
(2.16)

5.56
(2.61)

3.27
(2.20)

5.27
(2.51)

Interpersonal 3.13
(2.08)

1.84
(1.61)

3.54
(2.24)

1.74
(1.23)

2.79
(1.89)

1.91
(1.88)

Collective 2.61
(2.13)

2.16
(1.87)

1.80
(1.66)

1.98
(1.61)

3.29
(2.25)

2.31
(2.08)

Fig. 2. Plots of self-descriptions profiles in high and low involved gamers’ groups
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5 Discussion

The paper’s findings support the theoretical proposed model of involvement in
MMORPG. In this context involvement might be considered as a multifaceted and
multidimensional construct that comprises distinct indicators and reflect rich and
meaningful experiences of playing MMORPG. It is important to note that the inter-
action between the game mechanics and gamer personality provides possible inter-
pretations of the game fictional world and player’s role models. The gamers could
choose who they want to be and how they behave in the game. These possibilities are
more attractive for young gamers who have greater involvement in MMORPG playing.
Altogether, gamers have seen more possibilities for social integration in the game
rather than in day-to-day life which confirms the greater interpersonal self-descriptions
in virtual self.

We couldn’t agree with the point of view that refers to MMORPG as the space of
ideal selves’ realization by gamers [3, 28] because these selves are not under total
control by users but they reveal themselves in social interaction and depend on many
situational and interpersonal factors. Many gamers have been staying in the same game
and the same game community for years [38]. They tend to change avatars and their
roles from normative to margin and vice versa. Gamers are more likely to look for an
ideal reality where their selves could enact in more suitable and comfortable conditions
where they could do things that couldn’t be conducted in the real world. Our findings
confirm this position. Two key tendencies in identification with an avatar were revealed
as intentions to prosocial and competitive behavior. In general these tendencies might
correspond to two types of culture (collective and individualistic) that are connected to
the oppositions of self-transcendence to self-enhancement values [30]. Typi-
cal MMORPG mechanics suppose a lot of possibilities for gamers to get drawn into
communities and collaborations that might explain the link between Social Harmony
preferences and satisfaction of game playing. At the same time competitive behavior
connected with excessive usage that might show just a suitability of the game world for
self-affirmation and the need to prove the importance of own self.

6 Conclusion

People always need both stories and social games. Before the digital era there were
tournaments, masquerades, carnivals, and other forms of massive playing’ encour-
agement. Today we have Internet as a space of collective creativity. Modern game
dynamics and mechanics like persistence, avatar-mediated play, perpetuity and social
interaction [2] let invert MMORPG playing in a never ending story. In this study we
examined connections among self-identification and key indicators of involvement in
MMORPG playing. The results highlight the value of social integration in a fantasy
game world where every person could be a part of heroes’ teams which pursue noble
goals and form own sodalities.
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The findings of this study may serve as a framework for the development of the
gamification of learning and psychotherapeutic processes. We also suppose that this
study may be a starting point in the exploration the role of cultural and social factors in
involvement of Russian gamers in MMORPG playing.
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Abstract. A brief description of prehistory, history and current state of the art
in the development of the Internet psychology, or cyberpsychology in Russia is
presented. Prehistory refers to a “non-meeting” stage: unsuccessful enthusiasts
of computer networking in Russia (then the USSR) have not had recourse to
social science researchers, including psychologists, who might have provided
computer scientists with valuable “human factor” reasons to make the
innovative appeal fully argumentative. The second period, named “culture
psychology”, refers to the beginning of the appropriate studies which happened
to start earlier than the public access to the Internet became available. The main
theoretical platform of the culture psychology studies was the Vygotskian
paradigm in psychology. The dominant characteristic of the third period was
multitheoretical approach, and this phase got an ad hoc name “positive
psychology” – simply due to the fact that a series of cyberpsychogical studies
was performed within a positive psychology paradigm. The last enlisted period
refers to the “current studies”: it includes both multi-theoretical works and
diverse projects targeted on numerous Internet mediated activities such as
interaction, cognition (e.g. learning), video game playing and various online
entertainments.

Keywords: Culture psychology � Cyberpsychology � Positive psychology
Mediation � Flow � Digital risks � Local area network

1 Introduction

The origin of the Internet (initially ARPANET) dates back to 1969. This particular date
in the world-wide Internet history refers primarily to the USA. Other countries may
have their own important dates related to the beginning of network transactions and the
start of computer-mediated connections. Similarly, the starting points of studies in the
field of the Internet psychology vary in different countries, sometimes independently of
a wide or narrow access to computer networking.

The latter case characterizes Russia: the earliest publications in the (future) field of
cyberpsychology happened to precede both mass and even selective access to global
computer networking. Phases, or periods of the growth of the Internet psychology in
Russia seem to deserve special discussion. The Internet psychology is rather a new
research field everywhere, including Russia. This paper covers all the periods starting
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from prehistory (it may be called a “Jurassic” period) and up to the current works in the
field; the earliest periods, being the least known, are discussed in full, while much less
space is given to the modern state of the art. When possible, the development of the
Internet psychology in Russia is compared to parallel processes in other countries;
nevertheless, any approach towards a cross-national perspective, such as [3], needs to
be addressed to the future. Though the materials on which the paper is based include
the whole scope of studies done during all the periods, the references to the paper are
limited to the works which are available in English; hopefully, such an abridgment may
be helpful for all those who do not follow the sources published in Russian.

2 Non-meeting

The Internet psychology has grown from several disciplines, including first of all
psychology with its diverse fields such as social, organizational, clinical, cognitive,
educational psychology, and computer science – the latter provided networks and
connection protocols, mobile communications, browser programs, software for gam-
ing, for real-time and delayed interactions, including audio and visual presentations,
etc. All the elements worked out within the computer science field may be jointly
named as a channel, or a medium, while particular services based upon the channel
provide multiple activities such as online and mobile interactions, learning, gaming and
entertainment, shopping, sexting and consuming porn, etc. Social scientists and psy-
chologists feel professionally interested in the numerous ways the Internet services are
included into everyday life. This is rather a new research field accelerating since 1990s,
although the earliest works have been published before 1980 [16].

It is doubtful that “the medium is the message,” the famous Marshall McLuhan’s
formula, is still correct. Instead, the abovementioned medium serves as a frame for
enriching the world-wide web: the Web 2.0 idea is that the users themselves create
content within the given broad frames. While the computer science practitioners
constantly update the online behavior medium, psychologists do their best to unblock
the message of the universally accepted medium – namely, the content which people
insert into learning, entertainments, interactions, etc. while they stay online. Younger
generations of psychologists are quite fond of doing studies related to the Internet
psychology, though the latter is rarely taught. To the best of the author’s knowledge,
there is only one textbook in the field [7].

Nowadays, psychology and the Internet are closely connected; decades ago few, if
any people would foresee the current liaison. For example, the initiators of an elegant
project which was worked out within the computer science, namely the idea of building
telecommunication networks to connect mainframe computers, have lamentably dis-
regarded a chance (probably, questionable) to get support and possibly benefit from
collecting psychological data. The event of non-meeting psychology and computer
science dates back as long as 1959; since that time it lasted until mid-1980s.

The story of the computer networking project initiated by Anatoly Kitov, a Colonel
in the Russian (then Soviet) Army and a visionary, is thoroughly presented in several
books written mainly by the US scholars. First to be named is a book by Gerlovich
[12]; more details are presented in a recently published book by Peters [23].
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Earlier than the famous Internet pioneer, the MIT professor psychologist Joseph
Licklider, Kitov explicitly formulated the actual ideas of computer networking. In 1959
he applied to Nikita Khruschev proposing to start computer networking within the
whole Soviet Union. (Licklider’s project “Intergalactic Computer Network” appeared
in 1962). Though the Kitov’s project has been estimated positively, there was no order
to perform it immediately in practice; the second appeal to the state leader (this time it
was Leonid Brezhnev) ruined Kitov’s military career. He managed nevertheless to
build a new career as a consultant and professor of cybernetics, and even more, he
found a strong sympathizer and upholder, Viktor Glushkov – the founder and director
of the Institute for Cybernetics (Kiev, the Ukraine, then USSR) and an influential
member of the Academy of Sciences.

Glushkov’s project called OGAS (acronym, stands in Russian for All-State
Automated System), close to Kitov’s project, has been presented as a pioneering
innovation, highly helpful in collection of unbiased managerial data related to the
economic growth, or maybe unwanted recession. Since Glushkov was decades-long
insistent in making the project known to the highest-status decision makers, the OGAS
project has several times been close to being approved, but it has never been funded
and Glushkov has never enjoyed an expected success. When computer networks
became available in the late 1980s, the project was based on the Western connection
protocols and Western hardware and had little if any common with the Glushkov’s or
Kitov’s layout.

Both Gerlovich and Peters provide many views, details and rumours explaining the
“uneasy” [23] story of non-networking the vast territory of the USSR with many
thousands computerized enterprises – industrial, agricultural, etc. Leaving aside pos-
sible or hardly possible explanations, we may dare to throw a reproach to the late
networking activists, namely Anatoly Kitov and Viktor Glushkov. Neither of them
made an attempt to promote at least a moderate experience of computer networking in
order to lean afterwards upon the collected evidences of the expected mass enthusiasm
towards being networked; the documented evidences might be attached to the claims
shipped to the state leaders. Surely such a non-existent experience can hardly be called
otherwise than totally virtual: at that time nobody have had any experience in global
telecommunications.

But not so with local area networks (LANs). Here starts the “non-meeting” moment
when the proponents of computer networking disregarded any psychological data, and
the “human factors” data collected within the organizational psychology in particular.
Being the director of the Kiev Institute of Cybernetics with up to 2,000 employees,
Glushkov was more than able to give his subordinates an access to computer networks,
such as LANs. But this time he underestimated what might be called a sort of a human
factor in computer telecommunications.

The LAN technologies have been rapidly developing during 1970s. All those who
have had a chance to use the most advanced LANs, got a feeling close to being able to
meet a sensational miracle. Upon the author’s experience, the LAN users combined
professional and friendly talks, discussed organizational problems, shared news and
humor: some of them from time to time filled in various psychological and/or socio-
logical questionnaires. The author’s experience hints that enough LAN related material
was collected by Moscow University psychologists by mid-1980s to write the first
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research papers on psychology of computer-mediated communication; publications in
English followed a decade later [1, 33, 34].

Glushkov was far from considering evidences related to the human factor. He was
well aware that the best way to achieve the desired goal was to get an approval from the
highest-rank decision makers. Probably this is the best way indeed, but not the only
one. His supposed would-be OGAS users were intended to be assigned bureaucrats –
very likely, differing from networking enthusiasts. Glushkov was not sensitive to any
possible support which might come from ordinary well-educated people who might
acquire a genuine interest in the use of local or global computer networks, e.g., for
interaction and information retrieval.

It is more than likely that Glushkov had little or no information concerning the
ways the ordinary specialists use LANs. He could nevertheless collect data referring to
the mass access and exchange of information via Videotex systems – a combination of
simple software, rapidly updating databases, phone channels, TV screens and special
keyboards. Such systems – named Prestel in Great Britain and several other North-
European countries, or Minitel in France – were in heavily exploit during 1970s, when
Glushkov was alive and active. Commercial success of the Videotex networks, as well
as personal attachment of millions phone subscribers to these systems might give
Glushkov and his collaborators an alternative view on the way to “network a nation”:
the “uneasy” work might go both bottom up and top down. Ordinary people (the
bottom) stayed neglected in the descriptions of the networking projects presented by
Kitov and Glushkov. The early Soviet visionaries of computer networking were in their
own way the products of the command system of decision making. The early propo-
nents of computer networking made their best trying to impact the top officials (the
tops); at the same time they never applied to the bottom, i.e. all those who may feel
genuine interest in the use of the would-be medium.

This is the story of a prolonged period during which the specialists in the two
disciplines, namely computer science and psychology, did not take a chance to col-
laborate in an innovative initiative of building global computer networks in Russia
(then USSR) for exchange of data and – we suggest – interaction. The result of the
“non-meeting” story was the loss of priority in computer telecommunications.

3 Culture Psychology

The next episode is the story of meeting. As it was mentioned in several works in
Russian and in English [36, 39, 41], psychologists turned to be among the first group of
Russian scholars who initiated investigations of human behavior mediated by computer
networks. The studies started in 1980s, about a decade before the Internet became
widely available in the USSR. Two research projects need to be mentioned.

One project was partly based first, on interviews with Soviet scientists who hap-
pened to participate in a Delfi procedure of expert evaluations made online on
assignment of international professional committees; second, on analysis of Usenet
posts; lastly, some findings were obtained by a participant observation of the LAN
users’ interactions. The results were published in 1980s in Russian and over a decade
later – in English [33, 34]. The second study – the Soviet/Russian-American project
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(1985–1994) “Cognition and Communication” – was done in cooperation by research
groups from the University of California at San Diego and the Moscow Institute of
Psychology, Academy of Science; the former provided the hardware and telecom-
munication facilities, the latter introduced computer networking to the Soviet/Russian
academic institutions, libraries, primary and high schools. The main results [15] were
obtained by observing and testing schoolchildren in educational computer-rich envi-
ronments, such as the one called the 5th Dimension [6]. Besides, researchers observed
and described some particular patterns referring to computer-mediated interactions of
adult novice users, mainly researchers in humanities. Both projects were carried out in
the Vygotskian paradigm [1, 6, 14].

This is an important point. At that time and afterwards, neither communication
science nor human-computer interaction were developed enough to be in the list of
academic disciplines in Russia. While it is a common opinion today that the current
civilization is a network society, the genesis of this particular idea in 1980s did not
attract due attention of scholars in social sciences and humanities, at least in the Soviet
Union, later Russia. At that time philosophers, economists, linguists, sociologists, or
historians did not express strong professional interest in the studies of computer
mediation of numerous human behaviors. Not so with psychologists, as it was said
above. The reason is that the Vygotskian perspective turned to be among the most
promising platforms in the studies of computer (later – Internet) mediation.

Indeed, the introduction of networking ideas into psychology, unlike many other
academic disciplines, met no conceptual problems due to the theory which is popular in
Russia as well as abroad: namely, the socio-historic theory of psychic development
introduced by Lev Vygotsky [43]. From this theoretical background it is emphasized
that higher mental processes are of social origin, their development is based on joint
child-adult actions (particularly within the zone of proximal development) and inter-
personal communication, and presumably on mediated forms of behavior. Within this
theory, called also as “culture psychology,” mediation is a fundamental principle in
mental development; it includes the acquisition and usage of practical and psycho-
logical instruments: material tools, signs, and semiotic systems. According to Vygot-
sky, genuine human forms of behavior are mediated by culture-related sign systems.
Thus, the acquisition of personal skills and social norms through signs is the main-
stream of psychic development. The developing sign systems often remediate behav-
iors which have already been mediated, and probably not once. Remediation refers to
significant changes in the selection of newly-mediating semiotic systems; an evident
historic example is a transfer from syllabic to alphabetic writing systems [6].

Investigations of mediated and remediated forms of behavior are traditional for the
Vygotskian approach. In the 1980s and later psychologists in Russia first discovered
that by using networks, computer facilities and software, individuals could mediate and
remediate processes of cognition and interaction. They realized as well that a software
program that runs on a computer is, in its essence, a semiotic system; information
technologies represent quite complicated sign systems. Being universal mediators in
almost any type of activity, the developing information technologies impact (e.g.,
remediate) human behaviors; this process is of primary interest to psychologists who
practice the Vygotskian approach.
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4 Positive Psychology

After the prolonged period called above “non-meeting” of psychologists and computer
scientists, the next period may be characterized by a priority interest of psychologists in
the problems of computer mediation and the peculiarities of the new-born network
communities. Soon after the regular access to the Internet became widely available in
Russia, scholars in diverse disciplines joined psychologists in carrying out, from their
professional perspectives, multiple studies of the Internet use. Nowadays, on a par with
all the other researchers, psychologists go on investigating human behavior mediated
by the Internet, computers, smartphones, gadgets, ipad tablets, etc. from diverse the-
oretical platforms, including those differing from the culture psychology. By 2000 a
certain theoretical diversity became apparent in the development of the Internet psy-
chology in Russia: current newborn psychological methods and concepts have been
widely applied. As an example, it is reasonable to mention positive psychology which
has been developed during the last decades, mainly in the works of M. Seligman and
M. Csikszentmihalyi [26], and their collaborators and followers.

Among the most promising platforms within the positive psychology are the Self-
Determination theory developed by Deci and Ryan [9, 25] and the optimal experience
(flow) theory developed by Csikszentmihalyi [8]; within the both approaches well-
established research methods have been developed. Positive psychology is being
extensively applied in numerous studies of human behavior mediated by the Internet,
computers, smartphones and gadgets, such as problem solving, group and dyadic
interaction, learning and exploration, gameplaying and entertainment, shopping, etc.
Numerous publications and practical work reports in the field are known, as it is
evident from analytical reviews and popular science books which have been issued
during the last decade [25, 37, 40]. While both of the approaches are being intensely
used in the world-wide studies of computers/Internet mediated behavior, the optimal
experience (also known as flow experience) methodology has been quite intensely
applied in Russia in the context of studies of the Internet related environments.

The notion of a flow has grown from the materials Csikszentmihalyi got hold of: his
respondents systematically descried their sensational, though possibly repeated expe-
rience for which one could have hardly chosen a name other than flow – a sort of an
optimal level of their experience when people control themselves and the environment,
concentrate over the processes they are in and little care of the would-be results, have a
distorted sense of time or lose the very idea of time management, find that their skills
match the task challenges, often feel themselves as creative creatures. Flow, both
habitual and rarely occurring, was reported to happen irrespectively of the type of the
work being performed: be it spiritual or mundane, creative or routine, unique or known
to almost everyone, individual or team-work, rarely or regularly performed. Flow
experience, as well as self-determination tendencies, is a well-grounded prospective
model for designers and managers to plan and construct digital projects which are
going to be a long time in demand.

The scope of works dealing with the positive psychology approach to the Internet
mediated behavior, unlike the works done during other periods, is fully enough
available in English and reviewed in a number of publications, such as [39, 40].
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Optimal experience very often takes place when human beings use digital tech-
nologies; indeed, flow has been described and measured in numerous Internet related
behaviors, e.g. online types of instruction, entertainment, interaction, explorative
behavior, usability testing, web marketing and shopping, psychological rehabilitation,
etc. (for an overview see [37, 40]). Optimal experience was first investigated as an
important component of the motivation of Russian computer hackers [42]; data close to
that were reported as well outside Russia [18]. The main result is that the computer
hackers who are highly or poorly qualified, report of flow experience; the moderately
qualified hackers report it less often, and when they do, they admit facing problems in
keeping this experience when they update their “professional” knowledge and renew
qualification. At the time when the study was done, the meme “Russian hackers” was
not yet well-known to the ordinary people as it is nowadays, though as long back as
two decades ago and earlier the computer hackers from Russia enjoyed a high enough
reputation among specialists – both criminals and security experts, including propo-
nents of non-regulated use of computer networks.

The most extensive pool of a flow related research has been devoted to an empirical
study of motivation of video game players (gamers). Online studies were carried out
using the same methodology within the Russian, French, US, and Chinese samples of
gamers: the initial questionnaire was worked out and after it proved to be reliable taken
Russian-speaking gamers, it was adapted (back-translated and corrected) and per-
formed within the non-Russian samples. The results of the factor study show that
almost all the gamers report they experience flow; this factor was found to be no less
(in fact, usually more) important than other factors, such as achievements, enjoyment of
having interactions or wish to cognate navigating the net. Thus flow experience is
among the major factors attracting gamers and pushing them to play their favorite
games and/or mastering new ones. While the results of the studies related to each ethnic
group have been published both in Russian and in English, comparative multi-ethnic
results of the confirmatory factor analysis use are fully presented in [38]. Flow is the
first factor in an almost every model; the single exception is the factor structure
characterizing the French gamers. The latter model can be called minimalistic since it
contains only three factors, while the factor structure characterizing Russian gamers is
rather complex, it contains as many as six factors; the factor structures characterizing
American and Chinese gamers lay in between. To make it short, it has been shown that
the flow experience is a common motivating element for online gamers in four different
ethnic groups such as Chinese, Americans, French and Russians. This proves the fact
that optimal experience is a basic element explaining the world-wide attractiveness of
playing computer video games [38, 40, 41].

At the positive psychology period and up to now free choice to navigate through
diverse Web sources began to stumble upon restrictions entrusted by Russian security
forces, ministries and Parliament: an online “struggle between dictators and revolu-
tionaries” [28] is being more and more fierce. Various evidences say though that this
sort of “struggle” is activated elsewhere, on the agenda of anti-terrorist tactics [22].
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5 Current Studies

All the studies performed within the abovementioned stages (such as non-meeting,
culture psychology and positive psychology) have at least one important consideration
in common: they refer to small or very small samples, since the number of the Internet
users in Russia was not too great prior to the advance, in 2007 and subsequent years, of
social networking media, such as VKontakte, Odnoklassniki, Twitter or Facebook.
After that the coverage of the Internet users increased and approached to be repre-
sentative. That means, mass studies became possible. At the same time, local social
media (such as VKontakte: vk.com) effectively compete with the most acknowledged
international media and messengers; this competition is a probable reason that in cross-
cultural studies of the intrusion and use of the major social networking sites, such as
Facebook, the Russian population has not been investigated [3].

A mass study is being conducted for over a decade by a team headed by Soldatova
[29–31] who started her career in cyberpsychology at the stage mentioned above as
‘culture psychology.’ Many thousands children, parents and teachers habituating in
diverse regions of Russia fill in each year the questionnaires developed by the team.
The main themes include the types of computers’/Internet phobias, anxiety or stress,
digital competence of children and adults, varieties of a possible gap between the
generations of the Internet users, motivations towards improvement of competence,
attitudes and the likely preoccupation of the grown-ups towards the kids’ overuse of
new technologies, likelihood of becoming a victim of cyberharassment, cyberbulling or
cybermobbing, expectations of schoolchildren referring to the future challenges con-
nected with the development of digital technologies, etc. Besides, the team is
responsible for the HelpLine phone channel and gives recommendations to kids in
emergency cases. The continuous research project is partly affiliated with the work
project EUKidsOnline and commissioned by the European Union department which is
responsible for the kids’ safety in the digital world – the current and especially the
future world. The methodology of the studies held in Russia systematically corre-
sponds, for about ten years, to the methodology of the EUKidsOnline II project (http://
detionline.com/assets/files/helpline/Russian_KidsOnline_Final_Report_2013.pdf). The
use of common instruments suggests perspectives of comparing the readiness of
Russian and European children (as well as their parents and teachers) to meet and
withstand numerous risks inseparable from the contemporary digital world.

For example, Soldatova and her team investigated the active and passive strategies
of coping behavior related to the risks which include negative online content, such as
bulling, sexual offers, fraud, theft of personal information, insistent appeals to meet
online acquaintances, etc. [29–31]. The likelihood of becoming a victim significantly
depends on the preferred types of activity: for example, those who are focused on
learning while they are online, are less exposed to the risks listed above. Moreover, they
can easier apply for assistance to their significant adults to get what is called parental
mediation [30]. To assess the digital competence in adolescents and parents in Russia
the researchers started with a description of digital competence which was considered by
being dependent for making “confident, effective, critical and safe choices” [29, p. 66]
when online. After that a specially developed Digital Competence Index was
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introduced, which consists of such components as knowledge, skills, motivation,
responsibility and safety. The Index includes information and media competence,
communicative competence, technical competence and consumption competence. To
assess digital competence, a 52-item instrument was worked out; the studies confirmed
reliability and usefulness of the Digital Competence Index [31].

Among the most widely accepted risks is Internet addiction, also known as overuse
or pathological use of the Internet. The addictive phenomenology is being intensely
discussed and investigated from medical and physiological [21, 24], psychological [19,
20], educational [27] and technological [35] perspectives. Diverse views on the theme
were introduced and debated, mostly in publications in Russian. In 2009 and 2015
several translations into Russian have been published, including papers by M. Griffiths,
K. Young, A. Weinstein, Z. Demetrovics and other respectable psychologists. The
papers written in English on the theme are not numerous. Voiskounsky [35, 40] dis-
cussed the tendencies to interpret repetitive actions either as Internet addiction or as
flow (optimal experience), and declared that optimal experience has rather little in
common with addictions. Many authors avoid the term “Internet Addiction Disorder”
and prefer to consider “pathological” or “excessive” use of the Internet, smartphones,
and gadgets. For example, the reasons for the excessive use are believed [10, 11] to be
twofold: first, the changes in human needs such as the need for convenience and
functionality (for example, a “cool”, stylish or expensive gadget), and second, a
transformation of a human body in its psychological boundaries (subjective extension
and subjective violation), since the human boundaries seem to extend nowadays as
long in distance, as their gadgets may reach; thus, human beings may attain elements of
a so-called universal or world-wide consciousness. We may conclude that in Russia, as
well as outside Russia, many professionals in human health and well-being find rather
ambiguous both a theory of Internet addiction and its treatment.

A great deal of studies was devoted to personality traits and cognitive abilities of
video gamers [4, 17] but we will not follow this theme in any detail since this volu-
minous task deserves a special paper. More and more work is being done on Internet-
mediated communications via social networking sites, though most of the papers stay
unavailable for those who read only in English.

It was reasonably observed that the newborn virtual identities are being built via the
use of blogs and social networking sites [2]; later it was stated that reputations are being
leveled up, or probably, and unhappily, down [41]. A detailed chronological descrip-
tion enlists numerous virtual fictitious personae which were created and promoted on
the Russian-language web-sites (up to early 2000s), all being creative projects in
literature and journalism; it is specially noted that multiplayer role gamers are not taken
into account since all the gamers accept certain virtual statuses [13]. A study of harmful
online behavior [5] is quite fundamental and may be thought of as an approach to a Big
Data technology: 6724 participants filled in the Dark Triad scale; the researchers
analyzed the personal data of the participants plus as many as 15,281 posts placed upon
the Facebook walls. Over 25% of the participants reported of being engaged earlier in
some types of harmful online behaviors. Males are found more likely to send out
insulting or threatening messages, to post aggressive comments. Meanwhile, dissem-
ination of other people’s private information does not correlate to gender. Not sur-
prisingly, researchers have found (1) psychopathy and (2) male gender to be the unique
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predictors of engagement in harmful online behaviors. Besides, numerous parameters
of the Dark Triad scale are shown to be significantly correlated to the linguistic patterns
of the participants’ posts [5].

6 Conclusion

The current paper presents a brief review of the development of the Internet psy-
chology, or cyberpsychology in Russia; the work is restricted to publications available
in English. A systematic review of the sources published in Russian would be a no less
important task for scholars in the future. The Russian perspective is in a way peculiar.
On one side, the Internet access in Russia is highly intrusive, and originally national
sources effectively compete the most acknowledged sources such as Google or Face-
book: the browser yandex.ru competes the former, the social networking site vk.com –

the latter. On the other side, sufficiently wide use of various Internet sources is
becoming restricted in Russia due to unfriendly decisions of legislative and adminis-
trative governance which now and then demands to block up the access to the sources
initiated by liberal, or pretending liberal political activists within Russia and abroad.

The Internet psychology has a long enough history in Russia, in the sense that the
relevant studies started as early as in 1980s. Russian specialists participate in inter-
national projects related to the Internet psychology, though probably less actively than
their qualification deserves. Since Russia has stepped into a group of countries which
regulate the public access to various Internet sources, we may expect that ongoing and
future psychological studies will show numerous peculiarities. The Internet psychology
will be prospering, since it attracts young psychologists and college students.

Acknowledgment. The study was supported by the Russian Science Foundation, project # 18-
18-00365.
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Abstract. This paper explores the relationship between problematic internet
usage and the meaning-based regulation of activity among adolescents. Partic-
ipants were 77 adolescents (36 males, 41 females; M = 15.16 years, SD = 1.1)
in grades 9–10 of two secondary schools predominantly for middle and lower-
middle socioeconomic-status families in St. Petersburg (Russian Federation).
Personal meaning-based regulation of adolescents’ activity can be defined as a
structure connected with various aspects of the adolescents’ inner world and
behavior. The data obtained make it possible to identify the personality-
meaning-based preconditions for PIU in adolescence: difficulties in modelling
the conditions for activity and programming behavior to achieve goals; a pro-
nounced tendency to independent activity; a high level of susceptibility to
psychological problems. The findings revealed that PIU may combine with a
tendency to frequent usage of various electronic devices and a desire to acquire
expensive technical novelties. The results given may be use in the development
of psychological prophylaxis and correction of PIU in adolescence.

Keywords: Problematic internet usage � Adolescents
Meaning-based regulation of the activity

1 Introduction

In this paper terms of basic approaches to the determination of problematic internet
usage are considered. PIU main symptom as being the reduction or loss of control over
behavior in the Internet, the reduction of awareness and self-regulation in the process of
Internet communication are discussed [7, 15, 23, 37–39]. Next, outline the important
positions of the relationship between PIU and the meaning-based regulation of activity
in adolescence. Personal meaning-based regulation of adolescents’ activity defined as a
structure connected with various aspects of the adolescents’ inner world and behavior.
Style of individual self-regulation, its individual profile, including cognitive, volitional,
personality characteristics, adolescents’ problematic feelings in various spheres of life
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and specific characteristics in their use of digital electronic devices were considered
part of this structure [2, 32]. Paper concludes with some possible ideas and directions
for future research.

2 Main Approaches to an Understanding of Problematic
Internet Usage

Basic Approaches to the Determination of Problematic Internet Usage. In the
opinion of Robert S. Tokunaga [37, 38], currently three basic approaches to the
determination of inappropriate Internet usage have formed: clinical, cognitive-
behavioristic and socio-cognitive. Accordingly, in the first instance PIU is viewed as
a type of addiction and its manifestations display a similarity to other non-chemical
types of addiction [41–44]. Due to the appearance and spread of mobile devices and the
expanding opportunities to access Internet resources, the intensity and length of their
usage in the contemporary world is rather the norm than a symptom of dependent
behavior [19]. Cognitive-behavioral conceptions explain PIU in terms of cognitive
distortions, insufficient self-control over behavior online, a low level of development of
social skills, frequent experience of stress in interactions [8, 11, 14, 16, 21]. The socio-
cognitive interpretation of PIU also associates it with the loss of conscious self-
regulation of time spent on line, but to a greater degree in connection with the existence
of psycho-social problems (loneliness, shame, social anxiety) [10, 17, 18, 25, 26, 37].

Meaning-Based Regulation of Behavior and Activity. In theory of the meaning-
based regulation of behavior and activity (L.S. Vygotskii, A.N. Leont’ev, A.G.
Asmolov, D.A. Leont’ev, et al.) [4, 27, 40], the leading role in the regulation of activity
is played by personality meanings that reflect the significance for the person of this or
that set of objects or phenomena in the life-world, their connection with needs, motives
and goals. Meaning-based structures determined the impulse to action, the content and
direction of activity, its beginning, maintenance and cessation, possible changes of
goals in the course of activity, the connection between actions and personality values
and convictions. According that theory PIU is defined as an increase in the personality
significance of Internet communication, the transformation of an online presence into
the leading meaning-forming motive.

3 Problematic Internet Usage and the Shaping of Meaning-
Based Regulation of Activity Among Adolescents

In Russia the number of teenage active Inter-net users is soaring. According to long-
term studies carried out by the Internet Development Foundation, in the period between
2009 and 2016, the number of adolescents spending a significant amount of time online
(more than five hours a day) increased sevenfold. In 2009, only 8% of teenagers used
the Internet intensively, but by 2016 that figure was 52%. In addition PIU may be
increased by the appearance of new varieties of addiction: “gadget addiction”, “digital
electronic devices addiction” and a passion for technological novelties [12, 28, 30].
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Teenagers’ experience connected with the intensive development of self-awareness
along with the incomplete formation of personality mechanisms of self-regulation
becomes a precondition for a “withdrawal into virtual reality”, the formation of patterns
of Internet addiction [2, 34]. A number of studies have shown that adolescents with
PIU typically display abnormalities in the formation of the meaning-based sphere of the
personality: reduced self-control and a high level of emotional tension coupled with a
tendency to avoid problems and failure to accept responsibility [17, 36]. This testifies to
a need to examine the role of meaning-based regulation of behavior and activity in the
shaping of teenagers’ problematic behavior in cyberspace, which determines the rel-
evance of the present work. As personal meanings regulating adolescents’ activity we
examined the style of individual self-regulation and adolescents’ problematic feelings
in various spheres of life (relations with parents, peers, in school, with re-gard to health,
the future, social life, leisure, oneself).

The specific research questions include: (1) if there is a significant relationship
between PIU with characteristics of personal meaning-based regulation of activity
among adolescence? (2) what are the purpose and destination of digital electronic
devices in adolescents with PIU? Whether the PIU could combine with a tendency to
usage of various electronic devices?

4 Methods

4.1 Participants

Participants were 83 pupils in grades 9–10 of two secondary schools predominantly for
middle and lower-middle socioeconomic-status families in St. Petersburg (Russian
Federation). All the pupils were invited to participate in the study. Of these participants,
6 were dropped from the analysis because they scored more than 65 on the Chen
Internet Addiction Scale (CIAS). According to the report by Malygin et al., the cutoff
point at a score of 65 to determine Internet addiction via CIAS gave a good perfor-
mance in respect of reliability and validity [47]. In the current study participants with
scores in the range 27–42 and 43–64 were studied further. Following Malygin et al., we
adopted this cutoff value to classify normal internet use (27–42) and problematic
internet use (43–64). The final sample consisted of 77 adolescents (36 males, 41
females; M = 15.16 years, SD = 1.1).

4.2 Measures

Problematic Internet Use. The adolescents completed a CIAS – the self-rating
questionnaire comprising 26 items, with a four-point Likert’s scale ranging from 1
(Does not match my experience at all) to 4 (Definitely matches my experience). The
questionnaire was specially developed for assessing internet addiction [9]. The scale
(IA) is made up of five subscales: (1) compulsive use (5 items); (2) withdrawal
symptoms (5 items); (3) tolerance (4 items); (4) interpersonal and health-related
problems (7 items); (5) time management problems (5 items) and two integral indi-
cators: (6) key symptoms of IA (IA-Sym = (Com + Wit + Tol)); (7) negative effects
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of Internet use (IA-Rp = (In + Tm)). The CIAS was adapted for use in Russia by
Malygin et al. [29]. According to their report, the cutoff point at a score of 65 was used
to define IA; ranges of 27–42 and 43–64 respectively were classified as normal internet
use and problematic internet use (PIU). Cronbach’s alpha fell in the range of 0.757 the
scale of compulsive use to 0.9 on the scale of time management problems. IA test/re-
test correlation on all subscales showed a good performance on reliability (a Pearson’s
correlation coefficient not less than 0.7–0.75).

Style of Behavioral Self-regulation [31]. The statements in the questionnaire are
based on typical everyday situations and are not connected with the specifics of any
particular work or study activity. The methodology is aimed at a diagnosis of conscious
individual self-regulation and its components: planning, modelling, programming,
evaluation of results, and personality characteristics – flexibility and independence. The
questionnaire consists of 46 statements and functions as a single scale “Overall level of
self-regulation”, assessing the general level of formation of the individual system of
conscious self-regulation of a person’s voluntary activity on a four-point Likert’s scale
ranging from 1 (Does not match my experience at all) to 4 (Definitely matches my
experience).
The questionnaire has six sub-scales (each containing 9 statements): Planning – the
conscious planning of activity; Modelling – the level of development of concepts of
external and internal significant conditions; the degree of conscious awareness,
detailing and appropriateness of them; Programming – the person’s conscious pro-
gramming of his or her action; Evaluation of results –the adequacy of the assessment of
oneself and of the results of one’s activity and behavior; Flexibility – the ability to
adjust, to make corrections to one’s system of self-regulation when external and
internal conditions change; Independence – level of development of autonomous
behavior. The test/re-test reliability for the various scales has values between 0.583 and
0.78. The internal reliability was determined by a method of split-halfs (Cronbach’s
alpha = 0.437 to 0.675)

Psychological Problems of Adolescents [33]. The questionnaire consists of 93
statements and comprises 8 subscales: Problems related to the future (13 items),
Problems related to the parental home (13 items), Problems related to school (13
items), Problems associated with peers (10 items), Problems with oneself (13 items),
Problems related to leisure activities (9 items), Problems related to health (10 items),
Problems related to the development of society (12 items). The summarizing scale of
the questionnaire “Overall preoccupation with problems”, Cronbach’s alpha: 0.746.

Demographic Items and Digital Electronic Devices Usage. A questionnaire was
used that incorporated demographic questions, and others measuring digital electronic
device (DED) usage.

Demographic questions: (1) Gender: Male/Female; (2) Age, (3) Parental educa-
tion: Mother/Father Secondary Education/Vocational School or College/Higher Edu-
cation; (4) Parental employment status: Mother/Father in work/not working.

DED usage items included questions about the number of smartphones, tablets,
smart watches owned, total number of digital electronic devices and the cost of DEDs.

The survey also included questions on types of DED personal meanings
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(5) Signs of changing psychological boundaries (10 items), as described by Emelin
et al. [13] e.g. “If I forget my smartphone/tablet/smart watch at home I feel uncom-
fortable (agree/disagree).” Kuder-Richardson reliability = 0.588;

(6) DED and interpersonal communication (4 items), Kuder-Richardson reliabil-
ity = 0.582; e.g. “I like it when real-life communication goes hand in hand with
communication in social networks (agree/disagree)”;

(7) DED usage and maintenance of health (4 items), Kuder-Richardson reliabil-
ity = 0.516; e.g. “I like to look after my health using a smartphone app
(agree/disagree)”;

(8) DED usage and self-development (5 items), Kuder-Richardson reliabil-
ity = 0.733; e.g. “My self-development depends directly on information accessible via
the Internet (agree/disagree)”;

(9) DED usage and education (6 items), Cronbach’s alpha = 0.695; e.g. “Do you
use educational app/services on your electronic devices? From 1 (Does not match my
experience at all) to 4 (Definitely matches my experience).”

4.3 Data Analysis

In this study the chi-square test was used for determining whether level of PIU were
independent of adolescent gender, parental education, mother’s and father’s employ-
ment status.

We conduct the ANOVA to examine the CIAS scores in different groups of
independent variables (normal/problematic internet use), the Scheffe test to correct
alpha for to account for multiple comparisons and Pearson’s correlation to examine the
associations between CIAS and other variables. Statistical significance was set at a
level of p < 0.05. The Statistica 10.0 software package was used for analyses in this
study.

5 Results

In the first stage of the study, we tested the dependence of PIU level on the influence of
different demographic variables. There was no correlation with the sex of the adoles-
cents (v2(1) = 2.62, p = 0.11), the mother’s level of education (v2(2) = 0.67,
p = 0.72), the father’s level of education (v2(3) = 2.23, p = 0.52), the mother’s
employment status (v2(1) = 0.06, p = 0.93), the father’s employment status
(v2(1) = 0.83, p = 0,36), the level of the family’s income (v2(2) = 2.27, p = 0.32). In
the present study girls detected signs of PIU more frequently than boys (78.05% vs
61.11%), while normal Internet usage was to a somewhat greater degree characteristic
for the boys (38.89% vs 21.95%). Boys predominate (5.1% vs 2.6%) among the
adolescents who displayed signs of Internet addiction (PIU � 65).

Table 1 shows the statistically significant differences in the parameters studied
between the groups of adolescents with normal and problematic Internet usage.
The PIU group have more pronounced compulsive symptoms, withdrawal symptoms, a
higher tolerance to being online, difficulties with management of time spent on line,
key symptoms and issues associated with Internet addiction.
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Table 2 Shows the Statistically Significant Differences in the Parameters of
Behavioral Self-regulation.

Significant differences were revealed between the groups of study participants in
two parameters of behavioral self-regulation: “Modelling” and “Independence”
(Morosanova’s “Style of Behavioral Self-Regulation” questionnaire). Among the
teenagers with PIU we observe a lower value on the “Modelling” scale that reflects the
consciousness and adequacy of conceptions about the external and internal conditions
for the achievement of the goals of activity. However, they have higher values on the
“Independence” scale. This is indicative of greater autonomy by the adolescents with a
high level of PIU in the organization of their own activity, a capacity to independently
set goals, find means of achieving them, monitor the course of the realization of an
activity and asses its result. The results of the correlation analysis showed the presence
of a statistically significant link between the characteristics of behavioral self-regulation
and symptoms of PIU. The parameter “Modelling” (the capacity to model the condi-
tions of activity) has a negative connection with such symptoms of PIU as tolerance
(r = −0.35 p = 0.002); time-management (r = –0.26 p = 0.025); key symptoms of
Internet addiction (r = –0.23 p = 0.047). “Flexibility” (of the regulatory processes)
has an inverse connection with the scale of intrapersonal problems and health issues
(r = –0.32 p = 0.005). Meanwhile, the self-regulation parameter “Independence” is

Table 1. Means and SD of subscales CIAS for normal and problematic Internet Use

Variables Normal
internet use

Problematic
internet use

Adjusted p-
value

Mean SD Mean SD

Compulsive use 6.74 2.00 10.28 2.71 <0.001
Withdrawal symptoms 7.30 1.77 11.30 2.57 <0.001
Tolerance 6.04 1.52 8.91 2.15 <0.001
Interpersonal and health-related
problems

9.74 1.51 12.20 3.04 <0.001

Time management problems 7.13 1.94 9.98 2.89 <0.001
Key symptoms of IA 20.09 3.15 30.50 5.27 <0.001
Negative effects of Internet use 16.78 2.58 22.19 4.03 <0.001
Overall level of IA 36.74 3.86 52.69 7.38 <0.001

Table 2. Means and SD of parameters behavioral self-regulation

Variables Normal internet
use

Problematic
internet use

Adjusted p-value

Mean SD Mean SD

Modelling 6.35 1.61 5.24 1.73 0.01
Independence 3.91 2.09 5.02 2.18 0.04
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positively connected to the majority of PIU characteristics: compulsive symptoms
(r = 0.31, p = 0.006), withdrawal symptoms (r = 0.23 p = 0.047), tolerance (r = 0.27
p = 0.018), key symptoms of Internet addiction (r = 0.34 p = 0.003); problems con-
nected with Internet addiction (r = 0.30 p = 0.008), the overall score (r = 0.37
p = 0.001). Table 3 shows the statistically significant differences of subscales PPA
(Psychological Problems of Adolescents).

Adolescents with pronounced PIU also differ from their peers with normal Internet
usage in the characteristics of problematic feelings. There is a statistically significantly
higher level in this group for the parameters reflecting concern over problems con-
nected with the future and with oneself, and a general intensity of psychological
problems. The integral indicator of problematic feelings in the adolescents is positively
connected with the general level of PIU (r = 0.40 p = 0.0001), compulsive symptoms
(r = 0.35 p = 0.002), withdrawal symptoms (r = 0.24 p = 0.036), intrapersonal prob-
lems and health issues (r = 0.45 p = 0.0001), key symptoms (r = 0.35 p = 0.002) and
problems connected with Internet addiction (r = 0.38 p = 0.001).

Adolescents with PIU are marked by specific characteristics in their use of various
digital electronic devices (smartphones, tablets). In comparison to adolescents without
pronounced symptoms of PIU, they display clear signs of a change of psychological
boundaries in interaction with the devices. They make more frequent use of various
technological aids in the course of their studies. The parameters for adolescents’ use of
various digital electronic devices present a large number of statistically significant
correlations with characteristics of PIU. PIU is determined to the highest degree by the
change in psychological boundaries in the process of using digital electronic devices.

There are links between this parameter and such characteristics of PIU as com-
pulsive symptoms (r = 0.52 p = 0.0001), withdrawal symptoms (r = 0.51 p = 0.0001),
tolerance (r = 0.23 p = 0.041), time-management (r = 0.28 p = 0.015), key symptoms
of Internet addiction (r = 0.55 p = 0.0001) and the overall score (r = 0.45 p = 0.0001).
There is also a positive connection between key symptoms of Internet addiction and the
average cost of the tablet that the adolescents use (r = 0.23 p = 0.047), the intensity of
use of electronic devices for self-development (r = 0.24 p = 0.038), for maintaining
health (r = 0.28 p = 0.015) and for studies (r = 0.35 p = 0.002).

Table 3. Means and SD of subscales PPA (Psychological Problems of Adolescents)

Variables Normal
internet use

Problematic
internet use

Adjusted p-value

Mean SD Mean SD

Problems related to the future 2.43 0.63 2.91 0.66 0.0041
Problems with oneself 2.49 0.72 3.01 0.73 0.005
The overall level of problems 19.65 3.38 22.36 3.68 0.003
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The use of electronic devices with the aim of self-development or in educational
activities also both display a direct correlation with the overall level of PIU (r = 0.25
p = 0.027; r = 0.28 p = 0.013) (Table 4).

6 Discussion

As the data obtained indicates, socio-demographic and socio-economic factors, such as
an adolescent’s sex, the education and employment status of the parents or the material
prosperity of the family, do not exert a significant influence on the level of PIU. The
results obtained on the relationship between an adolescent’s gender and PIU do not
entirely accord with the study made by Jeong et al. [22], which showed that PIU is
more typical for males. Possibly the results that we obtained can be explained by the
greater frankness of Russian girls compared to boys participating in the study, their
preparedness to admit to showing symptoms of PIU. With regard to the remaining
socio-demographic and socio-economic determinants, it is possible to point to the
review by Lai and Kwan [24], which notes the indeterminacy of their influence on PIU.
There are some studies that indicate a role for the parents’ level of education, the
mother’s employment status, the family’s prosperity and social status as factors that
raise the risk of Internet addiction [1]. At the same time, a number of works display the
opposite tendency, suggesting that the socio-economic factors listed act to reduce the
risk of Internet addiction [18].

In adolescents with PIU there is a problem in the sphere of the meaning-based
behavioral self-regulation, which manifests itself in the pursuit of independence,
simultaneously with a reduced ability in modelling - understanding or awareness of
their own needs and resources that might accompany the achievement of desired goals.
The data that we obtained accord overall with the results of non-Russian studies,

Table 4. Means and SD of DED (digital electronic devise usage)

Variables Normal
internet use

Problematic
internet use

Adjusted
p-value

Mean SD Mean SD

Total number of digital electronic
devices

1.57 0.90 1.91 1.19 0.22

The total cost of digital electronic
devices

17.74 12.19 21.24 12.95 0.27

DED usage and signs of changing
psychological boundaries

2.30 1.36 4.15 1.94 0.0001

DED usage and interpersonal
communication

1.48 0.85 1.67 0.85 0.37

DED usage and maintenance of health 0.26 0.45 0.28 0.45 0.88
DED usage and self-development 0.65 0.88 0.96 1.06 0.22
DED usage and education 6.71 1.68 9.41 3.13 0.0002
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indicating that PIU presupposes poorly developed self-control mechanisms, connected
with impulsive behavior [3, 5, 6].

Adolescents with a pronounced concern about psychological issues are more
inclined to PIU. They are most worried about the future and their own self. There is a
fairly large number of works that indicate the psychological problems of individuals
with PIU that include a tendency to depression, loneliness, a low level of social skills
development, dissatisfaction with relations with other people, but the link between PIU
and problematic feelings in adolescents is the least researched.

It is a noticeable fact that PIU combines with adolescents’ intensive and frequent
use of digital electronic devices, which leads to an alteration of psychological
boundaries in the process of interaction with them, to a failure to distinguish the real
from the virtual. The link between PIU and other forms of technology addiction is
confirmed by other studies [35]. However, it should be noted that the specifics of
interaction with digital electronic devices and PIU among Russian adolescents remains
a little-studied field. The use of devices to maintain health to all appearances aggravates
PIU as it forms a compulsive urge to constantly consult gadgets to keep track of the
parameters for physical activity, nutrition. Such adolescents try to acquire expensive
tablet computers, which are the most popular among Russian schoolchildren. At the
same time teenagers with PIU often use electronic devices as a study aid. Perhaps this
comprises an inner resource of their self-realization in the Internet.

7 Conclusion

The present work shows that the phenomenon of PIU among adolescents can be
examined from the position of meaning-based regulation of the activity of the indi-
vidual. According to this position, PIU is to a greater degree characteristic of teenagers
with a low level of meaning-based regulation and pronounced problematic feelings.

Independence in the performance of activities among adolescents is coupled with a
reduced ability to model the conditions for activity, to choose a programme of action to
achieve particular goals, to correct and regulate that programme in the course of the
activity. Adolescents with PIU use the Internet and various digital electronic devices to
tackle tasks relating to their studies and healthy living. The findings revealed that it
possible to identify the personality-meaning-based preconditions for PIU in adoles-
cence: difficulties in modelling the conditions for activity and programming behavior to
achieve goals; a pronounced tendency to independent activity; a high level of sus-
ceptibility to psychological problems. PIU may combine with a tendency to frequent
usage of various electronic devices and a desire to acquire expensive technical nov-
elties. The results given may be use in the development of psychological prophylaxis
and correction of PIU in adolescence.

Prospects for further research might be connected with the identification of the
content of meaning-based attitudes, motives and goals as regulators of activity in the
virtual environment; with the study of personal meanings to the use of digital electronic
devices among teenagers with PIU; with cross-cultural studies would make it possible
to establish culturally determined manifestations of PIU and its personal meaning-
based factors.
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Abstract. This study aims to present a new method of exploring con-
struct validity of questionnaires based on neural network. Using this test
we further explore convergent validity for Russian adaptation of TIPI
(Ten-Item Personality Inventory by Gosling, Rentfrow, and Swann). Due
to small number of questions TIPI-RU can be used as an express-method
for surveying large number of people, especially in the Internet-studies.
It can be also used with other translations of the same questionnaire in
the intercultural studies. The neural network test for construct validity
can be used as more convenient substitute for path model.
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1 Introduction

Questionnaires are a viable tool in modern psychological research but to be use-
ful they have to be validated in a number of ways. Usual questionnaire valida-
tion pipeline involves a test for internal consistency, construct validity and reliabil-
ity [8]. Our research is centered around second issue, construct validity. Construct
validity shows how well the questionnaire can generalize, to what degree the mea-
sures that the questionnaire provides can be applied to estimate the characteristics
of psychological model.

Construct validity is categorized into convergent and discriminant validity [2]:

1. Convergent validity - “Are two theoretically related ways of estimating the
same characteristic really related?”;

2. Discriminant validity - “Are two theoretically unrelated ways of estimating
the same characteristic really unrelated?”;
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Both types of validity are important to investigate the construct validity of a
questionnaire. Convergent and discriminant validation ensure that the question-
naire does precisely what it is made to do - provides a way to test a psychological
model experimentally.

In this study we provide a novel approach to construct validity evaluation. It
is based on usage of neural network to predict characteristics of well-established
questionnaire from items of the questionnaire under investigation. Using direct
prediction we can evaluate convergent validity and we can evaluate discriminant
validity using interpretation of trained weights.

The Five Factor Model of personality traits (the Big Five, also known as the
OCEAN or CANOE model) is currently among the most used personality traits
models. Questionnaires based on its factors (Neuroticism, Extraversion, Open-
ness to experience, Agreeableness and Conscientiousness) are widely used in sci-
entific and industrial applications that require personality diagnosis. The major
drawback of existing questionnaires is their size - it ranges from 44 items (BFI
[15]) to 240 items [5]. Size makes research more difficult especially in Internet-
based cases where lack of outside control (usually provided by researchers in
offline cases) and participant’s preference to skip tedious tasks condone random
response or quitting.

A number of studies [6,11] suggest 10-item personality questionnaires as brief
diagnostic tools for they have satisfying psychometric performance. In this study
we choose to use a Russian adaptation of TIPI [10] questionnaire due to the
TIPI’s cross-cultural generalizability (which is shown by a set of TIPI interna-
tional adaptations [3,12,13,18,20–23] etc.

Currently there are two competing Russian adaptations for TIPI question-
naire, KOBT [17] and TIPI-RU [24]. Their performance in convergent validity
are close (TIPI-RU performs slightly better in Extraversion, Agreeableness and
Emotional stability, KOBT - in Openness and Conscientiousness). For the cur-
rent study TIPI-RU is considered a better alternative. TIPI-RU data are freely
and openly available at github [25] so the data can be used as an addition to
our own sample. We use TIPI-RU as an example for application of our novel
convergent validity evaluation method.

2 Materials and Methods

2.1 TIPI-RU Questionnaire

The TIPI-RU is translated and validated version of TIPI questionnaire [10].
The translation can be found in appendix 1 of [24]. Questionnaire consists of 10
questions (below denoted as TIPIn where n ranges from 1 to 10). The actual
big five characteristics are computed from answers according to the following
formulae:

E = 0.5(TIPI1 + reverse(TIPI6) (1)

A = 0.5(TIPI7 + reverse(TIPI2) (2)

C = 0.5(TIPI3 + reverse(TIPI8) (3)
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ES = 0.5(TIPI9 + reverse(TIPI4) (4)

O = 0.5(TIPI5 + reverse(TIPI10) (5)

where reverse means taking the opposite value on Likert scale (7 becomes 1, 6
becomes 2 etc.) and big five characteristics are denoted (here and in all plots)
by first letters of their corresponding names (Extraversion, Agreeableness, Con-
sciousness, Emotional stability and Openness).

2.2 Dataset

We use the extended dataset of 457 observations that include the one composed
by Sergeeva, Kirillov and Dzhumagulova (218 observations). 218 old observations
are freely available at [25] and we have collected other 239 by surveying Russian
students who did not participate in the research of Sergeeva’s group.

Fig. 1. Gender-Age distribution.

The age groups on the Fig. 1 are: 1 (10−19 years), 2 (20−29 years), 3 (30−39
years), 4 (40−49 years) and 5 (50−59 years).
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2.3 Convergent Validity Test via Neural Network

To check convergent validity of TIPI-RU via neural network we use the following
scheme:

1. We use 5PFQ as template and we assume that its characteristics (extraver-
sion, emotional stability etc.) can be measured simpler via TIPI-RU ques-
tionnaire;

2. If the latter is correct, we can fit a neural network to predict 5PFQ charac-
teristics from answers to TIPI-RU questions;

3. For our approach to be successful we have to address the following issues:
– Ensure that the network is learning something, preferrably a certain map-

ping from TIPI-RU answers to 5PFQ characteristics;
– Ensure that even the small network does overfit - it shows that there is a

really strong connection between inputs and outputs;
– Ensure that the result of trained network is different from results of net-

work trained on random permutations of labels.
4. Evaluate the model’s performance via quality measures.

Sergeeva, Kirillov and Dzhumagulova among other methods used path model
to confirm convergent validity. The neural network approach is conceptually
much simpler: path model is based on fitting five different linear regression mod-
els to predict a 5PFQ item given the answers to questions that construct its
TIPI-RU counterpart, but with neural network we can predict all five 5PFQ
characteristics using all 10 TIPI-RU questions with single model. If the network
can do it, then TIPI-RU and 5PFQ converge - it proves the convergent validity
of TIPI-RU. The process of TIPI-RU computation can be viewed as application
of a single hidden layer neural network with the following structure shown on
Fig. 2 (for simplicity, we assume that Likert reverses of answers to 2, 4, 6, 8, 10
questions are already taken before the application of the network):

SUM here denotes output of a summarizing neuron with linear activation
function and, for simplicity, this toy network has no bias, so the following is
correct:

SUM = WẊ (6)

where W is vector of weights, and X is the vector of inputs to this particular
neuron. Same operation is performed at the output layer neurons. The network
is fully connected but all edges that don’t add up to TIPI-RU scales are set to
zero. They are not shown on Fig. 2.

This particular configuration is very hard to reach by gradient descent. It is
not impossible, but very improbable for a network to converge there. But the
network can converge to a different weight set that allows for non-zero edges that
connect output characteristics and questions that aren’t included in them. We
don’t really need to follow the template set by Fig. 2 and can use an arbitrary
neural network. Any network that is reasonably small should be enough.
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Fig. 2. TIPI computation as neural network. Only non-zero weights are shown.

To ensure that overfitting during the training may be attributed to strong
connections between inputs and outputs rather than to model’s power we should
keep the model as small as possible. There is a trade-off between susceptibility
to overfitting and ability to fit anything useful: number of parameters should be
large enough to recover a dependency between inputs and outputs but at the
same time small enough but it should be still pretty small because the network
should find it hard to remember every observation training and validation set.
Usually the penalty on model size is considered an auxilliary way of regulariza-
tion and primarily other ways like L1/L2 regularization are used. For this case
we find convenient to use the size as regularizer only.

In the current study we use the following configuration of network (shown
on Fig. 3 below):

It is a very small convolutional network that consist of one 2D convolutional
layer and two reshaping operations. The first reshape is needed to reshape the
incoming TIPI items into “pictures” that are 1 in height, 2 in width and have
five channels. The second reshape turns (1,1,5) output of convolutional layer into
just 5 answers.

The network has 50 parameters - exactly two thirds of presumed TIPI net-
work shown at Fig. 2 that has 75. A pretty simple way to see whether the network
is learning something correct and it is not by happenstance is to destroy any
real structure that is present in data, then try to fit the network from such
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Fig. 3. Actual network that learns TIPI-5PFQ connection.

damaged set and compare the distribution of results with ones of networks
trained on unharmed data. To do so, we perform an investigation obeying the
following scheme:

1. Train 100 networks on the TIPI-RU dataset - it will provide distribution of
MSEs on unharmed data;

2. Shuffle 5PFQ characteristics corresponding to TIPI-RU answers at random,
then train a network to predict shuffled 5PFQs from same TIPI-RUs.

3. Do step 2 one hundred times;
4. Check whether two samples of error measures come from the same distribution

or not by two-sample Kolmogorov-Smirnov test.

Difference between two distributions shows that there is a true dependency
between answers to TIPI questions and 5PFQ characteristics that we got com-
pletely destroyed while shuffling the labels. The network is implemented using
Keras [4] with Tensorflow [1] as backend. All plots are made with Matplotlib [14].

We make here a reasonable assumption that the best predictions of 5PFQ
that a generalizable (not overfitted) model can make from the TIPI-RU data
are actually the TIPI-RU values themselves. So we can find a best MSE possible
by computing MSE between 5PFQ characteristics and TIPI characteristics both
divided by corresponding maximas. A network that gets below that threshold is
overfitting.

2.4 Neural Network Performance Measures

This work uses classical loss function for regression: mean squared error (MSE).

MSE(ŷ, y) =
1
n

n∑

i=0

(y − ŷ)2 (7)
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where y - real value, ŷ - value predicted by model. We choose MSE as loss
function instead of mean absolute error because it punishes large deviations
from the real value more than small ones. But we use MAE as an additional
performance measure:

MAE(ŷ, y) =
1
n

n∑

i=0

|y − ŷ| (8)

2.5 Discriminant Validity via Interpretation of Trained Weights

Neural Network Interpretation is a complex task and currently a lot of
approaches of solving it exists. For a thorough review one can take a look at
[19]. But in this particular case the interpretation becomes very simple. Accord-
ing to definition of convolution [9], the output of single convolution is as follows:

Z =
n,m∑

i=1,j=1

Xi,j ×Wi,j , (9)

where W - weights of single convolutional filter of interest, X - single window
from the input image. The resulting output of a convolution filter (without
activation function) is constructed by applying this operation to whole input
example via a sliding window. The important implication of the convolution
is that weights of the convolutional layer after the end of training will mimic
structure of its input. A set of CNN interpretation methods is based on this
property but for our simple case we need only to visualize the weights for each
neuron and it will be enough to observe captured structure. Structure similar to
Fig. 2 and Eqs. 1- 5 shows high level of discriminant validity.

3 Results

The network reaches minimal MSE possible somewhere around 60-th epoch of
training. Minimal MSE possible is equal 0.05. Validation set is randomly chosen
40% of the whole. Figure 4 shows the history of training:

After reaching the minimal possible MSE the network overfits and drops
MSE to 0. During training the distribution of MSEs and MAEs from models
trained on reshuffled labels diverges from one of the models trained on correct
labels as shown on Fig. 5:

Initially both kinds of models are indistinguishable. But as the training goes,
the correct models drive towards zero while permuted ones do not and at the end
two distributions are no more the same. The full animation is freely available on
YouTube [7]. It is the visual, qualitative way to check whether there is a strong
connection between inputs and outputs. The quantitative one that we use is
to apply two-sample Kolmogorov-Smirnov test. For computation we use Scipy
KS-test implementation [16] and we plot results on Fig. 6:
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Fig. 4. First sixty epochs of training on real labels. Horizontal line denotes minimal
MSE possible. Black line is mean of 100 repetitions, grey area is error region.

Fig. 5. Divergence of correct and permuted label distributions: a. start of training, b.
125th epoch, c. end of training. Dark grey - correct models, light grey - models trained
on permuted labels.

Fig. 6. Two-sample KS-test p-values (natural logarithms of them) for MAE and MSE
as a function of training time. Black arrows denote different thresholds.
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The question KS-test answers is “Were these two samples drawn from the
same distribution?”. Null hypothesis is that they are, so for our case p-values
should be below the threshold. The differences, as shown on Fig. 6, grow enough
to pass even the most strict threshold quite fast. Weight visualization, as present
at Fig. 7, shows the structure similar to Fig. 2 and Eqs. 1–5:

Fig. 7. Evolution of weights during training (average over 100 runs): a. start of training,
b. 70th epoch, c. end of training. Single image represents a single convolutional neuron.
Black - large positive weight, white - large (in absolute value) negative weight, shades
of grey - weights close to 0.

It even captures the sign reversal in Agreableness (second row). Also if one
looks closely at the Openness neuron (fifth row), it will be obvious that Openness
lacks discriminant validity - there are a lot of other items that are highlighted as
strong as the valid column. This inconsistency of Openness was already described
by Sergeeva et al. and by other researchers. Neural Network method for valid-
ity testing converges with more conventional approaches despite being mostly
qualitative.

4 Conclusion

In this study we have introduced a novel qualitative method for evaluation of
construct validity of personality questionnaire using a neural network-based app-
roach. The method is easy to implement with modern Deep Learning frameworks
and is more interpretable than traditional methods like path models or corre-
lation matrices since it answers much simpler question: “Is there a learnable
connection between inputs (answers to questionnaire) and outputs (character-
istics of questionnaire made to measure the same constructs)?”. An obvious
drawback of our method is that no simple way of comparing its performance to
path model exists.
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Based on our core findings we can recommend using TIPI-RU as a brief
method for measuring personality in non-clinical settings like the internet ass-
esment of personality measures as it passes the neural network test. Future
studies involve using neural network test for evaluation of other questionnaires
and exploring its limits of applicability.

All procedures involving human participants performed in this study went
in accordance with the ethical standards of the institutional and/or national
research committee and with the 1964 Helsinki declaration and its later amend-
ments or comparable ethical standards.
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Abstract. Video games are often seen as a reason for numerous psychological
changes, both positive and negative, in players. For instance, many authors
believe that video games push children and adults towards risky behaviors and
impulsivity. The study aimed to analyze both theoretical and empirical evi-
dences of that sort, as well as to investigate parameters of personal and cognitive
impulsivity and risk-readiness in adult video gamers. The sample of gamers
included 223 participants, all from Russia. Impulsivity and related personal traits
were measured with Eysencks’ Impulsiveness Scale (I-7) and Kornilova’s
Personal Risk Factors Questionnaire. Impulsivity as cognitive style was mea-
sured by Kagan’s MFFT. No evidence of high impulsivity was found, though
video game players, who played more than 12 h per week turned out to be more
venturesome, compared to less active gamers. Sex-related differences were
investigated: female gamers scored lower in empathy, while male gamers
showed higher venturesomeness. In a cognitive style study, video gamers were
more accurate compared to non-gamers, and thus showed no tendency for
impulsivity. The results are contrasted to the published data, when applicable.

Keywords: Video games � Impulsivity � Risk-Readiness � Adult video gamers

1 The Relationship Between Video Games,
Risk, and Impulsivity: An Overview

Video games have become an important part of everyday life for many people, especially
children, teenagers and young adults. Some authors even suggest that those who were
born after the 1980s belong to “the Gamer Generation” (the so-called “gamers” are
people, who actively play video games and see them as a hobby) [1]. The authors claim
that video games along with modern technologies brought more changes into everyday
life, people’s behavior and attitudes than anything else that happened throughout the last
decades. Although this conclusion seems slightly exaggerated, we can agree that a
significant part of the population of many countries grew with some sort of video games
experience. In both USA and Russia, an average “gamer” is in in his/her mid-thirties and
belongs to an economically and socially active part of the society [1–3]. Thus, psy-
chological specifics of active video game players become an important research area, but
also a biased and controversial one. While the main positive and negative consequences
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of video gaming, such as addiction, attention, spatial and logical thinking specifics,
emotional changes were pointed out as early as in the mid-80 s (e.g. see [4, 5]), many
questions are still unanswered. For example, most contemporary researchers agree that
video games can enhance visual-spatial skills in children, adults and elders [6, 7] or that
video game addiction, or problematic behavior actually exists, at least in some way,
although its criteria are not fully developed yet [8, 9], yet the linkage between violent
video games and aggressive behavior still causes a lot of arguments [10–13]. Some
commonly shared theories pretend to explain what we actually learn (or unlearn) by
playing video games, including problem-solving, critical thinking, imagination [5, 14].
Many authors suggest that video games promote impulsive and risky behavior, espe-
cially among youth, that can lead to real life dangers or psychological disorders, such as
attention deficit and hyperactivity disorder (ADHD) [10]. In this article, we aim to review
such theories and corresponding research in this field as well as to introduce our own
empirical study.

1.1 Are Gamers Risky, Impulsive or Both, and Why Should They Be?

The suggestion that video games can promote impulsive behavior is based on several
general assumptions. First, to succeed in many video games one needs to be extremely
quick. The player does not often have enough time to analyze the situation and while
playing it is often more beneficial to be active than to hesitate. Even if the performed
action turns wrong most of the mistakes in a video game could be replayed easily, thus
the so-called “trial-and-error” behavior is promoted. While the “trial-and-error” strat-
egy is sometimes a good way to learn new things, it can be ineffective or even
dangerous in many real-life situations that require critical thinking and reflection [1,
14]. The second assumption, which also underlies the discussion on video game vio-
lence states that video gamers transfer their in-game learned behavior into real life.

The resolution of the American Psychological Association (APA), published in
2005 and republished in 2015 despite many critical views, supports this notion by
claiming that violent video game exposure can increase “aggressive behavior,
aggressive affect, aggressive cognitions” and decrease “prosocial behavior, empathy,
and moral engagement” [15]. This statement is based on the works of C. Anderson and
his colleagues, whose general aggression model (GAM) framework is based on A.
Bandura’s social learning theory, L.R. Huesmann’s script theory and several other
psychological theories of learning, based on the stimuli-reaction paradigm which leaves
little freedom to human conscience and will. Briefly, Anderson and his group promote
the idea that children, teenagers, and young adults learn behavioral patterns from the
mass media they observe and violent video games they play and copy them in their
real-life behavior [16]. While GAM predominantly describes aggressive behavior, the
same argumentation is often used to explain video gamers’ predicted impulsivity.

Anderson’s theory strongly implies that video gamers either knowingly or uncon-
sciously fail to distinguish fake reality of video games from the real world. While this
notion is often used in mass media to explain mass shootings, suicides, crimes and other
unwanted or dangerous behaviors, often blamed to be connected with violent video
games, it is also flawed. A thorough research, performed by Sh. Olson and L. Kutner,
found that even 10–11 years old teenagers are well aware of the differences between
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video games and real life. The teenaged boys also pointed out that in a video game they
often do things that they could not or would not do in real life because of obvious danger
or moral unacceptability [13]. This could mean that the transfer of the in-game
behavioral patterns into the real life is actually limited, especially if seen as ineffective or
dangerous. On the other hand, discussing cognitive development through video games,
for example, when looking for a way to prevent cognitive decline in elders [e.g. 17], the
researchers relate to repeated training and subconscious transfer, and not to the delib-
erate choice of new strategies. Therefore, the question is, whether impulsivity is chosen
or unwillingly developed. To answer this question we need to define impulsivity as well
as some other related terms.

In psychology, impulsivity (or impulsiveness) is seen as a tendency to act on a
whim, with no reflection or consequences consideration, under the spur of the moment,
to make random decisions with little or no forethought. This means that impulsive
actions are often risky or inappropriate and can lead to unexpected or undesired con-
sequences [18]. In clinical psychology and psychiatry, impulsivity is seen as a
symptom of several clinical conditions, including ADHD, kleptomania, gambling, etc.
and is often the prime target of therapy [19]. In this meaning, impulsivity is the lack of
some cognitive control functions, such as action inhibition, and is not a personality trait
and is caused by different reasons [18, 20].

Outside the clinic, impulsivity can be referred to either in cognitive or in personality
dimension. For J. Kagan impulsivity is a part of an impulsive-reflective cognitive style.
Cognitive styles are stable individual ways to perceive, process and store information
[22]. J. Kagan’s impulsive-reflective style describes people with different cognitive
tempo and accuracy, where impulsivity means quick and inaccurate answers in the
situation of uncertainty. Impulsiveness is opposed to reflexivity, which is characterized
by slow and accurate answers [21]. Although cognitive styles are stable and highly
automatic ways to process information, they can be altered to a certain degree with the
use of higher cognitive processes, if proven useless in a current situation.

Impulsivity as a personal trait is rarely connected with its cognitive dimension. In
the works of H. Eysenck and S. Eysenck, impulsivity was introduced as a component
of extraversion and then turned into a separate measure. Currently, impulsivity scale
includes basic impulsivity as the lack of momentary impulse control, venturesome-ness
as the willingness to take risks and try out new exciting things and empathy as the
readiness to share other people’s feelings [23]. S. Dickman pointed that impulsivity can
be both “good” and “bad”. He describes functional impulsivity as the tendency to act
with relatively little forethought for optimal results and the dysfunctional impulsivity
that leads to more challenges and difficulties instead. Those tendencies, in fact, indicate
separate factors intercorrelated rather moderately and variating in relations to other
personality traits, such as venturesomeness or orderliness [24].

While risky behavior is often mentioned in the connection with the impulsivity
trait, it is important to notice that they are not synonyms. We have already mentioned
venturesomeness as an aspect of Eysencks’ impulsiveness scale. However, it is obvious
that skydiving, mountain climbing and other activities preferred by venturesome people
require something more than the lack of impulse control. While in everyday life, we are
more likely to describe risk in terms of loss or harm, it also refers to any situation when
the outcomes are uncertain. In this case, a personal ability to accept risks or willingness
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to averse them is seen as a separate dimension, not necessarily related to the impul-
sivity. In many cases, risky behavior is the result of a deliberate personal choice, not
thoughtlessness [25].

Since in psychological research of video games and gamers, both empirical and
theoretical, different terms and definitions are often used to discuss risky or impulsive
behavior, we tried to gather the most common definitions and terms, related to this
problem, to make the further discussion more accurate and concrete.

1.2 Empirical Studies Analysis

While most theories agree that video games can make people impulsive, the empirical
research results are rather diverse.

D. Gentile, a member of C. Anderson’s group, presented a 3-year longitude study,
in which he not only linked adolescents’ violent video game playing with impulsivity
and attention deficit but also claimed to show bi-direct causalities [10]. According to
this study, violent video games are harmful as they prevent normal cognitive control
function in children, which among all can lead to ADHD. Another research supports
the linkage between video game use and ADHD, as well as other psychiatric disorders,
but only in the context of problematic or addictive gaming behavior. Furthermore, the
disorders are viewed as risk factors for gaming addiction development, not vice versa
[26]. Finally, there are special video games developed to treat children with diagnosed
ADHD [27]. While such products require more controlled trials and independent
research, the general idea to influence cognitive control (and cognitive impulsivity)
through playing video games seems to be proven worthy [17, 28]. To summarize,
cognitive aspects of impulsivity, including ADHD symptoms, show some linkage with
regular video game playing, especially in younger gamers. However, it is important to
notice that the linkage is mediated by a video game type and by the presence of video
game addiction. Controlled use of specially designed video games can be beneficial for
cognitive control training and prevention of impulsivity.

There is other evidences that pathological gaming and certain video game genres are
related towards higher personality impulsivity and cognitive control deficit. People who
play first-person shooter video games (a genre that implies running through an artificial
environment and shooting computer or player operated enemies) are more likely to be
impulsive and to make risky decisions in simulated gambling situation [29, 30]. The
video game addiction also contributes to high personal impulsivity, unlike a different
game genre such as strategy games, which demand a slower pace and more thoughtful
gaming experience. It is also worth noticing that both shooters and strategies can be
designed with more or less graphical violence involved, though this aspect was not a
variable. Another popular game type, such as massive multiplayer online role-playing
games (MMORPG), known to be an addictive video game genre [31], is on the opposite
related to low impulsivity [8]. While non-addicted gamers showed no significant per-
sonality specifics, addicted gamers were found less impulsive, both in functional and
dysfunctional impulsivity scales. They also received lower scores in self-regulation,
which means that both high and low impulsivity can be the result of regulation prob-
lems. The study supports the idea that video games of different genres either require
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different personality characteristics to be played successfully or develop different psy-
chological specifics in their loyal fans, or both.

Numerous studies suggest that video games of certain genres promote risky
behavior and even glorify it. A recent longitudinal study claims that teens who
excessively play mature-rated video games are more likely, than other teens, to get
involved in all types of risky behaviors including smoking, alcohol drinking, fighting
or having unprotected sex. The gamers who play mature video games “sometimes” or
“once in a while” do not show any difference from those who do not play video games
at all [32]. While the strong linkage was found, it is important to notice that mature
video games are marked as suitable for ages 17 and up. Playing such games at the age
of 14 is rebellious from the beginning, which probably indicates a predisposition for
risky behavior or venturesomeness. Nevertheless, this research supports the necessity
to follow recommended age restrictions when introducing children to video games and
other media. Research also shows that racing simulators can lead to risky driving, but
only if such behavior is rewarded throughout the game [33, 34]. As for positive aspects
of risk-taking, they are rarely discussed in cyberpsychology. However, J. Beck and M.
Wade [1] argue that risk-readiness and risk-taking are the key features of adult gamers,
which prove them successful in business. According to them, gamers are not only risky
– they also are ready to take responsibilities for those risks. In Russian research of adult
online gamers, conducted by A. Avetisova [35], gamers scored higher in both
rationality (searching for more information before making a decision) and risk-
readiness, which supports this notion. Cognitive studies done by D. Bavelier’s research
group [36] show that in visual demanding tasks video gamers perform with an
increased speed. The gamers do not make more mistakes in stimuli recognition than the
control group, which means that the increased performance is risk-taking rather than
simply impulsive.

To summarize, there are strong but somewhat controversial empirical evidence that
video game experience is linked to (possibly – can alter) impulsive and risky tendencies in
children and adults. Negative outcomes are perceived for people with preexisting psy-
chological disorders, including issues with control and self-regulation. People with video
game addiction are also in the risk group, and the fans of violent video games, especially
shooters require themost attention.On the other hand, participating in other types of video
games and for a rational amount of time can be beneficial, as faster decision-making and
enhanced readiness for risky decisions are useful for the everyday life.

Research Questions. Most of the video game studies target children, adolescents, or
young adults (college students), but only rarely consider older people. Thus, the mean
age of a video gamer in Russia (as well as in many other countries) exceeds 30 years
old. In our study, we aimed to fill this age gap and to investigate both cognitive and
personal impulsivity, as well as different aspects of risk-taking attitudes including
venturesomeness and risk-readiness as the ability to make decisions and act in
ambiguous or uncertain situations. The main research question was whether the adult
gamers in Russia share the specific patterns of impulsivity, which were shown in
previous studies? The second question was whether the decision-making specifics of
video gamers refer to cognitive or personal impulsivity or risk-readiness, or all of them,
as the same behavior can actually root from different personal and cognitive specifics.
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2 Empirical Study of Adult Video Gamers’ Impulsivity
and Risk

2.1 Methods

Participants. Totally 223 participants, 91 males, and 132 females, aged from 18 to 35
years old from Moscow, Russia were recruited via video games forums, social net-
works, advertising among students and through snowball sampling method. The par-
ticipation was voluntary and was not rewarded in any material way, although the
participants were able to ask any questions about current research or video games
studies in psychology in general after they completed all the tasks and thereby received
brief lectures in this field if they wanted to.
All the participants were interviewed with demographics (age, educational level, cur-
rent occupation, marital status) and video game related questions, such as “Do you play
video games?”, “How much time a week do you spend playing video games?”, “What
video games genres do you prefer and why?”, “Why do you think you keep playing
video games?”, etc.

All the participants took the same test battery despite their answers, but later they
were divided into groups and subgroups accordingly

The control group (“The Non-Video Game Players”, the nVGP group) consisted of
the participants who self-reported to have little to no video games experience in
general, and not interested in playing video games. Those of them who used to play
video games earlier in their lives did not play for at least 3 years or longer hitherto.

The comparison group (“The Video Game Players”, the VGP group) consisted of
those who reported to have significant video game experience (several years of more or
less active gaming hitherto) and to be interested in video games playing. They were
also playing video games regularly for at least 1 h a week at the time the research was
conducted (and most of them played for 3–5 h a week or more).

The whole sample characteristics are presented in Table 1.

Table 1 shows that the participants in both groups were approximately of the same
age. As for the sex ratio in both groups, the differences were obvious, but justified from
the general population perspective. According to the official statistics [2], 52% of

Table 1. Sample groups and subgroups characteristics (Study 1)
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modern Russian gamers are males while 48% are females. However, females prevail
among those who have no or very little video game experience while the most males
show at least some interest in this field. Female gamers all over the world are also
slightly older than male gamers and thus could have fallen out our sample [2, 3].

Additionally, the participants in the VGP group were subdivided into subgroups
with a different regular intensity of video game playing. Gamers who regularly played
for more than 12 h per week formed the high-VGP sub-group, while those who played
less than 12 h per week formed the low-VGP sub-group.

All the participants took part in the Study 1 (personality questionnaires). From the
initial sample, only 150 participants volunteered to take part in the Study 2 (cognitive
style task). The characteristics of that second sample are presented in the Table 2.

All the participants completed all the tests tasks separately, in classical paper-and-
pencil variants.

Procedure
Study 1. In this study, the participants filled two personality questionnaires, aimed to
measure personal impulsivity and attitudes towards risk in the following order:

1. I-7 Impulsiveness and Venturesomeness Questionnaire. The original question-
naire was developed by Hans and Sibylla Eysenck and had a total of 54 items,
subdivided into three subscales: Impulsiveness, Venturesomeness, and Empathy
[23]. The scales were discussed earlier in this paper, so we won’t repeat their
definition. T. Kornilova and A. Dolnykova [37] introduced the Russian shortened
adaptation of the I-7 scale, consisting of 28 questions but following the same
structure, and including the same scales as the original.

2. Personal Risk Factors Questionnaire-21 (PRF-21). The original scale was
developed by T.V. Kornilova, loosely based on the EQS Questionnaire by H.
Wolfram (in German) [25]. The PRF-21 questionnaire includes 21 item, subdivided
into two scales: Risk-readiness and Rationality. Risk-readiness describes personal
ability to take risks when deciding how to proceed in situations with uncertain
outcomes. Rationality indicates personal preferences to look for more information
to decrease uncertainty before making the decision. The subscales correlate nega-
tively but do not directly oppose each other, as one can prefer informational
seeking, but be ready to take risks after all.

Table 2. Sample groups and subgroups characteristics (Study 2)
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Study 2. The participants (see Table 2) completed Kagan’s Matching Familiar
Figures Test (MFFT), measuring cognitive style “impulsivity – reflexivity”. In this
test, the participant is shown a picture of a familiar object (“a standard”) and eight
similar variants with one and only one of them being the same as the standard. The
participant is required to find the identical to the standard variant as fast and accurate as
possible [21]. The number of mistakes and the cognitive tempo (time needed to give
the first answer) were used to determine impulsive (many mistakes, fast answers) or
reflexive (few mistakes, slow answers) cognitive style.

2.2 Results

Note: The results of I-7 Questionnaire and MFFT showed abnormal distribution, so
methods of non-parametric statistics were used. At the same time, we used parametric
statistics for PRF-21 questionnaire results, as the scores were distributed normally.

VGP and nVGP Comparison
I-7 Questionnaire. Impulsivity, venturesomeness and empathy as personal traits are
known to have strong and consistent sex-based specifics. To compensate our sample’s
inequality, we compared the results with the results in the whole sample and found that
females in general scored higher in impulsivity (Mann-Whitney U = 2554.0; p = 0.000;
M = 3.1, SD = 4.8 (women); M = −2.1, SD = 4.4 (men)) and empathy (U = 4057.5;
p = 0.000; M = 5.2, SD = 3.4 (women); M = 3.4, SD = 3.5 (men)), but lower in ven-
turesomeness (U = 4248.0; p = 0.000;M = 0.5, SD = 4.3 (women);M = 2.6, SD = 3.5
(men)). Thus, separate comparisons were made for female and male gamers as well. The
results of the comparison for all the scales are shown in Tables 3, 4 and 5.

Table 3. I-7. Impulsivity

Mann-Whitney U p Mean score SD

VGP Group (all) 5938.5 0.921 1.0 5.3
nVGP Group (all) 1.0 5.4
Female VGP 1872.0 0.170 3.7 4.3
Female nVGP 2.4 5.3
Male VGP 867.0 0.896 −2.0 4.5
Male nVGP −2.2 4.2

Table 4. I-7. Venturesomeness

Mann-Whitney U p Mean score SD

VGP Group (all) 5108.5 0.061 1.8 4.2
nVGP Group (all) 0.7 4.1
Female VGP 2120.5 0.820 0.5 4.4
Female nVGP 0.4 4.3
Male VGP 647.0 0.04 3.1 3.5
Male nVGP 1.5 3.5
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The results showed that there are no differences in impulsivity in both VGP and
nVGP groups. While men and women have different levels of personal impulsivity,
there are also differences between female VGPs and female nVGPs, as well as between
their male counterparts. As for venturesomeness, we did not receive differences
between VGP and nVGP groups in general, but further comparison suggests that there
are actually significant differences between male VGPs and male nVGPs, and male
gamers were found more venturesome then male non-gamers. The empathy scale, on
the contrary, showed significant differences in the female subgroup only, with female
VGPs less empathetic than female nVGPs are.

PRF-21 Questionnaire. We did not find any sex-related specifics for risk-readiness
(Student’s t = t = −1.184; p = 0.238), while female participants did show significantly
lower results in the rationality subscale (t = −3.846; p = 0.000; M = 2.1, SD = 4.0
(women); M = 4.1, SD = 3.6 (men)). There were also no significant differences
between all the groups: VGPs were not different from nVGPs (t = 0.284; p = 0.777 for
risk-readiness; t = −0.312; p = 0.755 for rationality); female VGPs were not different
from female nVGPs (t = 0.627; p = 0.532 for risk-readiness; t = −0.678; p = 0.499
for rationality) and finally, male VGPs were not different from male nVGPs (t = −0.681;
p = 0.498 for risk-readiness; t = −0.696; p = 0.488 for rationality). This means that
we failed to show any differences between adult video game players and non-video
game players at all.

Kagan’s MFFT. No significant differences between female and male participants were
found in both cognitive tempo (U = 2655.5; p = 0.685) and amount of the mistakes
(U = 2263.5; p = 0.057), so we did not compare females and males subgroups further.
The whole VGP groups performed the test slightly slower than the nVGP group
(M = 60.9 s, SD = 28.3 s versus M = 54.6 s, SD = 27.9 s respectively), but the
Mann–Whitney U test showed that the difference is insignificant (U = 2332.5,
p = 0.159). Although, the VGP group made significantly fewer mistakes than the
nVGP group (U = 2155.0, p = 0.036; M = 5.3, SD = 4.7 for the VGPs; M = 7.5,
SD = 6.0 for the nVGPs).

According to these results, we cannot conclude that any of the groups score higher
in cognitive impulsivity, since impulsivity as a cognitive style is described by both
quick answers and many mistakes. But the results we got mean that VGPs are more
accurate than nVGPs and thus cannot be described as “more impulsive” in J. Kagan’s
terms.

Table 5. I-7. Empathy

Mann-Whitney U p Mean score SD

VGP Group (all) 4242.0 0.000 3.8 3.6
nVGP Group (all) 5.5 3.2
Female VGP 1498.0 0.002 4.4 3.6
Female nVGP 6.2 2.7
Male VGP 747.5 0.239 3.1 3.5
Male nVGP 3.9 3.5
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High-VGPs, Low-VGPs and Non-VGPs Comparison
I-7 Questionnaire. The Kruskal-Wallis one-way analysis of variance showed no signif-
icant differences between the groups in impulsivity (Chi-square = 0.236; p = 0.889),
but did found differences in both venturesomeness (Chi-square = 7.485; p = 0.024)
and empathy (Chi-square = 20.029; p = 0.000). Table 6 include mean scores and
standard deviations for all the groups.

Pairwise comparison of the subgroups showed the following results: high-VGPs
scored significantly higher in venturesomeness then both low-VGPs (U = 1705.0;
p = 0.042) and nVGPs (U = 2714.5; p = 0.011), while the latter showed almost equal
scores (U = 2394.0; p = 0.738). High-VGPs showed the lowest empathy scores, which
differed significantly from both low-VGP (U = 1638.0; p = 0.019) and nVGP groups
(U = 2117.5; p = 0.000). Those groups also had no significant differences from each
other (U = 2124.5; p = 0.144). Thus, according to I-7 questionnaire, high-VGPs
showed the most distinct personality specifics, namely – higher venturesomeness and
lower empathy, while low-VGPs did not differ from the nVGPs.

PRF-21 Questionnaire. One-way ANOVA showed no significant differences between
the groups in both risk-readiness (F = 0.196; p = 0.822) and rationality scale
(F = 2.806; p = 0.063). Pairwise post hoc comparison with the Bonferroni method
though showed that low-VGPs were slightly more rational then high-VGPs (p = 0.05;
M = 3.8, SD = 3.2 (low-VGPs) and M = 2.2, SD = 4.1 (high-VGPs)). NVGPs scored
somewhere in between those two groups (M = 3.1, SD = 4.2) and showed no signif-
icant differences with both of the VGPs groups.

Kagan’s MFFT. The Kruskal-Wallis one-way analysis of variance showed significant
differences between the groups in cognitive tempo (Chi-square = 7.060; p = 0.029),
but not in the accuracy (Chi-square = 3.184; p = 0.204). Low-VGPs were the least
impulsive among all the groups. They have the longest first response mean time (thus,
the difference is statistically insignificant with both the high-VGP group (U = 785.5;
p = 0.327) and the nVGP group (U = 679.5; p = 0.059) and the least amount of
mistakes (significantly less than in the nVGP group (U = 618.0; p = 0.015), but
insignificant in compare with the high-VGP group (U = 1537.0; p = 0.166). See
Table 7 for the mean scores.

Table 6. High, low and nonVGPs mean scores in I-7 questionnaire

Impulsivity Venturesomeness Empathy

High-VGP group M = 1.2, SD = 5.2 M = 2.5, SD = 4.0 M = 3.2, SD = 3.7
Low-VGP group M = 0.8, SD = 5.4 M = 0.7, SD = 4.2 M = 4.6, SD = 3.4
NVGP group M = 1.0, SD = 5.4 M = 0.7, SD = 4.1 M = 5.5, SD = 3.2
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2.3 Discussion

While not many differences were found in the current research, the zero-results are
meaningful as well: they show that despite our hypothesis, adult video gamers are not
very different in their personal trait, related to impulsivity and risk, from those who
have no video game experience.

While we failed to establish a connection of video game experience with personal
impulsivity, we found evidence that video gamers are more accurate and thus less
cognitively impulsive compared to non-video gamers, though this difference weakens
in the subgroup of high VGPs. We suggest, that in general video game playing
experience can raise accuracy in certain visual and visual-spatial tasks (like those
shown in the D. Bavelier’s research [36]) but with higher involvement in video games
the risk of video game addiction rises as well. So, while we did not measure video
game addiction in our sample (mostly because there are no reliable video game
addiction inventory in Russia, and Internet addiction inventories basically do not
distinguish gaming from other types of online activities), we can assume that some of
our high-VGP participants were video game addicts and their results altered the general
performance of this subgroup. This assumption can also be used to explain the greater
personal specifics shown by the high VGPs. On the other hand, lower empathy and
higher venturesomeness can also be the reason for extensive video game playing, as
video games represent a rather cheap and safe way to get some fresh experience, and in
the simplified virtual world with a brief and slang-filled communication, the lack of
empathy is less important than in face-to-face communication.

While video games are known to reduce gender differences in spatial performance
[38], they do not work the same for the personality traits and attitudes. Most inter-sex
differences in our research reproduce those from other studies with no video gamers
involved. Thus, lower empathy in female gamers is interesting, as it might indicate
which women prefer to play computer games. Or else it might show that video games,
after all, alter some personality traits, and probably in a negative way as higher
empathy is usually seen as an important part of communication.

2.4 Limitations

One of the main problems of any non-experimental study is the problem of causality.
While we do not think it is possible to receive significant changes in personality of
adults in an experimental setting (such changes probably require a lot of gaming
experience and develop for a long time, if develop at all), the future research might
involve different age groups as well as some type of a longitudinal study. We also think
that though the mix-gender sample of participants in our study is an advantage (as

Table 7. High, low and nVGPs mean scores in MFFT

Mean time of the first response (cognitive tempo), sec Mistakes

High-VGP group M = 59.4, SD = 30.5 M = 5.7, SD = 4.3
Low-VGP group M = 63.9, SD = 23.5 M = 4.5, SD = 5.4
NVGP group M = 54.6, SD = 27.9 M = 7.5, SD = 6.0
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many video game studies involve single-sex samples), stable gender differences were
difficult to control, because we could not recruit enough non-gaming males. Different
video game genres references can also alter the results, though most of our participants
were unable to choose only one preferable genre.

3 Conclusion

Despite the so-called “common knowledge” marking all gamers to be risky and
impulsive, as well as several psychological theories based on different learning models,
adult video gamers in Russia, in general, show no significant personal specifics in
impulsivity or risk-taking. In the current study the most active (i.e., those who play
over 12 h per week) video gamers, especially males, express high interest in new
experience and sensation seeking, while active female gamers show significantly low
capability of understanding other people’s motions; these two findings can be either a
predictor or the result of excessive gaming experience.
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Abstract. Researchers suggest that excessive smartphone use is correlated with
negative psychosocial effects, particularly among younger adults—causing feelings
of isolation, depression/anxiety, and restlessness. This pilot study on psychosocial
wellness, of 22 college students—measured the impact of smartphone use on
emotion/mood, dependency, addiction, purpose of life, social communications, and
self-consciousness. For our data analysis, we measured frequency with conversion
percentages (of 35 questions) using a seven-point Likert-scale of strongly disagree-
to-strongly agree, while averaging the scores of each question group pertaining to
each hypothesis. While only 22% agreed they were addicted to smartphone use, 68%
reported constantly checking their smartphone, with 57% agreeing that they were
smartphone dependent. The majority agreed that smartphone use increased anxiety,
stress, and feelings of impatience, if their phone was not with them. While the
majority agreed that the smartphone is their primary means of communication, 90%
agreed that nothing is more fun than using their smartphone.

Keywords: Psychosocial · Self-consciousness · Mood · Emotion
Smartphones

1 Introduction

For centuries, human artifacts of cultural mediation evolved from clubs to hammers to
machines of the industrial age [1] During the past few decades, we observed the emer‐
gence in development of information technology and electronic tools. However, tech‐
nology has never become so indistinguishably interwoven within the development of
human consciousness until recently. In the last two decades the use of information tech‐
nology—particularly, the use of smartphones in the recent years has been observed to
alter a range of psychosocial conditions. New smartphone applications (apps) continue
to arrive on the market, offering a variety of useful tools for staying connected, exploring
social media, doing business, playing games, and listening or watching audio/videos.
As such, the intertwining nature of technology is having a profound effect on our inter‐
personal relationships and activities in the world—particularly among the college-age
population [2].

Along with the television penetration rate (98%), from 1950 to 2000, by 2000 there
was an 80% penetration of computers and cell phones in US—and by 2003, computers
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had penetrated 75% of US homes with children, with 63% having access to the Internet
[3]. By 2010, Americans spent 1.3 trillion hours on seeking for information, an average
of over 12 h per day. [4] This includes the consumption of over 10,845 trillion words
translating to 100,500 words per person daily, with the majority of the time being spent
seeking information on the Internet [5]. Consequently, the statistics illustrate an extreme
change in the way humans interact with and process information.

The exponential use of smartphones in 2007, showed the next stage in excessive and
dependent use of technology. Currently, 90% of North Americans possess mobile
phones, where about 70% of those are smartphones [6]. As part of everyday life, smart‐
phones provide direct access to people through voice calls, text messages, and support
social interaction with a range of networks, such as Facebook and Twitter. As a psycho‐
logical tool extending the way we distribute information and reinforce personal rela‐
tionships [7], researchers have defined the smartphone as a type of “affective tech‐
nology,” [8, 9]—linking it to the “emotional” human condition [10, 11] and the means
to connect to those around us.

Currently, 98% of college students have a mobile phone, and evidence suggest that
daily usage exceeds four hours per day—occurring in a diversity of settings [12, 13].
For example, researchers have demonstrated that texting among college students is so
frequent (due to its convenience, speed, and facelessness), that participants exhibited a
significant degree of disinhibition and inattention to their immediate social environment
or interpersonal relationship [14]. Consequently, considering the diverse use and impact
that smartphones have on contemporary human life, particularly young adults, it is
expected that an array of behaviors might be observed among this cohort.

In this paper, we introduce our findings of a pilot study on the impact of smartphones
on the psychosocial wellness of college students. As such, we measured the impact of
smartphone use on emotion and mood, dependency, addiction, purpose of life, social
communications, and self-consciousness of college students.

2 Excessive Use and Psychosocial Development

With the recent increase in smartphone adoption [15] and dependence [16] studies
continue to identify related neuro-psychological and neuro-social effects of using smart‐
phones. A range of psychiatric disorders leading to abnormal or anti-socio- psychology
including: Attention Deficit Hyperactivity Disorder (ADHD), weakening of cognitive
focus and shallower thinking skills, reduction of creativity and problem solving skills,
a lowered ability to filter out extraneous information, adverse effects upon psychosocial
development, hyperactivity and behavioral problems, feelings of isolation, depression,
anxiety and restlessness, and an inability to form meaningful and long-lasting relation‐
ships, are now confirmed to be correlated with excessive use of smartphones [17].

Research suggests that the brain’s contact with external neurological disruptions can
transform the course of its development, causing disastrous results, specifically for chil‐
dren and young adults [18, 19]. Recent studies confirm psychiatric disorders in children
are correlated with excessive use of and addiction to computer games, as well as the
general use of the Internet [20]. Negative outcomes for young adults elicits from an
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overuse of smartphones, such as sleep deprivation and obesity [21]. Additionally, studies
convey excessive use of gaming technologies led to a form of neural rewiring [22],
particularly, structural deviations due to exposure to divergent sensory experiences in
ways that weaken cognitive focus, resulting in shallower thinking skills. Studies have
also shown that the extreme use of the Internet instigated potential adverse effects upon
the psychosocial development of adolescents [23]. Such affects have been adversely
associated with notable behavioral and social maladjustment, with other outcomes
showing hyperactivity and conduct problems. Additional studies show that the forming
of meaningful relationships via social media was difficult to establish compared to those
in the real world [24]. Online activity did not create lasting friendships, but rather
resulted in long-lasting non-casual social connections, while at the same time created
weakening real-world relationships.

In the context of Internet use, researchers also characterized extreme or “excessive
use” as “poorly controlled preoccupations, urges, or behaviors regarding computer use
and Internet access that lead to impairment or distress” (p. 117) [25]. Related to these
effects are neural changes in the brain, particularly, structural deviations due to exposure
to divergent sensory experiences—particularly on children and adolescents [26]. More
significant are recent studies using MRI technology that show the effects of brain acti‐
vation patterns on middle age adults during Internet searching. These findings indicate
that online searching appears much more stimulating than reading from traditional
substrates—demonstrating that sensory-rich experiences increase activity of the visual
cortices [27]. This suggests that research participants have a significant sensory-rich
experience, while searching online that increases activity in the visual brain regions.
Outcomes have suggested the potential for negative brain and behavioral effects,
including impaired attention and addiction. All in all, these studies provide support for
the continued neural alternation that is impacting individuals on many levels, which is
most strenuous.

Finally, the use of smartphones is a crucial part of our daily living, however, studies
show that the younger population, especially college students, have been using smart‐
phones excessively more than other populations [28–30]. Such use includes a variety of
different activities such as texting, emailing, and engaging social media networks [31].
Such findings suggest that the increased use of interactive media, may cause feelings of
isolation, depression, anxiety and restlessness—including feeling of anxiety when
people are separated from their smartphones [32].

3 Flow Theory and Consciousness

Researchers argue that the experience of “flow” is an emotional condition related to
excessive behavior [33]. In such a state, an emotional bond is formed between the
psychological and chemical mechanisms of the brain, which occurs through the repeated
experience of flow [34, 35]. For example, smartphone users may produce the same self-
centric experiences as online gamers—in which their “awareness” of the surroundings
disappear from consciousness [36]. Strikingly, Csikszentmihalyi observed that flow was
correlated to the loss of self-consciousness. Here, consciousness is a state of
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psychological immersion often accompanied by positive emotions, where time disap‐
pears and the sense of self is lost [37].

Related to “intrinsic motivation”, Csikszentmihalyi states that “flow” is a technical
term connected to mood and consciousness, a concept related to daily activates and their
direct experiences of positive feelings [38, 39]. Through studies that observed technolog‐
ical usage in the 1990s, flow theory was directly applied to the analysis of user experi‐
ence when seeking information from online sources, with an additional focus on under‐
standing the relation between skill levels and the tendency of experiencing flow [39].

The self-motivating features of flow, exemplifies the appealing nature of smart‐
phones and the users’ captivation with such an artifact. The attentive focus allows for a
deeper understanding between consciousness and flow, which gives way to a heightened
user experience of absorption, enjoyment, and interest [40]. In addition to several studies
that have examined emotion and cognitive changes related to mood management,
human-to-human and social communication [41–43], the matter of excessive use of
smartphones on consciousness or awareness of the world have been increasingly recog‐
nized [44, 45]. As such, we argue that researchers should continue to explore the
psychological dimensions of what makes social media usage so motivating [46, 47],
specifically the impact of the excessive use of smartphones of social engagement.

3.1 Research Question

While psychologists propose possible reasons for smartphone addiction owing to its
ability to alter mood and trigger enjoyable feelings [48], it is not fully known if repetition
of use is correlated to other negative effects that impact psychosocial development. For
this reason, we were compelled to ask what the effects of smartphone use are (among
college students), on a variety of psychological domains—such as the (1) emotion/mood,
(2) dependency, (3) addiction, (4) purpose of life, (5) social communication, and (6)
self-consciousness. From this question, focused on six areas of inquiry, we arrived at
seven hypotheses. Table 1 aligns the six topics with the seven hypotheses, with the
number of questions asked in each category. The questions can be found in Appendix A.

Table 1. Research topics areas with hypotheses and number of questions.

Topic Hypotheses Ques.
Among college students:

1 Emotion/Mood H1: Smartphone use significantly impacts stress and anxiety.
H2: Smartphone use significantly impacts mood or feelings.

1–8

2 Dependency H3: There is a strong dependency upon smartphones. 9–15
3 Addiction H4: There is a strong degree of addiction to smartphones. 16–22
4 Purpose of Life H5: Smartphone use significantly impacts their personal life. 23–25
5 Social

Communications
H6: Smartphones are the main form of communication and
information gathering.

26–28

6 Self- Consciousness H7: Smartphone usage increases self- consciousness. 29–35
Note: See Appendix A for list of 35 questions

The Impact of Smartphone Use 267



4 Methods

4.1 Participants

A convenience sample of 22 full-time and part-time graduate students (63/36% male/
female) from the Indiana University School of Informatics (mean age = 26), were
recruited for this research study during Spring 2014. All students were part of a graduate
level introductory course in informatics. The student participants formed a cohort with
diverse ethnicity, age and gender.

4.2 Data Collection

To provide additional insight into the findings of the author’s past study on the impact
of smartphone use [49], they performed an online post-study pilot questionnaire. (Find‐
ings from this study have not been previously reported.) Participants completed the
online survey based on their daily experiences using smartphones. The questionnaire
consisted of 72 questions, divided into three sections:

1. Smartphone usage—questions regarding quantities of smartphone use and usage
time of texting, phone calls, game-play, social media use, etc.

2. Smartphone daily experiences—the largest group of questions, with six subsections,
each using a seven-point Likert-scale.

3. Demographics—questions related to Gender, Nationality, Age, and Years of smart‐
phone use, cellphone use, and PC/Laptop use.

Figure 1 shows the online survey interface with the seven-point Likert scale—from:
Strongly Disagree (1) to Strongly Agree (7).
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Fig. 1. Depicts online survey interface.

4.3 Data Analysis

For the reporting of our findings (for this paper), our analysis of the data was executed
in three phases. In the first phase we focused on section two (as noted) but narrowed our
analysis to only 35 of the 60 questions related to the participants smartphone daily
experiences. After our preliminary analysis of the data, we determined that cleaning the
data was necessary, i.e., those data points that might be disconnected with the effect that
we were trying to isolate—thus allowing us to maintain our focus on those selected
topics of interest. We did not observe any obviously erroneous data due to a mistake
during data collection or reporting. Also, for this reporting, we are not reporting on
participant smartphone usage or demographics—section one and three. After phase one,
phase two of our analysis consisted of appropriately aligning the remaining questions
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under those subsections with their related hypotheses. Phase three consisted of a revised
analysis of the 35 questions.

For our data analysis, we measured frequency (within the seven Likert degrees), with
conversion percentages—from the scale of strongly disagree to strongly agree. We first
averaged the scores of each question, according to the responses from the 22 participants.
This was followed by averaging those frequency scores that pertained specifically to
each of the hypotheses. As such, we could determine to what degree or percentage the
overall response was—within the range of responses from strongly disagree to strongly
agree. For example, under hypothesis one, “Smartphone use significantly impacts stress
and anxiety,” there are four questions that provided frequencies, with a total overall
score of 52.27%. This frequency score conveys the degree to which the participants
agreed with the stated hypothesis—that the use of their smartphone causes stress and
anxiety in their daily life.

5 Results

As noted, the 35 questions were grouped according to their respective hypotheses. As
such, we re-state the hypothesis, along with the frequency percentage, and any relevant
findings.

H1: Smartphone Use Significantly Impacts Stress and Anxiety
Analyzing the responses of four questions revealed that 52.27% of participants agreed
that their anxiety level increases with smartphone use. Added to this percentage is the
fact that 72.73% of the participants stated that they feel impatient and fretful when they
are not holding their smartphone in hand.

H2: Smartphone Use Significantly Impacts Mood or Feelings
Analyzing the responses of four questions revealed that the negative impact of smart‐
phone use on mood was reported by 60.23% of college students. Impacting this overall
score is the fact that 77.27% of participants stated that when they use their smartphone
they are enabled to be more in touch with their feelings—while only 45.45% said that
feel calm while using their smartphone.

H3: There is a Strong Dependency Upon Smartphones
Analyzing the responses of seven questions, revealed that 57.27% of college students
consider themselves dependent on their smartphone. The most influential factors contri‐
buting to their dependency were that 72.73% of the students felt safe and secure when
they had their smartphones in their procession, while 63.64% had difficulty with going
through their daily life without their smartphone in their procession.

H4: There is a Strong Degree of Addiction to Smartphones
Although 68% of participants reported constantly checking their smartphone for
different purposes and 63% agreed it was very difficult to live their daily life without
their cellphone (note above), only 30.52% of college students agreed (overall of seven
questions) that they were addicted to their cellphones. In this section of seven question,
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the question that received the lowest score (at 22.73%) was: “I believe I am addicted or
have an abnormal dependency on my smartphone.”

H5: Smartphone Use Significantly Impacts Their Personal Life. (Positively)
Analyzing the responses of three questions, our findings revealed that smartphone
use improves purpose of life among college students at 59.09%–including its posi‐
tive impact on their personal life by giving them greater values and helping them to
be successful. Among this group of three questions, “believing that nothing is more
fun than using my smartphone,” received a score of 90.91%, the highest percentage
of any of the 35 questions.

H6: Smartphones are the Main Form of Communication and Information
Gathering
Analyzing the responses of three questions, we observed that smartphones are consid‐
ered as the main form of communication by 66.67% of the participants and the main tool
for finding information by 72.73%, rather than ask others to help them.

H7: Smartphone Usage Increases Self-consciousness. (Positively)
Analyzing the responses of seven questions, our findings uncovered that 54.55% of
participants (overall) indicated that they have a better level of self-consciousness when
they use their smartphone. Interestingly, 72.73% agreed that when using their smart‐
phone makes them less aware of the close surroundings—while 63.64% agreed that it
is difficult to talk on their phone if they think others are watching them.

6 Discussion

In this study we examined the effects of smartphone use on the psychosocial wellness
among college students, with a focus on six psychological domains: emotion/mood,
dependency, addiction, purpose of life, social communications, and self-consciousness.
Our findings were independent of sex, age group, or level of smartphone usage among
our participants. Our study suggests addictive usage behaviors, 68% reporting constantly
checking their smartphone, and smartphone dependency, 57% reporting smartphone
dependency as well. However, despite these findings, only 22% of participants in our
study agreed to have smartphone addiction and dependency.

According to analysis of our survey data, smartphone use increases anxiety and stress
level among college students, and our participants agreed they feel impatient if they do
not have their phone in their possession. Although we cannot deduce causality in this
study, these findings are aligned with the previous research findings that correlate exces‐
sive use of smartphones with increased level of anxiety and restlessness.

Another component of our findings suggest smartphones are the main tool for
communication and information seeking among college students. As noted, these find‐
ings are in agreement with past studies investigating smartphone usage among college
students. Taken together, a conclusion that the two most significant smartphone usage
patterns among college students are: (1) maintaining social relationships and (2)
accessing the online digital information.
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The most outstanding finding emerging from our data analysis is the impact of
smartphones on the personal life of college students—by more than 90% agreeing on
nothing is more fun than using their smartphones. This discovery provides new percep‐
tions into the notion that excessive smartphone use has an individuals’ social life. This
behavior, we believe, may also suggest that excessive and/or repeated use may promote
the experience of pleasure and improvement of mood, but may also lead to an increase
in a lack of awareness of the close environment. In the former case, the risk of forming
habitual usage and addiction are present.

Regarding limitations to the study—first, the sample size of the study limited our
ability to extend our findings inferentially to the greater population of college students.
For this reason, we identified it as exploratory in nature, and thus, a pilot study. Other
contributing limitations to a small sample might include the narrow characteristics of
our participants—drawing upon one class of college students, from one university. We
suggest that future studies extend the investigation to be more inclusive of socio- demo‐
graphics, ethnicity and cultural backgrounds, devices, location, and type of activities.

7 Conclusion

Excessive smartphone use, of any degree, can have physical, psychological and social
implications for any individual. However, our findings specifically suggest that college
students depend heavily on their smartphones—to a level that if they were not in possess
of them, they would not feel secure or in control. While smartphones are their primary
mode of communication and information seeking, excessive use may have a significant
influence on mood, while increasing the level of stress and anxiety.

In sum, although smartphones can translate into tools that empower and expand one’s
communication capacity, they may adversely affect psychosocial wellness, as well as
disrupt one’s accurate sense of consciousness—of both persons and objects around them.
Our challenge remains therefore, to not only understand the influence of these media‐
tional technologies, but increasingly to identify those explicit threats to mental and social
wellness—leading to the shaping of lives that are positive, productive, and socially
engaged.

Acknowledgement. The authors would like to acknowledge the student work of Alexandra
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A Appendix

List of research questions provided participants according to topics, with responses
according to a seven-point Likert scale.

Emotion and Mood

1. I am able to get rid of stress while using my smartphone.
2. I feel impatient and fretful when I am not holding my smartphone.
3. I sometimes become irritated while using my smartphone.
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4. Not having my phone in my possession (at home/outside home) makes me feel
nervous/anxious.

5. I feel pleasant or excited while using my smartphone.
6. I feel calm while using my smartphone.
7. Using my smartphone allows me to be more in touch with my feelings.
8. I become depressed or sad if I am not able to use my smartphone.

Dependency

9. Having my smartphone with me at all times gives me the feeling of safety and
security.

10. I feel more comfortable using my smartphone for communication as opposed to
other forms of communication.

11. It is very difficult to consider my daily life without having my smartphone.
12. I use my smartphone each day longer than I had intended.
13. I often consider that I should shorten my smartphone use.
14. I feel I waste time when I am on my smartphone more than necessary.
15. I feel I am more in control when using my smartphone.

Addiction

16. I believe I am addicted or have an abnormal dependency on my smartphone.
17. I feel the urge to use my smartphone again immediately after I stopped using it.
18. I cannot bear the thought of not having my smartphone with me at all times.
19. Regardless of the circumstances around me, I would never give up the use of my

smartphone.
20. Not being able to use my smartphone would be as painful as losing a friend.
21. I miss planned or anticipated work or responsibilities due to smartphone use.
22. I have my smartphone (and using it) on my mind even when I’m not using it.

Purpose of Life

23. I feel that the use of my smartphone gives greater value to my life.
24. I believe there is nothing more fun to do than use my smartphone.
25. Without my smartphone, I believe I could not be successful in the world.

Social Communications

26. I constantly check my smartphone so I will not miss communication between other
people via email, text, Twitter or Facebook, etc.

27. I check social networking sites like Twitter or Facebook right after waking up in
the morning or right before going to bed at night.

28. I prefer searching for information that I need by using my smartphone rather than
asking people in real time.

Self-consciousness

29. It is hard for me to talk on my smartphone when I think others are watching me.
30. I feel nervous when I am talking on my smartphone in public.
31. I pay attention to my inner feelings when I am using my smartphone.

The Impact of Smartphone Use 273



32. Using my smartphone makes me less aware of my close surroundings.
33. I am often unaware if I am speaking too loudly on my smartphone when I am in

public.
34. I often lose track of time when I am using my smartphone.
35. When I am on my smartphone, my attention is only focused on it.
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Abstract. Information and communication technologies (ICT) play more and
more significant role in the lives of children and young people. Adolescents use ICT
to communicate with others via chat, instant messenger, online communities, etc.
They take online offers and services concerning music, pictures or videos to enter‐
tain themselves; to search for new knowledge and information, and to acquire and
to use the online game offers. The majority of ICT is used in a constructive and
peaceful manner, bringing no negative online experiences, which can be perceived
as stressful, but this is not the case for all adolescents. The online world similarly
as the physical world can bring danger, and the possible danger that adolescents
encounter today in the online world is cyber-bullying.

In the present contribution, we address to the online risk of cyberbullying
among adolescents. The article deals with the following questions - how cyber-
mobing can be defined from the research perspective, how many adolescents are
affected by it in Germany, what makes cyberbullying specific, what do we know
about the victims and the perpetrators, what are the possible consequences, and
what are the recommendations for adolescents and adults (parents, teachers and
educators) who are dealing with cyberbullying problems.

Keywords: Bulling · Cyberbullying · Adolescents

1 Introduction: Detecting Cyberbullying Among Young People

Information and communication technologies (ICT) such as Internet, PCs, mobile
phones/smartphones, tablet computers and social networks become increasingly impor‐
tant and evident in the lives of children and adolescents. Young people use ICT to
communicate with other people through chat, messenger, online community, etc., to use
online offerings and services related to music, photos or videos, to look for new knowl‐
edge and information and to adapt the findings for their own purposes and to play online
games. Even if most people use ICT constructively and peacefully and do not acquire
any negative experience on the Internet, which can be perceived as stressful, this, is not
the case by far for all adolescents. The online world is as dangerous as the physical
world. Online risk exactly as risks in the physical world are very multi-faceted and range
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from spam, (concealed) sponsorship, phishing or games of chance (with commercial
interests) through pornographic or problematic sexual content, unwanted sexual
messages, sexual harassment, assault or abuse (sexuality); racist, biased, misleading,
extremist information, advice, guidance (as for example, right-wing extremist, or salafist
on-line groups) (values/ideologies) to violent, hate-filled websites/posts, comments in
social networks, calls, applications and instructions on self - or other-damaging actions
(aggression) [5: 13 et seq.].

In this article, we focus on the online risk of cyberbullying among adolescents. We
study how cyberbullying can be defined from a scientific perspective, how many adoles‐
cents are affected by it in Germany, how cyberbullying can be specified, what do we
know about the victim and the perpetrator, what are the possible consequences, and what
are the recommendations for adolescents and adults (parents, teachers and educators) in
dealing with cyberbullying. As a kind of introduction, a case example will give a true-
to-life insight into the phenomenon. The following case goes back to the description of
a 16-year-old cyberbullying perpetrator, who reported her experience in the youth
magazine “Spiesser”.

“Why did I insult, humiliate and threaten others? I can hardly explain that. […]

It was so easy to write a common comment. To post insults under images. Or just
the nasty things of others to ‘like’. Today I know it was because I did not look the victims
into the eyes. I faced nobody who could give me immediately a spell like a counter-
attack. I received confirmation from others, because often my comments have been
‘liked’. Outside of the World Wide Web nothing happened, it had no consequences for
me. In the schoolyard, a teacher might come and interfere. If I harassed somebody in
the team, the trainer prevented me. But if I insult and annoy someone online for hours,
no one comes. From some of the chats the administrator threw me out, from SchülerVZ
I was deleted more than once. However, what does it matter? Then I logged on under a
different name. My family knows nothing of it all.

When I was 16, my friend did not know my “other side.” Until he became my ex-
boyfriend. After that I was completely crazy. I terrorized him, threatened him. And when
he had a new girlfriend, she became my enemy, too. I did not know her at the time. […]

The occasions could also be null and void. As in the case of the girl from the parallel
class, which had the mega hot boots that I wanted, but they were too expensive. Imme‐
diately, she was a snob, an arrogant bitch. Online, I spread rumors that she bought the
marks, and so on. To other girl I put the stamp of ‘school slut’ online, because she had
spoken with my friend. […]

Today, I fear. Once to become a victim of someone like me. And also that my family
knows what I’ve done” [3].

Cyberbullying is a new form of traditional bullying or bullying without the use of
ICT. Cyberbullying can be understood as an aggressive pattern of behavior in which
one person or group uses ICT to cause harm to a weaker person or a group with full
intent and repeatedly [9: 376]. In the case of partially inflationary use of the word in the
media as well as in everyday life, a distinction from isolated online conflicts makes
sense. As in the physical world, one cannot call any quarrel or dispute bullying, nor can
one do so in the virtual world. We speak about cyberbullying when in addition to the
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use of ICTs, there must be a deliberate intention to harm a person, and abuses must occur
repeatedly over a long period, and there must be an imbalance of power between the
offender and the victim [8: 3].

In the study, at least four forms of cyberbullying were defined [7]:

• Harassment: Sending offensive, insulting, hurtful and threatening text messages,
picture or video messages to the victim, to frighten and intimidate.

• Denigration: The spreading of text messages, audio or video material with the aim
of destruction of social relations or the reputation of the victim.

• Betrayal: The publication and dissemination of intimate information about the victim
via ICT to harm the victim.

• Exclusion: The exclusion out of online communities and online groups (e.g. Face‐
book groups, WhatsApp groups) in order to isolate the victim.

Now that those four forms are combined with the use of various ICT, it quickly
becomes clear that cyberbullying is a very multifaceted phenomenon. Table 1 provides
an overview, but not exhaustive, of possible examples of cyberbullying [13: 85].

Table 1. Examples of cyberbullying

Medium Use
Mobile/Smartphone Abusive and annoying phone calls

(anonymous) threats and intimidation by
telephone, threats of physical violence, etc.
Creating, manipulating and sharing of victim
images and videos and posting them online to
harm the victim
Spreading rumors, slander and libel

Instant Messenger (WhatsApp, ICQ, etc.) Sending offensive messages, pictures or videos
Blocking the victim, deleting friend lists and
excluding group chats using a different account
by offenders to send malicious messages or to
threaten the victim with false identification
Posting scornful, offensive comments, photos
or videos about the victim

Social networks (Facebook, Twitter, YouTube,
Google+, etc.)
Chat rooms (YouNow, Knuddels, Habbo
Hotel, etc.)

Threatening the victim, pursue him or her
Creating groups of hatred
Excluding the victim from joint groups
Identifying the victim by creating a second fake
victim profile and give as a victim

A frequently discussed question is whether cyberbullying is actually old wine in new
bottles or not. In fact, cyberbullying and traditional mobbing have some common
features, as repetition of the assault, violation intent of the offender, as well as demon‐
stration the power imbalance to the victim. Nevertheless, cyberbullying is characterized
by certain peculiarities, which suggest that the use of ICT is not the only significant
distinction [13: 82 et seq.]:
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• By cyberbullying, medial skills (e.g., using Photoshop) have an advantage over
physical traits (e.g., physical superiority).

• Cyberbullying can be performed in any place and at any time. The victim may be
attacked after school, even, for example, in their own room. Due to this independence
of time and place of cyberbullying, the victim loses all areas of retreat and rest.

• By cyberbullying perpetrators can easily hide their identity through the use of ICT,
which can lead to increased social insecurity among victims.

• Cyberbullying is often characterized by particularly untestrained and violent attacks,
which can be explained by the absence of social control by adults in the virtual worlds
and the absence of a personal (face-to-face) situation between the victim and the
offender. Due to the absence of direct contact, the perpetrator does not receive
tangible feedback on the emotional consequences of attacks on the victim. This, in
turn, impedes feelings such as remorse, compassion and guilt on the part of the
offender.

• Publicly carried out the attack on the victim can often be viewed online by many
others over long periods of time. This may be an additional humiliation for the victim
and thus an additional burden.

2 Cyberbullying as not an Everyday Occurrence or a Rarity

Various studies of cyberbullying show that the spread of intimidation is neither a
commonplace phenomenon, nor a rare one. In a representative survey of 1,734 German
adolescents between the ages of 14 and 20, 6% reported that they were victims of cyber‐
bullying. 7.5% said that they had acted as perpetrators, and 1.2% reported that they were
involved in cyberbullying as perpetrators and victims [6, p. 13 et seq.]. Cyberbullying
is by no means a phenomenon that is limited to German teenagers, it is spread throughout
Europe: in the representative survey EU Kids Online in 25 European countries, covering
approximately 25,000 adolescents aged from 9 to 16 years, 6% of respondents reported
victims, and 3% were perpetrators [4: 22].

We cannot say that cyberbullying is more common among boys or girls. Different
studies come to different conclusions where either differences do not exist or are likely
to be related to boys or girls. Based on a review fulfilled by Tokunaga [10], it can be
concluded that cyberbullying is a phenomenon that is almost evenly distributed between
the two genders [10, p. 280]. However, some differences in cyberbullying of girls and
boys occur: boys will likely participate in direct cyberbullying (e.g., harassment), while
girls often use indirect forms (such as the secret betrayal or insult) [12: 742 et sec.].

By age, young people in 7th and 8th grades represent the greatest risk of becoming
victims of cyberbullying [10].

The next step is to clarify which signs of increased risk of cyberbullying from the
perspective of victims and offenders could be identified in the study.

Possible risk factors and consequences of cyberbullying
In general, any person who uses ICT, can be victims of cyberbullying. However,

some risk-enhancing factors could be identified in the research [1, 2, 10, 11, 14, 15].
The increased risk of becoming a victim of cyberbullying can be identified by
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teenagers, who are introverted above average, fearful, sensitive and insecure in
dealing with others, who demonstrate the excessive use of ICT and deal permis‐
sively with private information and contact details; their parents maintain authori‐
tarian parenting style; who have few or no friends and no connection to any fixed
group or community; usually at schools where the victims of bullying study there are
no prevention measures or programs against cyberbullying. The enhanced risk to
become the perpetrators of cyberbullying have the teenagers, who are impulsive,
have a low ability to empathy, low levels of social competence and moral sense of
justice; they use ICT excessively; who frequently drink alcohol; whose parents
maintain an authoritarian parenting style, in whose families violence occurs and a
harsh tone prevails; the perpetrators most study at schools with no measures or
prevention programs against cyberbullying.

When the possible causes of cyberbullying have been described, we refer to the
possible consequences of cyberbullying for both victims and perpetrators in short. It
should be noted that the above mentioned factors can increase the risk of becoming a
victim or a perpetrator, but not necessarily lead to that. Similarly, these factors apply to
many, but not all of the victims and perpetrators.

In addition to the identification of risk-enhancing factors the central concern of the
research was to identify the possible consequences of cyberbullying. The experience of
cyberbullying for the victim leads to serious consequences in completely different areas.
The emergence and intensity of impact is influenced by the personal perception of the
victim as well as by the duration and intensity of the attacks. On the basis of the literature
review the next consequences may be summarized [1, 2, 10, 12, 15]:

• physical complaints such as headaches or abdominal pain, loss of appetite and sleep
problems;

• strengthening of ongoing negative emotions such as anger, shame, sadness, despair,
loneliness, helplessness, nervousness, irritability and anxiety;

• social problems, such as leaving social work with peers and joint family activities;
• increasing psychological problems such as negative self-esteem and, correspond‐

ingly, depression, eating disorders, Internet addiction;
• abuse of licit and illicit drugs;
• school problems, such as acute episodes of absenteeism, concentration difficulties

and unexpectedly falling grades.

It seems appropriate to note that not only victims but also perpetrators of cyberbul‐
lying through their actions can have such consequences as long-term damage to their
positive development. Possible consequences can be summarized as follows:

• frequent involvement in other forms of aggressive and criminal behaviour (including
vandalism, shoplifting, drug abuse);

• increased negative feelings (such as hate, stress or anger) and increased readiness for
aggression;

• increased experience of violence with friends, family members and love partners;
• fewer opportunities to learn pro-social behavior;
• psychological problems (e.g. depression, self-esteem, low self-esteem);
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• school problems (such as drop in performance, frequent conflicts with teachers,
exclusion from school);

• social issues (e.g. peer rejection, fewer friends and social contacts).

The description of possible consequences of cyberbullying has made it clear that
cyberbullying influences both parties involved with serious and lasting adverse effects
which can go hand-in-hand. Cyberbullying is thus a serious development risk.

In the following part recommendations will be given, what adolescents and close
persons can do to prevent cyberbullying, and what they can do if they are faced with
cyberbullying.

3 Recommendations for the Prevention and Control
of Cyberbullying

To protect yourself from victims of cyberbullying, teens needs first to reflect critically
on their own attitude to the media. At the same time, it is important to find a relative
interaction with ICT, which is a useful addition to offline activities, but does not
completely replace it, as intensive ICT activities lead to narrowing of the space of
behavior. A critical reflection of the media’s own behavior includes not only the question
of how much time you spend online, but much more, how to behave during online time.
Victims of cyberbullying often talk about themselves on the Internet too much, so it is
important to ask oneself with whom to share certain information and how to use opti‐
mally the privacy settings for oneself. One should also be aware of general guidelines
for handling sensitive data (not share passwords with other people and change them
regularly).

Issues of media behavior, especially the ethical issues – what a person is allowed to
use ICT for, but also what a person is not allowed to do – particularly in the prevention
of cyberbullying in relation to the offender are of most importance. Adolescents should
be made aware of, on the one hand, how difficult is to delete the digital material from
the Internet, on the other hand, the lack of suitability of ICT to the conflict or the potential
effects of ICT on human communication and interaction behavior (e.g., disinhibition
effect). Young people should also be aware that if, for example, the perpetrators put
defamatory images of their victims in social networks, and they share or positively
evaluate (like) – they are the accomplices. In the case of the mediation of critical media
behavior parents, but even more schools play a central role by negotiating with adoles‐
cents about their media behavior to be open and unbiased, by discussing with them
certain standards of behavior such as rules for fair dealing with each other not only at
school but also in the online context. The rules should be formulated in a mandatory
way (e.g., “I never use ICT to harm others”) and due to this assumed by the teenagers.
This joint negotiation may also be a part of a firmly implemented cyberbullying preven‐
tion program at schools.

A further preventive measure against cyberbullying aims to social relationships with
peers. In this case, it may be particularly useful to encourage and to support adolescents
to build social relationships with peers. For adolescents, the shortcomings in the social
sphere (i.a., less positive peer relations, less in-depth friendships, more often, exclusion
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from peer activities, lower levels of popularity), show a higher risk of becoming a victim
of cyberbullying. Regular and intensive contact with peers is not only a social protection,
but also a great factor of the personal development, recognition and social participation.
The promotion of social relations and social skills can also help adolescents to be
involved in it. Parents and schools can help by providing growing space and opportu‐
nities to develop social relationships.

Further preventive measures take into account the psychological characteristics. As
an example can be frequent low self-confidence of victims referred to, which can be
strengthened by approaches of empowerment. Thus, adolescents may be able to act
confidently in conflict situations and to protect themselves for longer periods of assaults,
and enduring silently the offender’s attacks. Adolescents can also learn not to look for
reasons for cyberbullying in themselves. But even if empowerment is very important,
it cannot be the only approach, and other copping strategies (e.g., appealing for help,
ignoring, blocking, sharing) in dealing with Cyberbullying are discussed and tested.

Definition of perpetrators’ psychological manifestations can also help to determine
preventive measures. Perpetrators of cyberbullying are characterized by a lower ability
to feel empathy, and the use of ICT can make it still more difficult for them to feel and
demonstrate empathy. Therefore, it is important to make it clear for adolescents that
even if the attacks are virtually carried out, it makes real harm to the victim.

Adolescents should also learn to control their impulses. Due to the lack of direct
interaction in the on-line context attacks are carried out faster and carelessly, without
considering about the consequences. Let us equate, for example, an insult online with
an insult offline. This association does not degenerate tents conflicts and disputes and
escalate to cyber-bullying, but it is necessary to provide young people with rules of
peaceful conflict resolution (for example, mutual respect, non-violence). In the peaceful
solution to the conflict, parents can provide a role and behavior model, based on their
own educational and cultural foundations of behavior. The school offers in addition, the
appropriate framework for the testing and further development of these skills.

If adolescents are already victims of cyberbullying, the top priority is to stop imme‐
diately cyberbullying, demonstrate readiness to provide full assistance to victims and
work together with victims on a solution. Previous studies have shown that this helps
victims to handle better the consequences of cyberbullying when they experience peer
support, and when their family environment is supportive and characterized by trust and
emotional warmth.

If a person is bullied online, he or she should show the negative attitude towards the
attacks. No comments can be interpreted by the offender as a tacit consent and encourage,
in turn, to continue attacks.

The first assistance to the victim may be willingness to help, demonstration of the
concern by listening to attentively and taking the deal seriously. The next step can be to
encourage the victim to seek help from adults, or to apply himself or herself for help
from a trusted adult.

Cyberbullying incidents should be clearly documented. This can be done by using
screenshots and saving e-mails, SMS, posts, pictures, and information about the perpe‐
trators (including nickname, real name). Adults can help those affected to document the
attacks, and to pass the information at school forward, because very often the victim and
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the perpetrator come from the same environment. To delete, for example, offensive or
infringing image or video files, can the operator of the relevant service. In the case of
particularly serious cases of harassment, slurs and gross violations of personality rights,
the police may be informed. One may also determine the identity of the perpetrators, if
they acts anonymously, via a mobile network operator and Internet service provider.

As victims of cyberbullying trust adults – parents, teachers, educators, adults should
talk regularly and openly about the online activities of children and youth and associated
risks. The online events should be paid the same attention as what is happening in
everyday life in the physical world. In this way can both shame and trust be built up.
Beneficial is, when adults take on not only controlling attitude, but interested and
unprejudiced position, give support, particularly when children and adolescents are in
situations which they cannot solve alone. It may also be useful to identify assistance
opportunities on the net such as common utility services, providing anonymous help –
u.a. to learn from trained peers which, for example, www.juuuport.de provides.

If mobbed young persons turn for assistance to the adult, it is important to refrain
from blame and to show understanding. By the time the victims turn to the help of adults,
they usually have suffered from the attacks of the perpetrators over a longer period of
time. Therefore, it is important to involve the victims in the active solution process, to
help them to leave the state of powerlessness and loss of control. A ban from the ICT
use, is not advisable; it is the fear of a ban on the use of ICT which does makes many
victims not to talk with adults about what is happening.

Many of the recommendations for dealing with cyber-harassment are focused on the
victim. However, the offenders also need appropriate solutions, concerning how they
can cease their destructive behavior and get parents’ support if the situation gets out of
control. Parents of offenders should speak to the children in detail and impartially about
all the people concerned (victims, friends), to understand the situation from different
perspectives. The offender must then be led to understanding of the damage he or she
was doing with this behavior on the victim. Likewise, strategies of prevention of such
conduct in the future may be taught, for example, through role play, and tested.

ICT have changed children’s maturation. They offer new opportunities but also bring
new risks. It is important that adolescents are as early as possible prepared to these
changing conditions. The prevention of violence and, therefore, cyberbullying needs to
be understood as a social task which can’t be solved by individual actors as young people,
parents or teachers, or individual institutes of socialisation like family, school or day-
care institutions.
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Abstract. Goal-oriented conversational agents are systems able con-
verse with humans using natural language to help them reach a certain
goal. The number of goals (or domains) about which an agent could
converse is limited, and one of the issues is to identify whether a user
talks about the unknown domain (in order to report a misunderstand-
ing or switch to chit-chatting mode). We argue that this issue could be
resolved if we consider it as an anomaly detection task which is in a field
of machine learning. The scientific community developed a broad range
of methods for resolving this task, and their applicability to the short
text data was never investigated before. The aim of this work is to com-
pare performance of 6 different anomaly detection methods on Russian
and English short texts modeling conversational utterances, proposing
the first evaluation framework for this task. As a result of the study, we
find out that a simple threshold for cosine similarity works better than
other methods for both of the considered languages.

Keywords: Anomaly detection · Novelty detection
Conversational agent · Chatbot · Distributional semantics
Word embeddings

1 Introduction

The task of anomaly detection (also called outlier detection) is to find in a
given set objects highly deviating from others. Such deviating objects are called
anomalies, or outliers [1]. The task of anomaly detection is considered as a
supervised machine learning task, and it is actually similar to the classification
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task, but the primary difference is that in the former the number of positive
(non-deviating) samples in the training set is dominant, while the number of
negative samples (deviating samples, anomalies) is low (e.g. there could be 1%
of anomalous examples in the training set). The anomaly detection task is usually
confused with a novelty detection task. Actually, goal of that task is basically
the same (to find the outlying objects), but the point is that there no anomalous
objects in the training set, so the model is being trained only on one class of
objects and learns to find objects highly deviating from the ones participating in
the training [2]. This is why the task of novelty detection is also called one-class
classification task.

Neither anomaly detection task, nor novelty detection task are not actu-
ally widespread in the natural language processing. We are aware of a certain
amount of cases whether anomaly detection systems work under the hood of
recommender systems or document classification models dealing with large doc-
uments [3]. However, in this work we propose another application of this task
to NLP: we rely on it for textual data consisting of very short texts (1 or 2
sentences), considering the problem of automated intent classification in conver-
sational agents.

Conversational agents (also called dialog systems) are systems that are able
to converse with a human on a natural language, imitating dialogue with a
real human being [4]. Usually taxonomy of conversational agents proposes two
distinctive axis. On the first axis agents are distinct by amount of their word
knowledge: there are the open-domain bots which could converse in an unlimited
number of domains of human knowledge (sports, science, literature), and the
closed-domain bots, which could support only one or two topics of conversion [5].
On the other axis, conversational agents are distinct by the purpose of their use:
there are so-called general conversation agents, or chatbots which do not consider
a certain goal of dialogue and can just chat about everything, and there are goal-
oriented conversational agents that should help a user to reach a goal through a
short conversation (for example, to order a pizza).

The goal-oriented agents are the main interest of business and industry nowa-
days since they help to automatize some human work (of a call center, for
instance) or to propose a much more friendlier interface for certain complicated
systems (for example, they can help searching though FAQ) [6]. Usually such
agents are not limited with a single possible goal, so they support different goals
in the same domain (or even in different ones): to order pizza, to reserve table in
a pizza restaurant, and so on. However, extending an agent to multiple domains
or multiple goals usually is not a hard task: it could be considered as a classifi-
cation problem which is widely known in NLP and machine learning community
and has been successfully resolved from different perspectives [7].

However, the main issue comes when one wants to extend the conversa-
tional agents to a chatbot, i.e. to implement both of the behavior models (a
goal-oriented talk and a general talk). In this case, the agent should recognize
whether a user wants to reach a certain goal or whether she wants just to talk
about something, switching between these modes [8]. Reducing this task to the
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aforementioned classification problem possibly should not work since utterances
used in a general talk could highly differ from each other (by domain, by style,
by other things), and if we consider all general utterances as a single class, that
will be a highly heterogeneous class.

We argue that in this case the issue could be considered as an anomaly
detection (or even novelty detection) problem that we described in the start of
this section. Actually, we have a number of homogenous objects, for which we can
generate a train set (in our case homogenous objects are examples of utterances
of a certain domain or goal), and we have objects which could have unlimited
number of possible domains (utterances for a general talk), for which we are not
able to generate a train set. Then, the first ones could be considered as normal
objects, and the second ones could be considered as anomalous objects. We can
try to train a model to distinguish the first ones from the second ones (inducing
the anomaly detection task), or to try to find how much a new object deviates
from the known ones (inducing the novelty detection task). We can even create
a system able to work in a number of multiple domains or goals by using a
separate model. The anomaly detection model would distinct general utterances
from goal-oriented ones, and the second one (a simple multi-class classifier) could
perform a classification to distinguish goal in a more narrow domain.

The idea is that such systems should help a user reach a certain goal if the
utterance belongs to one of known domains (defined by the developers), and
enable a chit-chatting mode or report misunderstanding (saying something like
I’m not able to help you with this question) in the other case. Conversational
agents usually recognize domain by comparing semantics of a new utterance with
an already known semantics of each of the domains (that could be defined with
keywords, for example). Semantics processing is usually performed with different
semantic modeling approaches like distributional semantic models. Such models
had a recent success in a broad range of various natural language processing
tasks, and in this work we will also rely on distributional semantics to model the
meaning of utterances and find the degree of similarity between pairs of them.

So, the main aim of our work is to try to apply different anomaly detection
algorithm to the problem of detection the unknown (off-topic) conversational
utterances. We argue that the task of anomaly detection was never considered
before in a natural language community before from the perspective of conver-
sational agents and short text data, so we consider our work as a first towards
exploration of application of anomaly detection methods for short texts. So,
our main contribution consists in comparing and evaluating different anomaly
detection methods on a benchmark of short texts.

Another of our major contribution is in creation of a cross-lingual evaluation
benchmark for this task. We propose it for two different languages, Russian and
English. We crawl data from Web forums and manually annotate it to create the
first datasets for off-topic anomaly detection for short texts. Moreover, in the
Russian natural language processing community the task of anomaly detection
(as well as the task of novelty detection) was never considered before, so we are
first to introduce and investigate this task for Russian.
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All in all, this study is organized as follows. In Sect. 2 we put our paper in
the context of previous works. In Sect. 3 we extensively describe our dataset,
while in Sect. 4 we describe the setup of our experiments. In Sect. 5 we propose
the obtained results and a discussion on them. Section 6 concludes the paper.

2 Related Work

The roots of the task of anomaly detection goes back to the 19th century [9],
when this task was firstly formulated. Nowadays the scientific community is
aware of a broad range of methods for anomaly detection, like One Class SVM
or Isolation Forest ; a survey of existing anomaly detection methods goes out
of scope of this work, and an interested reader could see a survey of modern
methods of anomaly detection by Chandola [1] or a survey of novelty detection
techniques [10].

Being a very mainstream problem for different fields of machine learning, the
anomaly detection task is rarely has been applied to different natural language
processing issue. We are aware only of certain works that rely on detection of
anomalies for textual data. Baker et al. was first to propose such task, considering
novelty detection from the perspective of topic detection and tracking [11]. The
first extensive work on anomaly detection for textual data considered document
classification through One Class SVM [12], and then it was extended by Guthrie,
who deal with an issue of detection of documents with unusual genre or sentiment
in a document collection [13]. Later, Kumaraswamy et al. explored importance of
domain knowledge provided in first-order logic in the task of anomaly detection
for textual data [14]. In 2016, Camacho-Collados proposed an outlier detection
in word sets as an evaluation benchmark for word embeddings [15], while Pande
and Prohuja were first to investigate application of word embeddings to the task
of anomaly detection [16].

So, mostly works on anomaly detection for textual data were performed as
a part of document classification task, considering processing of linguistic or
stylometric features (like average word length) and sparse vectors. The main
difference of our work is that we process short texts and sentences, relying on
compositional textual representations obtained as a function of dense vectors
produced by distributional semantic models. Additionally, all studies that we
mentioned considered only English data, but we are not aware of any work
related to anomaly detection for Russian.

In other words, our work could be considered the first towards multiple dif-
ferent scopes.

3 Short Text Anomaly Detection Dataset

We are not aware of any suitable dataset for the anomaly detection task for short
texts, so this study presents such a dataset. We suggest that it will help other
researchers to evaluate different techniques of anomaly detection for a similar
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task. Our dataset consists of English and Russian parts, and could be called
cross-lingual.

Since we resolve the task of anomaly detection from the scope of a conver-
sational agent, we made our dataset consist of real conversational utterances.
We considered Web forums as the best source of data because usually user
messages there have a conversational style and presented as short texts of 1–
2 sentences. Moreover, posts on Web forums are taxonomically separated for
different domains (in other words, the range of covered topics is wide), so we
could propose a multi-domain analysis with such data.

To make this dataset, we crawled two collections of posts from the most
popular Web forums in each language: Dvach in Russian (https://2ch.hk) and
Reddit in English (https://www.reddit.com)1.

Each part consisted of 11 domains with different topics consisting of 100
posts each in which 10 were homogeneous (so each posts in each domain was
topically related to all other objects in the same domain) and 1 was heteroge-
neous (the posts were not necessary to be topically related to other objects in
this domain). In other words, 11 homogeneous domains modeled the known class
and heterogeneous domain modeled the anomalous (or novel) class.

We used already defined Web forum taxonomy of domains to assess posts
with domains (each post could have only 1 domain). To create assessments for
English, we used a subreddit structure of Reddit which is presented as a pool
of topical sub-forums dedicated to discussions on a certain topic. We sampled
10 different subreddits trying to pick the most diverse domain as possible, and
then sampled 100 posts from each one:

– r/science (discussions on news in science and technology)
– r/politics (discussions on political news and events)
– r/askhistorians (discussions on a historical science)
– r/space (discussions on news related to space and astronomy)
– r/minecraft (discussions on a Minecraft video game)
– r/sex (discussions on sexual activities)
– r/guns (discussions on guns and pistols)
– r/food (discussions on food and cooking)
– r/music (discussions on different artists, genres and news of music industry)
– r/motorcycles (discussions on motorcycles)

To create the anomalous class we used the subreddit with jokes (r/jokes)
which pretend to contain short texts not limited with a single domain (so there
could be jokes about politics, about school, and so on).

As for Russian part, we used a hierarchical taxonomy of Dvach, which pro-
poses different subforums (dubbed “boards”) split into threads of discussion of
more narrow topics. According to the aforementioned methodology, we picked
threads that have the most diverse domains by our opinion:

– Greek Literature (discussions on literature of ancient Greece)
1 Actually, the collection of Reddit posts is based on an already crawled corpus avail-

able at https://github.com/linanqiu/reddit-dataset.

https://2ch.hk
https://www.reddit.com
https://github.com/linanqiu/reddit-dataset
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– Borussia Dortmund (discussions on Borussia Dortmund football club)
– Coffee (discussions on coffee)
– Java (discussions on Java programming language)
– Fountain Pens (discussions on fountain pens)
– Bread Bakery (discussions on bread bakery)
– Hairstyles (discussions on hairstyles)
– Keyboards (discussions on computer keyboards)
– Higher School of Economics (discussions on the National Research Uni-

versity Higher School of Economics)
– macOS (discussions on Macintosh Operating System)

To create the anomalous class we used randomly sampled posts from /b
board which does not limit to a single topic of discussion and allows conversations
on every possible topic.

We also asked three bilingual Russian-English volunteers to check the accu-
racy of the automated assessments considering that each of the posts actually
belongs to the proposed domain. If the assessor marked certain domain assess-
ment as incorrect, we re-sampled the post from this domain, and re-checked it
with all three assessors. We have done this iteratively until all 100 posts in each
10 domains were considered as correct by all assessors. All in all, each part of
our cross-lingual datasets consisted of 1100 posts, so the whole amount of posts
in our dataset was 2200.

4 Experimental Setting

In this work we testes applicability of the following techniques of anomaly detec-
tion (they were mentioned but not compared by performance at [10]):

1. One-Class Support Vector Machine. Draws a soft boundary on training
objects, considering all objects falling outside the boundary as anomalous
[12].

2. Isolation Forest. Isolates objects of the dataset by sampling features for
which a threshold value would be randomly selected between the maximum
and minimum values of that feature. Objects falling out of the threshold
would considered as anomalies [17].

3. Local Outlier Factor. Computes the local density deviation on every object
of the dataset, considering as anomalies samples that have a substantially
lower density than their neighbors [18].

4. Threshold for Standard Deviation of Classifier’s Predictions. The
idea is to train a multi-class classifier (we used a logistic regression in this
study) on “normal classes”, and then for each new object compute a standard
derivation of probabilities of classifier’s predictions for classes. If standard
derivation will be lower than the threshold (should be defined in advance),
the object will be labeled as anomalous.
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5. Threshold for Distance to Topical Keywords. The idea is very similar
to the previous method, but here we creates a set of references (bags of
keywords) for each class of training data. Each set of references is generated
as a set of keywords reporting the topic of a set of short texts through a
topic modeling technique (we used LDA in this study [19]). Then for each
new object we should compute distance (we used cosine measure) between
new object and every reference; if the distance to each reference will be lower
than the threshold, the object will be labeled as anomalous.

6. Threshold for Reconstruction Error. The idea is to train an autoencoder
[20] on training data and for each new object compute a reconstruction error
between regression target and actual value. The objects which error will be
higher than the threshold would be considered as anomalies.

In our experiments the data was lemmatized and cleared from stop-words
using NLTK stopword lists [21]. As a morphological analyzer, we used pymorphy2
[22] for Russian and UDPipe [23] for English.

To obtain representations of the short texts (conversational utterances) we
used the averaged vectors of all the words in the sentence, considering this as
the most effective and robust approach for obtaining compositional distributional
representations (out-of-the-vocabulary words were dropped) [24]. To obtain the
word embeddings we used two Word2Vec models for each language [25]: one
trained on the Russian data of Dvach [26] and one trained on the English news
corpus. For each method we tuned the best hyperparameters on each dataset
which were obtained by grid search; code, datasets and links to models are
available at our GitHub2.

5 Results

Table 1. Performance of each of the compared methods on each dataset measured in
accuracy.

Dvach Reddit

One Class SVM 0.5 0.53

Isolation Forest 0.47 0.47

Local Outlier Factor 0.47 0.47

Threshold for Standard Deviation 0.68 0.71

Threshold for Distance to Keywords 0.5 0.5

Threshold for Reconstruction Error 0.5 0.5

For evaluation we used the whole anomalous class and 100 posts from shuffled
data of other classes, the remaining amount (900 posts of 10 domains) was used
2 https://github.com/bakarov/conversational-anomaly.

https://github.com/bakarov/conversational-anomaly
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for training the models. Quantitative results of the comparison are presented
in Table 1 where we show accuracy of work of each of compared methods on
each dataset (we use this measure since we have an equal class balance, and
we actually are not interested in a high precision or recall particularly, and just
want to obtain a general performance score). It is observable that the most simple
technique which is a threshold for semantic distance had the highest score. We
could explain this by the fact that other methods are not capable of working
with high-dimensional data whether it is unknown which vector components
could actually be significant.

To more properly analyze the obtained results, we made a graphical repre-
sentation through a method of t-SNE [27]. We projected the whole dataset in
a two-dimensional space, marking anomalies with red-color points and normal
objects with black-color points. These visualizations illustrate how well each
methods works, comparing the picture with a gold-standard topology propose
at the leftmost picture (Fig. 1).

Fig. 1. Topology of anomalous (red) and normal data (black) in a two-dimensional
space for both datasets. The leftmost column with pictures is a gold-standard topology
that should be obtained, others illustrate topology predicted by an each method. (Color
figure online)

The figures suggest that it is hard to visually distinguish separate clusters of
classes (may be only just a few ones), and anomalous data is strongly mixed with
normal data in both datasets. We think that such fact could be an explanation
for low results of all of the employed methods. However, it is visually observable
that the autoencoder marked data that is far from the centroid as anomalous,
so it can be concluded that it could work better whether the normal classes and
anomalous classes would not be so strongly mixed.

6 Conclusions

In this study we investigated the applicability of mainstream methods for
anomaly and novelty detection to the data consisting of short texts, and cre-
ated two publicly available datasets for off-topic anomaly detection based on



Anomaly Detection for Short Texts 297

data crawled from Russian and English web forums. We compared different tech-
niques for anomaly detection on these datasets, concluding that using threshold
on SD of predictions of a metric classifier is the most efficient method on our
datasets.

The proposed survey and obtained results could help researchers and indus-
trial teams to improve their results in making the most efficient architecture of
a conversational agent. Another important contribution is that out work is the
first towards the task of anomaly detection applied to textual data in Russian.

We think that obtained results could be called interesting and worth further
investigation. In the future we plan to extend this work, considering different
approaches to distributional compositionality. We also want to more properly
explore impact of different features of used word embeddings model (window
size, training algorithm, pick of a corpus, and so on), proposing the task of
anomaly detection as an extrinsic evaluation benchmark for word embeddings.
Extending the dataset to other languages (especially the low-resource ones, like
Chuvash) also goes to our plans.
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Abstract. Digital technologies provide new opportunities for the study of objects
of cultural heritage. The paper deals with investigation of the dynamics in literary
and musical texts. It is hypothesized that, from a linguistic point of view, it is not
by accident that the action in text develops from the beginning (the exposure)
through the introduction to the climax, and from the climax to the denouement,
but it always has a certain tendency, which can be visualized. In the given research
three ʻsmall genres’ are being investigated: Russian short stories, Russian clas‐
sical sonnets, and classical Russian romances which belong to a hybrid genre of
both musical and verbal nature. Generalized profiles of the plot development were
made by means of statistical time series method, but with different parameters for
different genres. Thus, literary texts were analysed based on measurement of
sentence length, poetry texts were measured by stress index, whereas romances
were measured both by poetry stress index and musical pitch/duration index. The
other variables related to plot development may be used as well. The dynamics
of each genre is visualized by means of curves resembling the ʻline of beauty’
proposed by William Hogarth. In conclusion, the received results are compared
with dynamic contours obtained by applying sentiment analysis to a big data
collection of texts belonging to world classical literature. The obtained results
testify that there exist some universal regularities in text and plot generation,
which may be revealed independently to research methodology.

Keywords: Digital culture · Russian cultural heritage · Narrative · Literature
Short story · Poetry · Romance · Plot · Dynamics · Visualization · Time series
Interdisciplinary research

1 Introduction

Since the 1960-ies, the notion of narrative became the main subject of literary studies,
and the theory of narrative (narratology) became an important component of the theory
of literature that studies dynamic regularities in literary texts. The Oxford scientist
Jonathan Culler believes that people have an inherent fondness to narration and percep‐
tion of stories [2, pp. 95–97]. Culler connects this human peculiarity with an inherent
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predisposition of people to narratives of different kinds (i.e., narrative competence)—
by analogy with a linguistic competence.

The way of narration is structured by the plot, storyline and composition—which
are the central categories of the theory of literature. No matter how these terms are
interpreted in different scientific schools, they share a special kinship with each other as
they all are related to the development of action in narrative texts. Every storyline has
a beginning, a midpoint and an end, i.e. an exposure (introduction), a development of
action, a culmination (climax) and a denouement. Many literary critics consider the plot
(narrative arc) as a scheme of events, whereas the storyline is its concrete implementa‐
tion. As for the composition, it refers to the order of dynamic components of the plot [13,
pp. 393–394].

In linguistics, the dynamic aspect of text (discourse) occupies a significantly smaller
place than in literary criticism. Most often, it is associated with frequency characteristics
of text variables. Here, we will remain within the framework of this linguistic paradigm,
but we will connect statistical characteristics with the development of narration in text.
Our main task is to reveal statistical regularities in the dynamics of linguistic variables
and to visualize these regularities using graphical profiles, representing these patterns
in visual form as the combinations of falls and growth.

In this paper, the development of action in texts is viewed through the prism of
statistical technique, which uses time series method. It was hypothesized that, from a
linguistic point of view, it is not by accident that the action in text develops, but it always
has a certain tendency, which can be visualized. We have investigated and compared
three different genres of texts—short stories, sonnets and Russian classical romance,
which belong to a hybrid genre of both musical and verbal nature. All these texts belong
to ʻsmall forms’, in which it seems to be easier to follow the trend of their plots.

2 The Dynamics of Plot Development in Short Stories by Anton
Chekhov

In the book [8], the development of the action in short stories by four famous Russian
writers—Anton Chekhov, Leonid Andreev, Alexander Kuprin and Ivan Bunin—are
considered. In this paper, we will show the dynamics of five Chekhov’s stories basing
on measurement of sentence length.

Let us suppose that some stylistic variables (for example, sentence length), following
the development of the plot, behave not accidentally, but obey some hidden patterns that
reflect the movement from the beginning to the climax and from the climax to the
denouement. For example, as practice shows, short sentences are usually associated with
ʻthe increase of energy in text’, i.e. the behavior of characters becomes more emotional
and energetic. This is reflected not only in characters’ speech, but also in the author’s
speech. It is no coincidence that, if the writer uses very short sentences, the critics often
call such works as ʻneurasthenic’ prose [14]. This may be due not only to the emotional
background of the literary text in concern, but also due to the social upsurge and accel‐
eration of social life. For example, they say about ̒ revolutionary prose’. Revolutionaries
are usually persons of very few words. Rather, they are people of decisive action. As
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for ʻheavy prose’ consisting of long sentences, it usually refers to the quiet, unhurried
parts of texts. It may also characterize some texts in the whole, which are usually
descriptive.

For investigating the text dynamics, we used two variables: sentence length and
paragraph size. The experiment consisted of several steps:

1. It was hypothesized that the narrative depends on both sentence length and paragraph
length. For example, one can expect that in descriptive parts of narration the length
of sentences and paragraphs will be, on average, longer, whereas in action parts—
shorter. Moreover, the more emotional the fragment is, the more agitated becomes
the narrative, and the more lapidary its structures are. As for the descriptive and
ʻphilosophical’ text fragments related with thoughts and reflections, they are typi‐
cally rather lengthy.

2. In each story the length of each sentence and each paragraph were measured.
3. Further, the linear sequence of sentences and paragraphs of each story, regardless

of its general size, was divided into 10 equal parts, and in each of them the average
value of the corresponding variable is calculated. This allows us to compare the
dynamic structures of stories of different sizes.

4. For each variable, a time series was built, in which the ordinal number of some text
segment stands for an argument, and the average length of paragraph or sentence in
this segment is a dependent variable.

5. The obtained mean values in each series are smoothed by one of the variants of
moving averages method.

6. The resulted sequence of smoothed average values were tested for a certain trend
tendency.

7. The dynamic profiles were built for each story, for each author and for the corpus
as a whole, reflecting changes in variables as the plot develops from the introduction
towards the central conflict (culmination) and then to final denouement.

It is difficult to expect that such dynamic profiles for different short stories will be
identical. In Table 1 the correspondent values for five stories by Anton Chekhov are
shown [8].

Table 1. Time series of the mean length of sentences in five short stories by Anton Chekhov

1 2 3 4 5 6 7 8 9 10
ʻAn upheavalʼ 14.4 13.8 13.3 13.0 13.4 13.9 14.5 14.2 13.5 12.6
ʻAn Actor’s Endʼ 19.4 16.8 14.7 13.0 12.7 12.9 14.0 14.6 14.9 14.9
ʻPanic fearsʼ 30.1 25.4 21.0 17.5 15.3 14.5 13.7 13.2 12.0 11.2
ʻOverdoing itʼ 16.3 15.0 14.2 12.1 12.2 12.4 14.0 15.0 13.2 10.9
ʻRothschild’s
fiddleʼ

19.8 18.7 17.5 16.5 15.4 15.6 16.1 17.3 18.7 19.9

Mean 20.0 17.9 16.1 14.4 13.8 13.9 14.5 14.9 14.5 13.9
Coeff. var. 0.28 0.24 0.19 0.14 0.11 0.08 0.08 0.12 0.18 0.22
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Let us discuss the results obtained.
Among the five stories, only two have the same geometry—ʻAn upheaval’ (rus.

ʻPerepolokh’) and ʻOverdoing it’ (rus. ʻPeresolil’). It is curious that both stories names
are ʻdynamic’, connected with some kind of acute situation, eventual ʻover-the-top’.
However, if to compare all the graphs, they have one thing in common: they all have a
descending geometry in the initial (exposure) section. It means that Chekhov begins his
narrative approximately in the same manner. The local minimum point, if to use the
synergistic terminology, is a bifurcation point in which there is an alternative to choosing
further direction of movement: it may proceed to decrease or change its way for an
ascending mode. In four stories, Chekhov chooses an upward movement and only in
ʻOverdoing it’ we observe a downward movement. In the next step, that is, going on
forth to the denouement, we have two more bifurcation points, in which the descending-
ascending branching is also observed—three downwards and one upward. The gener‐
alized scheme of these Chekhov’s stories from the point of view of the dynamics of
sentence length is shown in Fig. 1 [8], and that for the intertextual coefficient of variation
of the mean sentence length is given in Fig. 2 [8].

Fig. 1. Generalized dynamic profile of five short stories by Anton Chekhov

Fig. 2. Generalized time series of the intertextual coefficient of variation of the mean length
of sentences in five short stories by Anton Chekhov

It is seen that in the second case even more evident and contrasting dynamics is
observed. Here, the dynamic series has an evident U-shape with a local minimum around
the central zone of the series, that is, in the area of mirror symmetry. The difference
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between the two edge values and the minimum value is quite large. This means that the
maximum instability of the series is localized in beginnings and denouements of stories,
whereas its minimum takes place in the climax. This can be understood in such a way
that in the initial and final parts of Chekhov’s stories both very short and very long
sentences can be used. The first case corresponds to the ʻeasy’ beginnings or endings,
and the second case refers to the heavy, massive, and lengthy ones.

As for the shape of the generalized dynamic profile measured for sentence length,
its resulting trend has something in common with the ideas of William Hogarth (1697–
1764), an English artist and art historian of the 18th century who claimed that he uncov‐
ered the secret, with the help of which the Greeks succeeded in surpassing other peoples
in arts. This secret he saw in following a wavy, snake-like or spiral line, which he called
ʻthe line of beauty’ [4]. This line consists of two bends directed in different directions
in the form of the letter ʻS’, thus looking like an incomplete clothoid (Cornu spiral).

Later, Hogarth’s ideas were continued in the aesthetics of serpentine line, called
Figura serpantinata. This idea was extended to sculptural and painting compositions,
in which its author (painter or sculptor) figured the human body and other artistic objects
the form of a spiral twist in order to achieve lightness, dynamics, and gracefulness of
the image. The classic examples of Hogarth’s ʻline of beauty’ and similar serpentine
lines are Leonardo da Vinci’s ʻLeda and the Swan’ and Maurits Escher’s ʻWhirlpools’.

3 The Dynamics of Russian Classical Sonnet

3.1 Sonnet as a Genre

Sonnet is the most common genre among the rigid forms of poetry, which are the strictly
canonized combinations of stanza forms. In Europe, these rigid forms (sonnet, ballad,
rondo and many others) appeared in medieval Romance poetry [12].

Sonnet organization being ultimately formalized orders and disciplines the elements
of poetic creativity, and creates favorable conditions for crystallization and concentra‐
tion of poetic thought. In its classical Romance version, sonnet includes two quatrains
and two subsequent tercets with a definite rhyme system within each stanza and between
stanzas. Such organization of poetic text was designed to ensure the distribution of
meaning in the sonnet ʻspace’ on the way from its central idea (thesis, beginning) and
its accompanied idea (antithesis) through their synthesis to the final resolution [3]. Of
course, in sonnets, this distribution of meaning is not always respected. However, this
regularity does act (sometimes latently), which is manifested by the behavior of sonnet
structural characteristics, as it will be discussed below.

In this paper, sonnet dynamics will be shown on two famous collections of sonnets
—Konstantin Balmont’s collection ʻSonnets of the Sun, Honey, and the Moon’
published in 1917 [1] and Igor Severyanin’s collection ʻMedallionsʼ publishes in
1934 [11].
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3.2 The Dynamics of Stress Index

First, we will use the parameter called the stress index (SI), which is the ratio of stressed
syllables to all syllables. To built time series for sonnets, we have to measure it in each
line. The number of stress syllables in a line even within a rigid poetry forms varies quite
strongly, though theoretically it should be constant. Moreover, the number of syllables
in lines slightly varies too, although according to the canon, it should be constant, too.

Empirical data for the dynamics of stress index in sonnets by Balmont and Sever‐
yanin are shown in Fig. 3 [7].
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Fig. 3. The dynamics of stress index (SI, measured vertically) in the sonnets by Balmont and
Severyanin

These curves have a very bizarre shape. Having essentially different starting posi‐
tions, they increase rather quickly as the line number increases. Reaching the minimum
of discrepancies somewhere in the area of the second quatrain, they start to scatter away,
reaching the maximum of their differences in the last line of the poem. Both graphics,
as well as for story dynamics, resemble the S-shaped line of beauty by William Hogarth.
In this case, the figure, bounded by two individual lines, represents a semblance of a
human figure, being viewed from right to left. If to put this figure ̒ on legs’, i. e. to rotate
it into a vertical position, then this analogy will be even more impressive. Two lines of
beauty, interacting, are a good visual confirmation of the British art critic’s idea.

3.3 The Dynamics of Word Length

Figure 4 presents information about the dynamics of words length. It is seen that in this
case two curves form the geometric figure that resembles the one that we have just
obtained for stress index profile of sonnets.
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Fig. 4. The dynamics of word length in the sonnets by Balmont and Severyanin

The difference between these two figures consists only in the fact that their bends
are oriented in opposite directions, that is, there exists an inversely proportional rela‐
tionship between the variables under study.

Thus, we can draw the following conclusions [7]:

(1) A sonnet is a dynamic structure, the energy of which is realized mainly in the
transition from one line to another (or from one stanza to another stanza).

(2) An evident pattern concerning the inverse proportionality of lexical and tonic struc‐
tures was revealed.

(3) The proposed approach allows to disclose the latent dynamics in the meaning of
sonnets.

4 The Dynamics of Russian Classical Romance

4.1 Parametrization of Verbal and Musical Components

As in the previous sections, here we apply the time series method. For the study of
romance, we used two variables: (1) the stress index (i. e. the ratio of the number of
stressed syllables to all syllables, SI), which is used for describing the poetic component
of the romance, and (2) pitch/duration index (PDI) calculated as a multiplication of
duration and pitch for each note, which is used for describing its musical component [6].

The choice of these variables is due to the hypothesis that there is a correlation
between these indices and their components: in particular, the stress in poetic text is
related to the duration of syllable sounding, as well as to the intensity of pronouncing
of the correspondent vowel. A certain connection exists between the length and height
of sound in vocal music.

When choosing a technique, we took into account the fact that poetry scholars usually
study the ratio of meter and rhythm, as well as the type of poetic meter and its deviations.
As for musical texts, the length and height for each note are given in explicit form by a
musical notation. With this approach, the volume of sound is the variable that remains
out of the study. Such deficiency may be partially compensated by appeal to sound
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recordings which integrally take into account all relevant characteristics, including the
individual peculiarities of the performers.

In the obtained dynamic series, we took into account three components: general
trend, cyclical fluctuations, and random variations. Trend and cyclical fluctuations were
determined by means of the moving average method. We also used the method of least
squares and the method of polynomial smoothing. The first is used to ʻcatch’ cyclical
fluctuations, while the second allows to draw the trend.

Given the complexity of interaction of musical and poetry components, we tried to
find some element, which should lead to a formal description of dynamics in this hybrid
text genre.

At the initial stage, we tried to find out whether there is a correlation between the
rhythmic structure of the verse, which lies on the basis of the romance, and the corre‐
sponding dynamics of its vocal line.

In this research, the piano part was temporarily excluded from consideration, what
is probably an excessive reduction. However, at the pilot stage of the study such an
approach can be justified.

4.2 The Dynamics of Pitch/Duration Index

Now, let us proceed to analyze the internal temporal dynamics of Sergei Rachmaninoff’s
romances: All was Taken from Me, The Fountain (both published in 1906, lyric by
Fyodor Tyutchev), and What Happiness (1912, lyric by Afanasy Fet) [9]. We will
consider these romances in terms of the dependence of PDI-index on the ordinal number
of measures. The correspondent dynamic profiles of these romances are shown in
Figs. 5, 6 and 7 [6].

Fig. 5. Dynamic profile of the PDI-index in Rachmaninoff’s romance ʻAll was Taken from Meʼ

Fig. 6. Dynamic profile of the PDI-index in Rachmaninoff’s romance ʻThe Fountainʼ
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Fig. 7. Dynamic profile of the PDI-index in Rachmaninoff’s romance ʻWhat Happinessʼ

The dynamic curves of the three romances (as well as the others) have a complex
character. They combine a dynamic upward trend with cyclical oscillations. Cyclical
fluctuations (a wave-like curve) are built by the least squares method, and the trend
(a dotted curve) is determined by the exponential smoothing one. In the charts, we find
several local extrema, as well as several inflection points.

The curves have the form of continuous chains of S-shaped Hogarth’s curves forming
a serpentine line. More than that, the length of each S-shaped segment on the average is
about seven to eight musical measures (bars). This leads us to pose the question: is it
possible to consider a linear segment of such length to be a kind of minimal prosody
unit of a verbal text which is woven into a musical text? If so, it could be called a musical
poetic stanza. The number of such phrases in romances, naturally, is related to its size.
The longer the romance, the more phrases it has.

The mean value of this indicator for Rachmaninoff’s songs is 7.52, SD is 2.01. The
coefficient of variation (i.e., the ratio of standard deviation to the mean) is 18.9%, which
indicates a very high concentration of empirical values near the mean. In the humanities,
such stability is a very rare phenomenon. This is supported as well by the value of error,
which equals to 0.788 (for 95% confidence level), that is, having even a small sample
size, the average number of cycles in the period falls into the interval of (6.73–8.31).
With 99% confidence level, this interval is somewhat widened (5.94–9.10). This ʻhard’
variant is very close to Miller’s magic number of 7 ± 2, which allows us to be even more
firmly established in our conclusion.

In most cases, the number of complete Hogarth’s curves coincides with the number
of stanzas in the poem underlying the romance. Thus, in the romance ʻAll was Taken
from Me’ there are one stanza and one complete curve. In the romance ʻThe Fountainʼ
there is one stanza of eight lines, but Rachmaninoff actually divided it into two quatrains,
apparently guided by the fact that he used only the first part of the poem by Tyutchev.
Therefore, it was his intention to divide the remaining eight lines into two parts. As for
the song ʻWhat Happinessʼ, in original Tyutchev’s poem there are three stanzas, and
four Hogarth’s curves. Rachmaninoff allowed himself to divide the first stanza into two
ʻsmallʼ S-shaped curves.

As a rule, a quarter of musical stanza corresponds to the verse (poetic line), its half
—to a couplet, and the quatrain (stanza) corresponds to a complete musical stanza (or
the full Hogarth’s curve). In music, structurization is expressed more explicitly. This is
not only the height and duration of notes, but also pauses (both inter-phrasal and inter‐
linear), as well as various labels indicating rhythm and tempo changes, accents, leagues,
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loudness indicators (forte, piano), etc. All this remains outside current discussion,
although in the notation of Rachmaninoff’s romances such information is presented in
quantity.

The results obtained in this section make it possible to come to the following conclu‐
sions:

1. The poetic text, getting into the ʻmusical environmentʼ undergoes substantial trans‐
formation. It is exposed to more relief, evident and clear structuring, and acquires
additional energy.

2. The dynamics of romances is characterized by a combination of dynamic trend and
cyclical fluctuations. Apparently, the same dynamics will be observed for all narra‐
tive structures.

5 Conclusion

As we could see, between the dynamic structures of the narrative, the sonnet and the
romance, there is an evident parallelism, supported by a pattern of dynamic contours,
generally ascending to Hogarth’s line of beauty.

In recent years, in linguistics a new direction has been formed related to the study
of the pragmatic aspect of language as a semiotic system, i. e. the shift in the interest of
linguists from propositional values (facts, events) towards estimated values, from a
proposition to modality, from dictum to modus. On the basis of studying evaluative
resources of languages, a scientific discipline has emerged that deals with the study of
opinions (sentiment analysis), revealing the attitude of communicants to the information
circulating in society. Often, this attitude is associated with the emotional evaluation of
messages, given that this estimate may change over time [5].

Within this direction, a very intriguing research discipline was born, called hedono‐
metrics [10]. Having analysed the large text corpus, consisting of 1700 masterpieces of
world literature with the use of multivariate statistical analysis methods, the scientists
have found that the emotional trajectories of the entire set of texts may be reduced to 6
typical plots. This method of work allows to distinguish typical narrative arcs of world

Fig. 8. Hedonometric analysis of literary texts and the plot of average happiness
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literature. One of the most typical structures among them is a dynamic contour of the
form shown in Fig. 8 [10].

Evidently, this figure resonates with the dynamic contours obtained above in the
analysis of the dynamics of short story, sonnet and romance. The results presented in
this paper testify that there exist some universal regularities in text and plot generation,
which may be revealed independently to research methodology.
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Abstract. This research is dedicated to the design of a decision support system
for categorization of scientific literature. The purpose of this work is to research
possible ways to apply the machine learning algorithms to the automation of
manual text categorization. The following stages are considered: preprocessing
of raw data, word embedding, model selection, classification model, and soft-
ware design. At the first stage, in collaboration with VINITI RAS, the training
set of 200,000 Russian texts was formed. At the second stage, the word
embedding model was justified as Word2 Vec vector representation from text
matrix by “sum” convolution with dimensionality 1500. At the third stage, the
quality of the classifiers was estimated, and the logistic regression algorithm
with the highest F1 score (0.94) was selected. And at the final stage, the ATC
(Automatic Text Classifier) application, which embeds the results obtained on
the previous stages, was developed. The overall application structure was
described. It consists of compact program modules that can be replaced or
adapted to the incoming text and gain the most classification score.

Keywords: Decision support system � Supervised learning � Boosting
Support vector machine � Multilayer perceptron � Text analysis
Natural language processing � Decision tree

1 Introduction

In contemporary world conditions, many organizations encounter a problem of
unstructured information streams. Electronic document management systems, search
engines, and mail servers suffer from data that do not correspond to the subject area of
the organizations. High-end IT-companies offer expensive complex solutions [1–3]
which might be not accessible for small or low-budget organizations. Usually, these
software products provide excess functionality for corporations with highly specialized
field of activity. Moreover, once installed software requires qualified staff to be used
properly.

This problem can be solved by the specialized software that is able to serve only
narrow subject area and needs almost no tuning up. To create such adaptive software,
machine learning algorithms usage can be highly effective. The program, designed in
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such a way, requires a number of training samples referring to the subject area. Narrow
specialization allows developers to provide minimal user interface and encapsulate all
the algorithms involved.

The first section of this paper contains some information about VINITI RAS, a
short overview of used classification methods, as well as solutions for building vector
representation of the text. Then, the results of the conducted experiments are presented
and analyzed in order to select the model to embed it into the ATC tool. After training,
the data, provided by VINITI, is analyzed.

In the second part of the research, the way to build such a system for the subject
area, that covers the incoming stream of scientific publications from all over the world,
is described. The system, which is based on the model selected in the first section, is
able to perform text categorization according to the pre-defined set of topics.

After that, several directions for the future work are expounded, and then the
conclusion is drawn.

2 Training Set Generation from VINITI RAS Abstracts
Database

2.1 General Information

VINITI RAS (All-Russian Institute for Scientific and Technical Information of Russian
Academy of Sciences) [4] is an institution aimed to collect, categorize and store
technical and scientific publications from all over the world. Collected information can
be sent by request, for example, from any research university or design office to
introduce the results of the newest researches. Moreover, the institute itself performs
numerous scientific researches. VINITI is a basic organization of the Commonwealth
of Independent States for exchange of scientific information.

VINITI intends to involve modern approaches to process such information streams.
Most sources of publications, such as eLIBRARY.RU [5], are accessed via the Internet.
Vast stacks of papers were substituted with contemporary database servers. Now, the
ATC tool is introduced to replace manual categorization of thousands of publications
by using the program module that encapsulates the applied machine learning
algorithms.

2.2 Objectives

In this task, it was proposed to build up a system which is able to generate a list of
topics from two classification structures for the arbitrary text. The list of results has to
be ordered by the probability of input text belonging to the corresponding topic. Thus,
this task is highly similar to the development of the decision support system.

In this research, categorization was considered according to plain classification
system named “SUBJ” or “Section code”.

SUBJ includes 16 topics on the different areas of science:

1. e1 – COMPUTERS; ELECTRONICS;
2. e2 – ASTRONOMY;
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3. e3 – BIOLOGY; MEDICAL SCIENCES;
4. e4 – GEOGRAPHY; GEOPHYSICS;
5. e5 – GEOLOGY; EARTH SCIENCES; MINES AND MINING INDUSTRY;
6. e7 – LIBRARY AND INFORMATION SCIENCES;
7. e8 – MATHEMATICS;
8. e9 – MACHINERY; ENGINEERING – INDUSTRIAL ENGINEERING;
9. f1 – METALLURGY;

10. f2 – ENGINEERING – MECHANICAL ENGINEERING;
PHYSICS – MECHANICS;

11. f3 – ENVIRONMENTAL STUDIES; CONSERVATION;
12. f4 – TRANSPORTATION;
13. f5 – PHYSICS;
14. f7 – CHEMISTRY; ENGINEERING – CHEMICAL ENGINEERING;
15. f8 – ECONOMICS;
16. f9 – ENGINEERING – ELECTRICAL ENGINEERING; ENERGY.

Label “e8 – MATHEMATICS” was ignored due to the poor number of texts and
complex markup elements used in VINITI to indicate formal expressions (e.g. for-
mulas). In rare cases, one text may belong to several labels.

3 Overview of the Classification Methods

In general, classification task in machine learning was formulated as follows.
Given: training set of samples xi; yið Þf g of cardinality M and K classes, where

1� i�M, xi is a vector x1; x2; . . .; xN½ �, is a sample vector with N features; yi is a class
label for i –th sample (yi 2 y1; y2; . . .; yK

� �
– a set of all class labels). Consider hh as a

parameterized model such that hh xið Þ ¼ yi, and for any new x hh xð Þ ¼ y. Vector h is a
vector of model parameters. Thus, a classification task consists of three challenges:

1. Select a model that is able to fit the data.
2. Choose hyperparameters for the selected model.
3. Derive the parameters h (using any optimization algorithm).

To obtain a working solution for this task, numerous algorithms were applied. Here
is an overview of the methods used in this research.

3.1 Logistic Regression

Logistic Regression [6] is a classification model that multiplies all features of a vector x
on parameters h. Result of multiplication is passed in logistic function that gives value
in a continuous range from 0 to 1. The answered class and its probability are based on
this number. Class labels in this model can be only 0 or 1. Such algorithm as multi-
nomial logistic regression is also applicable to the task of text categorization; however,
in this study it is not considered due to the absence of its implementation in the used
libraries.

312 A. Romanov et al.



hh xð Þ ¼ 1
1þ exp � h0 þ h1 � x1 þ . . .þ hN � xNð Þð Þ ð1Þ

Logistic Regression can work with two classes. For this reason, the data were
transformed with One vs All [7] algorithm. One target feature y with K class labels was
split to K features y1; y2; . . .; yK with yij ¼ 1 when original yi ¼ yj. Then the logistic
regression models were trained on each y1; . . .; yk target features to train model hih to
answer, if it is class yi or not, and with what probability.

3.2 Naive Bayesian Classifier

Naive Bayesian Classifier [8] is a probabilistic classifier based on Bayes’ theorem with
the assumption of features independence. For this model probabilities of yi; where
i ¼ 1. . .k and conditional probabilities of class yi, where given xj; where j ¼ 1. . .N, are
computed. Then received probabilities are used to find class with maximum
probability.

y ¼ argmaxi¼1...k p yið Þ
YN

j¼1
p xj j yi
� �� �

ð2Þ

3.3 Support Vector Machine

Support Vector Machine (SVM) [9] is a machine learning algorithm that can be used
both to classification and regression tasks. As well as Logistic Regression, it works
only with binary classification. For that reason, One vs One [7] algorithm was used for

preprocessing the data. It means that k k�1ð Þ
2 classifiers were trained on pairs of classes yi

and yj, where i; j in 1. . .k; i 6¼ j: Class labels for this classifier must be from �1; 1f g.

hh xið Þ ¼ sign h0 þ h1 � xi1 þ . . .þ hN � xiNð Þ ð3Þ

Sometimes kernels K xi; xð Þ are used to improve results on linearly inseparable
classes.

3.4 Artificial Neural Network

Artificial neural network (ANN) [10] is a computing system that corresponds to
mammalian brains. It can perform many different tasks, and the classification is one of
them. ANN are divided into different types such as: Recurrent, Feed-forward, Con-
volutional, Long short-term memory (LSTM), etc. Feed-forward ANN with from one
to three hidden layers was explored. Implementations of more complicated structures
are experimental and could not be embedded in ATC software.
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3.5 Decision Tree

Decision Tree [11] is a decision support model that uses a tree-like graph where each
leaf corresponds to an answer. In classification task decision tree leaf relates to a class.
Trees have depth, splitting criterion and minimum amount of objects in a leaf as most
important hyperparameters. They have tendency to overfitting [12]; for this reason, it is
important to limit the depth and/ or a minimum amount of objects in a leaf.

3.6 Random Forest

Random Forest [13] is a machine learning algorithm consisting in the use of an
ensemble of decision trees. Each tree casts a unit vote for a class label at input x, and
the most popular one becomes the classifier’s response. Usually, it has from five to
several dozens of trees. Each tree is less deep and complicated, however, it gives a
chance to avoid overfitting, and it leads to getting better results. For this classifier
amount of trees, their depth and minimum amount of objects in a leaf are most
important hyperparameters.

3.7 Boosting Algorithms

AdaBoost [14] is a machine learning meta-algorithm that builds a composition of the
basic learning algorithms to improve their effectiveness. In this meta-algorithm, each
following classifier is built on objects that are poorly classified by previous classifiers.
Trees with maximum depth two and three were considered as basic learning
algorithms.

Gradient boosting [15] is a machine learning meta-algorithm that uses particular
method to optimize arbitrary differentiable loss function. It can be used for classifi-
cation and regression tasks. In this research, it was used with same trees structures as
for AdaBoost.

4 Text Vectorization with Word2Vec

The classification methods, listed above, work exclusively with the vector data rep-
resentation. For this reason, it is required to present the contents of the text in natural
language in numerical form of fixed dimension. Due to the small average length of the
texts (about 80 words), we had to abandon the statistical approaches (TF-IDF, Bag-Of-
Words). The most promising tool at the moment is the semantic model Word2Vec.

Word2Vec (W2V) [16–18] is a combination of two-layer neural networks that can
analyze linguistic contexts of words in order to create word embedding. Then, each
word corresponds to a vector in semantic space. Synonyms vectors are close that allows
the classifier model to treat synonyms equally. Each word corresponds to a vector, and
hence, the text corresponds to a matrix of dimension amount of words by amount of
features in Word2Vec model. But all the classifiers need a fixed dimension vector for
work; so, the data needs to be transformed. The approach with summing and searching
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for a maximum over all the words in the text is used. These approaches were applied
for several dimensions of vectors Word2Vec.

5 Training Data Analysis

Due to the collaborative work with VINITI RAS, a set of short abstracts of scientific
articles was obtained. The input data contains columns “title”, “keywords”, “text”, and
labels of all the classification systems assigned to the text by specialists. The title of the
article, the key words, and the article text were combined and submitted for further
processing together. The effect of each of these columns on the classification quality
separately was not considered. Such an analysis may show interesting results, but is not
the subject of this research. VINITI markup language includes a set of special char-
acters for indicating font modifiers and ASCII symbols. It may also contain TeX
formulas as well (Fig. 1). The initial task included the ability to process texts in English
and in Russian as well. Nevertheless, experiments with English texts are not of interest
due to the non-representative dataset.

The set of abstracts of Russian articles includes approximately 200,000 texts
written by qualified experts in VINITI. Figure 2 depicts the distribution of the texts on
the SUBJ topics.

Fig. 1. The sample of VINITI markup.

Fig. 2. Distribution of the Russian abstracts on the SUBJ topics.
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Apparently, the samples are unbalanced by categories (from 45934 in “e3” to 3858
in “e7”). On the one hand, it reflects the fact that Russian-speaking scientific com-
munity produces more publications on Biology and Chemistry. On the other hand,
these topics contain similar lexis, and many abstracts belong to more than one branch
of science. Hence, the distribution depends on the labels given to the texts by VINITI
experts. Nevertheless, the presence of unbalanced classes obstructs the classifica-
tion [19, 20]. One of the possible ways to handle it is aligning the amount of the
abstracts to the maximum among all the classes. In previous researches, this approach
did not lead to quality increase [21]; consequently, the unbalanced training set was
used for the experiments. As a result, the ATC tool gained two advantages: firstly, the
relatively short model training time; secondly, the model was prepared to the certain
stream of publications with described distribution. This approach has also some
drawbacks: the system became less robust to the changing diversity of incoming data.

Each topic is characterized by a certain set of keywords in conjunction with their
context.

Average amount of words in the texts on each topic, written in Russian, is shown in
Fig. 3. Totally, an average abstract has approximately 80 words.

Topic “e3 – BIOLOGY” is not only the most numerous one. It contains the texts
with the highest amount of words.

6 Data Preprocessing

Preprocessing of the texts includes the following steps

1. Removing of VINITI markup.
2. Removing of stop words and punctuation marks.
3. Normalization.

Fig. 3. Average amount of words in the Russian texts on each topic.
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6.1 Removing of the VINITI Markup Elements

Raw sample texts encapsulate fragments of VINITI intrinsic markup alphabet. It allows
VINITI information services to represent formulas, Greek letters and other special
symbols as a plain text. Nonetheless, these elements are not valuable for classification.

After primary processing, the text still contains the names of variables in equations,
special letters etc. For example, word “model” with context “h” can indicate that the
abstract describes the paper on machine learning, and the most appropriate topic is
“e7”.

6.2 Removing of Stop Words and Punctuation Marks

This step of preprocessing uses the predefined lists of stop words (pronouns, con-
junctions, prepositions, etc.). The list of stop words was formed manually during the
research using open dictionaries. Punctuation marks are described using regular
expression mechanism. After that, the text contains only words associated with each
other only through grammatical forms and context.

6.3 Normalization

The purpose of normalization can be referred to unifying words in different forms (e.g.
verb in the Past with ending “–ed”). Usually, to perform this operation, one of two
approaches is applied:

1. Stemming [22].
2. Lemmatization [23].

Stemming algorithms are used for cutting words endings and attempt to leave the
word root.

Lemmatization is a procedure of actual transformation of a word into its normal
form. The most of practical implementations of lemmatization use dictionaries. Some
of them are able to predict a normal form for the unknown word.

In this work, PyMystem3 [24] lemmatization tool was used in the preprocessor
module.

Eventually, after all permutations, the text represents so-called “Bag-Of-Words” – a
set of words associated with each other only with context. If each form of the word is
considered as a unique sequence, the overall amount of words in the processed text is
much less than in the raw one.

7 Vector Representation Development

As it was justified above, Word2Vec tool was selected for vector representation of the
training set generation. It converts a single word into vector with fixed number of
elements that reflect the context of the word in the training set. Thus, each text can be
represented as a matrix of M rows and N columns, where M is a number of words in the
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text, and N is a predefined amount of semantic features (elements of the vector) –
Word2Vec hyperparameter.

Classifying model is able to process vectors, not matrices. In order to reduce text
matrix dimension and form the vector with fixed number of elements that does not
depend on the text size, two methods were used:

1. The maximum value from each column of text matrix selection (the “max” method).
2. The sum of all elements for each matrix column computing (the “sum” method).

For these methods, series of experiments with the most appropriate machine
learning model were conducted.

8 Results

In order to estimate quality of the classifier, the training set was divided into the actual
training set and the testing set for validation; a third part of the texts was used for
testing. Both sets were represented as vectors with dimensionality of 50 formed with
“sum” method. Results are presented in Table 1. To assess the classifier as a decision
support system, the quality metrics were calculated for answers with the highest
metrics: for one answer (the “One attempt” column), for two answers (the “Two
attempts” column), and for three answers (the “Three attempts” column).

Logistic regression algorithm and artificial neural network showed highly similar
F1-score (0.63–0.94). Computational complexity of ANN exceeds the computational
complexity of logistic regression, because each formal neuron has a nonlinear trans-
formation at the output, whereas to compute logistic regression, it is necessary to
perform only one transformation (in both cases logistic function was used). Therefore,
logistic regression is more applicable in the task of creation of the applied tool.

After that, some experiments with vector model parameters were conducted.
Testing was performed for the vectors of 50, 100, 500, and 1500 elements, as well as
for both considered methods of matrix convolution. The results are depicted in Fig. 4.

Quality of “max” vectors classification depends on the vector dimensionality more
strongly than quality of “sum” vector categorization.

Accordingly, it follows that vectors with 500 features, created with “sum” method,
are more satisfactory in terms of performance and quality.

9 ATC Tool Design

9.1 Architecture Design

The application is aimed to be used by people without a special education in machine
learning, and its key features are:

1. Simplicity of the user interface.
2. Ability to operate VINITI text formats as well as plain text.
3. Easy deployment.
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Also, the application must be prone to wrong input data samples.
Due to the experimental nature of the product, the program architecture should

provide an opportunity to introduce changes without modifying of other program
components. This principle was applied in the module structure. The user can change
the modules in a special setting window. The application dynamically loads the
required module – basic functional unit, e.g. preprocessor for English abstracts in plain
format, or classifier for Russian texts. The modules can be simply updated. All modules
are inherited from “Module” class providing common interface and meta-information
for its displaying in the module manager tool.

Table 1. Quality metrics for tested models

Model Accuracy
score

Precision
score

Recall
score

F1–
score

One attempts
Logistic regression 0.78 0.65 0.64 0.63
Artificial neural network 0.78 0.61 0.63 0.61
Decision tree 0.58 0.43 0.5 0.44
Random forest 0.73 0.58 0.58 0.57
Gradient boosting built from
decision trees

0.77 0.61 0.65 0.61

AdaBoost built from decision trees 0.62 0.47 0.51 0.46
Naive Bayesian classifier 0.29 0.06 0.08 0.05
Support vector machine 0.25 0.58 0.06 0.03
Two attempts
Logistic regression 0.91 0.89 0.88 0.88
Artificial neural network 0.92 0.87 0.9 0.88
Decision tree 0.67 0.57 0.62 0.57
Random forest 0.86 0.84 0.81 0.82
Gradient boosting built from
decision trees

0.90 0.79 0.82 0.79

AdaBoost built from decision trees 0.81 0.73 0.78 0.74
Naive Bayesian classifier 0.42 0.14 0.13 0.09
Support vector machine 0.42 0.08 0.12 0.09
Three attempts
Logistic regression 0.95 0.95 0.93 0.94
Artificial neural network 0.96 0.93 0.95 0.94
Decision tree 0.71 0.65 0.67 0.65
Random forest 0.90 0.90 0.88 0.89
Gradient boosting built from
decision trees

0.95 0.86 0.87 0.86

AdaBoost built from decision trees 0.89 0.85 0.87 0.85
Naive Bayesian classifier 0.55 0.21 0.20 0.18
Support vector machine 0.53 0.15 0.19 0.16

Application of NLP Algorithms: Automatic Text Classifier Tool 319



The scheme of the general application structure is presented in the Fig. 5.

Fig. 4. The results of logistic regression testing with different vector model configurations.

Fig. 5. UML diagram of the application general structure.
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The main window in graphical user interface contains input and output fields, a
menu for selecting the language and classification system, and a button for invocation
of the setting window. The following features were added to simplify the communi-
cation with users:

1. Ability to select the font size.
2. Auto-recognizing of the typed text language.
3. Result export in VINITI database compatible format.

9.2 Implementation

To implement the application, Python programming language was used. Python is a
high-end language to perform machine learning related researches with vast variety of
optimized frameworks and rich built-in modules library.

For reducing the influence on the user’s operating system environment, portable
Python interpreter was used. The Python programming language is cross-platform;
nevertheless, some libraries have their own requirements for the operating system.
Non-proprietary WinPython v3.6.2 is delivered with following pre-installed libraries
and frameworks:

1. SciKit-Learn (v.0.18.1).
2. Pandas (v.0.20.1).
3. NumPy (v.1.12.1).
4. NLTK (v.3.2.3).
5. PyQt (v.5.6.0).
6. PyMystem3 (v.0.1.5).

The latest version of the ATC tool requires 64-bit MS Windows operating system.

9.3 Performance Analysis

Classifier training takes significantly different amounts of time, but there are no fun-
damental differences when using trained models. Classification of one text by using a
graphical interface takes about 0.5–0.7 s. In the MULTIDOC mode, processing of
1000 documents takes 25–27 s. The difference is due to the need to load the machine
learning model which is stored in RAM during the processing.

10 Future Work

Modern natural language processing (NLP) algorithms are usually experimental and
abstract. However, they use the newest achievements of machine learning scientific
community. The purpose of the future research is to explore how high-end models are
applicable in the considered task.

The following approaches and models are supposed to enhance classification
quality:
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1. LSTM neural networks [25].
2. Convolutional neural networks [26, 27].
3. Semantic networks [28].
4. ANN attention mechanisms [29].

11 Conclusion

In this paper, practical aspects of the applied NLP algorithms are considered. The
choice of the word embedding model was justified – the most appropriate vector
representation was derived with Word2Vec tool from text matrix by “sum” convolution
with dimensionality 1500.

After that, the model selection and testing result were provided. The logistic
regression algorithm gained the highest F1 score (0.94). In contradistinction to the
artificial neural network with the similar quality, logistic regression requires only one
nonlinear transformation; hence, it is more preferable in terms of performance.

The overall application structure was described. It consists of compact program
modules that can be replaced or switched between themselves to adapt to the input text.
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Abstract. This paper discusses some of the issues and challenges encountered
during the compilation of the Tatar-Russian Socio-Political Dictionary of col-
locations, which is based on the data of the available corpora of the Tatar
language. The area of collocations within the language system is of particular
importance, and the well-known language-specificity of collocations suggests
the need for bilingual collocation dictionaries.
The main criteria for selecting linguistic data are those of objective (frequency

in the corpus) and subjective evaluation (evaluation of the word from the point
of view of its thematic, stylistic and collocational value). The main unit in the
Dictionary is the noun or verb phrase formed by filling one of possible semantic-
syntactic positions of the word and meeting the criteria of semantic complete-
ness. As an exception, we also included certain combinations of header words
with postpositions derived from nouns, as long as the corresponding colloca-
tions are typical for socio-political discourse.
As it is a nontrivial task to fix basic forms of word combinations in mor-

phologically rich languages, special attention is paid to the issue of lemmati-
zation of collocations in the Dictionary (representing grammatical voice forms,
fixing and translating predicative phrases, lemmatizing items with polyfunc-
tional affixes, etc.).

Keywords: Socio-political vocabulary � Collocation dictionary
The Tatar language � Bilingual dictionary � Corpus

1 Introduction

Development of new lexicographic resources for minority and low-resource languages
is a task of current importance that has scientific and practical dimensions. This paper
presents the project on developing the Tatar-Russian Socio-Political Dictionary of
Collocations (http://spdict.turklang.tatar/). The area of collocations within the language
system is of particular importance, and the well-known language and domain speci-
ficity of collocations requires developing particular principles and methodology for
building such resources.

Compiling the Tatar-Russian Socio-Political Dictionary of Collocations is carried
out due to a combination of factors, such as:
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• socio-political vocabulary is a significant formation of any language in active use,
and it is undergoing permanent changes;

• available bilingual Russian-Tatar dictionaries for general purposes and special
lexicons contain outdated data and are lacking new words and phrases, thus failing
to reflect the current state of the language; besides they contain rather a limited
number of collocations;

• Tatar corpora provide reliable information about Tatar socio-political vocabulary
and lexical co-occurrences in actual use, so they are to be used in compiling new
generation dictionaries.

The Tatar-Russian Socio-Political Dictionary of collocations is based on the data of
the available Tatar corpora. The use of corpus-based dictionaries is but a recent trend,
especially as far as it concerns minor languages (Jantunen 2016). This article discusses
the main design decisions adopted in compiling the Tatar-Russian Socio-Political
Dictionary of Collocations. The direction of compiling the dictionary is from Tatar to
Russian (and not vice versa) because the dictionary is aimed at detecting and fixing
main features of the present-day Tatar socio-political lexicon. The practical interest in
collocations is registered due to the fact that they are considered an important source
for producing naturally sounding speech, which is one of the primary goals in language
teaching. Collocations refer to how words go together or form fixed relationships; they
are regarded as essential building blocks of the natural language. The new Dictionary is
demanded by linguists, journalists and professional translators as well as in education
process both in secondary and high school.

The remainder of this paper is organized as follows. Section 2 gives a brief
overview of related work, Sect. 3 outlines main available resources used to compile the
Dictionary, Sect. 4 presents methodology of the dictionary development, and consid-
erable attention is paid to the issue of presenting the encountered challenges. Finally,
Sect. 5 lists the conclusions that can be derived from this research.

2 Related Work

In recent decades the lexicographic and practical value of collocations has become
evident and a large number of linguists and editors were involved in projects related to
this issue. In (Stubbs 2002) collocation is defined as “a lexical relation between two or
more words which have a tendency to co-occur within a few words of each other in
running text” (Stubbs 2002: 24). Collocations in this broad sense may include a wide
range of heterogeneous sets of words. So there are some difficulties concerning
understanding the nature, structure and definition of collocations. Partington (1998)
classifies the definitions of collocations into textual (co-occurrence in a text), statistical
(co-occurrence with a greater than random probability) and psychological (co-
occurrence due to a psychological link between words). Collocations are highly
specific for a particular language; they are conventionalized and may have contextual
restrictions. Competently composed collocation dictionaries are a valuable resource for
translators and language learners (for beginners as well as advanced students).
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Language learners and users draw much of their vocabulary knowledge from
context, apart from explicit instruction. Nation (2001: 318) summarizes the discussions
about the importance of collocations with the following arguments: (1) language
knowledge is collocational knowledge; (2) fluent and appropriate language use requires
collocational knowledge; and (3) many words are used in a limited set of collocations
and knowing these is a part of what is involved in knowing the words.

Available collocation dictionaries of English (Benson et al. 1986; Hill and Lewis
1999; Mcintosh et al. 2002; Rundell 2010) provide a wide repertoire of collocations
and target different audiences. Similar dictionaries were launched for other languages:
Spain (Bosque, Bosque 2004, 2006), French (Beauchesne 2001), Russian (Borisova
1995), etc. The fact that collocations are highly language-specific, poses a problem of
compiling bilingual collocation dictionaries. Such dictionaries (Benson and Benson
1993; Klégr et al. 2005; Benson et al. 1997; Konecny and Autelli 2014; Orenha-
Ottaiano 2016; etc.) provide information about interlingual lexical correspondences and
are aimed at encouraging learners and translators to more actively use collocations and
incorporate them into their mental lexicon.

Due to the historical destiny of the Tatar people and the influence of geopolitical
factors, the main stream of bilingual Tatar lexicography was Tatar-Russian and
Russian-Tatar (Ganiev 1997; Agishev 2001; Safiullina 1996, 2002). The brief review
of Tatar-Russian lexicography is presented in (Safiullina 2016). The practical need in
English-Tatar dictionaries caused the compilation of bilingual English-Tatar dic-
tionaries during the last decades (Arslanova and Safiullina 1999; Garifullin 2007;
Safiullina 2014), all of them aimed at being used in education and having a limited
volume.

In 90’s the rising official status of the Tatar language and the subsequent practical
needs engendered the development of special lexicons, including bilingual Russian-
Tatar socio-political dictionaries (Nizamov 1995, Amirov 1996, Ganiev 1997). By now
these dictionaries contain the lexical data that is obsolete in many respects, and the
number of collocations in them is very limited. The available Tatar-Russian combi-
natory dictionaries are compiled for education purposes (Agishev 2001) or represent
mainly phraseological data (Safiullina 2002). Besides, all of them had been compiled
before the development of Tatar corpora. So Tatar lexicography needs corpus based
dictionaries that would provide relevant, statistically verified information about word
meanings, distributions and contextual environments.

3 Available Tatar Corpora

The socio-political domain is a broad sphere of contemporary social relations com-
prising the following main topics: politics and state administration; international
relations; economy and financial issues; industry; army and military sphere; social
sphere; culture and art; religion; sports, etc. This domain is one of the most dynamically
developing spheres of present-day life, with the socio-political vocabulary rapidly
developing and being enriched with new lexical items reflecting the realities of the
time. Linguistic data from constantly updated corpora are very important for a com-
prehensive and objective study of the current Tatar language.
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The Tatar-Russian Socio-Political Dictionary of collocations is based on the data of
the main available corpora of the Tatar language: the Corpus of Written Tatar (Corpus
of Written Tatar 2017) and the Tatar National Corpus (Tatar National Corpus 2017).
These corpora include texts of various genres, from official documents and scientific
publications to fiction, media texts, and school books. The corpora have comparable
volumes and are supplied with morphological description, i.e. information about the
part of speech of the word stem and the set of its grammar features. Besides, the data
from a special collection – Socio-Political Subcorpus of the Tatar language (Socio-
Political Subcorpus 2017) – is employed. This subcorpus is composed of texts of
electronic media on social and political topics, as well as texts of legal documents.

Corpus technology greatly facilitates obtaining the empirical data for the Dictionary
and their processing; in particular, it allows obtaining objective data about the fre-
quency, distribution and compatibility of lexemes. The search system of the corpora
makes it possible to conduct search by lemma (lexeme), by word form, as well as by a
set of morphological parameters specified by the user. Linguistic data from constantly
updated corpora are of great importance for a comprehensive and objective research
into the processes that take place in the modern socio-political discourse, and also for
fixing the actual state of the lexicon in lexicographic resources.

4 Methodology of Compiling the Dictionary

In this section, the principles of data collection and analysis are discussed, as well as
the main challenges and solutions that were obtained.

4.1 Main Stages of Building the Dictionary

The methodology of compiling the Dictionary included the following main stages:

• selecting header words using corpus data;
• retrieving collocations in Tatar corpora and linguistic dictionaries;
• translating collocations into Russian.

The initial stage implied compiling the frequency list of actual terms (the list of
one-word terms as potential header words) using the Socio-Political Subcorpus. First
we automatically generated the list of the most frequently used noun word forms,
which were lemmatized, and then the list of potential header words was manually
compiled. The main criteria for selecting vocabulary are based on objective (frequency
in the Socio-Political Subcorpus) and subjective evaluation (considering the words’
thematic, stylistic and collocational value and their use in texts of social, political and
cultural topics). The current list of potential header words is composed of 1000 items.

Then, using bi-gram models (a sequence of two adjacent elements) obtained from
the Corpus of Written Tatar and the Tatar National corpus, we have built a frequency
list of collocations for each frequent term.

The limitations for cutting elements from the collocations list were based on the
frequency of using linguistic items in the corpora, and these limitations were deter-
mined empirically; in the current version of the dictionary the lower threshold for
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including a collocation is its occurrence in at least 50 corpus contexts (actually for the
overwhelming majority of collocations this threshold is significantly higher because
corpus collocations are given for word forms, not for lemmas) (Galieva et al. 2017).

The Dictionary of collocations contains meaningful common word combinations of
different structures such as ‘policy of the state’ (N + N, POSS_3),

‘natural resources’ (ADJ + N, PL), ‘to open the
museum’ (N + V, VN).

Collocations in the Dictionary are represented in basic forms (issues concerning
lemmatization are discussed in a special section below). In the current version of the
Dictionary most of collocations are composed of two notional components. As an
exception, we also included certain combinations of header words with postpositions
derived from nouns, as long as the corresponding collocations are typical for socio-
political discourse, for example:

‘on the basis of a resolution’ (header word КAPAP ‘resolution,
decree’);

‘facing the law’ (header word ЗAКOH ‘law’);

The entries of the new dictionary are currently limited by nouns and relative
adjectives arranged alphabetically. the structure of an entry is built as follows:

• header word (capitalized) – Tatar word, frequently used in socio-political discourse;
• Russian translation of the header word (only senses relevant for socio-political

discourse are provided);
• lexical compatibility to the right, Russian translation of collocations;
• lexical compatibility to the left, Russian translation of collocations.

When selecting the collocations, we considered the syntactic structure of each of
them and the morphological parameters of their constituents. The current version of the
Dictionary contains more than 30 basic structural types of collocations. Distribution of
main structural types of collocations is represented in Table 1.

Table 1. Distribution of main structural types of collocations
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4.2 Lemmatization of Collocations

Compiling dictionaries for languages of rich morphology sets the problem of
lemmatization of linguistic items – reducing them to the uniform structure to be rep-
resented in the Dictionary.

Turkic languages have complicated morphology and syntax, which presents a
challenge for language processing. A significant feature of the Tatar language is that
there are no inflectional paradigms in traditional sense, as closed sets of word forms
(for example a set of all inflected forms based on a single stem). A paradigm in Turkic
languages may have fuzzy borders, because the number of potential elements that may
be added (inflectional affixes) is indefinite. In phrases – for example, in noun phrases,
each component may join its own set of grammatically permitted affixes, and the
number of potential grammatical forms of the noun phrase is uncertain, so in texts noun
phrases may be used in a huge amount of individual forms. For example, the noun
phrase ‘Bank employee’ may have the first or the second component
or both of them inflected, depending on grammatical number, case, possessive or other
affixes. Table 2 represents some of them. All collocations given here are represented in
the initial form ‘Bank employee’.

Since the number of individual word forms and individual usage forms of phrases
in Turkic languages may be large, there is a question of what linguistic items should be
lemmatized for a collocation dictionary and how.

When collecting collocations we fix them in their basic form, preserving the basic
grammatical structure of the collocation. The total automatic lemmatization of lin-
guistic data is of little avail, because it destructs grammatically conditioned word
combinations. The basic form of a collocation is determined according to the initial
form of the main component of the phrase. A grammatical form of a word combination
(phrase) is determined by grammatical properties of its main component that can join

Table 2 Some grammatical forms of noun phrase ‘Bank Employee’

Structural Properties of Collocations 329



dependent components of certain types and only in grammatically admitted word
forms. However in corpus contexts a collocation may be found in a great number of
grammatically permitted forms. That is why we built individual lemmatization rules for
all basic grammatical types of collocations to unify them. Some of these rules are
presented in Table 3.

One of the issues concerning lemmatization is where a word form and a lexeme
should be demarcated; for a number of cases it turned out to be nontrivial. Further we
discuss particular examples of choosing the basic form and the appropriate way of
fixing collocations in the Dictionary.

Representing Grammatical Voice Forms. The Tatar language, like other Turkic
languages, has 5 grammatical voices (the Basic, Passive, Reflexive, Reciprocal and
Causative voices); voice affixes may be treated as inflectional or constructive; they are
added immediately to the verbs’ stems and form extended stems (Lewis 2001: 143).
The precise meanings of voice derivates cannot always be deduced logically from the
basic verb forms and may be individual for each stem and ambiguous in many cases.

Table 3. Examples of lemmatization rules for basic grammatical types of collocations
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This is the reason why such voice derivates are treated dissimilarly in different theo-
retical frameworks and are fixed in dictionaries unsystematically.

While lemmatizing verb voice forms in the Dictionary of Collocations we treat
them as individual items related to the same header word (noun):

Fixing and Translating Predicative Phrases. In Tatar there are predicative phrases
consisting of a syntactic subject and a predicate with a non-finite verb form. The basic
form of such constructions is the form of verbal nouns that enables to express subject-
predicate coordination and does not express any grammatical tense or mood, so these
subject-predicate constructions cannot be treated as grammatically complete sentences.
Because of their absence in Russian, as well as in English, such subject-predicate
constructions that can be used as constructive elements of sentences, are difficult to
translate and their structure is hard to explain. One decision may be to fix verbs in one
of the finite forms with succeeding translation as a sentence:

However such option leads to a preferred presentation of merely one finite form of
the verb, even if it is the most frequently used. Turkic languages provide a possibility to
reduce such phrases to the form of verbal nouns – hybrid forms lacking indices of the
tense or person; nevertheless, they possess a grammatical voice marker. How are these
constructions to be translated? We offer a descriptive translation:

‘to be held’ – about competitions.

Lemmatizing Items Containing Polyfunctional Affixes. The Tatar language has
affixes of different types:

(a) derivational affixes, expressing only lexical meaning and forming new words;
(b) inflectional affixes changing the word form (for example, case affixes);
(c) affixes serving as means of derivation as well as inflection (polyfunctional affixes).
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Below we present an example of a word containing the abessive affix – the
polyfunctional affix expressing the lack/absence of the marked noun:

зaкoнcыз
law-ABESS
(1) illegal, unlawful (derivation level):

зaкoнcыз митинг ‘illegal rally’;
(2) lawless (morphology level):

aндый зaкoнcыз бyлмый ‘it is impossible to live without such a law’.

Currently all such items, are included in the entries with noun header word in order
to unify the way of fixing them in the dictionary; for example, the item зaкoнcыз,
regardless of its sense in an individual collocation, is included in the nest ЗAКOH
‘law’. Words containing standard derivational affixes are considered as individual
words.

Lemmatizing Items Containing the Equative Affix. The term Equative in Turkic
languages is used to designate comparative-like constructions:

In media texts the Equative affix is often used to refer to official words:

In such constructions the Equative affix functions like a conjunction or preposition
in European languages which joins parts of sentence and, if approached formally,
should be cut in the process of lemmatizing.

Currently items containing the Equative affix are represented as individual collo-
cations. For example, the collocation above is not interpreted as
a particular case of using the collocation ‘words of the minister’
because the latter phrase is not frequent enough in the socio-political domain.

So the issue of lemmatizing collocations is not trivial in many cases, and solutions
applied are based on the grammatical structure of the Tatar language as well as on the
assumption of main features of socio-political texts. Most of the lemmatization prob-
lems discussed above and the solutions offered are not limited by socio-political
domain; they are relevant for the Tatar language system and may be used to annotate
any phrase-oriented resource for Turkic languages.
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4.3 Distinguishing Synonyms and Variants of Collocations

In the course of compiling a dictionary, an important question is that of distinguishing
between synonyms and collocation variants; that determines quantitative characteristics
of the dictionary and peculiarities of the structure of the dictionary entry.

The question of distinguishing between synonyms and variants of word combi-
nations at this stage of the project has rather a technical solution. At the moment we
adhere to the following distinction:

(1) items formed by root words of different parts of speech are regarded as variants of
the same collocation and are listed in the same line:

The latter also concerns regular correspondences like ADJ + N and N + N,
POSS_3; they are also interpreted as the same nominative item and are given in the
same line:

(2) Synonymous items formed by synonyms of different roots are presented in different
lines:

The Dictionary represents numerous synonymous collocations which are used to
designate topical realities of modern socio-political life. These synonymous colloca-
tions are engendered by a set of factors of different nature; this issue is quite interesting
and deserves a special study.

5 Conclusion and Future Work

Compiling a dictionary of collocations for low-resource languages is a topical yet
rather challenging task due to the numerous details that a lexicographer is to take into
consideration, including criteria for selecting header words and collocations, lemma-
tizing linguistic items, distinguishing variants of collocations from synonyms. Besides
such a dictionary should become a user-friendly and practically valuable new resource
for its target audience, and its structure should adequately represent linguistic data and
be convenient for practical use.

The compiled Tatar-Russian Socio-Political Dictionary of Collocations makes it
possible: (1) to fix the real use of Tatar words, including items which are actively used
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in a large number of Tatar official and media texts; nevertheless those are absent in
available special and bilingual Russian-Tatar dictionaries; (2) to detect and fix typical
grammatical models and contexts of using items denoting socio-political realities; (3) to
trace words of new mintage in the Tatar language functioning in Russian geopolitical
space; (4) to keep numerous synonymous nominations used in Tatar media texts and
official documents; (5) to offer Russian translations of words and collocations.

In its current state the Dictionary contains 250 header words and more than 4,000
collocations with their Russian translations and information about the grammatical
structure of the collocations. In future it is planned to extend the linguistic database
(adding new entries and related collocations), providing information about corpus
contexts to illustrate the use of collocations.

The offered solutions for lemmatizing collocations are not limited by socio-political
domain and may be used when annotating any phrase-oriented resource for Turkic
languages.

6 List of Abbreviations

ABESS – Abessive, ADJ – Adjective, ATTR – Attributive, CAUS – Causative Verb,
DIR – Directive Case, EQU – Equative, FUT_DEF – Future Definite, GEN – Genitive
case, INT – Interrogative, N –Noun, PAST_DEF – Past Definite, PL – Plural, POSS_3 –
Possessive, 3d Person, PRES – Present, VN – Verbal Noun.
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Abstract. The article presents the experience of developing computer ontology
as one of the tools for automatic natural language processing. A computer
ontology that contains a consistent specification of meanings of lexical units
with different relations between them represents a model of lexical semantics
and both syntactic and semantic valencies, reflecting the Tibetan linguistic
picture of the world. The article describes the approach of using computer
ontology as a means of introducing semantic restrictions for morphosyntactic
disambiguation on the basis of the corpus of indigenous grammatical treatises.
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1 Introduction

The research introduced by this paper is a continuation of several research projects (“The
Basic corpus of the Tibetan Classical Language with Russian translation and lexical
database”, “The Corpus of Indigenous Tibetan Grammar Treatises”), aimed at the
development of methods for creation of a parallel Tibetan-Russian corpus [1, p. 183].

The Basic Corpus of the Tibetan Classical Language includes texts and the Corpus
of Indigenous Tibetan Grammar Treatises comprise 34,000 and 48,000 tokens,
respectively. Tibetan texts are represented both in a Tibetan Unicode script and in a
standard Latin (Wylie) transliteration [1].

The ultimate goal of the current project is to create a formal model (a grammar and
a linguistic ontology) of the Tibetan language, including morphosyntax, syntax of
phrases and hyperphrase unities, and semantics, that can produce a correct mor-
phosyntactic, syntactic, and semantic annotation of the corpora without any manual
corrections.

This model should, ideally, cover both corpora; the corpus of classical Tibetan
formed the basis of formal grammar at the initial stage, and at the present stage the main
work was concentrated on the corpus of grammatical treatises, with the goal of
achieving 100% coverage of its material; the current version is available at http://aiire.
org/corman/index.html?corpora_id=67&page=1&view=docs_list.
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The underlying AIIRE linguistic processor needs to recognize all the relevant
linguistic units in the input text. For inflectional languages the input units are easy to
identify as word forms, separated by space, punctuation marks etc. It is not the case
with the Tibetan language, as there are no universal symbols to segment the input string
into words or morphemes. The developed module for the Tibetan language performs
the segmentation of the input string into elementary units (morphs and punctuation
marks - atoms) by using the Aho-Corasick algorithm [2], that allows to find all possible
substrings of the input string according with a given dictionary. Thus, any part of a
morpheme which is itself a morpheme with a shorter exponent, is also taken into
account in the morphosyntactical analysis. The algorithm builds a tree, describing a
finite state machine with terminal nodes corresponding to completed character strings
of elements (in this case, morphemes) from the input dictionary. The language module
contains a dictionary of morphemes, which allows the machine to create this tree in
advance at the build stage of the language module, while in the runtime of the linguistic
processor the tree is being loaded as a component of an executable module which
brings its initialization time to minimum. Several special files were created in order to
analyze Tibetan morphosyntactic structures: the grammarDefines.py file determines
types of atoms (atomic units), their properties and restrictions, while the atoms.txt file
(the allomorphs’ dictionary) specifies the morpheme, the token type, and properties for
each allomorph, also in accordance with grammarDefines.py file.

The system aims at multi-variant analysis, unlike some other systems of mor-
phosyntactic analysis. That sometimes causes combinatorial explosions1 in the analysis
versions. In most combinatorial explosions, idioms were present, therefore, one of the
strategies for eliminating morphosyntactic ambiguity was the processing of Tibetan
idioms using computer ontology.

In this article, the current experience of developing computer ontology through the
analysis of the issues of automatic syntactic and semantic annotation of the Corpus of
Indigenous Tibetan Grammatical Treatises will be presented, and the current results of
disambiguation by means of this ontology will be discussed.

2 Related Work

Tibetan can reasonably be considered as one of the less-resourced, or even under-
resourced languages, in the sense in which this term was introduced in [4] and is widely
used now: the presence of Tibetan on the web is limited, it lacks not only electronic
resources for language processing, such as corpora, electronic dictionaries, vocabulary
lists, etc., but also even such linguistic descriptions as grammars, which would be
characterized by at least minimal consistency and validity of linguistic material. The
only relatively complete linguistic description of the Tibetan language is the

1 Following the definition of K. Krippendorf, combinatorial explosion is understood here as a situation
‘when a huge number of possible combinations are created by increasing the number of entities
which can be combined’ [3]. As applied to parsing, these are cases of exponential growth in the
number of parsing versions as the length of the parsed text and, thus, the amount of its parsed
ambiguous fragments increase.
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monograph by Beyer [5], but this work contains many assumptions that have not been
confirmed by any language material at all. The only relatively large corpus of Tibetan
texts is ‘The Annotated Corpora of Classical Tibetan’ (ACTib, [6]), published by
Marieke Meelen, Nathan Hill and Christopher Handy in 2017 and containing, as it is
stated, “80 million words”, automatically produced by a segmentation and POS-tagging
annotation tool (trained on a smaller corpus of 1000000 million syllables, which also
includes the St. Petersburg Basic Corpora of Classical Tibetan Texts, marked up semi-
manually by several participants of the team of authors of this article) without manual
verification of this automatic markup. The Tibetan language has no word delimiters
like spaces and generally accepted principles for dividing the text into word forms,
therefore, at least in those subcorpora of this corpus that were prepared by the team of
authors of this article, the division into word forms was in many cases, at least,
controversial. Several publications [7, 8] have shown that Tibetan morphology and
syntax are intermixed so strongly, that any division of the text into word forms is
questionable, and much more grounded linguistic representation of Tibetan text is not
morphological, but morphosyntactic annotation, which implies creating not a usual
morphologically annotated corpus, but a treebank for Tibetan texts, the atomic units of
the syntactic structures being not word forms, but morphemes. Greater accuracy of
such structures from the linguistic point of view was noted not only for Tibetan: in the
work [9] it was shown for Russian, and [10] advocated for total elimination of the
‘word’ notion as a cross-language one from the viewpoint of theoretical and com-
parative linguistics.

Creating a treebank involves the development of a formal grammar for the Tibetan
language: even if the syntactic annotation is done manually, it is necessary to ensure the
uniformity of the syntactic structures, which only a grammar can do, but having a
grammar suggests creating a parser that automates the annotation procedure. The
process of creating a grammar on the material of the corpus and for the automatic
annotation of this corpus reveals a lot of the shortcomings of existing descriptions of
the Tibetan language: many constructions are not described, for many constructions,
permissible and inadmissible word order is unknown; many descriptions lead to sig-
nificant ambiguity of parsing and to combinatorial explosion, i.e., following the defi-
nition of K. Krippendorf, a situation ‘when a huge number of possible combinations are
created by increasing the number of entities which can be combined’ [3]. As applied to
parsing, these are cases of exponential growth in the number of parsing versions as the
length of the parsed text and, thus, the amount of its parsed ambiguous fragments
increase.

Numerous studies have been devoted to solving the problem of syntactic ambiguity
and combinatorial explosion, among which, in the context of this article, it is worth-
while to mention the work of Tomita [11], which proposes the idea of packing
ambiguous fragments of syntactic structures into single entities, thus preventing
combinatorial explosion; this idea was further developed in the works by Popov [12,
13]; and it seems also worthwhile to mention the interlevel interaction method, pro-
posed by Tseitin in [14] and further developed in the project of the AIIRE linguistic
processor [9, 15], used in this study. The packing method proposed by Tomita and
redefined by Popov, in view of its latest refinements, allows to overcome combinatorial
explosion during parsing, converting the multiplication of sets of versions into their
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addition, but this method in no way eliminates ambiguity and, accordingly, does not
solve the problem in the case of corpus annotation. As for the method of inter-layer
interaction, it allows to significantly reduce the syntactic ambiguity, but it involves the
simultaneous semantic analysis and, correspondingly, semantic annotation of the cor-
pus, which needs not only a grammar, but a semantic dictionary, or, as it is imple-
mented in AIIRE, a linguistic ontology for Tibetan.

Ontologies in NLU systems are used as semantic dictionaries analogues that had
been used before (cf. [16, 17], etc.); the main difference between an ontology and a
semantic dictionary being that semantic valencies in semantic dictionaries were defined
as lists of possible collocates and, in fact, postulated, whereas in ontologies valencies
are automatically computed from the general knowledge about the world by inference
engine subsystems; semantic restrictions being defined not as lists, but as base classes
of ontology (that is the idea behind the mechanism of word-sense disambiguation in
AIIRE [7, 8], SUMO [15], OpenCyc [18], InTez [19] etc.).

As far as the authors of this article know, at the moment, AIIRE is the only system
that actually implements not only word-sense, but also syntactic disambiguation by
means of the linguistic ontology without use of any statistical heuristics [9]. This article
is devoted to the study of the possibilities of eliminating morphosyntactic ambiguity in
the analysis of the Tibetan text by means of AIIRE and of the Tibetan ontology created
within the framework of this project.

3 The Structure of the Ontology

Within modern computer linguistics, it is necessary to distinguish between linguistic
thesauri and universal ontologies. The crucial difference between these concepts is that
thesauri reflect more or less specified semantic relations between lexical units (words):
synonymy, hyponymy, hypernymy, antonymy, meronymy, holonymy, associative
relation etc.; while ontologies model strictly specified relations between concepts.
Some of these concepts represent meanings of different lexical units, other have no
representation in vocabulary, but are necessary for its modeling [15, p. 151]. This
difference between thesauri and ontologies becomes obvious in attempts to create
inference systems: ontologies are built on the basis of logical formalisms and corre-
sponding inference rules, while thesauri generally don’t provide any native mecha-
nisms for logical inference.

The most famous and widely cited general definition of the term ontology is ‘an
explicit specification of a conceptualization’ by Gruber [20]. Many different attempts
were made to refine it for particular purposes. Without claiming for any changes to this
de-facto standard, we have to clarify that, as the majority of researchers in natural
language understanding, we mean not just any ‘specification of a conceptualization’ by
this term, but rather a computer ontology, which we define as a database that consists of
concepts and relations between them. Ontological concepts have attributes. Attributes
and relations are interconnected: participation of a concept in a relation may be
interpreted as its attribute, and vice versa. Relations between concepts are binary and
directed. They can be represented as logical formulae, defined in terms of a calculus,
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which provides the rules of inference. Relations themselves can be modeled by
concepts.

There is a special type of ontologies – so called linguistic ontologies (e.g., [21–23],
etc.), which are designed for automatic processing of unstructured texts. Units of
linguistic ontologies are based on meanings of real natural language expressions.
Ontologies of this kind actually model linguistic picture of the world, that stands for
language semantics. Ontologies, created for different languages, are not the same and
are not language-independent. Differences between ontologies show differences
between linguistic pictures of the world.

Ontologies, that are designed for natural language processing, are supposed to
include relations that allow to perform semantic analysis of texts and to perform lexical
and syntactic disambiguation.

The ontology, used for this research, was developed according with the above
mentioned principles. It is a united consistent classification of concepts behind the
meanings of Tibetan linguistic units, including morphemes and idiomatic morphemic
complexes. The concepts are interconnected with different semantic relations. In order to
create a new concept, it is compulsory to incorporate this concept into the general
classification hierarchy according with the class-superclass relations (hypo/hypernymy),
therefore the whole ontology has the one common superclasss. The ontology models the
meanings of atomic linguistic units (morphemes) and of idiomatic combinations of these
units: nominal and verbal compounds, idiomatic nominal groups, adjectival and
adverbial groups. In all these cases, in addition to the meanings of an idiomatic
expression, meanings of its components are also modeled in the ontology, so that they
could be interpreted in their literal meanings too. This is necessary, because AIIRE
natural language processor is designed to perform natural language understanding
according with the compositionality principle [24], and idiomaticity is treated not
merely as a property of a linguistic unit, but rather as a property of its meaning, namely,
as a conventional substitution of a complex (literal) meaning with a single holistic
(idiomatic) concept.

Each modeled concept is provided with a description (interpretation) intended to
facilitate understanding of the decisions made by the participants of the process of
editing the ontology. Each expression, the meaning of which is modeled in the
ontology, is also provided with a full-scale interpretation in Tibetan from Tibetan
“Great definition dictionary” [25]. If, according to the dictionary, the expression has
several meanings, then the appropriate meaning (i.e. the one which is used in a par-
ticular context in the corpus) is translated into Russian (except when the expression is
defined in the dictionary through synonyms).

Different relations are established between concepts. The relation of synonymy is
always absolute (complete coincidence of referents with possible differences in sig-
nifications). Concepts form synonymic sets (not to be confused with Wordnet synsets
[26], which are sets of words). Each element of the set has the same attributes, i.e. the
same relations and objects of these relations. Variance of significations within a syn-
onymic set is compensated by automated logic rules: if Y is the synonym of X, then X
has the same attributes as Y; and Y has the same characteristics as X.
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Hypo-hypernymy is established between classes and subclasses or between classes
and instances in situation, when one concept (hyponym) is a variety of another
(hypernym).

If there is lacuna in Tibetan, it is possible to use Russian hypernym. Each concept
must have at least one hypernym, except for the ontology root concept. It is necessary
to create a concept hierarchy, which has basic classes (the inner classes which deter-
mine semantic valencies for example, the class “person”). Basic classes usually have a
large number of relations, which appear in genitive constructions, verb valencies etc.

Relations like class-superclass provide inheritance of attributes between concepts.
This mechanism allows to model semantic valencies as specific relations between some
basic classes of the ontology (see below).

Totally within the framework of this research 3110 concepts that are meanings of
2906 Tibetan expressions were modelled in the ontology, 705 of them being idioms.

4 Restrictions for Morphosyntactic Disambiguation

In order to resolve the morphosyntactic ambiguity in phrases that had combinatorial
explosions, four types of restrictions were established in the ontology: restrictions on
genitive relations, restrictions on adjuncts (on the equivalence relation), restrictions on
subjects and direct objects of verbs.

4.1 Restrictions on Genitive Relations

Restrictions on general genitive relation ‘to have any object or process (about any
object or process)’ are imposed by establishing specific relation subclasses between
basic classes in the ontology.

To exclude the possibility of first version of parsing in the example (1) the concept
lus ‘physical body’ was connected with a genitive relation with the concept ‘any
creature’. This allowed to exclude version in which fame can have a body.

be_well-known-NMLZ GEN body
(1.1) ‘body of fame’
(1.2.) ‘body of a famous [person]’

As a result of the use of Aho-Corasick algorithm, in the example (2) the definite
pronoun so so ‘every’ was recognized not only as expected, but also as a possible
combination of two noun roots so ‘tooth’, the second one together with its right context
incorrectly forming the following word group:

tooth GEN grammar GEN sound
‘sound of grammar of tooth’
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To exclude the possibility of version in the example (2), the basic class skad
‘language’ was connected with a genitive relation ‘to have a grammar’ with the concept
lung ston-pa ‘grammar’. This allowed to exclude the version, in which a tooth can have
grammar. As a result of the work with combinatorial explosions, the following sub-
classes of the general genitive relation were introduced in the ontology: to have a
grammar (about any language); to have someone (about someone); to have a place
(about any creature); to have a place (about any process); to have a body (about any
creature); to be part of group as a typical representative; to have meaning (about any
text); to possess someone (about any object or process); to have a group (about any
object or process); to have a relative (about any creature); to be like a phoneme (about a
person).

4.2 Restriction on Adjuncts

Tibetan adjunct joins the noun phrase on the right side, and due to nonexistence of
word delimiters (spaces) in Tibetan writing system, adjuncts can not be graphically
distinguished from parts of compounds. Thus, compound (3) may be misinterpreted
both as ‘father-mother’ (‘a father, who is also a mother’, ma ‘mother’ being interpreted
as an adjunct), and as ‘father’s mother’ (noun phrase with genitive composite), whereas
the only correct interpretation is ‘father and mother’ (noun root group composite).
While the second interpretation (which is, moreover, logically possible) can be elim-
inated by just setting the correct token type in the ontology (because both the second
and the third interpretations imply that the phrase is a compound (see paragraph 5), the
first interpretation can not be just eliminated this way.

(3)
pha dang ma
father CONJ mother
‘father and mother’

Thus, only semantic restrictions can reduce the number of versions and eliminate
the versions of adjuncts, which are semantically incorrect. The reduction of versions
with adjuncts was achieved by limiting the equivalence relation (‘to be equivalent to an
object or process’). Basic classes were connected with themselves with this relation so
that only concepts that inherit these classes could be interpreted as adjuncts for each
other.

In the example (4) 17 wrong versions (4.5–22) of parsing were built because of
incorrect combinations of adjuncts: gos hrul ‘ragged clothing’ was interpreted as an
adjunct to lam kha ‘road’ (4.5–6), to lam ‘road’ (4.7–10), to lam ‘method’ (4.15–18) or
kha ‘mouth’ was interpreted as an adjunct to lam ‘road’ (4.11–14) or to lam ‘method’
(4.19–22).

(4)
lam-kha bor-ba yi//gos-hrul ngan-pa skyug-ba
road lose-PST-NMLZ Gen ragged_clothing be_bad-NMLZ vomit-NMLZ
(4.1) ‘bad vomiting ragged clothing, which lost the road’
(4.2) ‘bad vomiting ragged clothing of [someone who] lost the road’
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(4.3) ‘vomiting of bad ragged clothing, which lost the road’
(4.4) ‘vomiting of bad ragged clothing of [someone who] lost the road’
(4.5) ‘vomiting of bad ragged clothing - the ways which lost’
(4.6) ‘vomiting of bad ragged clothing - the ways of [someone who] lost
[something]’
lam kha bor-ba yi//gos-hrul ngan-pa skyug-ba
road mouth lose-PST-NMLZ Gen ragged_clothing be_bad-NMLZ vomit-NMLZ
(4.7) ‘bad vomiting ragged clothing - roads, which lost the mouth’
(4.8) ‘bad vomiting ragged clothing - roads of [someone who] lost the mouth’
(4.9) ‘vomiting of bad ragged clothing-roads, which lost the mouth’
(4.10) ‘vomiting of bad ragged clothing-roads of [someone who] lost the mouth’
(4.11) ‘bad vomiting ragged clothing, which lost the mouth - the road’
(4.12) ‘bad vomiting ragged clothing of [someone who] lost the mouth - the road’
(4.13) ‘vomiting of bad ragged clothing, which lost the mouth-the road’
(4.14) ‘vomiting of bad ragged clothing of [someone who] lost the mouth-the road’
lam kha bor-ba yi//gos-hrul ngan-pa skyug-ba
method mouth lose-PST-NMLZ Gen ragged_clothing be_bad-NMLZ vomit-NMLZ
(4.15) ‘bad vomiting ragged clothing - methods, which lost the mouth’
(4.16) ‘bad vomiting ragged clothing - methods of [someone who] lost the mouth’
(4.17) ‘vomiting of bad ragged clothing-methods, which lost the mouth’
(4.18) ‘vomiting of bad ragged clothing-methods of [someone who] lost the mouth’
(4.19) ‘bad vomiting ragged clothing, which lost the mouth - the method’
(4.20) ‘bad vomiting ragged clothing of [someone who] lost the mouth - the
method’
(4.21) ‘vomiting of bad ragged clothing, which lost the mouth-the method’
(4.22) ‘vomiting of bad ragged clothing of [someone who] lost the mouth-the
method’

To eliminate these wrong versions of parsing the basic classes lam ‘road’, lam
‘method’ and gos ‘clothes’ were connected with themselves with the relation ‘to be
equivalent to an object’.

4.3 Restrictions on Subjects and Direct Objects of Verbs

Restrictions on subjects and direct objects of verbs were necessary for the correct
analysis of compounds and idioms, as well as for eliminating unnecessary syntactic
versions of syntactic parsing.

To exclude the versions (4.1–2, 7–8, 11–12, 15–16, 19–20) in the example (4) the
restrictions were applied to the subject of the verb skyug ‘vomit’. The subject valency
of the verb was limited to the basic class ‘any creature’, so that only creatures can
vomit. To exclude versions (4.1–3, 5, 7, 9, 11, 13, 15, 17, 19, 20) the same subject was
indicated for the verb ‘bor ‘lose’.

In example (5), the restrictions were also applied to the subject of the verb:

(5)

exist-NMLZ GEN lamp invite-PST-NMLZ GEN kindness-be_great
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(5.1) ‘the kindness that invited the lamp of existence is great’
(5.2) ‘the kindness of [someone who] exists, that invited the lamp, is great’
(5.3) ‘the kindness of [someone who] invited the lamp of existence is great’2

In most cases, the work with a combinatorial explosion within one phrase required
simultaneous use of several types of restrictions, like in (6).

(6)

word base-PL ASS meet-PST-NMLZ GEN time-LOC become_green
(6.1) ‘the word turns green in the time of meeting with the bases’
(6.2) ‘in the time of meeting with the bases – words [something] turns green’
(6.3) ‘in the time – word of meeting with the bases [something] turns green’
word base-PL CONJ meet-PST-NMLZ GEN time-LOC become_green
(6.4) ‘in the time of bases – words and meetings [something] turns green’
(6.5) ‘[something] turns green in the word – the time of bases and meetings’

basic_phoneme-PL ASS meet-PST-NMLZ GEN time-LOC become_green
(6.6) ‘in the time of meeting with basic phonemes [something] turns green’
basic_phoneme-PL CONJ meet-PST-NMLZ-GEN time-LOC become_green
(6.7) ‘in the time of basic phonemes and meeting [something] turns green’3

The only correct interpretation among those was (6.6).
To exclude the version (6.1), which was nonsense because it implied that words can

turn green, the subject valency of the verb sngo ‘to become green’ was limited to the
‘physical object’ basic class (only physical objects can have colors and, thus, change
them). Versions (6.3) and (6.5) were also nonsense, because they implied possibility of
words being equivalent to time, so ming ‘name, word’ and tshe ‘time’ were disengaged
to the basic classes ‘language sign’ and ‘period of time’, respectively.

To exclude ‘time of basic phonemes’ in version (6.7) the restriction on genitive
relations between the basic classes ‘time period’ and yi ge ‘phoneme’ was established.
For this purpose, the basic class yi ge ‘phoneme’ and the ‘class’ basic class (Tib.
phreng, sde) were linked with a special subclass of the genitive relation, since pho-
nemes can only have genitive relations with phoneme groups, where they are main
representatives: ka phreng ‘row k’ (all consonants of the Tibetan alphabet, starting with
k); ca sde ‘ca row’ (the second row of the Tibetan alphabet, consisting of four gra-
phemes, starting with ca - ca, cha, ja, nya).

Two wrong versions of parsing (6.2) and (6.4) were caused by incorrect interpre-
tations of the compound ming-gzhi as a compound of a name root noun phrase with

2 Interpretations (5.1–2) are grammatically possible, but semantically nonsense, because they imply
that kindness can invite. The subject valency of the verb bsu ‘invite’ was limited to the basic class
‘any creature’, so that only creatures can invite. This allowed to exclude versions (5.1–2). In the
version (5.3) the subject was determined correctly.

3 These seven interpretations represent seven groups of versions that had been built before semantic
restrictions described below were introduced; the total amount of parsing versions without semantic
restrictions is 28.
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attribute and as a noun phrase with adjunct (6.4). In order to exclude these versions, the
corresponding type of the token was indicated in the ontology (see paragraph 5).

5 The System of New Types of Tokens in the Ontology

Initially, the ontology allowed marking the expression as an idiom and establishing a
separate type of token, common for nominal compounds. Since a large number of
combinatorial explosions were caused by the incorrect versions of compounds parsing
(the same sequence of morphemes can be parsed as compounds of different types) and
their interpretation as noun phrases of different types, it was decided to expand the
number of token types in the ontology according to identified types of nominal and
verbal compounds.

Depending on the syntactic model of the composite formation, the following types
were distinguished for nominal compounds: composite noun root group (Compos-
iteNRootGroup, (7)); noun phrase with genitive composite (NPGenComposite, (8),
formed from (9)); composite class noun phrase (CompositeClassNP, (10)); named
entity composite (NamedEntityComposite, (11)); adjunct composite (AdjunctCom-
posite, (12)); and for verbal compounds: composite transitive verb phrase (Compos-
iteTransitiveVP, (13)); verb coordination composite (VerbCoordComposite, (14)).

For all compounds the setting ‘only_idiom = True’ was also made. According to
this setting any non-idiomatic interpretations of a compound are excluded.

Thus, in example (15) there is one composite – (16), the wrong interpretation of
which formed 9 versions of parsing.

(15)
sa phag bshibs
earth pig arrange_in_rows-PST
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(15.1) ‘[someone] arranged the earth - pig’
(15.2) ‘earth arranged a pig’
(15.3) ‘the earth - pig arranged [something]’
brick arrange_in_rows-PST
(15.4) ‘[someone] arranged bricks’
(15.5) ‘brick arranged [something]’4

(16)
sa-phag
earth_pig
‘brick’

In the versions (15.1, 3) of the example (15), the noun-compound sa-phag ‘brick’ is
parsed as a noun group with an adjunct. Indicating the correct type of token for a
composite excludes these versions. The subject valency of the verb gshib ‘ar-
range_in_rows’ was limited to the basic class ‘any creature’, so that only creatures can
arrange something. This allowed to exclude the remaining incorrect versions (15.2, 3,
5). Compound (16) has four versions: as an adjunct composite, as a composite noun
root group, as a named entity composite and the correct one as noun phrase with
genitive composite (Fig. 1).

It should be noted that specifying the correct type of token for compounds in the
ontology does not always completely eliminate the ambiguity of their parsing, since the
same Tibetan compound may have different morphosyntactic structures for different
meanings. Thus, the compound sgra-don is a clip of two different phrases – (17) and
(18).

(17)

sound GEN meaning
‘meaning of sound’
(18)
sgra dang don
sound CONJ meaning
sound and its meaning’

Thus, the correct type of token in the first case is NPGenComposite, and in the
second one - CompositeNRootGroup. These cases are represented in the ontology as
different concepts of the same expression.

Depending on which language unit is idiomatized, Tibetan non-compound idioms
are divided into separate derivatives and nominal, verbal, adjectival and adverbial
phrases. Separate derivatives basically represent nouns and adjectives formed by var-
ious derivational suffixes (khyim ‘house’ ! khyim-pa ‘householder’; nor ‘wealth’
nor-bu ‘precious stone’) and verb nominalizations with uncommon meanings (mkhas
‘to be learned’ ! mkhas-pa ‘scholar’, rig ‘to understand’ ! rig-pa ‘science’).

4 Versions (16.4) and (16.5) both represents groups of four versions of parsing, depending on the type
of token of the compound (17).
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As with compounds, a list of classes of immediate constituents that can be idioms
was built. E.g., on the basis of the syntactic structure of idiomatic expressions, it is
possible to divide the idioms of noun phrases into instance noun phrase with quantifier,
quantitative noun phrase etc. The system of token types in the ontology database has
been extended with these types.

6 Conclusion

As we have seen, only semantic restrictions can delimit the variety of morphosyntactic
versions while analyzing Tibetan texts due both to lack of word delimiters and to high
degree of homonyny of morphemes and allomorphs.

Ontology which is necessary to introduce such restrictions will also serve as a base
for build a model of Tibetan linguistic picture of the world. It would also be necessary
to continue the work of disambiguation of morphosyntactic analysis of Tibetan text on
the next and final level of supraphrasal units and discourse.

Acknowledgments. This work was supported by the Russian Foundation for Basic Research,
Grant No. 16-06-00578 Morphosyntactycal analyser of texts in the Tibetan language.

Fig. 1. sa-phag as CompositeNRoot, AdjunctComposite, NamedEntityComposite and
NPGenComposite.
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Abstract. In this study we compare two semantic relatedness algorithms,
namely, Explicit Semantic Analysis (ESA) and Word2Vec. ESA represents text
meaning in a high-dimensional space of concepts derived from Wikipedia.
Word2Vec generates distributed vector representations from large text corpora).
Experiments were carried out on the Russian paraphrase corpus of news titles
and Russian ParaPlag paraphrase corpus. The paper contains thorough analysis
of results and evaluation procedure.

Keywords: Text relatedness � Explicit semantic analysis � Word2vec
Russian

1 Introduction

Measuring semantic similarity and relatedness is one of the important procedures in
contemporary computational linguistics, it defines how similar two words or texts are
in terms of their meaning. Attempts to calculate semantic distance between words or
texts have been carried out in certain research projects which gave rise to a variety of
approaches leading to theoretically consistent and practically implementable solutions,
cf. review [1]. Importance of research in this field is due to the fact that its results are
applicable in many tasks of computational linguistics, e.g. clustering and classification
of words and documents in a corpus, development of text paraphrasing and summa-
rization systems, lexical disambiguation, etc.

There are plenty of algorithms and metrics used in measuring text similarity [2, 3].
These techniques have been implemented in certain toolkits which are in current use1.
Most of them are discussed within a SemEval Competition (Semantic Textual Simi-
larity task)2. Measures of text similarity and relatedness can be roughly divided into

1 https://metacpan.org/pod/Text::Similarity.
2 https://en.wikipedia.org/wiki/SemEval.
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two groups: string metrics (taking into account graphical representation of texts) and
knowledge-based metrics (relying upon external knowledge databases describing word
senses and their relations) [4].

String metrics can be applied to Russian data practically with no adjustments [5]: as
a rule they are based on character sequences in two texts and, as a consequence, are
completely independent of the language. However, results in that case cannot be
particularly high, because such methods are not capable of identifying semantic rela-
tions between words (synonymy, hyponymy, etc.).

Semantic algorithms are based on additional data which allow them to overcome
drawbacks of string measures. External knowledge sources can be either lexical-
semantic tools or text corpora. Widely used computational solutions allowing to
measure semantic distances in pairs of words can be found in knowledge databases
plugins WordNet::Similarity3, Roget’s thesaurus electronic database4, etc., cf. a survey
in [6].

Vector space models provide powerful techniques of measuring text relatedness. In
Latent Semantic Analysis (LSA) [7] texts are transformed to vectors by means of a
dimensionality reduction operated by a singular value decomposition (SVD) on the
term-by-document matrix representing the corpus. Recently developed distributional
semantic models based on embeddings (Word2Vec, Doc2 Vec) allow to build vectors
for words, sentences and documents [8, 9]. Within vector-based models the degree of
text semantic relatedness may be computed by a conventional cosine metric.

In this paper we focus our attention on a particular algorithm, namely Explicit
Semantic Analysis (ESA) [10] which inherits the advantages of knowledge-based and
distributional approaches to measuring text similarity and relatedness. ESA turns out to
be a hybrid technique allowing to calculate semantic distance as a cosine measure for
vectors representing texts in a high-dimensional space model build for concepts
described in Wikipedia.

We are the first to use ESA in performing experiments for computing semantic
relatedness of Russian texts. The aim of the present study is to perform comparative
tests for ESA and Word2Vec distributional embedding model in processing sets of
paraphrases differing in source and transformation type.

2 Models and Tools

2.1 Explicit Semantic Analysis and Its Implementation

Explicit Semantic Analysis (ESA) is a variety of vector space models for texts or words
proposed by [10]. The algorithm requires a big document collection as an external
knowledge source – as a rule, Wikipedia is used for this purpose. This was one of the
reasons why we have chosen ESA in our research: Wikipedia is an open and constantly
growing source of tens of thousands texts in the Russian language (Russian version of
Wikipedia contains now almost 1,5 mln articles). Wikipedia turns out to be a rich

3 http://wn-similarity.sourceforge.net/.
4 http://community.nzdl.org/ELKB/.
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linguistic resource which is edited by users, it guaranties that Wikipedia is continuously
expanding and becoming deeper, thus it contains relevant information about the world.

Within ESA approach Wikipedia articles are identified with concepts due to the fact
that each article is concerned with a specific topic described in detail. The concepts are
created and edited by people, so that results provided by the algorithm can be easily
interpreted. Each concept is represented by a vector reflecting words which co-occur in
the corresponding article. Words are assigned with weights (according to TF-IDF
scheme) which represent association strength. ESA describes the meaning of a text in
terms of a weighted vector of concepts sorted according to their relevance to the text
(the so-called “interpretation vector”). In order to speed up semantic interpretation of
texts, an inverted index is then created. An inverted index links each word with a set of
articles (concepts) in which it occurs. At this point, concepts whose weights are too
small are deleted, that allows to eliminate insignificant links between words and
concepts.

Summing up, ESA represents text meaning in a high-dimensional space of concepts
derived from Wikipedia. In this case computing semantic relatedness of texts consists
in comparison of the corresponding vectors by means of conventional metrics (e.g. the
cosine metric).

In order to adjust ESA algorithm to Russian text processing we decided to make use
of an available implementation (instead of making it from scratch) and to process
Russian Wikipedia which contains the input data for ESA.

For this reason we had to choose from a number of different resources: DKPro
Similarity5 Wikiprep-ESA6, EasyESA7, Research-ESA8, ESAlib9, Wikipedia-based
Explicit Semantic Analysis10, S-Space Package11.

In our research we made use of S-Space Package because this library is free, it has a
relatively easy programming interface and can be run out-of-the-box. It contains a
considerable number of text processing instruments, including those for building
semantic spaces and computing distances within them; algorithms for matrix trans-
formation; means of data serialization. The package contains the ESA code on java12.
One of the drawbacks is, however, a relatively old documentation on GitHub, which
obliges a user to address the source code.

In order to work with data from Wikipedia, it was necessary to download a dump
with articles which have been included by a certain time. We’ve used a xml-dump from
20.02.17 that contains almost 1 375 000 articles, and converted the obtained data into
json format.

5 https://github.com/dkpro/dkpro-similarity.
6 https://github.com/faraday/wikiprep-esa.
7 http://treo.deri.ie/easyesa/.
8 https://code.google.com/archive/p/research-esa/.
9 https://github.com/ticcky/esalib.
10 https://github.com/pvoosten/explicit-semantic-analysis.
11 https://github.com/fozziethebeat/S-Space/.
12 https://github.com/fozziethebeat/S-Space/blob/master/src/main/java/edu/ucla/sspace/esa/

ExplicitSemanticAnalysis.java .
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2.2 Word2Vec and Its Implementation

Word2Vec includes a particular class of semantic models which allow to generate
distributed vector representations for words (word embeddings) from large text cor-
pora, that is, to project word contexts extracted from a corpus into a high-dimensional
vector space, so that vectors for words with similar context neighbours are placed close
to each other. Measuring semantic relatedness within Word2Vec is based on calcu-
lating cosine values for context vectors. Word2Vec follows the distributional
hypothesis which explains semantic similarity and relatedness via common context
features shared by linguistic units.

Word embeddings can be produced by two neural network models, namely,
Continuous Bag-of-Words (CBOW) and Continuous Skip-Gram. CBOW model pre-
dicts words in a given context, while Skip-Gram model predicts a set of contexts for a
given word.

Word2Vec was developed by a research group from Google [8], further it was
expanded and elaborated in various toolkits, e.g. GenSim13, TensorFlow14,
DeepLearning4j15, etc. Vector representations generated by Word2Vec are used for
training natural language processing tools and nowadays it is hardly possible to dis-
pense with such data in solving most of the tasks within computational linguistics
(semantic relations extraction, word and text clustering, etc.).

Word2Vec allows to work with distributed representations both for words and for
phrases. Given word vectors, it is possible to calculate phrase vectors as a concate-
nation of word vectors. Alongside with Word2Vec one can use Doc2 Vec in this case
[9].

We carried out experiments with Word2Vec Skip-Gram model being the most
suitable one: it performes better than Word2Vec CBOW model in semantic and syn-
tactic tasks as it is aimed at predicting syntagmatic relations [8]. A model pre-trained on
news corpus (news_mystem_skipgram_1000_20_2015) was taken from the RusVec-
tōrēs16 project for Russian.

2.3 Linguistic Data

Retrieving paraphrases from texts or evaluating the degree of relatedness between them
is now one of the most discussed tasks in the field of computer linguistics, for it is
employed in many fields, e.g. it is closely connected with text reuse detection.

A number of competitions concerned with the task can illustrate its importance.
First of all, a part of international competitions PAN17 is dedicated to plagiarism
detection and consists of six subtasks: Source Retrieval, Text Alignment, Intrinsic
Plagiarism Detection, Cross-language Text Reuse Detection, External Plagiarism

13 https://radimrehurek.com/gensim/models/word2vec.html.
14 https://github.com/tensorflow/tensorflow/blob/r1.1/tensorflow/examples/tutorials/word2vec/word2

vec_basic.py.
15 https://github.com/deeplearning4j/deeplearning4j.
16 http://rusvectores.org/ru/.
17 http://pan.webis.de/tasks.html.
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Detection, and Source Code Reuse Detection. The competitions took place since 2009
and up to 2015 and was concerned only with the English language.

However, there are some competitions for Russian as well. A seminar PlagE-
valRus18 dedicated to evaluation of plagiarism detection algorithms took place in 2016-
2017. The results were announced and discussed during the Dialogue-2017 conference
on Computational Linguistics. Participants could choose one of the following tracks:
source retrieval, verbatim borrowed fragments (text alignment), or paraphrased bor-
rowed fragments (text alignment).

The next stage of this seminar took place during the AINL conference in September
2017. The hackathon19 was dedicated to retrieving paraphrased borrowings from texts
and the task consisted in finding their exact bounds. One of the corpora we used in our
experiments was taken from test data for this task, namely, the Paraplag corpus.

Paraplag corpus contains data for paraphrased plagiarism detection. It includes
academic texts with borrowings, automatically generated paraphrases and essays with
manually paraphrased texts. The size of the whole corpus is 5,7 mln tokens. We have
made use of two Paraplag sub-corpora with manually generated paraphrases of different
complexity. The texts included into our dataset are annotated as regards the type of
paraphrasing techniques [11].

We used datasets for the “text alignment” task which consists of searching for the
“original” of all borrowed sentences in a document. Two subcorpora which we
employed have “medium” and “hard” difficulty level (manually_paraphrased and
manually_paraphrased2). The former corpus contains sentences modified by a single
paraphrasing technique (in contrast to many techniques, as in the latter corpus). Both
corpora have golden standards providing information on each borrowed fragment in
each document with reference to a source document and details about offset and length
of the “original” fragment. We randomly chose 15 documents from the golden stan-
dards and extracted 314 and 367 paraphrases for the first and the second corpus
respectively (a document usually contains several paraphrases).

It’s worth mentioning, that paraphrases in the Paraplag corpus were manually
created using different paraphrasing techniques:

DEL – delete some words of the original sentence.
ADD – add some words into the original sentence.
LPR (Light Paraphrase) – for texts of medium difficulty level: replace some words

or phrases of the original sentence with synonyms, reorder clauses, add new words. For
texts of hard difficulty level: change word forms (number, case, form and verb tense,
etc.) for some words in the original sentence.

SHF (shuffling) – change the order of words or clauses in the original sentence.
CCT (concatenation) – concatenate two or more original sentences into one

sentence.
SEP or SSP (sentence splitting/separation) – split the original sentence into two or

more sentences (possibly with a change in the order they appear in the text).

18 https://plagevalrus.github.io/.
19 http://ru-eval.ru/plageval/rules.html.
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SYN (synonymizing) – replace some words or phrases of the original sentence with
synonyms, replace abbreviations to their full transcripts, and vice versa, replace the
person’s name with the name initial, etc.

HPR (Heavy Paraphrase) – complex rewrite of the original sentence, which com-
bines 3–5 or even more aforementioned techniques.

CPY – copy the sentence from source and paste it into essay almost with no
changes.

For all the texts from our dataset preprocessing was performed: punctuation marks
and figures were deleted, lemmatization was done with the help of PyMorphy2 mor-
phological analyzer [12].

Another source we used for collecting data for our experiments is Paraphraser.ru
corpus which is a Russian corpus of paraphrases containing Russian sentence pairs
extracted from news headlines.

We used the corpus version containing 6281 sentence pairs (1482 precise, 3247
loose and 2209 non-paraphrases) [13]. The corpus is manually annotated so that each
pair of paraphrases gets a mark as regards semantic similarity: complete semantic
coincidence (“1”), slight semantic divergence (“0”) or considerable semantic difference
(“-1”). For our experiments we took 120 pairs of sentences: 30 from each group “1”,
“0”, “-1”, as well as 30 pairs with sentences from different groups (we marked this
group “-2”).

3 Experimental Results

3.1 Measuring Relatedness of Paraphrases from Paraphraser.Ru Corpus

For the task of splitting paraphrases into 4 groups resulting cosine values were
insufficient. However, when splitting them into 2 groups (“1” and “0” vs “-1” and “-
2”), the results both in ESA and W2V turned out to be rather high: given the cosine
value threshold 0,5 for ESA and 0,8 for W2V, precision equaled to 0,79 and 0,86
respectively. The threshold 0,8 for W2V was established empirically on the basis of
error rates for different thresholds.

The Spearmen correlation coefficient between ESA and W2V cosine values is very
high, namely, 0,86. For this reason while analyzing the results we have focused on
cases when one of the algorithms provides a correct answer and the other one makes a
mistake. Out of nine such examples W2V turned out to be better in seven and ESA in
two. Table 1 gives data about some of these examples.

A possible explanation of mistakes is provided below, after the description of the
next set of experiments.

3.2 Measuring Relatedness of Paraphrases from Paraplag Corpus

First of all, it’s worth noticing that Pearson correlation between ESA and W2V cosine
values in these experiments is also high and equals to * 0,77 for both “hard” and
“medium” corpora. However, there are considerable differences in the results in terms
of precision.
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For the “hard” corpus W2V works much better than ESA: with the threshold cosine
value 0,8 for W2V and 0,5 for ESA the precision reaches 0,67 and 0,58 respectively.
For the “medium” corpus, on the contrary, ESA shows a bit better results, the precision
namely being P = 0,93 for ESA and P = 0,91 for W2V. Some results are represented in
Tables 2 and 3.

Table 1. Some results from the Paraphraser.ru corpus. The threshold values are 0,5 for ESA and
0,8 for W2V.

ESA W2V GOLD SENT1 SENT2

0,421 0,821 1 Hoвыe кoмикcы o пpopoкe
Myxaммeдe пoявилиcь вo
Фpaнции

Bo Фpaнции издaли кoмикc
пo мoтивaм жизни пpopoкa
Myxaммaдa

0,664 0,767 −1 Poccия дacт Бaнглaдeш
$500 млн нa cтpoитeльcтвo
пepвoй в cтpaнe AЭC

Pocaтoм нaзвaл дaтy
cтpoитeльcтвa AЭC в
Бaнглaдeш

0,784 0,755 1 B Baтикaнe пepecтaли
пpинимaть плaтeжи
бaнкoвcкими кapтaми

ЦБ Итaлии зaпpeтил
плaтeжи бaнкoвcкими
кapтaми в Baтикaнe

0,539 0,752 −1 MBД: Пoxищeнный в
Пpимopьe мeтaлл нe
cвязaн c caммитoм ATЭC

Пpи cтpoитeльcтвa мocтa нa
caммит ATЭC пoxитили
мeтaлл нa 96 миллиoнoв

Table 2. Some results from the “medium” Paraplag corpus

KIND ESA W2V Susp Source

HPR 0,466 0,9017 Opиeнтиpaми нaзывaютcя
ocoбeннocти peльeфa,
oтличитeльныe мecтныe
пpeдмeты, oтнocитeльнo
чeгo мoжнo oпpeдeлить
мecтoпoлoжeниe

Mecтныe пpeдмeты и
фopмы peльeфa,
oтнocитeльнo кoтopыx
oпpeдeляют cвoe
мecтoпoлoжeниe,
пoлoжeниe цeлeй
(oбъeктoв) и yкaзывaют
нaпpaвлeниe движeния,
нaзывaютcя opиeнтиpaми

CCT 0,443 0,8261 B июлe 2006 гoдa Tesla
peшилa пoвeдaть миpy o
cвoиx плaнax, для этoгo
инжeнepы кoмпaнии
пocтpoили кpacный
пpoтoтип — EP2. Oбa
aвтoмoбиля были
выcтaвлeны нa
мepoпpиятии в Caнтa-
Клape

B июлe 2006 гoдa Tesla
peшилa пoвeдaть миpy o
cвoиx плaнax

(continued)
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Table 3. Some results from the “hard” Paraplag corpus

KIND ESA W2V Susp Source

CCT,
DEL

0,922 0,782 Ho эти киcлoты мoгyт быть
и пpиpoдными, oни
coдepжaтьcя в мoлoкe и
мяce

Taкиe киcлoты мoгyт быть
пpиpoдными

HPR 0,783 0,787 Cpeди извecтныx
xyдoжникoв нaчaлa XIX
вeкa мoжнo нaзвaть имeнa
Кипpeнcкoгo, Бpюллoвa,
Ивaнoвa

Bыдaющиecя xyдoжники
пepвoй пoлoвины XIX вeкa
cтaли Кипpeнcкий,
Бpюллoв, Ивaнoв
(« Явлeниe Xpиcтa
нapoдy »)

ADD,
DEL,
HPR,
SYN,
SHF

0,606 0,786 B пpoшлoм oн был
cпopтcмeнoм и знaл, чтo
тpeбyют cпopтcмeны oт иx
экипиpoвки

Oн тoжe был cпopтcмeнoм
и oтличнo пoнимaл, кaкoй
нyжeн пoдxoд к людям из
cпopтивнoгo миpa

ADD,
DEL,
SYN

0,220 0,842 Зaнятия cпopтoм в зpeлoм
вoзpacтe мoгyт yвeличить
КПД paбoты oт 20 дo 25%

Cчитaeтcя, чтo зaнимaяcь
физичecкими нaгpyзкaми в
зpeлoм вoзpacтe мoжнo тeм
caмым yвeличить
кoэффициeнт пoлeзнoгo
дeйcтвия paбoты oт 20 дo
25 пpoцeнтoв

CCT,
SHF

0,075 0,827 Mы пpивыкли
вocпpинимaть тaкyю eдy
кaк бyтepбpoды,
гaмбypгepы и cэндвичи кaк
лeгкиe пepeкycы нa бeгy,
пoэтoмy фacтфyд нe дaeт
нaм чeткoгo пoнимaния,
чтo y нac был
пoлнoцeнный пpиeм пищи

Caм пpинцип быcтpoгo
питaния нe дaeт
вoзмoжнocти ocoзнaть, чтo
был cъeдeн пoлнoцeнный
oбeд

(continued)

Table 2. (continued)

KIND ESA W2V Susp Source

HPR 0,833 0,7468 B cкopoм вpeмeни Фocтep
yшeл и eгo нe нa дoлгoe
вpeмя мeняeт Дoнaльд
Джoзeф Mэcкиc

Bcкope Фocтep oтчaлил и
eгo нeнaдoлгo зaмeнил
Дoнaльд Джoзeф Mэcкиc
(Donald Joseph Mascis из
DINOSAUR Jr.)

HPR 0,650 0,7804 У Кypтa c дeтcтвa былa
cклoннocть к иcкyccтвy

Кypт был зacтeнчивым
мaльчикoм c
xyдoжecтвeнными
нaклoннocтями
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As in the previous experiment described above, in the analysis we deal with cases,
where only one of the algorithms yields an incorrect result.

3.3 Error Analysis

As can be seen, W2V works better in cases where the difference between sentences is
quite sharp, and ESA yields better results where they are more similar. That is why
sentences that differ mainly via synonyms are better dealt with by ESA, the algorithm
being capable of identifying synonymy more precisely.

In experiments with Paraphraser corpus pair (1) differing in verbs
(“пoявлятьcя − издaвaть”) obtains a correct high cosine value for Word2Vec and a
low value for ESA, at the same time, pair (4) differing in the lexical content as well as
in syntactic structure gets an overrated value for Word2Vec and a correct low value for
ESA. In tests performed with Paraplag pairs (2) (“medium” corpus) and (5) (“hard
corpus”) with the coinciding core phrases but differing in length get low values for
ESA and high values for Word2Vec.

This may be connected with the fact that for each word Word2Vec retains many
words with similar meaning, but that are both in syntagmatic and paradigmatic relations
with the target word [14].

4 Summary

In course of research work on measuring semantic relatedness of Russian paraphrases
by means of Explicit Semantic Analysis and Word2Vec distributional word embedding
model we studied these algorithms and found specific aspects of their work on different
datasets.

We carried out experiments on three corpora, one of them containing paraphrases
out of news articles’ titles and two other consisting of sentences from essays, manually
written using different paraphrasing techniques, as well as their sources. We compared
the work of both algorithms, namely, ESA based on representation of texts in a high-
dimensional space model built for concepts from Wikipedia, and W2V Skip-Gram
model relying on word embedding and trained on news articles.

Table 3. (continued)

KIND ESA W2V Susp Source

CCT,
DEL

0,152 0,801 B 1934 гoдy былa
пpoвoзглaшeнa дoктpинa
coцpeaлизмa, a дpyгиe
нaпpaвлeния были внe
зaкoнa, гpyппиpoвки
xyдoжникoв были
yпpaзднeны

B 1934 гoдy в CCCP былa
oфициaльнo-
пpoвoзглaшeнa дoктpинa
coциaлиcтичecкoгo
peaлизмa
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ESA, being only recently introduced for the Russian language, has not yet been
compared to any of other algorithms for computing semantic relatedness of texts, and
our study has allowed us to find out its advantages and drawbacks. It turned out that
W2V works better for texts that have more significant differences, while ESA is
beneficial for texts that are distinct mainly in synonymous words.

Future work can deal with adjustment of some features that can be changed while
preparing Wikipedia data for ESA, e.g. the minimum number of words in an article for
it to be indexed or a threshold for rare words to be deleted, etc. What is more, a possible
line of research is exploring whether ESA works better if we take a new and bigger
version of Wikipedia containing more articles.
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Mapping Texts to Multidimensional Emotional
Space: Challenges for Dataset Acquisition

in Sentiment Analysis
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Abstract. The cornerstone for any sentiment analysis research is labeled data
and its acquisition. Canonical corpuses for this task contain different reviews
(movies, restaurants) where sentiment can be derived from reviewer’s explicit
rating of a reviewed item. Ratings go with supplied comments, which are used as
text samples and ratings are converted into labels. Usually emotion labels come
in binary form like “negative\positive”.

This simplistic approach works well when we are dealing with binary
emotional model, but it turns to fail when we are dealing with more complex
emotional models like “Pleasure-Arousal-Dominance (PAD)” or Lövheim’s
Cube, when we collect data from various sources and of different types (fiction
books, social networks conversations, blog posts etc.) or when we delegate
labeling to external assessors.

In the article, we describe which methodological problems we faced while
collecting dataset for sentiment analysis backed by Lövheim’s Cube - emotional
model that represents an emotion as a point in three-dimensional space of balance
of three monoamines (Dopamine, Serotonin and Noradrenaline).

These problems include the choice of necessary metadata to be collected
along with text and labels, choice of tools used for labeling and survey design.

Keywords: Sentiment analysis · Emotion label · Lövheim’s Cube

1 Lövheim’s Cube Emotional Model

The goal of the research is to investigate linguistic representations of emotions in context
of Lövheim’s Cube of Emotions in Russian language and their practical aspects for
example in use of sentiment analysis related tasks.

We have chosen this emotional model because it is neurologically funded. Major
psychological theories of emotions provide phenomenological views of emotions -
usually emotions are defined subjectively depending of what a person feels. Such
approaches are vague from formalist point of view and can be hardly used computer-
related fields. Otherwise, Lövheim’s approach provides formal representation of
emotions as functions of neurotransmitters, which are responsible for neuro-somatic
response towards some stimulus. This function takes objective parameters to be the
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arguments [2] and these parameters are mixtures or proportions of three monoamine
neurotransmitters: serotonin, dopamine and noradrenaline. The balance of these mono‐
amines forms a three-dimensional space represented by the following visual mode
(Fig. 1):

Fig. 1. Lövheim’s cube of emotions

Such approach for modelling emotions numerically is also used outside neurology.
It is used for creating intellectual emotional agents in robotics or computer games.

2 Data Acquisition for Sentiment Analysis

For this particular research or other research that deals with sentiment analysis, we need
labeled or annotated data. A big amount of randomized samples from different sources
makes it feasible for conduction of deep and reliable research in sphere of relations
between a text and emotional state that stand behind it on big dataset.

Canonical corpora which are available for English and Russian mostly contain data‐
sets with binary labels - “positive” or “negative”. Such corpora can be used for building
models for text classification, like reviews, forums and social networks comments, but
can’t be used for deep research in emotion-text interconnection as they are bound to
binary scale, and emotions are certainly can’t be reduced to positive\negative ones.

Unfortunately, there are few large corpora for Russian language with labels beyond
binary scale, and there are no corpora labeled according to Lövheim’s model neither for
Russian nor for English. So in our research we faced the need of collecting such a corpus.
Certainly such data should be collected from different sources with help of assessor with
different social and demographic background. For this task the solution appeared to be
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crowdsourcing platforms, which can facilitate speed of label with help of large
community.

If problem with assessors can be considered to be solved, the problem upon how to
label data remains open - two main questions arise

– How to map texts with Lövheim’s Cube emotional model inventory
– Which tools to provide for such a mapping

The straightforward way is to use labels - there are 8 vertices of the cube that can be
used as corresponding labels. When can add a “neutral” label to this set and suggest an
assessor to choose the label that he thinks is the most suitable for the text sample.

But in such approach we potentially lose information for cases with intermediate
emotions. The advantage of the Lövheim’s Cube emotional model is that it provides
non-discrete continuous estimation of emotion states, as emotions themselves are not
discrete - particular emotion can be a mix of anger and disgust, or excitement and surprise
on so on, and each component in emotion can be expressed higher or lower. In discrete
approach, we have to invent names for such “intermediate” emotions, but Lövheim’s
model allows us to use numeric coordinates. For example: what could be the name for
an emotion between surprise and disgust? No need to name this complex emotion, in
terms of Lövheim’s Cube model it can be referenced as (0.5, 0, 1) where first coordinate
is for noradrenaline level, second is for dopamine and the third is for serotonin. That
problem is which tools we should provide to map text to this coordinates.

3 Mapping Emotions to Point in Space

Major feature of Lövheim’s cube are coordinate axes, which correspond to degree of
presence of three monoamines - noradrenaline, serotonin and dopamine. Minimal degree
of all monoamines corresponds to Shame\Humiliation; the maximum degree corre‐
sponds to Interest\Excitement. It’s quite straightforward to ask an assessor to set coor‐
dinates of emotion in three coordinates, for example with help of scroll bars (Fig. 2):

Fig. 2. Scroll-bars for assessing text with monoamines expressions
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With help of scrollbars we can map their positions to the point to explicitly setting
its coordinates. But here we face with problem that an ordinary assessor is not aware for
such unknown thing as monoamines expression. Moreover neurological details and
necessary pre-teaching of those concepts for assessor can be a serious distraction while
data acquisition and so may lead to low quality of assessments.

The workaround here maybe to interpret monoamines degree of expression in terms
familiar to an assessor. For example, noradrenalin is responsible for arousal, dopamine
is for reinforcement, and serotonin is for self-confidence [7]. But nevertheless such terms
are too abstract and quite neurology-domain specific. An ordinary assessor can hardly
evaluate “reinforcement” or “arousal” of a sentiment in text. We should step out from
verbalizing monoamines functions in this task and search for other variants that should
definitely engage terms familiar to an assessor to operate.

3.1 Mapping Emotions Using Supporting Cube Diagonals

For representing emotional space in terms familiar for an assessor we can use oppositions
between emotions situated on cube’s vertices. For such oppositions we can use cube
diagonals shown on Fig. 3:

Fig. 3. Supporting diagonals of Lövheim’s Cube

In such case we have four oppositions

– Distress - Enjoyment
– Rage - Disgust
– Shame - Excitement
– Fear - Surprise

Here we can see that these emotion pairs forms four dichotomies and at their extreme
points monoamines’ balance is inverted - fear, for example, is a negative form of
surprise, rage is aggressive antonym of disgust etc. These terms are familiar for asses‐
sors, and they can reliably estimate their subjective impact of a text sample. Moreover
with such approach respondents may scale the emotional expression to differentiate for
example “very aggressive” text from “moderately aggressive” one.

With these oppositions we may ask assessors to adjust each slide bar to positions
they think mostly corresponds to. If one of oppositions is not expressed in text the
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scrollbar should remain in central (neutral) position. Possible interface for this kind of
task is presented on Fig. 4:

Fig. 4. Scrollbars with diagonal oppositions

Such an approach also provides opportunity to point “secondary emotions”, in case
when text sample is mostly about fear sentiment, but an assessor want to mention slight
impact of rage. In case of discrete labels when only one answer is allowed it’s impossible
to do so.

To process such responds with supporting diagonals we should treat each scrollbar
position as vector. For this task we need to shift the center of axes to the center of cube
that can be view a neutral state. The distance from cube’s center to its vertices is one.
This will allow us to treat each opposition as (–1,1) period and to map a slide-bar position
to a vector which angle coincides with corresponding diagonal and the magnate that is
equal to value chosen for a given emotional oppositions. Scrollbar that remains in neutral
position are considered to be null vectors with null magnitude.

Fig. 5. Possible configuration of scrollbar
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To get the final estimation of the text we sum up the vectors. For example scrollbars
position on Fig. 5 tells us that an assessor considered estimated text sample to express
much surprise with a bit of disgust. His estimates from scrollbar can be converted to
vectors on Fig. 6 the resulting vector points on Surprise domain.

Fig. 6. Vector representation of response in Fig. 5

4 Conclusion and Discussion

At the time of writing, this approach towards data acquisition in such a continuous way
is under development. This concept is believed to be very promising as it suggests step‐
ping out from viewing text sentiment as discrete objects and moving towards more
complex continuous way of accessing and representing text sentiments. Of course there
several problems:

The first one is validation of Lövheim’s theory itself - because of novelty and relation
with neurology it has to be validated by neurological tools like tomogram or medical
tests. By now, the status of his theory does not enable wide campaigns for biological
studies. His Cube remains only a possible model.

The second problem for our approach is handling corner cases when an assessor
decides to toggle scrollbars to random extreme position. To prevent this we might add
some vector metrics including angular deviations in assessor’s response.

The third problem is “user-friendliness” of our approach. In spite of provide complex
answers, toggling four different sidebar is still more difficult than just choosing one label,
and here we have to engage UX\UI competences. In addition, a question of correct
instructions remains unresolved.
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Abstract. The paper reports on an ongoing research whose main objective is to
address problems in ontology conceptualizing and techniques for building
domain ontologies suitable for processing texts in multiple languages. Such
ontologies are useful in different NLP tasks from creating semantically anno-
tated multilingual resources to multilingual information retrieval, extraction and
machine translation. Another research objective is to contribute to the pool of
ontological resources for the terrorist domain as the analysis of terrorism has
now been in focus as a matter of national security for more than a decade. The
emphasis is made on the linguistic issues of ontology development as the main
prerequisite of ontology computer realization. Our approach is a mixed top-
down and bottom-up technique adjusted to the domain specificity in the mul-
tilingual context. The paper argues for a clear division between the language-
dependent lexical knowledge and language-independent conceptual knowledge
that, nevertheless, should be represented so as to provide as many direct map-
pings “lexeme-ontological concept” as possible. The approach is illustrated with
an ontology prototype to process texts of terroristic content in the English,
French, and Russian languages.

Keywords: Domain ontology � Conceptualization � Multilingualism
Terrorism

1 Introduction

In language engineering, ontology as means for disambiguation and a meta-language of
semantic structures for natural language understanding has been in focus of research
and development activities for nearly three decades. Understanding of natural language
provided by ontologies is useful for different types of applications, such as information
indexing and extraction, machine translation, question answering, etc. The number of
works on ontologies has drastically increased since 2001, when the Semantic Web was
popularized [1] with its promise of data interoperability at the semantic level. Cur-
rently, the scope of R&D on ontologies ranges from linguistic and methodological
issues to tools and actual knowledge bases meant to cover general or domain knowl-
edge. Quite a number of ontology libraries [2] make these developments publicly
accessible.
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In recent years, due to globalization, multilingual exchangeability and, hence,
multilingualism as related to ontologies has attracted much attention. The term “mul-
tilingual ontology” was coined and, though, it is not understood exactly in the same
way by different researches, all works on ontology multilingualism share the same goal,
– to make it possible to use ontological knowledge in tools that can process texts in
different languages. Current efforts in this direction cover only a small set of widely
used languages such as English, Spanish, French, etc. [3].

This paper reports on an ongoing research whose main objective is to address
problems in conceptualization and offer techniques for building domain ontologies
suitable for processing texts in multiple languages. The emphasis is made on the
linguistic issues of ontology development as the main prerequisite of an ontology
computer realization. The paper argues for a clear division between the language-
dependent lexical knowledge and language-independent conceptual knowledge that,
nevertheless, should be represented in the ontology so as to provide as many direct
mappings “lexeme-ontological concept” as possible. Our approach is a mixed top-
down and bottom-up technique adjusted to the domain specificity in the multilingual
context. It is illustrated with an ontology prototype that could be useful for processing
texts of terroristic content in the English, French and Russian languages.

Our motivation for selecting terrorism as the domain of research is that countert-
errorist activity, a matter of national security, requires, among other important mea-
sures, operative analysis of text information. The studies currently conducted
to analyze terrorist activity on the basis of text flows are focused mainly on two tasks:

• tracking texts of terrorist content, and
• detecting and analyzing factors, by means of which such texts affect certain targeted

groups.

Within the scope of the former task, software tools are developed for searching
terrorism-related text fragments on the Web [4]. The latter task, in turn, is aimed at
developing methodologies and tools for analytical examination of terrorist texts in
order to get ideas of both a generalized psychological profile of people involved in
terrorist activities [5] and a profile of a particular terrorist [6]. Among other directions
of studies on terrorism are efforts on the (a) identification of the ways certain targeted
groups of population respond to the media discourse on terrorism [7] and (d) preven-
tion of the population radicalization [8]. Up to now, there are no satisfactory solutions
to these problems and though the work has already started on developing ontological
resources for certain aspects of terrorist domain, they are so far meant for processing
information in English [9–11], which makes a multilingual terrorist ontology a useful
contribution to the field.

The paper is structured as follows. Section 2 discusses the understanding of the
term “multilingual ontology” in the context of different types and interpretations of the
term “ontology” and gives an overview of the currently developed terrorist domain
ontologies. Section 3 describes our development process. We conclude with the
summary and future work.
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2 Background

2.1 Ontologies and Multilinguality

Since most of ontologies are developed based on the lexica of one language (often
English) and use the concept labels formulated in the same language (again, often
English), multilingualism in ontologies is generally understood in two major senses –as
the capability of one ontology to be applied to processing texts in different languages
and as the adaptation (or understandability) of the ontology labels for the users in
different languages. The way these issues are dealt with in R&D on ontological mul-
tilingualism depends greatly on how the term “ontology” is interpreted.

The classical definition of ontology as “an explicit specification of a conceptual-
ization.”, where conceptualization is “an abstract, simplified view of the world that we
wish to represent for some purpose” [12, p. 199] is accepted by all ontology developers
and is generally understood as a structural framework for organizing and representing
knowledge with a set of concepts and the relationships between them. However,
although the definition above underlies all works on ontology development, its specific
interpretations vary greatly. The most important difference in interpreting the term
“ontology” that has a major impact on approaches to ontological multilingualism
concerns the way the developers understand the relation between the natural language
lexica inventory and ontological concepts; the opinions here are quite polar.

In the framework of the first approach, ontologies are required to be language-
independent. Such ontologies are not a priori linked to any natural language like,
for example, the commercial ontology Mikrokosmos originally created for machine
translation [13], SUMO (Suggested Upper Merged Ontology) for information pro-
cessing [14] and BFO (Basic Formal Ontology), originally designed for the purposes
of information retrieval [15]. In domestic linguistics, the most promising research
on creating language-independent ontological resources for text understanding is
described in [16].

Within the second approach, ontologies are treated as thesaurus-like structures
whose elements are defined by the properties of lexica in a specific language. A well-
known example of such language-dependent resources, often called ontological, is the
famous WordNet thesaurus [17].

The language-independent ontologies allow multilinguality in the first sense (ap-
plicability to texts in multiple languages) per definition, provided every unit
in the vocabulary of a particular language is referred (according to special rules)
to an ontology concept. The fact that in most of such ontologies concepts are labeled
with words in a certain language (most often English) is explained by the convenience
convention only. The wordings of concept labels in this case have nothing to do with
the meaning of the concept, which is only specified by the slot fillers in a concept
frame. To raise the degree of applicability of language-independent ontologies to
processing multilingual texts involves creating for every new language explicit linking
of its lexica to ontology concepts (which of course is not trivial and might require
refining the set of ontological concepts and/or their properties). Here the goal of the
developers is to provide for the interfacing tools that could reduce developers’ efforts
on mapping lexica to ontological concepts. A success example of such work on
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multilingualism is the Mikrokosmos acquisition interface, through which the senses of
English, Spanish, and Chinese lexical units are described by means of ontological
concepts and a set of restriction rules. In Russia, a multilingual language-independent
ontology based on SUMO concepts is being developed in Laboratory of Computational
Linguistics of the Institute for Information Transmission Problems of the Russian
Academy of Science [16]. There are also efforts to provide for the multilingualism
in the second sense, – the adaptation, or understandability of the ontology for the users
in different languages. The most frequent proposition is to localize the labels of on-
tology concepts, rather than modifying the ontological conceptualization. In [18] it is
suggested to be done by the association of word senses in different languages to on-
tology concepts through a special linguistic model, while in [19] a tool for a semi-
automatic translation of ontology labels is suggested as a means of ontology local-
ization. One more localization technique is to manually annotate ontological concepts
with labels in different languages [20]. Obviously, translating or annotating concept
labels in multiple languages could only be applied to very restricted domain ontologies,
where one might hope for similar cross-linguistic conceptualizations.

Within the framework of language-dependent ontological research, the ontological
multilingualism is approached in a different way. Here one can find tools proposed for a
semi-automatic procedure to create separate ontologies for different natural languages
[3] or methodologies on how to relate different ontologies that have been initially
grounded in each language of interest by mapping both, the data and the metadata,
among the language-specific ontologies [21]. A similar, though not exactly the same
technique is proposed in [22], where one language-dependent ontology is used as a
seed resource to build another language-dependent ontology.

2.2 Domain Ontologies on Terrorism

An ontology focused on the terrorism domain should ideally contain all knowledge
about terrorist events, which is a very complex phenomenon and includes a huge
number of situations and relationships that are next to impossible to structure in the
form of a unified system. In practice, the ontological R&D either focus on certain
aspects of terrorism or are limited to constructing basic domain ontologies that do not
reflect the specificity of each type of terrorist activity. Depending on their purpose and
targeted user, ontologies vary in content, depth, breadth, and set of concepts, acqui-
sition techniques, and representation formalisms posing a lot of problems to their
developers. Therefore, up to now terrorist ontologies are mostly research projects under
development, rather than products. We further illustrate the above with a brief over-
view of the following terrorism domain ontologies:

• PiT (ontology for the Profiles in Terror web portal) [9],
• AIT (Adversary–Intent–Target) [11],
• Ontology of Terrorism [10, 23].
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The first two ontologies are being developed by American researchers, while the
third resource is a Russian project. Bearing in mind the purpose of our research, these
ontologies are examined along the following parameters: ontology scope and the end
user, link to a top-level ontology, acquisition technique, basic concepts, instances, and
representation formalism.

The PiT ontology is developed for the strategic purposes of the U.S. intelligence
counterterrorism services. It is designed to track terrorist activities and represents
knowledge about the terrorist network, comprising a set of organizations and individual
terrorists, as well as their numerous relations. The conceptual knowledge is extracted
from English databases containing information about terrorist attacks and terrorists.
The ontology labels are worded in English. The resource is not linked to any upper
level ontology and develops its own structuring of the reality using a mixed acquisition
technique where to relate more detailed concepts to broader ones is often achieved with
the Russian stacking doll solution. For example, to such broad concepts as EVENT (to
which the actual act of terrorism refers), PERSON (participants in the terrorist act) and
ORGANIZATION (terrorist groups), the developers add concepts describing the CIVIL

STATUS OF THE TERRORIST, his CONTACTS with other people, various METHODS OF SECRET
COMMUNICATION and so on. PiT is a fairly extensive ontology: it contains 70 concepts
and 173 properties. In addition to concepts, the ontology contains instances, which are
a must, because a large part of the ontology is to cover various features of individual
terrorists and relations between them. The ontology is written in OWL.

The AIT ontology is developed for the U.S. intelligence counterterrorism services
as well. It is designed to predict terrorist attacks based on English language data on
terrorist organizations, their intentions, and available weapons. AIT should become part
of a comprehensive BOOT ontology, which stands for Basic Ontology of Terrorism.
AIT is linked to the upper-level ontology BFO [15] and follows its division of the
reality into MATERIAL OBJECTS, QUALITIES, and PROCESSES. AIT splits the top-level
concepts of BFO into concepts specific to the terrorism domain. The acquisition
approach is a mixed technique where the ontology development starts with a model
statement: “A terrorist attack occurs when an adversary, with intent and capability, uses
a weapon against a target” [11, p. 13]. All keywords from this statement are analyzed
by the terrorist domain experts in order to identify concepts related to the keywords.
This results into a set of basic terms of the domain and relations between them. The
ontology labels are worded in English. AIT comprises only 11 basic relations and 4
inverse ones, but it has many concepts obtained by specifying those from the model
statement. The role of instances in AIT is less significant than that in the PiT ontology,
because, as claimed by the developers, specific terrorist attacks, especially those that
happened in the distant past, are no help in solving counter-terrorism problems
of today. The ontology language is OWL.

The Ontology of Terrorism of the Russian project is developed to study the concept
of terrorism in the English and Russian discourses of international news on terrorism.
This ontology does not have a strictly formulated applied orientation and is meant for
further research in linguistics, philosophy, and social science. The authors conduct the
content analysis of the concept TERRORISM based on its definitions found in different
Russian and English dictionaries with the use of component semantic analysis and thus
build taxonomy of terrorism-related concepts. The main concept of the ontology is
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TERRORISM, which is then specified into SUBJECT, OBJECT, RESULTS, and CONSEQUENCES

OF TERRORIST ACTIVITY. Each concept is represented as a frame with slots filled with
concept properties. The labels of this ontology have Russian wording. The authors then
extract lexical units from Russian and English comparable corpora and link them to the
ontology concepts.

3 Ontology Building

3.1 Preliminary Remarks

In our project, we follow three basic methodological assumptions. The first is that
ontology is a reusable language-independent resource; the second is that “domain-
specific knowledge is not isolated from general world knowledge” [24, p. 233] and we,
therefore, link our ontological resource to the upper-level Mikrokosmos ontology [13]
to reuse the knowledge that is already there. We follow the initial Mikrokosmos
division of the reality into OBJECTS, EVENTS, and PROPERTIES, and use its formalism. We
also keep concept labels worded in English.

There are three major approaches to ontology building that rely on top-down,
bottom-up or mixed techniques. In the top-down approach ontology building goes from
the most universal concepts to more specific ones; the bottom-up approach, on the
contrary, proposes to get universal concepts by generalizing the narrower ones. In the
mixed approach, first key concepts are defined, which are further generalized and
detailed [23]. Ontology concepts can be derived from different sources, such as
encyclopedias, thesauri, dictionaries, glossaries, databases, corpora, etc., using one or a
combination of formal (e.g., statistical) or informal (e.g., intuitive/heuristic) methods.

Our third assumption is that conceptual information on terrorism can be extracted
from multilingual comparable domain corpora using mixed acquisition techniques.

3.2 Defining Concepts

We started our work with the acquisition of comparable corpora on terrorism as found
in the Internet in three languages, – Russian, English and French, and dated no earlier
than 2016. The resulting corpora are of about half a million words each and are mostly
composed of news articles reporting on terrorist attacks.

It is well known that it is noun and verb phrases that are the closest to the text
content. We therefore concentrated on extracting these types of phrases from every
corpus. The extraction was done in two steps. First, the seed set of phrases up to four
components long were automatically extracted from the English, French, and Russian
corpora with the universal extractor of typed phrases and key words described in [25].
The extractor was preliminary trained for the terrorist domain in all the three languages.
We further searched the corpora for longer lexical items with the regular “find”
functionality using the seed set of 4-component phrases. The resulting set was grouped
into semantic fields according to the sense closeness within the same language, and
across languages. We are fully aware that words and phrases identified as translation
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equivalents are rarely completely identical in sense but, following [18], we use this
approach for the practical purpose of providing for multilingualism.

Attributing some of the lexemes to a certain semantic field can be purely corpus
based, which is the case, e.g., with the English items militant and fighter. In general use
these lexemes are defined as people who act militant or fight, respectively, without any
reference to terrorism. In the domain corpus, they are used in the same contexts as the
word terrorist when military actions are described and we could not find the use of
militant and fighter meaning “good guys” of the military conflict.

An example of grouping of multilingual lexical items in conceptual areas is shown
in Table 1 for the semantic field ‘Terrorist’. All lexical items in this table, when used in
the corpora, share the same semantic component – ‘a person who employs methods of
terror to achieve their own goals’. The numbers in brackets show the absolute fre-
quency (F) of a lexical item in the corresponding corpus.

This stage of corpora analysis resulted in the identification of the following main
semantic fields covering multilingual lexicons in the terrorist corpora: terrorism and its
types, terrorist attacks (events), countries or cities the attacks occur in, specific places
the attacks occur in, temporal parameters of the attacks, attack means, attack strategies,
organizations behind the attacks, attitude towards attacks, terrorist organizations, ter-
rorists, terrorism support, terrorist goals, results and consequences of the attacks, tar-
gets, counter-terrorism activities, war and politics, religion.

Based on this semantic classification of lexical units, we first defined TERRORISM,
TERRORIST ATTACK, TERRORIST, TERRORIST ORGANIZATION, and WEAPON as basic terrorist
domain concepts and then, by analyzing particular semantic properties of the lexemes
in the lexical semantic fields, searched for more domain-specific concepts related to
them. For example, the TERRORIST lexical semantic field gave us such (PROPERTY
ATTRIBUTE) concept as GENDER and (PROPERTY RELATION) concepts as AGENT-OF MILITARY-
ACTIVITY for fighter or AGENT-OF SUICIDE-BOMB-ATTACK for suicide bomber.

Table 1. Fragments of the lexical lists grouped into the semantic field ‘Terrorist’

English (F) French (F) Russian (F)

terrorist (1374) terroriste (1823) тeppopиcт (1949)
militant (437) kamikaze (168) бoeвик (1793)
fighter (401) combattant (164) cмepтник (237)
gunman (357) femme kamikaze (6) тeppopиcт-cмepтник (133)
suicide bomber (131) djihadiste (4) тeppopиcткa-cмepтницa (16)
jihadi (7) loup solitaire (3) тeppopиcткa (6)
female suicide bomber (5) terroriste de l’EI (3) джиxaдиcт (4)
female terrorist (4) combattant terroriste (2) игилoвeц (4)
lone-wolf terrorist (4) femme terroriste (2) тeppopиcт-oдинoчкa (4)
ISIS terrorist (3) recruteur terroriste (2) тeppopиcт-вepбoвщик (4)
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When the initial set of concepts and relations between them were defined, we
further augmented and refined the pool of concepts and relations by using the text-
template technique. For example, such RELATION concepts as IS-A and INSTANCE-OF can
be linked (though not exclusively) to the following parallel text templates in English,
French and Russian as

A is /est /этo B
B such as /comme /тaкиe кaк A
A and other /et autres /и дpyгиe B,

wherein B is a more generalized concept, while A is a more specific one or an instance;
in cursive are parallel English, French and Russian textual fragments.

Another example of our multilingual acquisition templates is

attack /attaque /aтaкa with /using /involving /avec /au moyen de /c
иcпoльзoвaниeм /c пpимeнeниeм A,

wherein the words in cursive are textual manifestations of the RELATION concept IN-

STRUMENT in the three languages.
By processing the corresponding corpora with these templates, we identified such

subconcepts of the WEAPON concept as BLADE WEAPON, FIREARM, CHEMICAL WEAPON,
and EXPLOSIVE DEVICE. With the same templates we identified a number of concepts that
are actually not weapons, but can be used as such by terrorists: CAR, TRUCK, and PLANE,
i.e. vehicles. These concepts have no connection to WEAPON in the ontology, but are
linked to some specific attack types by means of the relation INSTRUMENT. Up to now
our ontology contains 92 concepts, 20 relations, 7 attributes.

Fragments of the ontology for the terrorist domain as linked to the second-level
Mikrokosmos concepts OBJECT and EVENT and the third-level concept RELATION (the
child of PROPERTY) by the IS-A relation are shown in Figs. 1, 2 and 3, respectively.
Figure 4 shows an ontological fragment with different types of relations.

Fig. 1. A fragment of the OBJECT branch of the ontological tree for the Terrorism domain
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Fig. 2. A fragment of the EVENT branch of the ontological tree for the terrorism domain

Fig. 3. A fragment of the RELATION branch of the ontological tree for the terrorism domain

Fig. 4. A fragment of the ontology for the terrorism domain
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Following the Mikrokosmos formalism, the structure of CONCEPTS in the terrorism
ontology is represented by frames, though of a simplified structure. A frame has a name
(of a CONCEPT) and slots. The name is simply a label to index CONCEPTS. English words
are used as names of CONCEPTS by pure convention. The meaning of a CONCEPT is
conveyed by its properties, represented as slots. Slots, in turn, have facets describing
some finer distinctions between the possible fillers of the slot: VALUE, SEM, and DEFAULT.
The fillers of a VALUE facet are actual value(s) (if any) for a given slot of the given
concept. The fillers of the SEM facet are semantic constraints (selectional restrictions),
which refer to ontological concepts, from which the fillers of the VALUE or DEFAULT

facets should be chosen. Facets can be filled with CONCEPTS, INSTANCES of concepts,
literal symbols, a scalar range and, a number. All CONCEPT frames have non-special and
special slots. Special slots for all kinds of concepts are DEFINITION, IS-A, SUBCLASSES and
INSTANCES, their values are not inherited, while the SEM facets are inherited in the
ontology. The DEFINITION slot has only the VALUE facet whose filler is a definition of the
concept in English intended only for human consumption. The DEFINITION slot is
mandatory. Figures 5 and 6 give examples of OBJECT and EVENT concept frames.

LABEL EXPLOSIVE-DEVICE VALUE

DEFINITION
“an object filled with a bursting charge and explod-
ed by means of a fuse, by impact, or otherwise”

VALUE

IS-A WEAPON VALUE
SUBCLASSES IMPROVESED-EXPLOSIVE-DEVICE VALUE
HAS-PART EXPLOSIVE-SUBSTANCE SEM

INSTRUMENT-OF
BOMB-ATTACK DEFAULT
CRIMINAL-ACTIVITY, MILITARY-ACTIVITY SEM

Fig. 5. The frame of the OBJECT concept EXPLOSIVE-DEVICE

LABEL BOMB-ATTACK VALUE

DEFINITION
“an attack performed by a terrorist or a group of 
terrorists using an explosive device as weapon”

VALUE

IS-A TERR-ATTACK VALUE
SUBCLASSES SUICIDE-BOMB-ATTACK VALUE
LEGALITY-ATTRIBUTE NO VALUE
NUMBER-OF-
EXPLOSIONS

VALUE

AGENT
TERRORIST, TERR-ORGANIZATION-PART, 
TERR-ORGANIZATION

SEM

THEME
CROWD DEFAULT
HUMAN SEM

INSTRUMENT EXPLOSIVE-DEVICE SEM

LOCATION
BUILDING, PUBLIC-TRANSPORTATION-
LOCATION, PLACE

SEM

Fig. 6. The frame of the EVENT concept BOMB-ATTACK
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4 Conclusions

We have presented an ongoing research aimed at the development of terrorism
ontology for multilingual text processing on the example of the English, French, and
Russian languages. The ontology is linked to the upper-level language-independent
Mikrokosmos ontology and reuses its formalism in a simplified version. A methodol-
ogy for the acquisition of ontological concepts based on extracting corpus-based
translation equivalents and grouping them into semantic fields with the subsequent
refinement by textual templates has been proposed. The methodology can most likely
be used on the material of a broader set of languages that would of course include the
development of corresponding language-dependent textual templates. Our future work
is aimed at enlarging both the depth and the breadth of the ontology. We are also
planning to develop rules for mapping language expressions to ontology concepts.
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Abstract. Cross-tagset parsing is based on the substitution of one anno-
tation layer for another while processing data within one language. As
often as not, either the native tagger or the dependency parser used in
(pre-)annotation of the Gold treebank is not available. The cross-tagset
approach allows one to annotate new texts using freely available tools or
tools optimized to user’s needs. We evaluate the robustness of Russian
dependency parsing using different morphological and syntactic tagsets
in input and output. Qualitative analysis of errors shows that the cross-
substitution of three morphological tagsets and two syntactic tagsets
causes only a mild drop in performance.

Keywords: Dependency parsing · Cross-tagset parsing
Parser evaluation · Russian language treebanks
Universal dependencies · SynTagRus

1 Introduction

It is not uncommon that a computational linguist faces the following challenges:

• annotation tools or data are not available;
• a larger corpus exists only in different annotation standards;
• the linguistic theory or IT practice moves on changing the inventory of corpus

tags.

The cross-tagset parsing is an approach that attempts to develop and extend
linguistic corpora by the substitution of one annotation layer for another in the
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data within one language. Whereas certain approaches, such as using coarse-
grained POS tags or delexicalized feature set, is widely used, the more practical
strategy would be adapting alternative annotations, especially if a morphological
or syntactic parser involved in the annotation of the gold collection is not freely
available or lacks a disambiguation module or a new word guesser.

The cross-tagset parsing can be seen as a spin-off of the cross-lingual parsing
task [12,21], with the notable difference that in the cross-tagset parsing the
direct projection of POS and dependencies is unreliable by default, even though
the lexical layer (and associated distributional probabilities) remain the same.

In this paper, we present the cross-tagset parsing approach and evaluate the
robustness of the cross-tagset annotation for Russian.

At present, several existing corpora are annotated in different schemes. Many
popular morphological taggers developed for Russian (see [10,18]) are based on
different tagsets. As a result, the morphological tagsets of the SynTagRus tree-
bank [1,2,6], Russian National Corpus (RNC) core collection [8], RuTenTen
and other large corpora [9] are not consistent with each other. As for syntac-
tic annotation, the most common representation is dependency trees which are
implemented considerably differently in a number of language specific parsers [22]
and treebanks, e.g. SynTagRus and UD-Russian (universaldependencies.org,
[16,17], cf. also Fig. 1).

Fig. 1. Annotation of a sample sentence in SynTagRus (above) and UD-Russian
(below).

We evaluate the dependency parsing models, which take as an input three
different morphological tagsets, namely, the original SynTagRus tagset, RNC
tagset, and Russian UD tagset (v. 1.4). We expect roughly comparable accuracy
of the models although there is no perfect matching among POS classes, and
the borders of inflectional categories also overlap across tagsets. As a next step,
we experiment with two full tagsets (morphology and dependency relations),
namely SynTagRus and Russian UD tagsets [5,11]. We expect that the overall
score of the UD model will improve compared to the scores of the SynTagRus
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Table 1. POS tags used in the datasets.

Dataset 1 Dataset 2 Dataset 3 Dataset 4

A 100104 A 107806 ADJ 91065 ADJ 91021

ADV 39371 ADV 43049 ADP 76040 ADP 75675

CONJ 44128 CONJ 44128 ADV 43049 ADV 43414

INTJ 74 INTJ 74 CONJ 31848 AUX 6139

NUM 11486 NUM 10018 DET 16746 CONJ 31848

PART 29341 PART 25663 INTJ 74 DET 16790

PR 76044 PARTCP 13660 NOUN 237569 INTJ 74

S 267683 PR 76044 NUM 10018 NOUN 237569

V 98897 S 241875 PART 25663 NUM 10018

- - SPRO 19574 PRON 23185 PART 25663

- - V 85237 SCONJ 12280 PRON 23185

- - - - SYM 694 SCONJ 12280

- - - - VERB 98897 SYM 694

- - - - - - VERB 92758

model since the classes of syntactic relations are more coarse-grained and they
are less lexically dependent.

As a standard tool, we use MaltParser [15], the most cited tool for parsing
Russian data as of 2017, which is superior in terms of replicability. The crucial
point is that we are not trying to achieve state-of-the-art results in dependency
parsing, rather, the aim of our study is to evaluate the robustness of MaltParser
models trained on Russian data and explore the influence of various tagsets on
the syntactic annotation quality.

The paper is structured as follows. Section 2 briefly describes tagsets and tools
in use. Section 3 reports on the experiments and results. Section 4 is focused on
the analysis of typical cross-parsing errors.

2 Tagsets and Tools

Table 1 summarizes the key features of the tagsets: an inventory of POS tags and
their raw frequencies. For full documentation of dependency labels, see [3,11].
The datasets are described below, see Sect. 3.1. Note that the dependency anno-
tation schemes differ not only in the amount of labels but also in the topology of
syntactic trees, see Fig. 2. The SynTagRus sentence structures looks like a line-
graph and meaningful nodes connect through the functional parts of speech. In
contrast, the UD sentence structures tend to star-graph, the edges connecting
the meaningful nodes such as verbs and nouns. The functional parts of speech
such as articles and prepositions are moved to the periphery.

Compared to the UD structure, the average path length from the root node to
the functional node is almost twice as long in the SynTagRus structure (Table 2).
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Fig. 2. Sentence structures in SynTagRus (left) and UD (right).

Table 2. Average path length.

Average path length to
a meaningful node

Average path length to
a functional node

The SynTagRus
sentence structure

3.75 2.8

The UD sentence structure 2.0 1.8

The models are trained and tuned using POS tags and morphological fea-
tures. Identical settings are applied to the datasets. The training algorithm is
nivreeager [14], a Library for Large Linear Classification [7] is used as a machine
learning package.

The models are available at https://github.com/Kira-D/Russian-
SynTagRus-Parser/tree/master/DTGS2018.

Evaluation was performed with MaltEval [13] and TedEval [23].

3 Experiments

Several tagset-specific datasets were created and evaluated. The first experiment
involved Datasets 1—3. Three models which have different morphology layers
were trained to test how the morphological tagsets affect the parsing quality.

The second experiment employed pairwise experiment evaluation for
Datasets 1 and 4. Two models were tested to assess the potential losses in
parsing quality caused by switching to automatically converted UD treebank,
where among other issues the sentence structure and morphological annotation
principle were completely different from SynTagRus.

https://github.com/Kira-D/Russian-SynTagRus-Parser/tree/master/DTGS2018
https://github.com/Kira-D/Russian-SynTagRus-Parser/tree/master/DTGS2018
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Table 3. LAS & UAS.

Model LAS UAS

Dataset 1. SynTagRus POS + SynTagRus deps 84.3%−1.5 89.7%

Dataset 2. Mystem POS + SynTagRus deps 83.6%−2.2 89.4%−0.3

Dataset 3. UD POS + SynTagRus deps 83.7%−2.1 89.4%−0.3

Dataset 4. UD POS + UD deps 85.8% 87.9%−1.8

Table 4. Error distribution.

Mistaken label I completive circumstantial root quasi-agentive II completive

Dataset 1. SynTagRus POS + SynTagRus deps

Error rate 18.00% 28.57% 21.06% 26.45% 37.48%

Overall error rate 1.83% 1.80% 1.20% 0.86% 0.83%

Dataset 2. Mystem POS + SynTagRus deps

Error rate 19.00% 29.99% 21.70% 39.18% 25.89%

Overall error rate 1.93% 1.89% 1.24% 0.86% 0.85%

Dataset 3. UD POS + SynTagRus deps

Error rate 19.00% 29.50% 21.06% 37.89% 25.39%

Overall error rate 1.93% 1.86% 1.20% 0.84% 0.83%

Dataset 4. UD POS + UD deps

Mistaken label conj root nmod parataxis nsubj

Error rate 26.84% 22.10% 6.86% 33.06% 7.24%

Overall error rate 1.42% 1.26% 1.11% 0.67% 0.52%

3.1 Datasets

The four datasets are identical with respect to the underlying texts.

Dataset 1: includes an original SynTagRus morphological and syntactic
annotation, comprising 67 dependency relations (deps), 11 POS tags and 14
feature categories (feats).

Dataset 2: includes the morphological layer converted from SynTagRus to
Mystem tags [19] and SynTagRus dependency labels (67 deps, 12 POS tags and
14 feats).

Dataset 3: includes the morphological layer annotated in UD tags and orig-
inal SynTagRus sentence structures and dependency labels (67 deps, 13 POS
tags and 12 feats).

Dataset 4: includes the UD morphological and syntactic annotation (34
deps, 14 POS tags and 12 feats).

The data have been split into three parts: the training set (80%), the devel-
opment set (10%) and the testing set (10%). The overall size of the datasets is
over 1,000,000 tokens (ca. 59,000 sentences).
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Table 5. TED Accuracy and TedEval LAS and UAS (projective trees only).

Model TED accuracy LAS UAS

Dataset 1. SynTagRus POS + SynTagRus deps 92.7% 86.2% 91.8%

Dataset 2. Mystem POS + SynTagRus deps 92/39% 85.6% 91.4%

Dataset 3. UD POS + SynTagRus deps 92.34% 85.6% 91.4%

Dataset 4. UD POS + UD deps 94.63% 87.5% 89.6%

Table 6. TED Accuracy: pairwise evaluation (projective trees only).

Pair TED accuracy

Dataset 1. SynTagRus POS + SynTagRus deps 96.19%

Dataset 4. UD POS + UD deps 97.39%

3.2 MaltEval: Results

Table 3 shows the attachment scores. The highest LAS (85.8%) is achieved on
the UD tagset whereas the highest UAS (89.7%) is obtained on the SynTagRus
tagset.

Table 4 demonstrates the top-5 most frequently occurring label errors for
each dataset. Even though the attachment scores are identical, error structure
varies from tagset to tagset. The Error rate column shows the ratio of specific
mismatch among all labels of this type. The Overall error rate shows the ratio
of specific mismatch among all mismatches.

3.3 TedEval: Results

Table 5 shows TED accuracy scores. The highest score (94.63%) is achieved on
the UD tagset. The drawback of TedEval is that the tool does not support non-
projective trees, which are typical for Russian. For the purpose of the experiment
we extracted projective trees from the datasets and measured TED accuracy on
the samples of approximately 3000 sentences (for each dataset).

Table 6 provides the pairwise experiment evaluation for Dataset 1 and
Dataset 4. The UD model shows moderately better results (97.39%).

4 Analysis

The results prove that the method allows one to substitute one morphological
layer and sentence structure for alternative ones and still preserve the same level
of parsing quality (97.39% TED accuracy is achieved on the UD tagset and
96.19% on SynTagRus tagset).

The model trained on the UD full tagset and sentence structures provides
better quality on dependency labels parsing than the model trained on the Syn-
TagRus original sentence structures, dependency labels and UD POS tags (85.8%
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vs. 84.3% LAS). This result can be explained by reduced number of dependency
relations: 34 UD dependency labels versus 67 SynTagRus dependency labels.

The TED accuracy scores seems excessively high. However, there can be seen
some typical mismatches in the output.

The most frequent mismatch which the UD model produces is “nmod” mixed
up with “dobj” (see Figs. 3 and 4) and vice versa. The second most frequent
mismatch is “parataxis” incorrectly labeled as “conj” (see Figs. 5 and 6). These
relations cannot be distinguished by using only the morphological data, and not
semantics. The root node errors are triggered by the training options that force
the model to generate additional root nodes.

Fig. 3. An example of “nmod” mixed up with“dobj”.

Fig. 4. The sentence from Fig. 3 (gold standard).

Fig. 5. An example of “parataxis” mixed up with“conj”.

Fig. 6. The sentence from Fig. 5 (gold standard).
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The most common confusion pairs in the SynTagRus parsing are “circum-
stantial” and “I completive” (usually the 2nd argument of the verb), “circum-
stantial” and “II completive” (usually the 3rd argument of the verb), “quasi-
agentive” (1st argument of the predicate noun) and “I completive”, “I comple-
tive” and “II completive”.

The label “quasi-agentive” appears instead of “I completive” mostly when
the head of this phrase is a verb noun (see Figs. 7 and 8).

Two other frequent cases are “I completive” attached instead of “II comple-
tive” (see Figs. 9 and 10) and “circumstantial” attached instead of “I comple-
tive” (see Figs. 11 and 12). A valency dictionary and lexical-semantic selection
knowledge is required to distinguish between these labels. Without such data,
any attempt to identify the relations automatically is tantamount to guesswork.
This mismatch occurs frequently since I and II completives and circumstantial
deps are among the top-frequent dependency relation in the testing set (Table 4).

Fig. 7. An example of “I completive” mixed up with “quasi-agentive”.

Fig. 8. The sentence from Fig. 7 (gold standard).

Fig. 9. An example of “I completive” mixed up with“II completive”.
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Fig. 10. The sentence from Fig. 9 (gold standard).

Fig. 11. An example of “I completive” mixed up with“circumstantial”.

Fig. 12. The sentence from Fig. 11 (gold standard).

5 Conclusion

In this work, we explored the method of tagset substitution in syntactic depen-
dency parsing. We investigated the robustness of the Russian dependency learn-
ing using MaltParser if (a) the genuine POS and morphological features anno-
tation and/or (b) syntactic dependency annotation is substituted with an alter-
native tagset.

In general, our results (84.3% LAS, 89.7% UAS on the SynTagRus dataset,
85.8% LAS, 87.9% UAS on the UD dataset) over-perform the best MaltParser
model for Russian reported in [20] (83.4% LAS, 89.4% UAS) but not the results
of [4] who use the joint morphological and syntactic approach with hard lexi-
cal constraints (88.0% LAS, 93.0% UAS). Substitution of the SynTagRus tags
with UD and Mystem tags results in 0.6–0.7% drop in LAS and 0.3% drop in
UAS. Interestingly, [20] report 0.6% drop in both LAS and UAS when they use
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MTE tags instead of SynTagRus tags. Thus, we are optimistic about the use of
alternative taggers in Russian statistic dependency analysis.

In the future, more work should be done to tune the models based on UD
tags and deploy the methods of models’ cross-evaluation in order to compare the
parsing of elliptic and other complex trees.
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Abstract. Various application fields of linguistics including automatic recog-
nition and speech processing, teaching foreign languages and interpreting col-
loquial speech, characterization of sociolinguistic speech diversity, linguistic
“portrayal” of a certain community (social dialect) and a particular persona
(idiolect), linguistic examination (for example, for counter-terrorism efforts),
among others, require not only extensive lexical and grammatical resources, but
also the description of speech production mechanisms, mainly those, typical of
spontaneous speech. Regrettably, the latter are almost always neglected by
traditional dictionaries and grammar books, being out of scope of linguistic
analysis. The knowledge of such mechanisms is necessary for colloquial studies
(colloquialistics) per se, a branch of linguistics which studies everyday spoken
language. The authors of this article make an attempt to systematize processes
proceeding in modern colloquial language through the reliance on domestic and
foreign professional academic literature and research results obtained from the
ORD-corpus (everyday Russian spoken language) analysis.
The research was fulfilled with the support of RFBR (Russian Foundation for

Basic Research) No. 17-29-09175 “Diagnostic features of sociolinguistic vari-
ation in Russian everyday spoken language (evidence from a corpus)”.

Keywords: Spoken language � Corpus linguistics � Grammaticalization
Pragmaticalization � Hesitation � Metacommunication � Reduction
Reduplication � Semantic change � Desemantization � Parceling
Self-correction � Idiomatization

1 Introduction

There is a variety of processes which characterize speech in any spoken language, such
as hesitation and metacommunication, reduction and reduplication, semantic change
and desemantization, parceling and self-correction, pragmaticalization, idiomatization
and grammaticalization. These processes are quite active since they generate new
lexicogrammatical and pragmatic units and, reversely, eliminate well-known elements,
which used to be traditional, from common lexicon (being pragmaticalized), or
transform them into new elements.

All phenomena of this kind are only typical of spoken language; they constitute its
specific nature and need to be systematically described both in terms of the processes
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mentioned above, and those linguistic units which emerge as a result of their active
influence.

2 Material

All processes, considered in the present article, are illustrated, with rare exceptions, by
contexts, excerpted from the ORD-corpus of Russian everyday speech, which is cur-
rently one of the most extensive linguistic resources, comprising recordings of 130
informants and more than 1000 interlocutors, whose participation realistically repre-
sents social stratification of the modern Russian-speaking society. The corpus contains
approximately 1250 h of spoken language, more than 2800 communication episodes
and one million transcribed word forms [2, 7–12, 25].

3 Hesitation

Hesitation means the presence of interruptions or pauses in speech, caused not by its
syntactic structure, but by the fact that speakers, generating speech hic et nunc, have to
operate two speech production processes simultaneously, in the face of time deficit:
selecting language units and developing their ideas. Hesitation phenomena are inherent
features of spontaneous speech, and their functional value can be considered in terms of
cognitive, affective-state, and social interaction variables [23, p. 51]. For this reason,
hesitation phenomena have become the basis of a new academic field, both interesting
and prospective, which appeared at the interface between linguistics, psychology,
medicine and the theory of probabilistic processes [22].

Hesitation fulfills the functions of speech planning, memory activities, signals
clause boundaries, changes of mood or topic, aiding intelligibility for listeners [18, 21].

Despite the fact that there are different classifications of hesitation phenomena in
professional linguistic literature [1, 3, 4, 26], all authors admit that hesitation pauses
can be both physical (silent) and filled with verbal or nonverbal sounds. Verbal hesi-
tations are of great interest for application purposes as they are derived from notional
linguistic units, and during speech perception and transcription processes it is quite a
difficult task for experts to separate them from meaningful speech segments, not to
mention non-native speakers and automated recognition systems, cf. (about special
markers in the ORD-corpus transcription) [25, pp. 242–243]:

• a vot (e-e) na… n… vot nashe vot eto vot (e-e) vot eto vot/vot tut/tut slozhnee
gorazdo/da//potomu chto/znachit/ja vot vot (e-e) vot eti/nu v
principe/znachit/nu/p…po moim/pon’atijam znachit/ja zhe ne otlichu tak skaz-
hem/tadzhika ot uzbeka chto nazyvaets’a/da da da//da?

• a/vs’o … a u men’a na da… d… dacha na etom/kak jego/na Dunae;
• tak prosto nu chtob povypendrivats’a znaete tam;
• vot jest’/veshchi takie/vot/nu/u l’udej khobbi naprimer/da? *P *V nu(:)/tam skaz-

hem/*P nu/ne znaju/pajaet chto-to.
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These examples clearly show that verbal hesitatives are not only diverse, but also
polyfunctional. Apart from the hesitation function, they also act as discourse markers-
navigators (nu v principe/znachit/nu), reflexive markers (tak skazhem, chto nazyvaet-
sja), discourse end markers and at the same time, metacommunicative markers (znaete
tam), among others (see below and [30]).

4 Pragmaticalization

Pragmaticalization is defined as the transition of grammatical forms and certain lex-
emes to the category of communicative-pragmatic units, capable of acting as inde-
pendent elements, expressing speakers’ reactions to the communicative situation and
social environment [16, pp. 288–289; 17]. Traditional lexemes, phrases or even
predicative units turn into pragmatemes [5], or pragmatic markers [6]: eto samoe, kak
skazat’, (nu) (ty) znaesh’, vot (etot) vot, tuda-s’uda, kak jego (jejo, ikh), kak eto, (ja) ne
znaju and others. The majority of such markers express hesitation (see Sect. 3).
However, their functions are quite various – that makes it more difficult to identify
them while transcribing, translating or automatic speech processing. Let us consider a
few examples from the ORD-corpus and specify contextual function(s) of each unit in
the discourse (the types of pragmatic markers):

• da tam kakie-to/eti samye/i (eshcho vot)/chto-to po-moemu/ona kakie-to protokoly
raznoglasija pishet//ja ne znaju (markers of discourse beginning/hesitatives kakie-
to/eti samye + da tam + search hesitative kakie-to/eti samye + discourse end
marker/metacommunicative ja ne znaju);

• v obshchem/*V *P kakoj-to marazm/takoe vpechatlenie sozdajots’a//*P i starushka
eta/*P vot tak znaete (e…e) *P vz’ala/razorvala recept/i brosila tam jej
(hesitative/deictic marker vot tak + metacommunicative/hesitative znaete);

• byli (e) kak-to vot/(e) (…) vot eti/kak ikh? l’amblii?ili kak eto? (hesitatives kak-to
vot, vot eti/kak ikh? +reflexive ili kak eto?);

• s drugimi//*P nu (…) nespecialistami tak skazhem//*P v toj oblasti/v kotoroj ja
rabotaju (reflexive/euphemistic marker);

• i ona prosto/u nejo tam na na urovne podsoznanija srabatyvaet/net/ne
khochu/potomu chto//ja ne znaju pochemu/dumaju chto (discourse end marker);

• sprosila by/ja by tebe objasnila by/*V i ty by () uzhe davno by sdelala/i mne by/v
poldes’atogo/nervy ne trepala by/s etoj jerundoj/durackoj! s gektarami! *P chto oni
iz vas/zhivotnovodov khot’at () etikh (…) fu ty () pakharej (…) chjortovykh vyrastit’/
chto li? (marker of self-correction/hesitative);

• nu vot//*P i tut zvonok v dver’//stoit etot muzhik//*P tipa togo chto blin/*P *H *P
davajte obshchats’a ! (discourse beginning marker nu vot + xenomarker tipa togo
chto);

• slushaj/gde-to (…) berut eti (…) vzryvnye veshchestva (hesitative/rhythm-forming
marker);

• da on teper’ tam s radostju/predstavl’aesh’ tam//vs’o slomal/poly vse tam po…
povylamyval//vs’o teper’ sam/govorit/vs’o chto mozhno/sdelat’/*P remont nado//i
t’oplye poly/i vse dela/vs’o tam sdelaju (a series of hesitation, rhythm forming
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markers tam + metacommunicative predstavljaesh’ + marker-approximator, a
substitute for a number of enumerations vse dela);

• postojali/privet-privet tam/bla-bla-bla (rhythm forming marker tam + marker-
approximator, a substitute for insertions of other people’s speech bla-bla-bla).

The list of contextual examples, illustrating pragmatemes, can be extended.
However, it is clear from the those given above that it is absolutely necessary to
compile a special dictionary of pragmatic markers, intended for various practical
purposes, containing a complete description of their discourse functions in spoken
language, including indications of their polyfunctionality and “compositionality”.
Markers of the same type tend to occur in one and the same context taki tak mol; to-s’o
p’atoe-des’atoe; eto samoe kak jego and others, thus intensifying the pragmatic effect,
which might not be achieved by only one marker. As it is expected, the dictionary
should also include some information about social and psycholinguistic characteristics
of pragmatic markers, which will help to widen the scope of the research.

5 Grammaticalization

Grammaticalization is a process which results in adding certain grammatical functions
to lexical units and constructions, thus generating new grammatical units; alternatively,
grammatical units acquire new functions, in other words, one grammatical element is
transformed into another grammatical element [19, p. 1].

According to E.C. Traugott (2003), grammaticalization involves (1) structural
decategorization, (2) shift from membership in a relatively open set to membership in a
relatively closed one, (3) bonding (erasure of morphological boundaries), (4) semantic
and pragmatic shift from more to less referential meaning via invited inferencing,
phonological attrition, which may result in the development of paradigmatic zero [27,
p. 644]. Primary and secondary grammaticalization is further distinguished. The latter
studies the development of grammaticalized units [28, p. 270].

There are a lot of examples illustrating different types of grammaticalization in the
spoken Russian language. The process of conjunctionalization (conjunction generation)
is quite active:

• chto-to golova tak gr’aznits’a stala//znaesh’/vrode v shapke khodish’//*P a vs’o
ravno (PARTICLE/INTRODUCTORY WORD ! CONJUNCTION);

• vot samoe interesnoe/chto my () mnogoe zabyvaem/da/kazalos’ by/[no] okazy-
vaets’a net/ono nyr’aet v podsoznanie/podkorku golovnogo mozga
(PARTICLE/INTRODUCTORY WORD ! CONJUNCTION);

• on govorit vot vidimo sejchas eto naobor ot takaja propaganda/chto jakoby
nevydajut vizu/*V [no] na samom dele vot jemu dali; eta obshchestvennaja
organizacija/po idee/jest’ v kazhdom rajone/uprave/vezde. No zvonka ottuda ne
dozhdeshs’a (PARTICLE/INTRODUCTORY WORD ! CONJUNCTION);

• po obshchim kriterijam/ne govor’a o konkretnykh standartakh; ni odnu gruppu ni v
odnom sezone/krome dvukh grupp dekabr’a my ne mozhem prodat’ po 530
jevro/uzh ne govor’a o tom chtoby prodat’ po 510
(PARTICIPLE ! PREPOSITION ! CONJUNCTION);
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• my obrabatyvaem informaciju/i on u nas konechno *N zverski (?) tormozit//*P vot
uchityvaja (…) chto (…) Marina (…) analitik (…) zagruzhaetsja (?)//
chto/mozhet/nichego *N//*P po krajnej mere (PARTICIPLE ! CONJUNCTION);

• to jest’ ja ne byla zan’ata ni kastr’ul’ami ni magazinami eto jedinstvenno chto
juzhnyj rynok pokupala dl’a dushi sebe chto khotela
(ADVERB ! CONJUNCTION).

The ADVERB tuda-s’uda can act in spoken language as a MARKER-
APPROXIMATOR (on () on mne zvonit/tipa/koroche/my vs’o gotovo/koroche/tuda-
s’uda/a ja govor’u/ja v otpuske); the VERB govorit’ in its finite forms (usually –

reduced) functions as a XENO-MARKER- (grit/gyt/gr’u, among others).
These examples clearly demonstrate that different processes occur simultaneously,

and new units emerge as a result of several processes, not only one: grammaticalization
can proceed along with pragmaticalization, reduction or reduplication (see above). Let
us analyze a few examples below.

The pronominal adjective takoj is characterized by a wide range of functions:

• XENO-MARKER (ja tak tyn-dyn-tyn-tyn-tyn/no vjekhala//on takoj/on takoj/nu(:)
molodca! nu pojekhali ots’uda);

• VERBAL HESITATIVE (on vidish’ li/on takoj/vot etot);
• FIGURATIVE MARKER (tam sid’at babus’ki takie/na ostanovke);
• MARKER-INTENSIFIER (kakoj u nikh epos! *P geroi takie/voobshche);
• MARKER OF NEGATIVE INTENSIFICATION (da/my takie p’janicy/Natasha)

and many others.

The particle/preposition tipa functions as a polyfunctional unit with the variations
tipa togo and tipa togo chto:

• EXPLANATORY CONJUNCTION: vypili tam chego-to viski … t’fu vodku s koloj/
tipa poveselilis’; on takoj/jazhe skazal/nado () golovoj vo vse storony krutit’/chtoby
sheja/chto/*V nu chto/chtoby sheja slomalas’/tipa togo chto ne nado bojats’a;

• FINAL MARKER: eto uzhe kak patefon/znaesh’/tipa togo;
• MARKER OF AGREEMENT: je shcho odin bonus. – Nu-nu-nu/tipa togo. Da;
• XENOMARKER: i tut z… zvonok v dver’ /i Val’demar zakhodit/tipa togo chto kto

takaja Val’demar! *P gde ty?/*P a pojezdka (e) v etu samuju (:)/(e…e) v
Novosibirsk/on govorit/otmenilas’.

The adverb tam has also a number of pragmatic functions:

• VERBAL HESITATIVE: aga-ga-ga//*P stil’nuju tam vs’akuju mebel’;
• RHYTHM FORMING PRAGMATEME: ja znaju chto nichego ne izmenits’a/@

ugu/@ chego tam () psikhovat’;
• XENO-MARKER: i ona kak na nas naletela! vot tam ty-ty-ty-ty-ty-ty/da my alkashi

tam/nu chto-to tam takoe/ja ne pomn’u;
• MARKER-APPROXIMATOR: no ona sejchas tozhe budet golovu morochit’/adres

tam;
• MARKER-APPROXIMANT (along with the underlined element): grubo govor’a

tam/chetyre s polovinoj na dva vosem’ des’at’ gde-to.
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These examples provide evidence of a combined effect produced by speech pro-
cesses in a colloquial discourse. This conclusion is related to that made by G. Diewald:
pragmaticalization is argued to represent a subclass of grammaticalization, which
displays essential core features of grammaticalization processes, but is distinguished
from other subtypes of grammaticalization processes by specific characteristic traits
(concerning function and domain as well as syntactic integration) [15]. Cf.: pragmatic
functions are genuinely grammatical functions which are indispensible for the orga-
nization of spoken dialogic discourse, as well as for the coherence of written texts… no
clear line can be drawn between pragmatics and grammar, since traditional ‘gram-
matical’ categories (e.g. tense, aspect, and mood expressions) may be found to have
pragmatic functions, and discourse-related categories (e.g. topic and focus) and may
display a grammatical dimension [14, p. 74].

Special linguistic attention should be paid to such cases when new grammatical
constructions, not only grammatical units, emerge as a result of the grammaticalization
process. These grammatical constructions are characterized by integrity, stability and
reproducibility (construction-collocations):

• (Q?) – P – chto li? (gde ? v kafe chto li ?; a iz chego on ? iz morkovki chto li ?) –
the construction has three modifications:

chto / chego – P – chto li? (tak a chego / malo chto li ?; i chto zh ? sejchas po-
drugomu chto li ?) (Q? – the invariable chto has a modification chego;
chto / chego – P – chto li? (nu chto zh ja / durnoj chto li? (= ‘ne durnoj’);
chego / mne zhalko chto li ? (= ‘ne zhalko’) with the meaning ‘ne P’;
P – chto li ?!(ser’jozno chto li?, s uma soshol chto li?, ne znaesh’ chto li?, ne
vidish’ chto li?) the construction without the initial Q? turns into speech cliché –
rhetorical question/bewilderment/surprise;

• P – net? (id’osh’ net budesh’ net?) – a reduced modification of the coded P aut
net?, in which the word net means an action or condition, opposite to that, which is
mentioned in the first part of the utterance.

The suggested list of constructions can further be extended, but this one already
provides evidence that the active processes also include idiomatization.

6 Idiomatization

In the broad sense, idioms are those units which meet the criteria of stability, repro-
ducibility, compositionality and meaning integrity. The meaning of an idiom is not a
sum of the meaning of its constituents [13, 29]. The analysis of the ORD-corpus shows
that idioms occurring in our everyday speech are not units from traditional dictionaries,
but colloquial neologisms which possess a huge idiomatic potential. The following
excerpts, undoubtfully, illustrate the idiomatization process:

• vs’aka durka v boshku, (occasional idiom);
• bred sovershennoj sivoj kobyly (combination of two traditional idioms);
• s odnim polotencem na pereves (modification of a traditional idiom);
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• bez nikakikh, po khodu (prepositional-nominal form);
• kak raz dl’a blondinok (generalizing phrase, clear to native speakers);
• eto ja udachno zashol (precedent text);
• vremena ne stol’ otdal’onnye (modified precedent text);
• znaesh’ kak/chto/gde…; vidish’ kak/chto/gde and others of this kind (demonstrative-

rhetorical colloquial constructions);
• takoe vpechatlenie/oshchushchenie chto…; (tut) takoe delo; (chto-nibud’) v takom

duhe (construction with the word takoj).

As can be seen from above, idiomatization, along with pragmaticalization, is almost
inseparable from grammaticalization. The suggested list contains examples illustrating
this process, and can be further extended while analyzing the ORD-corpus material. It
is obvious that the idiomatic potential of our everyday colloquial speech is enormous.
Identification of meaning through other units can serve as idiomatization criteria
(vremena ne stol’ otdaljonnye = ‘recently’; eto ja udachno zashol = ‘I have been
lucky’).

7 Other Processes in Spoken Language

Giving a brief overview of other processes in spoken language, it is necessary to
underline again their interrelation with each other.

As a result of reduction, interjectional pragmatemes emerge along with simply
reduced forms of highly frequent words: zdras’te!/zdras’te pozhalsta! and shchas!,
hesitation pragmateme shchas-shchas (shchas). The process of grammaticalization:
etiquette interjection ! interjectional pragmateme’; and pragmaticalization:
adverb ! pragmateme, verbal search hesitative. The connection between reduction of
speech units and grammaticalization is also found in the English language: the process
of grammaticalization which studies simplification of units, shift from more to less
complex structures, is called reduction [28, p. 270]. This definition is illustrated by the
following examples: have to – hafta, has to – hasta, want to – wanna, going to –

gonna, along with others.
Reduplication, broadly defined as the repetition of part or all of one linguistic

constituent to form a new constituent with a different function (cf. lexicalization and
grammaticalization) [20, p. 1]. According to F. Rozhanskiy (2015), the relation
between the original and reduplicated forms can be described not only through the
notion of doubling, but also through inexact similarity [24].

Reduplication, present in the Russian language, e.g. takoj-s’akoj, tuda-s’uda,
p’atoe-des’atoe, embraces different contextual elements:

• a ja jej vs’o prigotovila/p’atoe des’atoe tridcat’ p’atoe;
• Znachit/my prikhodim k vyvodu/chto tak ili s’ak… ili br’ak/ili kak khochesh’…

muzyka jest’ product sinteticheskij (evidence from oral sub-corpus of the National
Corpus of the Russian Language UP).
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Parceling and self-correction, along with phrasal cut-off and syntactic ellipsis, are
also important processes in colloquial spontaneous speech:

• dyrka zhe tam vot takaja// <pauza> bol’shaja;
• tut u nas sneg lezhit// <pauza> pr’amo voobshche;
• takie glu… (…) uzhasy rasskazyvajut;
• a jejo zva (…) nazyvat’.

A typical combination of pragmaticalization, semantic change and phonetic re-
duction is given below as exemplified through the colloquial reduced form shhas (from
sejchas):

(1) – Poluchaets’a? – Shchas pokazhem. Brat’ja Kozlovy s gotovnostju zasopeli
(UP);

(2) – Shchas kak pikhnus’ – kostej ne sober’osh’ (UP);
(3) Ja? Ha! Shchas pr’am! Nedostojny oni etogo! (UP);
(4) tak/shchas shchas shchas ja//aga/vot oni (ORD).

While example (1) demonstrates shchas in its traditional meaning of time,
described in dictionaries, contexts (2)–(3) show weakened meanings of this unit,
caused by desemantization (adverb ! interjectional pragmateme, isolated or as part of
collocations). Example (4) gives evidence of almost complete loss of its meaning
(pragmaticalization) (adverb ! verbal search hesitative, usually accompanied by
reduplication) [25].

8 Conclusion

The overview of processes, typical of colloquial spontaneous everyday speech, firstly,
clearly demonstrates the opportunities of corpus approach for speech material analysis;
secondly, reveals the diachronic evolution of many linguistic units, both
contextual/occasional and systematic, which precedes future lexical and grammatical
changes in the Russian language. Identification and linguistic, including lexicograph-
ical, description of such units can be considered as relevant objectives of colloquial
studies (colloquialistics). Awareness of these processes is, as it was mentioned earlier,
important for various application fields of linguistics.
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