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Abstract. Twitter and other social networks have become a funda-
mental source of information and a powerful tool to spread ideas and
opinions. A crucial step in understanding the mechanisms that drive
information diffusion in Twitter, is to study the influence of the social
neighborhood of a user in the construction of her retweeting preferences.
In particular, to what extent can the preferences of a user be predicted
given the preferences of her neighborhood.

We build our own sample graph of Twitter users and study the
problem of predicting retweets from a given user based on the retweet-
ing behavior occurring in her second-degree social neighborhood (fol-
lowed and followed-by-followed). We manage to train and evaluate user-
centered binary classification models that predict retweets with an aver-
age F1 score of 87.6%, based purely on social information, that is, with-
out analyzing the content of the tweets.

For users getting low scores with such models (on a tuning dataset),
we improve the results by adding features extracted from the content
of tweets. To do so, we apply a Natural Language Processing (NLP)
pipeline including a Twitter-specific adaptation of the Latent Dirichlet
Allocation (LDA) probabilistic topic model.

Keywords: Retweet prediction · Social model
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1 Introduction

In the last years, social media sites (e.g., Twitter, Facebook, and YouTube)
have become increasingly massive. The Twitter application is an online real-time
social and information network that enables its users to post, read and share
messages of up to 140 characters, known as tweets. Every time a user writes
a tweet, Twitter attaches to it a unique identifier and a creation timestamp.
Another frequently used function on the bird net is the “retweet”, which is the
action of reposting someone else’s tweet inside your own message stream (the
“timeline”).
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This work addresses the central question of determining the influence of a
user’s social environment on her retweeting behavior. To this end, we train and
evaluate classifier models that seek to predict retweets by a given user, con-
sidering the retweeting behavior of her second degree social neighborhood (fol-
lowed users, and followed by followed). Additionally, we explore the possibility of
improving these purely social models using Natural Language Processing (NLP)
techniques to include content-based features.

The present work has been carried out in the following phases:

– Construction of a dataset of Twitter users, followers and tweets.
– Study of models to learn and predict retweeting preferences on this dataset,

based on information about the social neighborhood of each user.
– Study of possible improvements to social prediction models, introducing Nat-

ural Language Processing techniques.

The work constitutes not only an interesting analysis of different algorithms
and techniques, but also a way of understanding how users are influenced by
their social environment.

The rest of this paper continues as follows: In Sect. 2 we compare our work
with some relevant works in the area. Next, we provide a description of how we
built the dataset for our experiments, both for purely social experiments and for
those where we consider the content of tweets. In Sect. 4, we describe how we
built the social model for retweet prediction, and also how we added content-
based features to it: first, using the LDA probabilistic topic model [1], second,
using the Twitter LDA variation proposed in [13]. Section 5 contains the analysis
of the results obtained. We finish with Sect. 6, including conclusions and possible
lines of research for future works.

2 Related Work

Over the last years, the topic of user recommendation in Twitter has been widely
studied. Some examples of this interesting research topic are [3–5,7,10]. In par-
ticular, in [3], authors defined a measure between users called “Similar-to” and
their framework focuses on discovering top similar users for each type of user
in Twitter. Summarizing, these proposed works [3–5,7] show the recommender
system currently implemented by Twitter to suggest new users to follow. They
have ranked the relationships between users by using different techniques based
on features, such as users’ retweets, favorite tweets, email address and some his-
torical data. In contrast, our approach is trying to predict a retweet, based on
the structure of followed users (first and second degree followed) and the content
of tweets.

Another interesting research topic in this area aims to predict if a given tweet
will become a viral one, that is, trying to measure its “retweetability”. This
approach is very related to ours as it attempts to achieve this goal by predicting
if a tweet will be retweeted. Some relevant works along these lines are [8,9,11,12].
In [8] the authors base their prediction in the content of tweets extracted from
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CHOUDHURY-EXT dataset [2]. They use different features based on the text of
the tweet, such as topics extracted by the LDA algorithm. They train a Logistic
Regression model, and get to the following conclusion about Twitter users: As a
general rule, a tweet is likely to be retweeted when it is about a general, public
topic instead of a narrow, personal one. For instance, a tweet is unlikely to be
retweeted when it is addressed to another Twitter user directly, while their topic
analysis revealed that general topics affecting many users (e.g.: a general election
or Christmas) are more likely to be retweeted.

In [9], the authors predict retweets in a dataset crawled using the Twitter
Streaming API throughout October 2010. They adopt a machine learning app-
roach based on the passive-aggressive algorithm, using social features such as the
author of the tweet, the number of followers, friends, statuses, favorites, among
others. They also used features related to the content of the tweet itself: number
of hashtags, mentions, URLs, trending words, the length of the tweet, novelty,
etc. They built a general model of prediction, and their best model obtained a
46.6% of F1 score in average.

In contrast to the two works mentioned earlier, our approach to retweet
prediction generates a different model for each given user. Also, while previous
models employ social data in aggregated ways or combined with other kind of
features, our initial models are based purely on specific social information about
which neighbor users retweeted each given tweet. This makes our approach a
more direct way of assessing the influence of social neighborhood behaviour in
the retweet behavior of users.

This first approach achieves an average F1 score of 88%. In cases where
the pure social models performed poorly on a tuning dataset; we incorporated
content-related features, obtained by including LDA topics from the tweets.

It is important to mention that although in [2] they study a more global
concept of retweetability than the user-centered one we explore, our approach
can be extended to have more general notions of retweetability as we explain in
the last section.

3 Dataset

In this section, we describe how we build the datasets used in this work. First,
we explain how we build the social graph used in the social based prediction.
Second, we describe how we build the tweets dataset.

3.1 Social Graph

To the purpose of this work, we wanted to build a network where each user has a
rich enough neighborhood of users, which would allow us to build social models
for any user in the network.

To this end, we decide to build a homogenous network, trying to ensure that
all users have similarly sized neighborhoods, by means of the following process:
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First we built a large enough universe graph from which a homogenous sub-
graph would be subsequently sampled. The universe graph is built as follows:
starting with a singleton graph containing just the account of a specific Twitter
user U0 = {u0}, we perform 3 iterations of the following procedure: (1) Fetch all
users followed by users in Ui; (2) From that group, filter only those having at
least 40 followers and following at least 40 accounts; (3) Add filtered users and
their edges to get an extended Ui+1 graph.

From this process, we obtain a universe graph U := U3 with 2, 926, 181 ver-
tices and 10, 144, 158 edges.

Since we want to fetch shared content for every user of our social graph and
we also want it to be homogenous (note that users added in the last step will
have no outgoing edges), we take a subgraph following this procedure:

– We start off with a small sample of seed users S, consisting of users in U
having out-degree 50.

– For each of those, we add their 50 most socially affine followed users. The
affinity between two users is measured as the ratio between the number of
users followed by both and number of users followed by at least one of them.

– We repeat the last step for each newly added user until there are no more
new users to add.

This procedure returns a graph G with 5, 180 vertices and 229, 553 edges.
We call it the homogeneous K-degree closure (K = 50 in this case) of S in the
universe graph U .

3.2 Content

For each user in the graph G from the previous section, we fetched their time-
lines (i.e. all tweets written or shared) for one month, from August 25th until
September 24th, 2015. Finally, we only kept the tweets written in the Span-
ish language –using the Twitter API tag for filtering–, resulting in a set T of
1, 636, 480 tweets. We do so to be able to analyze the content of the tweets with
LDA which we do only for Spanish.

4 Experimental Setup

In this work we aim to build models capable of predicting the retweeting pref-
erences of a given user, based both on what we know of her social environment
and the content she previously shared. This section describes how we build those
models attempting to achieve this over a selection of users and tweets from the
(G, T ) dataset defined before. We start describing the predictive model based
only on the social environment. Then, we analyze the possibility of improving
these predictions using NLP techniques, which also take into account the text
of the tweets.
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4.1 Social Media Graph Information

The main focus of this work is to predict if a given user u will share a given tweet
based on information on who in user u’s neighborhood has shared it. Since the
process of feature extraction, modeling, and parameter tuning is computation-
ally expensive, these experiments are performed on a selected subset of users.
We begin by describing the criterion with which this subset was selected. We
then describe how we generate, for each user u, a neighborhood of users Eu and
a set Tu of potentially interesting tweets. Then, we describe the feature extrac-
tion process based on Tu and the partitioning into sets of training, tuning, and
evaluation. Finally, we explain the process of training classifiers and tuning their
parameters.

User Selection Process. The process of training classifier models is compu-
tationally expensive, so we decided to focus on a subset of selected users. It is
desirable to work with users having enough shared content and also a rich enough
level of social interactions. We took the 1000 users with highest Katz centrality
[6] in G, and on the other side, we picked the 1000 users with the highest number
of retweets. We restrict our analysis to users belonging to both lists, which leaves
us a set U of 194 users, with an average number of 494 retweets per user.

It is important to remark that in our experiments the universe of users is still
G, with all its users and connections. G is used to generate the environments of
each user in U whose retweeting preferences we are trying to predict.

Visible Tweets. Using the Twitter API we do not have explicit information
about whether or not a user saw a given tweet, but we can at least take a universe
of potentially viewed tweets. This is simply the set of all the tweets written or
shared by the users followed by u.

We exclude from this set those tweets written by u herself, since our focus is
in recognizing interesting external content, and not on studying the generation
of content from a particular user. Formally this set is defined as:

Tu :=

⎛
⎝ ⋃

x∈{u}∪followed(u)

timeline(x)

⎞
⎠ − {t ∈ T |author(t) = u}, (1)

where followed(u) := {x ∈ G|(u, x) ∈ follow} and timeline(x) is the set of
all tweets written or shared by x for tweets fetched in T .

For some users, the set Tu turned out to be too large, making the process of
experimenting and model training too computationally intensive. We decided to
prune each Tu to a maximum of 10, 000 tweets. Since the retweeted tweets are
the minority class, we decided to keep all positive examples and do the pruning
by subsampling on the class of negative examples (non-retweets).
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User’s Environment. As the user u can only see tweets shared by those users
she follows, the information about her extended network can provide more indi-
cators of the degree of interest of a tweet t. That is why we decided to take as
a user’s environment not only the users she follows, but also to continue one
more step in the follow relation and include the users followed by them. This
is, we take all users (other than u herself) to 1 or 2 steps forward from u in the
directed graph G, formally:

Eu =

⎛
⎝ ⋃

x∈{u}∪followed(u)

followed(x)

⎞
⎠ − {u} (2)

Environment Features. Now, we can build the set of vectors needed for the
predictive model centered in user u. Given Eu = {u1, u2, . . . , un}, we define for
each tweet t ∈ Tu the following vector of boolean features:

vu(t) := [tweet in tl(t, ui)]i=1,...,n, (3)

where tweet in tl(t, u) :=

{
1 t ∈ timeline(u)
0 otherwise

Note that the content of tweet t is not considered, we only include the
information about who retweeted t. Gathering the vectors of all tweets in
Tu = {t1, ldots, tm} into a single matrix, our vectorized dataset is constructed
as:

Mu := [tweet en tl(ti, uj)]1≤i≤m
1≤j≤n

, (4)

where the variable to be predicted for each tweet t is tweet in tl(ti, u). Putting
together all values of the target variable for user u, we obtain the following
objective vector: yu := [tweet in tl(ti, u)]1≤i≤m.

Splitting the Dataset. As usual, to evaluate the performance of our models
in unseen data, we separate a portion of the dataset for evaluation that won’t be
used by the algorithms in the training phase. On the other hand, in our process of
extending models with additional features, we will need to make decisions based
on the quality of the first family of models, but we don’t want those decisions
to influence the final evaluation. This leads us to create an additional partition
of dataset, taking a subset that we call the tuning dataset. Summarizing, we
decide, for every user u to randomly split Mu in training (M tr

u ), tuning (M tu
u )

and evaluation (M te
u ) datasets, containing 70%, 10% and 20% of Mu dataset

respectively. We denote the corresponding output labels for each of these datasets
ytru , ytuu and yteu .

4.2 Adding Natural Language for Prediction

In this section, we present how we add information about the content of the
tweet in the classifiers. We describe the process to transform the text into feature
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vectors. Then, we enumerate all stages in the transformation: the normalization
and cleaning of the text, its tokenization, generation of bag of words feature
vectors and the reduction of their dimensionality using LDA topic models.

Selection of Users. In this section we focus on improving the prediction quality
for those users whose social model performs poorly. To this end, we take all users
who have an F1 score lower than 0.75 in the tuning dataset M tu

u . We are also
interested in analyzing if there is any improvement in cases of better quality, so
we extend the sample with a random selection of 10 more users.

This results in a UNLP set of 37 users, over which we will try NLP extended
models, while keeping the purely social models for the remaining 157 users in U .

Preprocessing. In this section we enumerate the sequential transformations
performed to turn a tweet into a vector of numeric features describing its content.

– Normalization. In the first step, we remove the following for normaliz-
ing purposes: URLs, lowercase, accents, unusual characters, vowel repetitions
(e.g.: turn goooooal into goal) and blank spaces repetitions.

– Tokenization. Next, we proceed to split the text into tokens by means
of: punctuation removal, word splitting, stopwords removal, stemming and
removal of single characters words. For this purpose, we use the NLTK1 pack-
age, that implements stopword removal and stemming for Spanish language.

– Bag of words. We keep only tokens occurring in at least 100 tweets and
at most 30% of the entire corpus of tweets. This results in a vocabulary
V = {t1, . . . , t11238} of 11, 238 terms, which we use to represent any tweet
t as a vector of integers containing the number of occurrences of each term
from V in t ( the so-called bag-of-words representation):

vBOW (tweet) := [count(ti, tokens(tweet))]11238i=1 , (5)

where count(t, tokens) counts the occurrence of term t in the list tokens.
In the case of short texts like tweets, most terms occur 0 or 1 times, so vBOW

can be regarded as a boolean vector.
– LDA and TwitterLDA. Training models with a large dimensionality leads

to problems of both efficiency and overfitting. This is why we need to reduce
bag-of-words vectors to a representation with fewer dimensions, but that still
captures relevant information about the content of each tweet. To do so, we
use the LDA model which discovers underlying topics within a given corpus
and represents them as probability distributions of occurrence of terms. In
turn, this algorithm can be applied to texts to model them as vectors of top-
ical scores/probabilities.
The short length of tweets and the fact that they normally cover just one
main topic can lead to poor performance of classical LDA algorithm. That’s

1 http://www.nltk.org/.

http://www.nltk.org/
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why we also experiment with TwitterLDA[13], a variation of LDA that mod-
ifies the underlying probabilistic model to group tweets by user and assign
a single topic to each tweet. For both LDA and TwitterLDA, we experiment
with models of 10 and 20 topics.

5 Results

In this section, we describe how the retweet prediction models were generated
and evaluated. We compare our models to simple baseline models that predict
retweets for a user based only on popularity of tweets, given by the number of
“likes”2 and the number of “retweets” for a given tweet. To build the baseline
model, we use simple feature vectors with the number of retweets and the number
of likes. Then we train a Logistic Regression Classifier for each user in U .

5.1 Social Models

We analyze now the results obtained from training and evaluating user-centered
classifier models using the feature vectors described in Sect. 4.1. For each user
in U we trained an SVC3 model from scikit-learn4 on her training dataset
(M tr

u , ytru ), using the class GridSearchCV to perform a 3-fold cross-validated
parameter search for the optimal configuration among all possible combinations
of the following parameter choices:

{ "C":[0.01, 0.1, 1], "class_weight":["balanced", None],
"gamma":[ 0.1, 1, 10 ], "kernel":["rbf", "poly"]}

Finally, for each user u in U we evaluate the resulting classifier over the
test set (M te

u , yteu ), obtaining an average F1-score of about 88% (Table 1), with
a median score also around the same value. A more detailed analysis of the
distribution of observed precision, recall and F1 scores over all users in U can
be seen in Fig. 1.

Table 1. Performance of models over U
on M te

u .

Model Avg. F1 Avg. Pr. AVg. Rec.

Baseline 23.57% 21.1% 44.9%

Social 87.68% 97.4% 81.1%

Soc.+LDA(10) 85.37% 91.1% 80.9%

Soc.+LDA(20) 85.04% 92.1% 80.1%

Soc.+TW-LDA(10) 87.99% 98.1% 80.9%

Soc.+TW-LDA(20) 87.97% 97.9% 81.0%

Table 2. Performance evaluations over
UNLP on M te

u .

Model Avg. F1 Avg. Pr. AVg. Rec.

Baseline 23.96% 20.4% 38.9%

Social 76.46% 95.6% 67.2%

Soc.+LDA(10) 64.38% 65.5% 66.0%

Soc.+LDA(20) 62.62% 66.4% 61.9%

Soc.+TW-LDA(10) 78.12% 97.9% 66.2%

Soc.+TW-LDA(20) 77.99% 97.0% 66.4%

2 Likes are represented by a small heart and are used to show appreciation for a tweet.
The number of “likes” is the number of the users which express it for a given tweet.

3 For Support Vector Classifier, name of classical Support Vector Machines (SVM) in
scikit-learn.

4 http://scikit-learn.org/.

http://scikit-learn.org/
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Fig. 1. Precision, recall and F1 score histograms of social model over u ∈ U in M te
u .

In Fig. 2 we compare the performance of our social prediction models with the
baseline for users in U . We can see that the social models are in fact capturing
the notion of social environment influence over each user, beyond what can be
inferred from just looking at how popular a tweet is.

5.2 Social + NLP Models

In this section, we present some improvements on the purely social prediction by
adding NLP features describing the content of tweets. We experiment with both
classical LDA and TwitterLDA [13] models of 10 and 20 topics, on all selected 37
users in UNLP . We use the same procedure as before to fit the classifiers, namely
SVM models with hyperparameters adjusted through a 3-fold cross-validated

Fig. 2. F1 scores on baseline vs. social for u ∈ U on M te
u .
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Fig. 3. F1 scores on soc vs. soc-LDA vs. soc-TwLDA for u ∈ UNLP on M te
u .

search. To overcome convergence issues, in the case of classical LDA we apply
scaling to all columns and impose a limit of 100, 000 iterations to the underlying
numeric optimization algorithm.

We compare results with the models obtained in the previous section and the
baseline, by analyzing performance over the test sets (M te

u , yteu ). It is important to
remark that these datasets are not used in the training phase or in the selection
of users in UNLP . The latter were picked based on their performance on the
tuning sets (M tu

u , ytuu ). In Table 2 we can see the results obtained over test sets
of each user, restricted to users in UNLP for all models5. The best performing
models are the ones that use TwitterLDA with 10 topics, attaining an average
improvement of 1.7% over the purely social models.

From Table 2 we can also observe that classical LDA turns out to be very
unsuitable for modeling Twitter content. Not only it doesn’t attain an improve-
ment, but it decreases the quality of models by more than a 12%, most likely
due to overfitting on too descriptive topic probability features.

Only after switching to the TwitterLDA variation (which assigns a single
topic to each tweet instead of a probability distribution over topics), we are able
to obtain an improvement over the purely social model. These differences can
be clearly observed in Fig. 3.
5 We denote with social+lda10 the models that combine social features and clas-

sical LDA features with 10 topics. Similar notation applies for 20 topics and the
TwitterLDA variation.
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6 Conclusions and Future Work

During the development of this work, we confirmed our idea that the analysis
of social networks can provide very useful tools when implementing content rec-
ommendations, allowing us to also better understand the connections between
the interests of a user and her social environment. We found it surprising to see
the high performance of social environment-based predictions, without even tak-
ing the content into account. We also noticed that the extraction of topics with
LDA, beyond its usefulness in tasks of corpus exploration and understanding,
has enough potential to describe text content in a few dimensions of features.
Using the TwitterLDA variation of the classical LDA model is of great impor-
tance at this point, and turned out to be the only way to achieve an improvement
in the average prediction quality. We have many ideas to continue this work; we
now continue to describe here the most relevant ones. One possible way is to
try to infer a classifier capable of characterizing a user’s retweeting behavior.
This is, when the user is going to retweet, how much she is influenced by the
social environment and how much she is by the content of the tweet. In the case
of obtaining a classifier of this type, we could combine the social environment
model and the content model in a better way. We also have in mind adding
more features to our model such as number or rate of retweets among followed
users, number or rate of retweets between followed by followed, number or rate
of retweets between friendships (users who follow each other with the central
user), among others. Finally, another interesting direction is to use our current
user-centered retweet predictions to develop a notion of retweetability within
groups or communities of users.
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