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Abstract Intellectual property (IP) core providers are increasingly aware of the
need to protect their investment from either counterfeit/forgery or illegal owner-
ship. This chapter presents a novel low cost dual phase watermarking methodology
during high level synthesis (HLS) for IP core protection of vendor. Robust vendor
signature is embedded in two subsequent phases of high level synthesis to form
an integrated watermark. We present a dual-phase watermarking methodology that
embeds a multi-variable double phase watermarking during high level synthesis
for application specific IPs (application specific integrated circuits) that incurs zero
delay and register overhead as well as minimal hardware overhead. The dual-phase
watermarking approach yields average reduction of embedding cost of 6% (which
includes average area reduction of 7% and average latency reduction of 4%) when
compared to two recent HLS basedwatermarking approaches for application specific
IPs. Additionally, the approach also achieves stronger proof of authorship compared
to two recent HLS based watermarking approaches.

1 Introduction

Internet-of-Things (IoT) represents interconnection (communication system) of
smart devices, sensors, computing devices etc (including consumer electronics)
through modern network technologies. IoT is playing an essential role in home elec-
tronics, from entertainment to smart home control. In the domain of IoT, driven by
consumer electronics (CE) hardware, the importance of Electronics Design Automa-
tion (EDA) is pivotal. In themodern era of EDA for CE device, surging complexity of
design is out-pacing the design productivity. The significance of reusable Intellectual
Property (IP) [1–3] core for CE hardware is to cope up with these complex design
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Fig. 1 Overview of IP core threats and its protection mechanism

requirements by reducing design time and enhancing design productivity. Thismakes
IP core a promising and popular solution in the industry. However, with the increase
in globalization and competition between the IP sellers/vendors, typical attacks such
as IP counterfeiting/cloning, ownership abuse are escalating. Protection of IP core is
essential to advance the benefits of reusable IP core [2–12]. However, while protect-
ing an IP core correct functionality and accuracy must be retained. Ownership of IP
ownership may be achieved by activating and deactivating each IP core by the sys-
tem designer [13], through a reversible data hiding approach [14] or by information
hiding techniques through steganography [15, 16]. Implanting a invisible owner’s
signature (known as watermark) is also one of the effective and promising option
to protect a reusable IP core against ownership abuse and IP infringements (refer
Fig. 1).

2 Overview of IP Core Protection Through Watermark

In this sub-section, we discuss some of the well-known powerful watermarking
methodologies along with their differences with the presented dual-phase water-
marking approach. Several watermarking techniques as discussed in [1, 11, 17–19]
are embedded at lower design abstraction level. For example side channel based
watermarking technique is discussed in [17], where, the vendor watermark is inserted
into the netlist and bitstream of an IP design. An in-synthesis IP core watermarking
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process is proposed in [11]. Though these approaches are useful however they do not
protect designs at higher abstraction levels and incur more implementation complex-
ity. Further [1, 18] is only applicable for Field-programmable Gate Arrays (FPGAs),
not for Application Specific Integrated Circuits (ASICs). Additionally, both [18, 19]
do not embed multi-phase watermarking during High-level synthesis (HLS) of IP
design. Watermarking has been applied at higher design abstraction level also, for
example, authors in [2, 3] insert watermarking in register assignment phase of HLS.
Specifically, in [2] a dual variable encoding scheme (sequence of ‘0’ and ‘1’) is pro-
posed for watermarking whereas in [3] a multi variable encoding scheme (sequence
of ‘i’, ‘I’, ‘T’ and ‘!’) is proposed for watermarking. Both of these approaches add
additional edges in colored interval graph to achieve single-phase watermark (i.e.
during register assignment). Thus both, robustness and tamper resistance of [1–3,
11, 18, 19], are significantly less than a multi-phase HLS based watermark [20].

Several multi-level hierarchical watermarking techniques are also discussed in
[21–23]. These techniques embed watermark in multiple design abstraction levels
which offer strong proof of ownership and high degree of tamper resistance, but does
not explicitly implant dual-phasewatermarking constraints at architectural level (dur-
ing high level synthesis steps). Further, aforesaid approaches may also incur higher
implementation complexity and design overhead as the watermarks are embedded
in multiple independent levels.

2.1 Motivation of Embedding Dual Phase Watermark for IP
Protection at Behavioral Level

This discussion in this chapter is motivated by the fact that embedding watermark
at higher design abstraction (e.g. behavioral level) may be more advantageous than
embedding watermark at lower design abstraction (e.g. gate level or layout level).
This is because embedding watermark at higher design abstraction enables design
protection in subsequent lower levels (as watermark constraints embedded at higher
level propagate with design synthesis). Moreover, the embedding process incurs
lesser implementation complexity. In addition to that, embedding watermark in dual
phase within same abstraction level not only ensures more robustness, lower over-
head and higher tamper resistance watermark but also increases difficulty of reverse
engineering, compared to only single phase watermark ormultiple design level based
watermark designs [20].

The main focus of this chapter is to present a multi-variable dual phase (register
assignment and scheduling) watermarking methodology embedded at architectural
level for protecting against abuse of IP vendor’s ownership. The additional design
constraints due to watermark is embedded at architectural level in two different
phases of high level synthesis i.e. functional unit assignment and scheduling. It must
be noted that the presented dual-phase watermark embedding process embeds the
watermark in same abstraction level but in multiple phases, however without incur-
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ring much overhead and complexity [20]. Moreover, it is capable to achieve strong
proof of ownership and high degree stronger robustness as it distributes watermark-
ing constraints across two independent design phases compared to single phase.
Though it is a well known fact that insertion of watermark may result in design
overhead with respect to hardware area, execution delay, power etc., nevertheless,
the design overhead obtained by other HLS-based watermark [2, 3] is larger than the
presented dual-phase watermark due to encoding rules devised. Experimental results
validate the reduction in overhead and increase in robustness compared to [2, 3], as
highlighted in [20].

The remaining parts of this chapter is structured as: Sect. 2 explains the related
work. Section 3 illustrate the dual-phase watermarking methodology while Sect. 4
demonstrate a motivational example. Section 5 reports the results and analysis, and
conclusion in Sect. 6.

3 Dual-Phase Watermarking Methodology

3.1 Problem Formulation

From a given application in the form of data flow graph (DFG) and user specified
hardware configuration (Xi ) = N (R1), N (R2), . . . , N (RD), design a watermarked
IP core solution where N (RD) is the number of hardware of type RD .

Threat Model: The methodology presented in this chapter protects a reusable
IP core from following threats: ownership abuse and IP counterfeit/forgery. Thus,
possible attacks of a watermarked IP are: illegal claim of an IP and partial/complete
removal of an IP watermark.

Target Platform/Technology: The dual-phase watermarking technique is easily
adaptable to anymodern EDA tool. Any hardware description language (HDL) based
EDA tool can be merged with the aforesaid approach.

3.2 Dual-Phase Watermark Encoding

This sub-section discusses the presented dual-phase watermark encoding process.
Figure 2 presents a overview of the dual-phase watermarking approach. In the
approach we assume that the IPs are imported from two different third party IP
vendors because multi-vendor based IPs during system on chip (SoC) integration
is a common practice in the industry. In several published literatures [24–26], the
concept of two IP vendors for SoC design have been used. The dual-phase water-
mark is embedded during scheduling and hardware assignment phases of HLS [20].
The IP design in terms of assignment and scheduling phases are depicted through
two different tables (a) “non-critical operations (μm > 0)” table and (b) “hardware
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Fig. 2 IP core protection at behavioral level using dual-phase watermark [20]

assignment” timing table, whereμm indicates themobility of an operation. This dual-
phase watermarking approach is comprises of three different digits viz. ‘α’, ‘β’, ‘γ ’
where each digit indicates a specific encoding. A vendor’s signature as a combination
of ‘α’, ‘β’ and ‘γ ’ is converted into its respective watermarking constraints based on
the encoding rule of each digit, which is then subsequently embedded as additional
constraints in the design. For example, ‘α’ and ‘β’ digit will embed a watermark by
modifying the hardware assignment table and ‘γ ’ will embed the vendor watermark
by changing the “non-critical operations (μm > 0)” table. The detailed encoding
rule of each digit is defined as follows [20]:

• ‘α’ = Even operation and odd operation of odd control step will be assigned to
hardware of vendor 2 (V2) and vendor 1 (V1) respectively.

• ‘β’ = Even operation and odd operation of even control step will be assigned to
hardware of vendor 1 (V1) and vendor 2 (V2) respectively for.

• ‘γ ’ = Shift an operation into its immediate next control step (cs) if the operation
is in non-critical path with highest mobility.

In the dual-phase watermark encoding rule, no portion of the existing IP design
requires to be hidden. Instead, the existing scheduling and hardware assignment of
the IP design is locally altered to accommodate the signature encoded digits in the
form of watermark. More specifically, in the scheduling phase, the operations of the
non-critical path are locally shifted based on the encoding rule of γ as explained
later in Tables 2 and 4. Next, in the hardware assignment phase the existing ven-
dor assignment (allocation) is modified based on the encoding rule of α and β. As
explained later Tables 1 and 3, due to signature digits of α and β, the existing hard-
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Table 1 Hardware assignment table (before implanting watermark)

ODD
C.S.

Operation no. 1 2 7 8 9 12 13

Assigned
hardware

M2 M1 A1 M1 M2 M2 A2

EVEN
C.S.

Operation no. 3 4 5 6 10 11 14

Assigned
hardware

M1 M2 A1 A2 M2 A2 A1

Table 2 Timing table for non-critical operations (before implanting watermark)

Operation no. 2 3 4 6 8 7 10 13

Control step no. 1 2 3 4 5

Table 3 Modified hardware assignment table (after implanting watermark)

ODD C.S. Operation no. 1 2 7 8 9 12 13

Allocated
hardware

M1 M2 A1 M1 M2 M2 A2

EVEN C.S. Operation no. 3 4 5 6 10 11 14

Allocated
hardware

M2 M1 A1 A2 M2 A2 A1

Table 4 Modified timing table for non-critical operations (after implanting watermark)

Operation no. 2 3 4 6 7 10 13 8

Control step no. 1 2 3 4 5

ware assignment before watermark (opn 1 to M2 and opn 2 to M1) is modified to a
different hardware assignment (opn 1 to M1 and opn 2 to M2).

In the approach, watermark length can be controlled by varying the vendor sig-
nature strength i.e. the number of digits in the watermark embedded in an IP design
depends on the size of the signature provided by the vendor. Moreover, the size of the
design is also important to ensure all the watermarking constraints corresponding to
the chosen signature are embedded. For example, a small size design can not accom-
modate a large size signature (watermark length). However, a large size design can
accommodate various signature strengths. Thus to ensure that successive synthesis
do not result in same watermark, signature strength should be accordingly chosen,
e.g. for a small size design a very large size signature is undesirable.

The above encoding process is very useful as it enables to covertly insert water-
mark signature into an IP core during its design process [20]. Since the utility of
multi-vendor hardware assignment model during IP core design is obvious, hence it
provides a vehicle for the dual-phase watermarking approach to hiddenly embed the
watermarking constraints into it. The watermarking constraints based on encoding
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thus can be conveniently implemented in a hidden form. Thus an attacker (without
the knowledge of encoding rules) will not have any hint where/how the watermark
is embedded. The dual-phase watermarking approach does not aim to obscure an IP
design to provide security, it only embeds vendor’s signature secretly into the design
(without disturbing IP functionality and obfuscating any IP design information) to
protect the owner, in case of ownership conflict. Thus even if an attacker knows
the complete design, its embedded watermark remains invisible. This is because our
watermark embedded does not add any extra design component, logic or feature, but
only performs local alteration of existing scheduling and hardware assignment, such
that it does not hamper IP functionality or appearance. Further, since we employ
local hardware re-assignment by exploiting multi-vendor assignment concept and
local movement of non-critical path operation with mobility, to embed watermark,
thus the dual-phase watermarking approach incurs low design overhead with respect
to execution delay and design area. Additionally, the watermark generated through
multi-variable encoding satisfies desirable properties such as minimal embedding
cost, fault tolerance (as constraints are exclusive and distributed in nature), resiliency
against threats (as specified in threat model) and low creation and detection time.

3.3 Process for Embedding Dual-Phase Watermark
in IP Design

The following steps are used to embed dual-phase watermark [20]:

1. Schedule theDFGbased on list scheduling algorithmand user provided hardware
configuration.

2. Perform hardware assignment on the schedule DFG.
3. Create the “hardware assignment” table for all operation and timing table of

“non-critical operations (μm > 0)” to represent the IP design before embedding
watermark.

4. Based on the operation number in each cs. sort the operations in increasing order.
5. Take the signature of the vendor as a combination of ‘α’, ‘β’, ‘γ ’ digit’s only.
6. For each occurrence of ‘γ ’ digit shift/move an operation of non-critical path by

scanning from cs 1 onward (without repeating) such that:

a. In the immediate next cs. the operation should not has a child.
b. Shifting/moving of the operation should not violate the user provided

resource configuration constraints.
c. The operation has the maximum mobility value will get priority to resolve

conflict (if conflict arises between two or more operations).

7. For each occurrence of ‘α’ and/or ‘β’ hardware reassignment is performed in
sorted order as per the encoding rules.

8. To represent a dual-phase watermarked IP core design, modify the “hardware
assignment” table and “non-critical operations (μm > 0)” table generated in
step 3 based on steps 6 and 7.
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In the dual-phase watermarking approach we have used classical resource con-
straint list scheduling algorithm published in traditional HLS papers such as [27–30]
where priority function (e.g. mobility based, number of successor operations based)
is used to resolve resource contention or conflict among operations. Similar tech-
niques have been used in GAUT tool [31] where authors have used a modified list
scheduling using bit width in addition to mobility. Further, contemporary algorithms
as soon as possible (ASAP) scheduling has also been used in LegUp tool [32]. Thus
the dual-phase watermarking approach uses the realistic list scheduling algorithm
adopted fromclassical sources.Moreover, inwatermark embedding process (in [20]),
the 1st three steps are pre-watermark stage of the approach, where first step uses
list scheduling to generate a schedule (refer to Sect. 5.1 that shows a motivational
example of a valid schedule generated using list algorithm). Subsequently step 4
onward watermark embedding process begins where operations are sorted according
to their sequence numbers (i.e. name ordering). This sorting is necessary to accom-
modate the watermark constraints by local alteration of scheduling (only non critical
path) and hardware assignment. Therefore, operations are sorted only for inserting
signature, not for generating a regular valid scheduling. For the sake of brevity,
all the features of authors HLS tools have not been included while demonstrating
dual-phase watermarking. However, our HLS methodology/tools (published in [26,
33–36]) combines many features (used in other HLS tools) such as data pipelining,
loop pipelining, initiation interval, loop unrolling, loop folding, tree height transfor-
mation, logic transformation, redundant operation elimination, loop invariant code
motion etc. Thus for preserving succinctness, the dual-phase watermarking method
has not been demonstrated using above features.

3.4 Signature Detection

The signature detection for original owner of dual-phase watermarking approach can
be achieved in two steps:

1. Inspection: The objective of inspection is to collect the relevant information from
an IP design (hardware description language (HDL) files) such that the presence
of watermark can be identified by only a knowledgeable user (of encoding rules).
For instance in the dual-phase watermarking approach inspection can be per-
formed to collect the information of “non-critical operations (μm > 0)” timing
and “hardware assignment” details from the source code of hardware description
language.

2. Verification: The verification of signature is required to validate the presence of
vendor signature in the reverse engineered IP design. In order to perform this,
vendor’s signature needs to be decoded (converted to constraints) using signature
encoding rules (mentioned in Sect. 3.2). Finally, the presence of decoded con-
straints are verified in the reverse engineered design. The design flow of devised
signature detection process is presented in Fig. 3.
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Fig. 3 Signature detection process of dual-phase watermarking approach

4 Motivational Example for Dual-Phase Watermarking
Approach

4.1 Motivational Example for Dual-Phase Watermarking
Scheme

Figure 4 shows a list scheduled DFG of MESA benchmark based on 2 adders and 2
multipliers which is provided as user input. In control step 1 the number of ready to
schedule multiplication operations are 4 however, the number of multipliers avail-
able are 2 (according to user resource constraints). In the dual-phase watermark-
ing approach this type of resource conflict is resolved using mobility based list
scheduling. As operation 1 and operation 2 has lesser mobility than operation 3 and
operation 4 they are scheduled in control step 1. Similarly, for other resource conflicts
the operation having lesser mobility gets higher priority to schedule in a control step.
Two instances are obtained for each hardware type, by importing one from vendor 1
(V1) other from vendor 2 (V2). The initial (before embedding watermark) IP sched-
ule performs random hardware assignment. The corresponding operation numbers
(1–14) of each functional unit appears in the left and the assigned hardware type of
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Fig. 4 ScheduledDFGofMESAusing2 adders and2multiplierswith randomhardware assignment
before implanting any constraints

each functional unit appears in the right (Fig. 4). For instance, the first operation of
cs 1 is marked as operation number (1). ‘M2’ indicates the multiplier assigned to
this operation is imported from vendor type 2. The operations and its corresponding
assigned hardware is presented in Table 1. The first and third row of the table repre-
sent the operation # of odd cs and even cs respectively and the second and fourth row
shows the corresponding assigned hardware. Next step is to create a table containing
details of timing information for IP design (before embedding watermark). Note: We
do not include timing info of critical path operations as watermark is not inserted
there. The table consists of list of all non-critical path operations and their respective
cs number. The first and second row of the table indicate the operation number and the
corresponding cs number respectively. In the table, based on mobility, operations of
same cs are reported in sorted order. Next step is selecting a unique vendor signature
provided as watermark. Assuming: “γ γαββαα”.

The dual-phase watermarkingmethodology inserts watermarking constraints dur-
ing scheduling and hardware assignment phases of HLS respectively. According to
the encoding rule, a single encoded digit ‘γ ’ shall move an operation of non-critical
path with higher mobility (refer Fig. 4) to its immediate next cs. Now as per the
rule 6 in Sect. 3.3 operation number 8 is the first eligible operation to move in cs
4 and then subsequently to cs 5 due to occurrence of two consecutive ‘γ ’ digits.
The reason is that, other operations of non critical path viz. 2, 3, 4, 6, 7 and 10
does not satisfy the rule 6, while operation number 13 is not eligible because lack of
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Fig. 5 Scheduled DFG after implanting first-phase of watermark (‘γ ’ digits)

another ‘γ ’ digit in signature chosen. After inserting two ‘γ ’ digits (according to the
sample vendor signature) the modified scheduled DFG with first phase watermark-
ing constraints embedded is shown in Fig. 5. The aforesaid scheduled DFG after
embedding ‘γ ’ is further used to embeds watermark in the hardware assignment
phase to insert ‘α’ and/or ‘β’. Now according to the chosen signature, the 3rd digit
of the watermark is α. Therefore, due to this α re-assignment of hardware M1 to
operation 1 is performed. Similarly, the 4th digit i.e. β e-assignment of hardware M2
to operation 3 is performed. This process continues for other signature digits. The
modified “hardware assignment” table and “non-critical operations (μm > 0)” table
after implanting watermark are present in Table 3 and Table 4 respectively. The final
dual-phase watermark implanted schedule is presented in Fig. 6. The overhead due
to scheduling phase is nil, while hardware assignment phase in minimum. Further,
register overhead is nil.

4.2 Properties of Generated Watermark

A watermark embedded in an IP core design must comprise of several desirable
properties. The watermarking methodology discussed in this chapter is capable to
generate those desirable properties. We discuss these properties achieved below:
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Fig. 6 Scheduled DFG after embedding dual-phase watermark (‘α’,‘β’,‘γ ’ digits)

1. Lowembedding cost: Thewatermark generated through dual-phasewatermarking
scheme incurs low area and latency overhead. Additionally zero register overhead
is imposed.

2. Resiliency against threats: The watermark is embedded in two different phases
using multi-variable encoding scheme. This makes the watermark strong and
robust against typical threats such as false claim of ownership, IP counter-
feit/forgery and watermark tampering.

3. Tamper Tolerance: As the watermark is embedded in two phases and distributed
over the complete design, the ownership remains intact even after any tampering
or partial removal of watermark (i.e. if thewatermarking constraints of phase 1 are
removed by an attacker, the ownership can be still proven by the watermarking
constraints of phase 2 or vice versa). Additionally, partial removal could also
occur if some watermarking constraints of a specific phase is only removed. In
such a scenario, the dual-phase watermarking approach is also capable to detect
watermark as the remaining watermark constraints are still distributed in the
design.

4. Watermark creation and detection time: The dual-phase watermarking is fast such
that the creation time is very less i.e. in the order of few milli-seconds. Besides,
it is simple for a genuine entity (with complete knowledge of encoding rules) to
detect the watermark while tough for an outsider.
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5 Results and Analysis

In subsequent discussion of this chapter, we term a pre-watermark design (before
embedding any watermark constraints) as baseline design. The dual-phase water-
marking solution, related approaches [2, 3] and baseline design, all have been imple-
mented in Java and run on AMD processor. Subsequent subsections present the com-
parative results with [2, 3]. Following are the major reasons for choosing [2, 3] for
comparison:

1. Both [2, 3] have integrated watermark in one of the three major phases (i.e.
scheduling, hardware and register assignment, binding) of HLS prior to data-
path and control unit generation. However, [11] has not integrated watermark in
one of these phases, but has embedded in IP control unit. Since the dual-phase
watermarking approach has also embeds watermark in two of thesemajor phases
of HLS [20] it is more closer to [2, 3] from comparison perspective.

2. Additionally, [2, 3] targets HLS for application specification integration circuits
(ASICs), however, [11] targets HLS for field programmable gate array (FPGA).
Since the approach also targets HLS for ASICs, it includes similar platform as
[2, 3], compared to [11].

3. Finally, the approach in [11] suffers from a limitation that lack of sufficient “tem-
porally free” output slots result into erroneous watermarking process. Whereas,
[2, 3] do not suffer from any such type of limitation like the dual-phase water-
marking approach.

A 15 nm technology based on NanGate library [37] is used to calculate the design
area and execution latency of each design. HLS benchmarks are adopted from [38,
39] has been used in the dual-phase watermarking approach in this chapter.

5.1 Typical Attack Scenarios

In this section of the chapter, we discuss various type of attack scenarios. Assuming,
entity ‘X’ is the owner of a watermarked design (Dw) which entity ‘Y’ has brought
from ‘X’. In such a case the following threats may arises [2, 20]:

5.1.1 Unintended Signature Extraction

Entity ‘Y’may try to identify an existing information in thewatermarked design (Dw)
through inspection or reverse engineering and claims as his watermarking constraint.
Subsequently, ‘Y’ can then demand his ownership claiming design contains his sig-
nature. In such a case when the design contains both ‘X’s signature (original) and
‘Y’s signature (unauthorized) then, the entity having stronger and more meaningful
watermark will be considered as the real owner.



34 A. Sengupta and D. Roy

5.1.2 Unauthorized Signature Insertion

Entity ‘Y’may try to insert his own signature into Dw and claim for ownership. In that
scenario, the newly generated watermarked design will contain ‘Y’s signature on the
top of the ‘X’s signature. In such contradiction, ‘X’ can establish his authorship easily
as ‘X’s design only contains his signature, whereas, ‘Y’s design contains signatures
of both ‘X’ and ‘Y’.

5.1.3 Tampering Original Signature

Entity ‘Y’ may try to remove the watermark (partially or fully) from Dw by per-
forming some alterations to create an unauthorized design. However, as dual-phase
watermarking methodology distributes additional constraints throughout the com-
plete design in two different phases of HLS, therefore it is extremely difficult to
tamper all the watermarking constraints in the design.

5.2 Strength of Protection and Tamper Tolerance Ability

Table 5 presents the probability of coincidence (Pc) of the dual-phase watermarking
technique [2, 3]. Probability of coincidence [20] is defined as the possibility of
generating the same hardware assignment and scheduling as the one obtained after
embedding watermark. The metric for the approach is defined below:

Pc =
( 1∏D

i=1 N (Ri )

)w ∗
( 1∏G

j=1 Mob(Oj )

)
(1)

where w is the total count of α/β digit available in the signature, N (Ri ) is number
of hardwares of hardware type Ri and D is total types of hardwares. Mob(Oj )

indicates the mobility of the non-critical operation j (Oj ) and G is the total count of
γ digits available in the signature. Probability of coincidence (Pc) for related work
[2, 3] is based on information provided in their paper. Table 5 shows the dual-phase
watermarking approach have stronger credibility of authorship as lower Pc value is
achieved compared to [2, 3]. Further,higher the signature size, stronger the proof of
ownership (as Pc decreases).

Table 6 indicates the resilience of the dual-phase watermarking approach, [2, 3]
against tampering i.e. tamper tolerance ability. More the watermarking constraints
embedded throughout the design, more the difficulty for an attacker to tamper and
remove it completely. In [2, 3],watermarking constraints are embedded as extra edges
in the colored interval graph.However, inmany cases all thewatermarking constraints
corresponding to the signature strength does not get added as extra edges due to
presence of default edges in the design. In other words, number of actual (effective)
watermarking constraints added to the design is much lesser than signature strength
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Table 5 Comparison of (Pc) as proof of ownership for dual-phase watermarking approach [2, 3]
for signature strength: 80 digits

Benchmarks Probability of coincidence (Pc)

Dual-phase [2] [3]

2D-ARF 5.8 ∗ 10−76 5.7 ∗ 10−73 5.7 ∗ 10−73

DCT (8-tap) 1.4 ∗ 10−79 5.7 ∗ 10−73 5.7 ∗ 10−73

2D-DWT 8.9 ∗ 10−60 1.2 ∗ 10−56 1.2 ∗ 10−56

EWF 3.2 ∗ 10−60 6.8 ∗ 10−49 6.8 ∗ 10−49

IDCT (8-tap) 3.3 ∗ 10−76 5.7 ∗ 10−73 5.7 ∗ 10−73

MPEG-2 motion vector 6.2 ∗ 10−95 2.0 ∗ 10−92 2.0 ∗ 10−92

1D-JPEG-IDCT (8-tap) 2.9 ∗ 10−89 4.6 ∗ 10−87 4.6 ∗ 10−87

MESA feedback points 7.3 ∗ 10−96 4.6 ∗ 10−80 4.6 ∗ 10−80

MESA interpolate aux 2.1 ∗ 10−116 1.3 ∗ 10−101 1.3 ∗ 10−101

MESA matrix multiplication (4 × 4) 1.2 ∗ 10−83 1.5 ∗ 10−83 1.5 ∗ 10−83

Table 6 Comparison of tamper tolerance as proof of resilience for dual-phase watermarking
approach [2, 3] for signature strength: 80 digits
Benchmark Actually embedded watermarking constraints % of actually embedded watermarking constraints

Dual-phase [2] [3] Dual-phase [2] [3]

2D-ARF 56 40 48 70 50 60

DCT (8-tap) 80 56 64 100 70 80

2D-DWT 51 41 48 64 51 60

EWF 48 27 29 60 34 36

IDCT (8-tap) 80 54 64 100 68 80

MPEG-2 motion
vector

80 56 56 100 70 70

1D-JPEG-IDCT
(8-tap)

80 55 58 100 69 73

MESA feedback
points

80 56 58 100 70 73

MESA interpo-
late aux

80 50 57 100 63 71

MESA matrix
multiplication
(4 × 4)

80 62 66 100 78 83

applied. Thus an attacker has to put much less effort in identifying the signature. On
the contrary, for dual-phase watermarking approach, watermarking constraints are
embedded in scheduling and assignment phases of the design as local alterations.
This technique reduces chances of default constraints being present in the design,
thus enabling more watermarking constraints to be effectively added to the design.
Thus an attacker has to put much higher effort in identifying the signature by reverse
engineering. Therefore, the tamper tolerance ability of the dual-phase watermarking
approach is higher than [2, 3].
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Table 7 Comparison of dual-phase watermarking approach with baseline with respect to area,
latency, embedding cost and cost overhead percentage (%)
Benchmarks Resource

configuration
Area (µm2) Latency (ns) Cost Cost overhead %

Baseline Dual-
phase

Baseline Dual-
phase

Baseline Dual-
phase

Dual-
phase

ARF 5(+), 3(*) 191.10 209.19 2.67 3.11 0.77 0.87 12.98

DCT 6(+), 3(*) 250.87 263.45 3.95 4.19 0.80 0.84 5

DWT 2(+), 4(*) 162.79 165.94 1.98 2.08 0.78 0.81 3.85

EWF 3(+), 2(*) 184.81 197.39 3.24 3.82 0.85 0.95 11.76

IDCT 5(+), 3(*) 246.15 253.23 3.77 4.16 0.78 0.83 6.41

MPEG 3(+), 8(*) 280.76 287.05 2.44 2.59 0.73 0.76 4.11

JPEG 5(+), 5(*) 747.90 756.55 14.90 15.92 0.72 0.76 5.56

MESA-FP 4(+), 7(*) 370.41 380.63 4.88 4.94 0.71 0.74 4.23

MESA-IA 8(+), 8(*) 644.87 667.68 9.24 9.62 0.65 0.68 4.62

MESA-MM 4(+), 4(*) 526.12 534.77 9.52 9.96 0.71 0.73 2.82

5.3 Embedding Cost Comparison and Design Overhead
Analysis

This sub-section discusses the embedding cost evaluation and design overhead anal-
ysis. Embedding cost is calculated in terms of area and latency of a watermarked
design. Design overhead analysis is performed in terms of design area, design latency
and embedding cost.The embedding cost is evaluated based on the following func-
tion [3]:

C f (Xi ) = w1LT /Lmax + w2AT /Amax (2)

where, C f (Xi ) is the embedding cost of the solution for hardware configuration Xi ,
LT and AT indicates total execution latency and total hardware area of the water-
marked design. Lmax and Amax indicates maximum execution latency and hardware
area, w1 and w2 are user specified weight factor,both of them is set as 0.5 to provide
equal weightage.

The comparison of dual-phase watermarking approach with the baseline design in
terms of area, latency and embedding cost is reported in Table 7. Further embedding
cost overhead percentage (%) of the dual-phase watermarking approach compared
to baseline design is reflected in the last column of the aforesaid table. As evident
from aforesaid table the dual-phase watermarking approach incursminimal overhead
compare to a baseline design (no watermark).

Table 8 reports the comparative analysis between [2, 3] and the dual-phase water-
marking approach in terms of design latency, design area and embedding cost of
a watermarked design. For most of the benchmarks reductions in design parame-
ters such as area, latency and embedding cost is achieved with respect to [2, 3].
Table 8 also reports the reduction % achieved by the dual-phase watermarking
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Table 9 Comparison of storage hardware between baseline, dual-phase watermarking approach
[2, 3] (for 80 digits watermark size)

Benchmarks Resource
configuration

# of storage hardware

Baseline Dual-phase [2] [3]

ARF 5(+), 3(*) 8 8 9 8

DCT 6(+), 3(*) 8 8 9 8

DWT 2(+), 4(*) 5 5 7 6

EWF 3(+), 2(*) 4 4 6 5

IDCT 5(+), 3(*) 8 8 10 9

MPEG 3(+), 8(*) 14 14 14 14

JPEG 5(+), 5(*) 12 12 12 12

MESA-FP 4(+), 7(*) 21 21 21 21

MESA-IA 8(+), 8(*) 48 48 48 48

MESA-MM 4(+), 4(*) 24 24 24 24

approach compared to [2, 3] with respect to latency, area and implementation cost.
Firstly, reductions compared to [2, 3] have been achieved because both approaches
embed the complete signature sequence during register assignment phase of HLS
(resulting into higher chances of register overhead incurring more area/latency).
Secondly, both aforesaid approaches do not leverage upon the promising concept
of multi-vendor model (with different area/delay values) for hardware assignment.
Using a single vendor for hardware assignment throughout the design may result in
higher design area/delay.

Table 9 reports the number of register required for baseline, dual-phase water-
marking approach [2, 3]. It is observed that register overhead of the dual-phase
watermarking approach is zero for all the tested benchmarks compared to [2, 3],
thus demonstrating that the dual-phase watermarking approach requires lower reg-
isters than [2, 3].

6 Conclusion

A dual-phase (embedded in same design abstraction level) watermarking method-
ology during high level synthesis has been presented in this chapter. The aforesaid
approach is based on a new embedding scheme (that implants watermark during
scheduling and assignment without change in functionality) and signature encoding
mechanism. The dual-phase watermarking approach does not add/reduce any new
design componentwhile insertingwatermark. The dual-phasewatermarkingmethod-
ology achieved an average reduction of design area, design latency and embedding
cost of 7% (min = 3.41% and max = 9.87%), 4% (min = 0% and max = 14.40%) and
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6% (min = 2.67% and max = 12.90%) respectively compared to two similar [2, 3]
HLS based watermarking approaches. Further, stronger proof of authorship is also
achieved compared to [2, 3]. In addition, the dual-phase watermarking approach is
more robust, scalable, tamper tolerant and easily adaptable to any modern CAD tool.

One of the important aspects of future research could be geared towards devel-
opment of stronger encoding mechanisms that would encompass more variables to
increase tamper tolerance capability. Moreover, development of multi-phase water-
mark could be an important problem to investigate for the future that could increase
the robustness of author credibility further. Additionally, another aspect of improve-
ment could be refining the signature strength such that an optimal balance between
strong tamper tolerance and lowembedding time couldbe achieved. Finally, impact of
watermark creation time on different type of applications such loop based, non-loop
based and nested loop based data flow graphs could be analyzed in future research.
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