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Welcome Message from the 3PGCIC-2018
Organizing Committee

Welcome to the 13th International Conference on P2P, Parallel, Grid, Cloud and
Internet Computing (3PGCIC-2018), which will be held in conjunction with
BWCCA-2018 International Conference, October 27–29, 2018, Tunghai
University, Taichung, Taiwan.

P2P, grid, cloud and Internet computing technologies have been established as
breakthrough paradigms for solving complex problems by enabling large-scale
aggregation and sharing of computational data and other geographically distributed
computational resources.

Grid computing originated as a paradigm for high-performance computing, as an
alternative to expensive supercomputers. Since the late 1980’s, grid computing
domain has been extended to embrace different forms of computing, including
semantic and service-oriented grid, pervasive grid, data grid, enterprise grid,
autonomic grid, knowledge and economy grid.

P2P computing appeared as the new paradigm after client–server and Web-based
computing. These systems are evolving beyond file sharing towards a platform for
large-scale distributed applications. P2P systems have as well inspired the emer-
gence and development of social networking, business to business (B2B), business
to consumer (B2C), business to government (B2G), business to employee (B2E)
and so on.

Cloud computing has been defined as a “computing paradigm where the
boundaries of computing are determined by economic rationale rather than tech-
nical limits”. Cloud computing is a multi-purpose paradigm that enables efficient
management of data centres, timesharing and virtualization of resources with a
special emphasis on business model. Cloud computing has fast become the com-
puting paradigm with applications in all application domains and providing utility
computing at large scale.

Finally, Internet computing is the basis of any large-scale distributed computing
paradigms; it has very fast developed into a vast area of flourishing field with
enormous impact on today’s information societies. Internet-based computing serves
thus as a universal platform comprising a large variety of computing forms.
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The aim of the 3PGCIC conference is to provide a research forum for presenting
innovative research results, methods and development techniques from both theo-
retical and practical perspectives related to P2P, grid, cloud and Internet computing.

Many people have helped and worked hard to produce a successful
3PGCIC-2018 technical programme and conference proceedings. First, we would
like to thank all the authors for submitting their papers, the PC members and the
reviewers who carried out the most difficult work by carefully evaluating the
submitted papers. Based on the reviewers’ reports, the Programme Committee
selected 24 papers for the main conference and 22 workshop papers for publication
in the Springer Lecture Notes on Data Engineering and Communication
Technologies Proceedings. The General Chairs of the conference would like to
thank the PC Co-Chairs, Chao-Tung Yang, Tunghai University, Taiwan; Massimo
Ficco, Campania University L. Vanvitelli, Italy; and Marcello Luiz Brocardo, Santa
Catarina State University, Brazil. We would like to appreciate the work of the
workshop Co-Chairs, Der-Jiunn Deng, National Changhua University of Education,
Taiwan; Rubem Pereira, Liverpool John Moores University, UK; and Juggapong
Natwichai, Chiang Mai University, Thailand, for supporting the workshop orga-
nizers. Our appreciations also go to all workshop organizers for their hard work in
successfully organizing these workshops.

We are grateful to Honorary Co-Chairs, Prof. Makoto Takizawa, Hosei
University, Japan; Mao-Jiun Wang, Tunghai University, Taiwan; and Jyh-Cheng
Chen, National Chiao Tung University, Taiwan, for their support and
encouragement.

Our special thanks to Prof. Han-Chieh Chao, National Dong Hwa University,
Taiwan; Dr. Nadeem Javaid, COMSATS Institute of IT, Islamabad, Pakistan; and
Dr. Jyh-Cheng Chen, Chair Professor, Department of Computer Science, National
Chiao Tung University, Hsinchu, Taiwan, for delivering inspiring keynotes at the
conference.

Finally, we would like to thank the Local Organizing Committee of Tunghai
University, Taiwan, for making excellent local arrangement for the conference.

We hope you will enjoy the conference and have a great time in Taichung,
Taiwan!

Li-Chih Wang
Fang-Yie Leu

Leonard Barolli
3PGCIC-2018 General Co-chairs
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Message from the 3PGCIC-2018 Workshops
Chairs

Welcome to the workshops of the 13th International Conference on P2P, Parallel,
Grid, Cloud and Internet Computing (3PGCIC-2018), held during 27–29 October,
2018, Tunghai University, Taichung, Taiwan. The objective of the workshops was
to present research results, work on progress and thus complement the main themes
of 3PGCIC-2018 with specific topics of grid, P2P, cloud and Internet computing.

The workshops cover research on simulation and modelling of emergent com-
putational systems, multimedia, Web, streaming media delivery, middleware of
large-scale distributed systems, network convergence, pervasive computing and
distributed systems and security.

The held workshops are as follows:

• 11th International Workshop on Simulation and Modelling of Emergent
Computational Systems (SMECS-2018)

• 9th International Workshop on Streaming Media Delivery and Management
Systems (SMDMS-2018)

• 8th International Workshop on Multimedia, Web and Virtual Reality
Technologies and Applications (MWVRTA-2018)

• 5th International Workshop on Distributed Embedded Systems (DEM-2018)
• International Workshop on Business Intelligence and Distributed Systems

(BIDS-2018)

We would like to thank all workshop organizers for their hard work in orga-
nizing these workshops and selecting high-quality papers for presentation at
workshops, the interesting programmes and for the arrangements of the workshop
during the conference days.

We hope you will enjoy the conference and have a great time in Taichung,
Taiwan!

Der-Jiunn Deng
Rubem Pereira

Juggapong Natwichai
3PGCIC-2018 Workshops Chairs
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2. Data Storage in Distributed Computation and Cloud
Systems, Edge and Fog Computing
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Welcome Message from the 11th SMECS-2018
Workshop Organizers

On the behalf of the organizing committee of 11th International Workshop on
Simulation and Modelling of Engineering & Computational Systems, we would
like to warmly welcome you for this workshop, which is held in conjunction with
the 13th International Conference on P2P, Parallel, Grid, Cloud and Internet
Computing (3PGCIC-2018) from 27–29 October, 2018, Tunghai University,
Taichung, Taiwan.

Modelling and simulation have become the de facto approach for studying the
behaviour of complex engineering, enterprise information and communication
systems before deployment in a real setting. The workshop is devoted to the
advances in modelling and simulation techniques in the fields of emergent com-
putational systems in complex biological and engineering systems and real-life
applications.

Modelling and simulation are greatly benefiting from the fast development of
information technologies. The use of mathematical techniques in the development
of computational analysis together with the ever greater computational processing
power is making possible the simulation of very large complex dynamic systems.
This workshop seeks relevant contributions to the modelling and simulation driven
by computational technology.

The papers were reviewed and give a new insight into the latest innovations in
the different modelling and simulation techniques for emergent computational
systems in computing, networking, engineering systems and real-life applications.
Contributions comprise modelling and techniques for big data, cloud and fog
computing and data privacy.

We hope that you will find the workshop an interesting forum for discussion,
research cooperation, contacts and valuable resource of new ideas for your research
and academic activities.

Leonard Barolli
Workshop Organizer
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Welcome Message from the 9th SMDMS-2018
Workshop Organizers

It is my great pleasure to welcome you to the 2018 International Workshop on
Streaming Media Delivery and Management Systems (SMDMS-2018). We hold
this 9th edition of the workshop in conjunction with the 13th International
Conference on P2P, Parallel, Grid, Cloud and Internet Computing (3PGCIC-2018)
from 27–29 October, 2018, Tunghai University, Taichung, Taiwan.

The tremendous advances in communication and computing technologies have
created large academic and industrial fields for streaming media. Streaming media
have an interesting feature that the data stream continuously. They include many
types of data like sensor data, video/audio data, stock data. It is obvious that with
the accelerating trends towards streaming media, information and communication
techniques will play an important role in the future network. In order to accelerate
this trend, further progresses of the researches on streaming media delivery and
management systems are necessary. The aim of this workshop is to bring together
practitioners and researchers from both academia and industry in order to have a
forum for discussion and technical presentations on the current researches and
future research directions related to this hot research area.

I would like to express my gratitude to the authors of the submitted papers for
their excellent papers. I am very thankful to the programme committee members
who devoted their time for preparing and supporting the workshop. Without their
help, this workshop would never be successful. A list of all of them is given in the
programme as well as the workshop website. I would like to also thank
3PGCIC-2018 organizing committee members for their tremendous support for
organizing.

Finally, I wish to thank all SMDMS-2018 attendees for supporting this
workshop. I hope that you have a memorable experience you will never forget.

Tomoki Yoshihisa
SMDMS-2018 International Workshop Chair
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Welcome Message from the 8th MWVRTA-2018
Workshop Organizers

Welcome to the 8th International Workshop on Multimedia, Web and Virtual
Reality Technologies and Applications (MWVRTA 2018), which will be held in
conjunction with the 13th International Conference on P2P, Parallel, Grid, Cloud
and Internet Computing (3PGCIC-2018) from 27–29 October, 2018, Tunghai
University, Taichung, Taiwan.

With the appearance of multimedia, Web and virtual reality technologies, dif-
ferent types of networks, paradigms and platforms of distributed computation are
emerging as new forms of the computation in the new millennium. Among these
paradigms and technologies, Web computing, multimodal communication and
tele-immersion software are most important. From the scientific perspective, one
of the main targets behind these technologies and paradigms is to enable the
solution of very complex problems such as e-science problems that arise in different
branches of science, engineering and industry. The aim of this workshop is to
present innovative research and technologies as well as methods and techniques
related to new concept, service and application software in emergent computational
systems, multimedia, Web and virtual reality. It provides a forum for sharing ideas
and research work in all areas of multimedia technologies and applications.

We would like to express our appreciation to the authors of the submitted papers
and to the programme committee members, who provided timely and significant
review.

We hope that all of you will enjoy MWVRTA 2018 and find this a productive
opportunity to exchange ideas and research work with many researchers.

Leonard Barolli
Yoshitaka Shibata

MWVRTA 2018 Workshop Co-chairs
Kaoru Sugita

MWVRTA 2018 Workshop PC Chair
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Welcome Message from the 5th DEM-2018
Workshop Organizers

Welcome to the 5th International Workshop on Distributed Embedded systems
(DEM-2018), which is held in conjunction with the 13th International Conference
on P2P, Parallel, Grid, Cloud and Internet Computing (3PGCIC-2018) from 27–29
October, 2018, Tunghai University, Taichung, Taiwan.

The tremendous advances in communication technologies and embedded sys-
tems have created an entirely new research field in both academia and industry for
distributed embedded software development. This field introduces constrained
systems into distributed software development. The implementation of limitations
like real-time requirements, power limitations, memory constraints within a dis-
tributed environment requires the introduction of new software development pro-
cesses, software development techniques and software architectures. It is obvious
that these new methodologies will play a key role in future networked embedded
systems. In order to facilitate these processes, further progress of the research and
engineering on distributed embedded systems is mandatory.

The international workshop on distributed embedded systems (DEM) aims to
bring together practitioners and researchers from both academia and industry in
order to have a forum for discussion and technical presentations on the current
research and future research directions related to this hot scientific area. Topics
include (but are not limited to) virtualization on embedded systems, model-based
embedded software development, real time in the cloud, Internet of things, dis-
tributed safety concepts, embedded software for (mechatronics, automotive, health
care, energy, telecom, etc.), sensor fusion, embedded multi-core software, dis-
tributed localization, distributed embedded software development and testing. This
workshop provides an international forum for researchers and participants to share
and exchange their experiences, discuss challenges and present original ideas in all
aspects of distributed and/or embedded systems.

I would like to appreciate the organizing committee of the 3PGCIC-2018
International Conference for giving us the opportunity to organize the
workshop. My sincere thanks to programme committee members and to all the
authors of the workshop for submitting their research works and for their
participation.

xxiii



I hope you will enjoy DEM workshop and have a great time in Taichung,
Taiwan.

Peter Hellinckx
DEM 2018 Workshop Chair
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Welcome Message from the BIDS-2018
Workshop Organizers

Welcome to the 2018 International Workshop on Business Intelligence and
Distributed Systems (BIDS-2018), which is held in conjunction with the 13th
International Conference on P2P, Parallel, Grid, Cloud and Internet Computing
(3PGCIC-2018) from 27–29 October, 2018, Tunghai University, Taichung,
Taiwan.

As many large-scale enterprise information systems start to utilize P2P networks,
parallel, grid, cloud and Internet computing, they have become a major source of
business information. Techniques and methodologies to extract quality information
in distributed systems are of paramount importance for many applications and users
in the business community. Data mining and knowledge discovery play key roles in
many of today’s prominent business intelligence applications to uncover relevant
information of competitors, consumers, markets and products, so that appropriate
marketing and product development strategies can be devised. In addition, formal
methods and architectural infrastructures for related issues in distributed systems,
such as e-commerce and computer security, are being explored and investigated by
many researchers.

The international BIDS workshop aims to bring together scientists, engineers
and practitioners to discuss, exchange ideas and present their research findings on
business intelligence applications, techniques and methodologies in distributed
systems. We are pleased to have four high-quality papers selected for presentation
at the workshop and publication in the proceedings.

We would like to express our sincere gratitude to the members of the Programme
Committee for their efforts and the 13th International Conference on P2P, Parallel,
Grid, Cloud and Internet Computing for co-hosting BIDS-2018. Most importantly,
we thank all the authors for their submission and contribution to the workshop.

Kin Fun Li
Shengrui Wang

BIDS-2018 International Workshop Co-chairs
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3PGCIC-2018 Keynote Talks



Deep Learning Platform for B5G Mobile
Network

Han-Chieh Chao

National Dong Hwa University, Taiwan

Abstract. The 3G and 4G mobile communications had been developed for
many years. The 5G mobile communication is scheduled to be launched in
2020. In the future, a wireless network is of various sizes of cells and
different types of communication technologies, forming a special architec-
ture of heterogeneous networks (HetNet). Under the complex network
architecture, interference and handover problems are critical challenges in
the access network. How to efficiently manage small cells and to choose an
adequate access mechanism for the better quality of service is a vital
research issue. Traditional network architecture can no longer support
existing network requirements. It is necessary to develop a novel network
architecture. Therefore, this keynote speech will share a solution of deep
learning-based B5G mobile network which can enhance and improve
communication performance through combining some specific technologies,
e.g. deep learning, fog computing, cloud computing, cloud radio access
network (C-RAN) and fog radio access network (F-RAN).



Intelligent Context Awareness in Internet
of Agricultural Things

Nadeem Javaid

COMSATS Institute of IT, Islamabad, Pakistan

Abstract. Variability in climate and recession in water reservoirs are
diminishing the agrarian sector ecosystem production day by day. There is
an imperative requirement to restore the robustness and ensure high pro-
duction rate with the use of smart communication infrastructure. Moreover,
the farmers will be able to make resource-efficient decisions with the
availability of modern monitoring systems like Internet of agricultural things
(IoAT). However, the data generated through IoAT devices are disparate
which need to be handled intelligently to bring artificial intelligence (AI),
machine learning (ML) and data analytic (DA) techniques into play. This
speech will discuss how to intensively use the coordination between AI, ML
and DA at middleware to optimize the performance of IoAT system along
with context awareness. Additionally, horizontal functionality of the diverse
services to mitigate the problem of inter-operability will also be the part. An
analysis using TOWS matrix to consider the effects of internal and external
factors on the performance of automation techniques collaboration will be
discussed. The analysis points out various opportunities to innovate the
livelihood of agrarian society around the globe.



Softwarization and Virtualization of 5G
Core Networks

Jyh-Cheng Chen

Department of Computer Science, National Chiao Tung University,
Hsinchu, Taiwan

Abstract. It is envisioned in the future that not only smartphones will
connect to cellular networks, but also all kinds of different wearable devices,
sensors, vehicles, etc. However, since the characteristics of different devices
differ largely, people argue that future 5G communication systems should be
designed to elastically accommodate these different scenarios. The evolution
of core networks will be driven by integrating heterogeneous networking
technologies with the ultimate goal of migrating towards a new form of
softwarized and programmable network. In this talk, I will first present the
evolution of cellular systems from first generation (1G) to fourth generation
(4G), with a focus on core networks. I will then discuss the softwarization
and virtualization of 5G core networks.
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Abstract. A link analysis on a distribute system is a viable choice to
evaluate relationships between web-pages in a large web-graph. Each
computational processor in the system contains a partial local web-graph
and it locally performs web ranking. Since a distributed web ranking is
generally incur penalties on execution times and accuracy from data
synchronization, a web-graph can preliminary partitioned with a desired
structure before a link analysis algorithm is started to improve execution
time and accuracy. However, in the real-word situation, the numbers of
web-pages in the web-graph can be continuously increased. Therefore, a
link analysis algorithm has to re-partition a web-graph and re-perform
web-pages ranking every time when the new web-pages are collected.
In this paper, an efficient distributed web-pages ranking algorithm with
min-cut density-balanced partitioning is proposed to improve the execu-
tion time of this scenario. The algorithm will re-partition the web-graph
and re-perform the web-pages ranking only when necessary. The experi-
mental results show that the proposed algorithm outperform in terms of
the ranking’s execution times and the ranking’s accuracy.

1 Introduction

A web-link graph can be typically large, hence, performing web ranking on a
large-scale web-graph with a single processor is not efficient. Thus, a distributed
processing framework for storing and processing of a large-scale web-graph was
presented, e.g. DynamoGraph [13]. Otherwise, a distributed system such as a
peer-to-peer (P2P) network is a viable choice to address the aforementioned
problem. [5,6,11,12] have proposed the problem of distributed web-pages ranking
on a P2P network. In particular, each peer contains a part, called a local web
graph, of the whole web-graph. The importance of the web-pages are locally
measured. The efficient algorithms to addressed this problem have been also
proposed to improve the performance in term of the ranking’s execution times.
However, there generally exist the ranking’s results with some degrees of the
ranking’s errors [6]. Accordingly, there are methods to improve accuracy of the
ranking’s results. For example, the process of peer-meeting has been proposed
c© Springer Nature Switzerland AG 2019
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in [5] and [6], an asynchronous messages transmission has been proposed in [11],
and a direct transmission has been proposed in [12]. After each peer has already
completed theirs locally web-pages ranking, these methods will be started, and
a temporary global web-graph has been generated by randomly combine all of
local web-graphs. However, the randomly combining will has large execution
times for large-scale web-link graphs.

[8] and [9] have investigated a specific structure of local web-graphs. This
specific structure is called a min-cut density-balanced partition of a web-graph,
i.e., the different between the ratio of the numbers of the web-links and the num-
bers of the web-pages in each local web-graph (called as the density) among all
subgraphs is less than a constant while the numbers of the external web-links is
also minimized. Based on observation from [8], a web-graph can be partitioned
into the specific structure before a link analysis algorithm is started to improve
execution time and accuracy. Thus, the P2P-based web ranking algorithm will
perform only locally web ranking, and the process of peer-meeting can be elim-
inated because of the min-cut property. However, a graph partition problem is
typically under the category of NP-hard [2], repeatedly re-partitioning a large-
scale web-graph every time is not a viable choice.

The collected web content continues to grow when a new web-page is iden-
tified by the crawlers. The number of web-pages is increased continuously, and
the needs to provide the fresh search results to the users are being increased by
their changing behavior considering personal and business necessity. However,
re-computing the web ranking every time when the new web-pages are collected
can be inefficient. Previously, a problem of continuously increased numbers of
web-pages has been considered, and an incremental P2P-based web ranking algo-
rithm has been proposed in [7] and [10]. The algorithm is efficiency in terms of
both computational and communication costs. However, there is a big different
on the execution time of a peer which contains the different subgraph’s density
because the execution time of PageRank computation is affected by the density,
discussed in [8].

In this paper, the incremental web-pages ranking problem has been consid-
ered. For this problem, the naive P2P-based web ranking algorithm with graph
partitioning in [8] and [9] and the incremental P2P-based web ranking algo-
rithm in [7] and [10] are inefficient. Although, the process of peer-meeting can
be eliminated because of the min-cut property, repeatedly re-partitioning a web-
graph every time are not a viable choice for a large-scale web-graph because a
graph partition problem is typically under the category of NP-hard. Therefore,
a novel distributed web-pages ranking algorithm with min-cut density-balanced
partitioning will be proposed to improve the execution time of this scenario.
The algorithm will not re-partition the web-graph and re-perform the web-pages
ranking when that the new web-pages are collected. Moreover, it processes only
the necessary data in order to perform the ranking. With this approach, though
the complexity is not decreased, the non-worst case execution time can be more
efficient in the real-world situation.
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Fig. 1. An example of the new identified web-pages and web-links by the independence
crawlers.

2 Notations and Problem Definition

In this section, the notations are defined, and the problem of incremental web-
pages ranking is investigated as follows.

Web-pages and their web-links are represented by a web-graph G = (V,E);
a web-page is represented by a vertex v ∈ V , and a web-link between two web-
pages is represented by an edge e ∈ E. A local web-graph is represented by a
subgraph Gi = (Vi, Ei) of the web-graph where Vi ⊆ V and Ei ⊆ E.

A set of the local web-graphs is called a partition Pκ = {G1, G2, G3, ..., Gκ}
where κ is a partition’s size,

⋃κ
i=1 Vi = V , and

⋂κ
i=1 Vi = φ. Moreover, Pκ can

be called a min-cut density-balanced partition if and only if the different of
subgraph’s density is lower than a constant while the number of web-links across
the local web-graphs (the cut-edges) is minimum.

In this paper, the incremental web-pages ranking problem has been con-
sidered based on [7] and [10]. For a real-world situation, a web-graph is not
repeatedly partitioned every time when the new web-pages are collected until
the local web-graph’s density in a peer violate a constraint of density balancing.

3 P2P-Based Web Ranking Algorithms

In this section, P2P-based web ranking algorithms are presented, i.e., the
naive P2P-based web ranking algorithm (Sect. 3.1), and the incremental P2P-
based web ranking algorithm (Sect. 3.2). Moreover an efficient distributed web-
pages ranking algorithm with min-cut density-balanced partitioning is proposed
(Sect. 3.3).
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3.1 Naive P2P-Based Web-Ranking Algorithm

A naive algorithm to perform the P2P-based web-pages ranking was proposed in
[5] and [6]. There are three phases of the P2P-based web-pages ranking; First, the
new web-pages are collected by distributed crawlers, i.e., an individual crawler in
each peer of the P2P network collects the new web-pages. The whole web-graph
is still not identified in this process. Subsequently, each peer locally performs
web-pages ranking, and the cut-edges are not considered, Thus, there exist the
ranking’s results with some degrees of the ranking’s errors. Finally, the algorithm
randomly merges the local web-graphs from all peers together, called as a process
of peer-meeting, to reduce degrees of the ranking’s errors.

Figure 1 shows an example of the new web-pages and web-links by the inde-
pendence crawlers. The algorithm has to re-perform the web-pages ranking every
time when the new web-pages are collected. Assume that solid vertices are the
start-up vertices in the peers and the dotted vertices are new collected vertices.
From this figure, both of web-pages and web-links are added to in Peer-ID 0,
Peer-ID 1 and Peer-ID 2 while only web-links are added to in Peer-ID 5. Mean-
while, the web-pages and web-links in the others peers are not changes. The
algorithm has to re-perform the web-pages ranking of the whole web-graph, i.e.,
both of solid vertices and dotted vertices are re-performed web-pages ranking.

3.2 Incremental P2P-Based Web-Ranking Algorithm

Based on the naive algorithm, an incremental algorithm to perform the P2P-
based web-pages ranking was proposed in [7] and [10]. There are three phases of
the P2P-based web-pages ranking which are similar to the algorithm in Sect. 3.1.
However, the local web-pages ranking phase and the peer-meeting phase can
improve the execution time by using incremental computation as follows; the
updated local web-graph is segmented into two partitions, i.e the changed and
the unchanged partitions with respect to the structure of the local web-graph.
The partition can be considered by the descendent of the changed web-pages.
Therefore, the set of boundary web-pages between the two partitions has only
incoming web-links into the web-pages in the set. After the web-graph is parti-
tioned, the set of boundary web-pages between the two partitions is determined.
Performing the web ranking process of this set will only be affected from the
changed partition because the web-pages in this set no web-links into another.

3.3 Proposed iDBP Algorithm

According to the P2P-based web ranking algorithms with graph partitioning
in [8] and [9], the new web-pages are collected by the centralization crawlers.
Figure 2 shows an example of random distribution the subgraphs in the min-cut
density-balanced partition into each peer of Chord P2P network (the network’s
size = 6). The web-graph is turned into the min-cut density-balanced partition
by using the βα-DBP algorithm. Subsequently, the P2P-based web ranking algo-
rithm randomly chooses each subgraph and randomly distributes it into each peer
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Fig. 2. An example of random distribution the subgraphs in the density-balanced par-
tition into each peer of Chord P2P network.

of Chord P2P network. Finally, the P2P-based web ranking is computed under
principle of Chord’s protocol [14]. Thus, the algorithm has to be re-partitioned
when the web-graph’s structure is changed. Moreover, the whole local web-graph
in a peer has to be re-computed.

The efficient algorithm to find the min-cut density-balanced partition Pκ

which contains κ local web-graph was proposed in [8], called the βα-DBP algo-
rithm. Firstly, the P2P-based web ranking algorithm preprocess a web-graph by
using the βα-DBP algorithm. Unlike the others P2P-based web ranking algo-
rithms, the centralization crawler collects the new web-pages to identify the
whole web-graph before started the web ranking processes. A graph partition-
ing is computed before the P2P-based web ranking processes are started. This
web-graph preprocessing can help eliminate the process of peer-meeting because
the ranking’s results accuracy is determined by the property of min-cut, see [9].



8 S. Sangamuang et al.

Meanwhile, there will be no big different on the execution time of each peer by
the property of density-balanced.

Algorithm 1 shows pseudo-code to turn a web-graph into min-cut density-
balanced partition, and the local web-graphs are randomly distributed into the
peer in the P2P network. Afterward, the local web ranking will be processed in
the first time. Subsequently, the new web-pages are collected by the crawler and
the new local web-graph in each peer is identified, as showed in Algorithm 2.
The incremental local web ranking process will be repeated until the local web-
graph’s density violates constraint of density balancing.

Algorithm 1 Preprocessing a web-graph
Require: A web-graph G and constant κ.
Ensure: The density-balanced partition.
1: Let Pκ be a density-balanced partition.
2: Let Gi ∈ Pκ be a local web-graph.
3: Run the βα-DBP algorithm to find Pκ of G
4: Let p be a peer in the P2P network.
5: Random distribution Gi ∈ Pκ into p.

From Algorithm 2, the new local web-graph is partitioned into two partitions,
i.e the changed and the unchanged partitions with respect the structure of the
local web-graph (line 4–5). The segmentation can be considered by comparing
the web-pages of the existing web-graph with the updated one. After the web-
graph is partitioned, the set of boundary web-pages between the two partitions
is determined (line 6). Performing the web ranking process of this set will only
be affected from the changed partition because the web-pages in this set has
no web-links into another. At the end, the web ranking process of this set is
re-performed (line 7). The algorithm is repeatedly until the local web-graph’s
density is more than the constant βα (line 8), subsequently, the new web-graph
is re-partitioned (line 9).

Algorithm 2 Local web ranking
Require: A local web-graph Gi, constant βα.
Ensure: The local web ranking results.
1: Collect the new web-pages by the crawler to identify the new local web-graph G∗

i

2: Let d(Gi) and d(G∗
i ) be the local web-graph’s density.

3: repeat
4: Find the changed partition of G∗

i , denoted as CG.
5: Find the unchanged partition of G∗

i , denoted as UG.
6: Determine the set of boundary nodes between CG and UG, denoted as BG.
7: Perform web ranking in BG.
8: until d(G∗

i ) ≥ βα

9: Call Algorithm 1 to re-partition the new web-graph.
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4 Experiment Evaluation

The experiments evaluate performances of the P2P-based web-pages ranking
algorithms, i.e., web-pages ranking’s execution times and web-pages ranking’s
accuracy. The execution times and the accuracy of the proposed algorithm in
Sect. 3.3 is measured against the others P2P-based web-pages ranking algo-
rithms; i.e., naive P2P-based web-pages ranking algorithm in Sect. 3.1, labeled
as Naive-Ranking ; The incremental P2P-based web-pages ranking algorithm
in Sect. 3.2, labeled as Inc-Ranking . For the proposed algorithm, there are two
scenarios for investigating, i.e., DBP-Ranking always re-partitions the web-
graph every time that the new web-pages are collected, and iDBP-Ranking
improves the execution times of DBP-Ranking by re-partitioning when the
local web-graph’s density violates the density-balancing constant.

4.1 Setup

In this paper, a simulation was performed on PeerSim, a P2P simulator using
Chord P2P network [4]. The input web-graphs in all experiments come from
Stanford Large Network Dataset Collection (SNAP) [3]. Density of the input
web-graphs are 4.0. The experiment results in all sections come from 5 experi-
ments, each with different randomly selected subgraphs of SNAP. The partition’s
size (κ) is 8, the relaxed constraint of size-balanced (ν) is 1

2 , and the relaxed
constraint of density-balanced (α) are between α

4 and α
2 . Degrees of the rank-

ing’s error are measured from Spearman’s rank correlation coefficient [1] that
compares correlation between the centralization web ranking’s results and the
P2P-based web ranking’s results. Moreover, degree of ranking error indicates
accuracy, smaller the degree of ranking error, higher the accuracy.

For the experiment setups, the original web-graphs with 1,600 web-pages
are randomly distributed to the peers in the P2P network. The number of the
peers is 8 peers. In a real-world situation, the algorithms re-compute the web-
pages ranking every time the new web-pages are collected, and for evaluating
their performances, the execution times and the accuracy are measured a round
of increasing web-graph’s sizes. Thus, on the x-axis, the rounds of increasing
web-graph’s size varies from 0 to 12 rounds. For each round, the web-graph’s
size is increased 15% of the original. On the y-axis, the execution times and
the accuracy are showed. The experimental results present; The performances
of the proposed algorithm in the real-world situation; and the trade-off between
the execution times and the accuracy of the real-world web-graphs, i.e., Google
web-graphs and Stanford web-graphs.

4.2 Performances of the Proposed Algorithm

Figure 3 compares the performances of the iDBP-Ranking against the others
algorithms by ranking on Google web-graphs. Meanwhile, Fig. 4 compares the
performances of the iDBP-Ranking against the others algorithms by ranking on
Stanford web-graphs. The zeroth round of each figure is the system’s start-up
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Fig. 3. Performances of the proposed algorithm on Google web-graph.

Fig. 4. Performances of the proposed algorithm on Stanford web-graph.

where the simulation contains 1,600 original web-graphs. Thus, the performances
of Naive-Ranking and Inc-Ranking are similar to the performances of DBP-
Ranking and iDBP-Ranking.

After the first round, the execution times of Naive-Ranking and DBP-
Ranking are very similar and always higher than the others two algorithms
because the computation time complexity of its peer-meeting process is is poly-
nomial time in the web-graph’s sizes, meanwhile, the computation time com-
plexity of the βα-DBP algorithm is poly-logarithmic in the web-graph’s sizes.
For the Inc-Ranking, although, event though it still performs the peer-meeting
process, however, its execution times are still lower than the Naive-Ranking and
the DBP-Ranking because it re-performs web-pages ranking only the affected
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Fig. 5. Impacts of incremental percentage on the execution time.

web-pages. Moreover, the execution times of the iDBP-Ranking are usually lower
than the others algorithm but it might be highest in the some rounds (see the
third round and the fifth round) because the web-graphs are re-partitioned (see
line 8–9 of Algorithm 2). However its execution times are higher than that of the
DBP-Ranking.

For the accuracy, the footrule distances of the DBP-Ranking and the iDBP-
Ranking are always lower than the others algorithms because of the min-cut
density-balanced properties. The footrule distances of the iDBP-Ranking is
higher than the footrule distances of the DBP-Ranking because there exist the
additional cut-set’s cardinality. However, the footrule distances of the iDBP-
Ranking will be equal the footrule distances of the DBP-Ranking, if the iDBP-
Ranking re-partitions the web-graphs, see the third round and the fifth round.

Therefore, the iDBP-Ranking outperform for the web-pages ranking in a real-
word situation. Although, finding min-cut density-balanced partitions use large
execution times when a web-graph is increased to large-scale, re-partitioning
when the local web-graph’s density violates the density-balancing constant can
improve this situation.

4.3 Impact of Incremental Percentage on the Performances

This section shows impact of incremental percentage on the performances of the
P2P-based web-ranking algorithms. The execution times and the accuracy of
Google web-graphs are measured. Thus, on the x-axis, the increasing incremental
percentage varies from 10 to 50% of the original. The y-axis of Fig. 5 is the
execution times, meanwhile, the y-axis of Fig. 6 is the accuracy



12 S. Sangamuang et al.

Fig. 6. Impacts of incremental percentage on the accuracy.

From the figures, it clearly to see that increasing incremental percentages are
not affected on comparative performance results.

5 Conclusions

A link analysis algorithm has to re-partition and re-perform web-pages ranking
every time the new web-pages are collected where it is not a viable choice for a
real-word situation. In this paper, a distributed min-cut density-balanced algo-
rithm for incremental web-pages ranking is proposed. The experimental results
show that the proposed algorithm outperform in terms of the ranking’s execution
times and the ranking’s accuracy. Future work, the bound of density-balancing
constants will be proposed to approximate the cut-set’s cardinality. Moreover,
the other parameter of the algorithm will be investigated.
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Abstract. A huge number of devices like sensors are interconnected in
the IoT (Internet of Things). In order to reduce the traffic of networks
and servers, the IoT is realized by the fog computing model. Here, data
and processes to handle the data are distributed to not only servers
but also fog nodes. In our previous studies, the tree-based fog comput-
ing (TBFC) model is proposed to reduce the total electric energy con-
sumption. However, if a fog node is faulty, some sensor data cannot be
processed in the TBFC model. In this paper, we propose a fault-tolerant
TBFC (FTBFC) model. Here, we propose non-replication and replication
FTBFC models to make fog nodes fault-tolerant. In the non-replication
FTBFC model, another operational fog node takes over a faulty fog node.
We evaluate the non-replication FTBFC models in terms of the electric
energy consumption and execution time.

Keywords: Energy-efficient fog computing · IoT(Internet of Things)
Energy-efficient IoT · Tree-based fog computing model

1 Introduction

The Internet of Things (IoT) [1,4] is composed of not only computers like servers
and clients but also devices like sensors and actuators. In the cloud computing
model [2,6], sensor data obtained by sensors are transmitted to servers in a cloud
and processed in servers. Then, servers send actions to actuators. Here, networks
are congested and servers are overloaded due to heavy traffic of sensor data from
sensors.

In the fog computing model [10] of the IoT, fog nodes are between clouds
of servers and devices. A fog node receives sensor data, processes the data, and
sends the processed data to another fog node. For example, an average value of
a collection of sensor data is calculated on fog nodes and is sent to servers. Thus,
data processed by a fog node is smaller than sensor data. Servers just receive
data processed by fog nodes. Thus, data and processes to handle the data are
c© Springer Nature Switzerland AG 2019
F. Xhafa et al. (Eds.): 3PGCIC 2018, LNDECT 24, pp. 14–25, 2019.
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distributed to servers and fog nodes. Since processed sensor data is transmitted
to servers, the traffic of the network and servers can be reduced.

The linear fog computing (LFC) model [8] and the tree-based fog computing
(TBFC) model [7,9] are proposed. Here, fog nodes are hierarchically structured
in a tree. Sensors send sensor data to edge fog nodes and edge fog nodes generate
output data obtained by processing the sensor data. A fog node processes input
data received from other fog nodes and sensors. Then, a fog node sends processed
output data to a parent fog node. Thus, each fog node sends processed data to a
parent fog node. Finally, processed data is sent to servers in a cloud. The electric
energy consumption and execution time of fog nodes are shown to be reduced
in the TBFC model compared with the cloud computing model [7,9].

In the TBFC model, if some fog node is faulty, sensor data to be processed
by the faulty fog node is not sent to the parent fog node. In this paper, we
newly propose a fault-tolerant tree-based fog computing (FTBFC) model which
is tolerant of faults of fog nodes. We newly propose a pair of non-replication and
replication FTBFC models. In the non-replication model, another fog node takes
over the faulty fog node. Child fog nodes of the faulty fog node communicate
with the new parent fog node. Here, since the new parent fog node receives
larger volume of input data, it takes longer time to process input data from
the child fog nodes and the parent fog node consumes more electric energy. The
output data of the parent fog node gets also larger and ancestor nodes receive
more volume of input data and consume more electric energy. In the replication
FTBFC model, every fog node is replicated. Even if a fog node is faulty, another
replica receives input data and processes the input data. We evaluate the non-
replication FTBFC model in terms of the electric energy and execution time.

In Sect. 2, we present a system model of the IoT. In Sect. 3, we propose
the FTBFC model to make fog nodes fault-tolerant. In Sect. 4, we evaluate the
FTBFC model.

2 System Model

2.1 TBFC Model

The fog computing model [10] of the IoT is composed of devices, fog nodes, and
clouds. Clouds are composed of servers like the cloud computing model [2].

The device layer is composed of various devices, i.e. sensors and actuators.
A sensor collects data obtained by sensing events occurring in physical environ-
ment [5]. Sensor data collected by sensors is delivered to servers in networks. For
example, sensor data is forwarded to neighbor sensor nodes in wireless networks
as discussed in wireless sensor networks (WSNs) [12]. Sensor data is finally deliv-
ered to edge fog nodes at the bottom of the fog layer. Based on the sensor data,
actions to be done by actuators are decided in the IoT. Actuators receive actions
from edge fog nodes and perform the actions on the physical environment.
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Fog nodes are at a layer between the device and cloud layers [11]. Fog nodes
are interconnected with other fog nodes in networks. In the cloud computing
model, the fog layer is just a network of routers and each fog node is a router.
A fog node also supports the routing function where messages are routed to
destination nodes [12]. Thus, fog nodes receive sensor data and forward the
sensor data to servers in fog-to-fog communication. In addition to the routing
functions, a fog node does some computation on a collection of input data sent
by sensors and other fog nodes. In addition, the input data is processed and new
output data, i.e. processed data of the input data is generated by a fog node. For
example, a maximum value dk is selected by searching a collection of input data
d1, ..., dl obtained from sensor nodes. The maximum value dk is the output data
and the collection of data d1, ..., dl is the input data of the fog node. Output
data processed by a fog node is sent to neighbor fog nodes and servers finally
receive data processed by fog nodes. In addition, a fog node makes a decision on
what actions actuators have to do based on sensor data. Then, edge fog nodes
issue the actions to actuator nodes. A fog node is also equipped with storages
to buffer data. Thus, data and processes are distributed to not only servers but
also fog nodes in the fog computing model while centralized to servers in the
cloud computing model.

In the tree-based fog computing (TBFC) model [7,9], fog nodes are tree-
structured as shown in Fig. 1. The root node f0 denotes a cloud of servers. The
root node f0 has child fog nodes f01, ..., f0l0 (l0 ≥ 1). Here, each fog node f0i
also has child fog nodes f0i1, ..., f0il0i (l0i ≥ 1). Thus, each fog node has one
parent fog node and child fog nodes. A notation fR shows f0, i.e. label R is 0 if
fR is a root node. If fR is an ith child of a fog node fR′ , fR is fR′i, i.e. label R
is a concatenation R′i of labels R′ and i. Suppose a fog node fR is at level m of
a tree and is an ith child of a fog node fR′ . The label R of a fog node fR shows
a sequence of labels 0r1r2 ... rm−1i where the label R′ of the parent fog node
fR′ is 0r1r2 ... rm−1. Here, each 1 ≤ ri ≤ l0r1...ri−1 for each ri. Thus, the label
R(= 0r1r2 ... rm−1i) of a fog node fR shows a path, i.e. a sequence of fog nodes
f0, f0r1 , f0r1r2 , ..., f0r1r2...rm−1 (= fR) from a root f0 to the fog node fR. Here,
the length |R| of the label R is m. A fog node fR is at level |R| − 1(= m − 1)
in the tree. Thus, each fog node fR has lR (≥ 0) child fog nodes fR1, ..., fRlR

(lR ≥ 0) where fRi is an ith child fog node of the fog node fR. In turn, fR is
a parent fog node of the fog node fRi. An edge fog node fRi is at the bottom
level of the tree and has no child fog node (lRi = 0). A root fog node f0 has no
parent node. Suppose a sensor sends data to an edge fog node fRR′ . Here, the
sensor is a descendant sensor of a fog node fR.

A fog node fRi takes input data dRij sent by each child fog node fRij (j = 1,
..., lRi). A process pRi in the fog node fRi does the computation on a collection
DRi of input data dRi1, ..., dRilRi

obtained from the child fog nodes fRi1, ...,
fRilRi

, respectively, and generates output data dRi. Then, the fog node fRi sends
the output data dRi to the parent fog node fR.
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Fig. 1. TBFC model.

2.2 Model of a Fog Node

Each fog node fRi provides not only routing function but also computation on
sensor data. Each process pRi of a fog node fRi is composed of four modules,
an input IRi, computation CRi, output ORi, and storage SRi modules as shown
in Fig. 2 [8]. The input module IRi receives data dRij from each child fog node
fRij (j = 1, ..., lRi, lRi ≥ 0). Then, the computation module CRi does the
computation on the collection DRi of the input data dRi1, ..., dRilRi

and generates
the output data dRi. The fog node fRi sends the output data dRi to the parent
fog node fR. For example, dRi is a maximum value dRih of the input data
dRi1, ..., dRilRi

. Then, the output module ORi sends the output data dRi to

Fig. 2. Model of a process pRi on a fog node fRi.
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a parent fog node fR in networks. The storage module SRi stores the input
data dRi1, ..., dRilRi

and output data dRi in the storage DBRi. For example, a
collection of the output data dRi and input data dRi1, ..., dRilRi

are buffered in
the storage DBRi. If the fog node fRi fails to deliver the output data dRi to
the parent fR, the fog node fRi retransmits the data dRi which is stored in the
database DBRi.

A notation |d| shows the size [bit] of data d. Thus, the size |dRi| of the output
data dRi is smaller than the input data DRi = {dRi1, ..., dRilRi

}, |dRi| ≤ |DRi|
(= |dRi1|+ ... +|dRilRi

|). The ratio |dRi|/|DRi| is the reduction ratio ρRi of a
fog node fRi. For example, let DRi be a set {v1, v2, v3, v4} of four numbers
showing temperature obtained by child fog nodes fRi1, ..., fRi4, respectively. If
the output data dRi is a maximum value v of the values v1, ..., v4, the reduction
ratio ρRi of the fog node fRi is |dRi| / |DRi| = 1/4. Here, ρRi ≤ 1. Suppose each
of input data dRih from fRih is a sequence of values. If the output data dRi is
obtained by taking the direct product of the input data dRi1, ..., dRilRi

, the size
|dRi| of the output data dRi is |dRi1| · ... · |dRilRi

|. Here, the reduction ratio ρRi

is larger than 1 as shown in Fig. 3.

Fig. 3. Fog nodes.

2.3 Subprocesses on Fog Nodes

Let p be a process to handle sensor data. We assume a process p is realized as
a sequence of subprocesses p0, p1, ..., pm (m ≥ 1). The subprocess pm takes
sensor data from all the sensors and sends the output data to the subprocess
pm−1. Thus, each subprocess pi receives input data from a preceding subprocess
pi+1 and outputs data to a succeeding subprocess pi−1, which is obtained by
processing the input data. In the cloud computing model, the sequence of sub-
processes p0, p1, ..., pm are performed in a server. In the TBFC model [7,9], the
subprocess pm is performed on kh−1edge fog nodes of level h−1. The subprocess
pm−1 is performed on kh−2 fog nodes of level h − 2. Thus, each fog node fRi of
level l performs the same subprocess pm−h+l+1 on kl fog nodes. The subprocess
pm−h+2 is performed on k fog nodes of level 1, one level lower than the root fog
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node, i.e. server f0. A subsequence p0, ..., pm−h of subprocesses are performed
on the root fog node f0 while each subprocess pl is performed on fog nodes at a
level l − m + h (for l = m − h + 2, ..., m) as shown in Fig. 4. In a tree of height
h, there are totally (1 − kh) / (1 − k) fog nodes.

Servers and devices are interconnected with networks in the cloud comput-
ing model. Here, each fog node does just the routing function. Thus, each fog
node fRi is only composed of input IRi and output ORi modules. In the root
node f0, every computation on the sensor data is performed since f0 has all the
subprocesses p0, p1, ..., pm.

Fig. 4. Subprocesses.

3 Fault-Tolerant Fog Nodes

3.1 Non-replication Model

In the TBFC model, if a fog node fRi gets faulty, sensor data obtained by
descendant sensors and processed by descendant fog nodes of the fog node fRi

are unable to be delivered to the parent fog node fR and the ancestor fog nodes
of the fog node fRi. In this paper, we propose a fault-tolerant tree-based fog
computing (FTBFC) model, i.e. non-replication and replication models to make
fog nodes fault-tolerant in the TBFC model.

Suppose a fog node fRij is faulty in the FTBFC model as shown
in Fig. 5. Here, fRi shows a parent fog node of the faulty fog node
fRij . Fog nodes fRij1, ..., fRijlRij

(lRij ≥ 1) are child fog nodes of the faulty fog
node fRij . A fog node fRip is a child fog node where the parent fog node fRi is
also the parent of the faulty fog node fRij . A fog node fRmq is a fog node which
is at the same level of the faulty fog node fRij . This means, the fog nodes fRip

and fRmq have the same subprocess as the faulty fog node fRij .
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There are the following ways to be tolerant of the faults of the fog node fRi.

Fig. 5. Non-replication FTBFC model.

1. Each child node fRijk sends the output data dRijk to the root node f0, i.e.
the cloud of servers [Fig. 5].

2. Each child node fRijk takes one fog node fRip as a new parent fog node
[Fig. 5]. The fog node fRip is a child node of the parent fog node fRi of the
faulty fog node fRij .

3. Each child node fRijk takes one fog node fRmq (m �= i) as a parent node
[Fig. 5]. The fog node fRmq is at the same level as the faulty fog node fRij .

4. Each child fog node fRijk takes one fog node fR′ as a parent fog node, where
fR′ is at the same level as fRij .

5. One child fog node fRijk promotes to a parent node. Here, the process is
transferred to the fog node fRijk from the sibling fog node fRip [Fig. 6].

In the way 1, every subprocess is installed in the root fog node, i.e. a server
in a cloud. The root node f0 can process the output data dRijk of every child
fog node fRijk.

In the way 2, the fog node fRip has the same subprocess as the faulty fog
node fRij . Here, the output data dRijk of every child fog node fRijk can be
processed by the fog node fRip on behalf of the faulty fog node fRij .

In the way 3, the fog node fRmq has the same subprocess as the faulty fog
node fRij . Differently from the way 2, the new parent fog node fRmq has a parent
fog node fRm different from the fog node fRi.

In the way 4, the fog node fR′ is at the same level as the faulty fog node
fRij . The fog node fR′ has the same subprocess as fRij . Let fR′′ be a least upper
bound (lub) of the faulty fog nodes fRij and fR′ . In the way 2, fR′′ is fRi. In
the way 3, fR′′ is fR.
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Fig. 6. Promotion.

In the way 5, one child fog node fRijk is promoted to a parent fog node of
the other child fog nodes fRij , ..., fRijlRij

. Since the fog node fRijk does not
support the computation module of the faulty fog node fRij , the computation
module is transmitted to the fog node fRijk from a fog node fRip. Here, the fog
node fRij performs the computation modules itself and of both itself and the
faulty fog node fRij .

If a fog node fRij is detected to be faulty, a new parent fog node of the child
fog nodes fRij1, ..., fRijlRij

has to be selected. In this paper, a new fog node is
selected so that the electric energy consumption of fog nodes can be reduced.
In paper [7], the electric energy consumption TERij(x) [J] and execution time
ETRij(x) [sec] of a fog node fRij to receive and process an input data DRij of size
x and send the output data dRij . For example, the electric energy consumption
and execution time of a new parent fog node fRip increase to TERip(|DRip| +
|DRij |) and ETRip(|DRip| + |DRij |), respectively, in the way 2. In addition, the
size of the output data dRip is ρRip · (|DRip| + |DRij |). In the way 3, a parent
fog node fRi does not receive output data dRij from the faulty fog node fRij .
Hence, the electric energy consumption and execution time of the fog node fRi

decrease to TERi(|DRi| − |dRi|) and ETRi(|DRi| − |dRi|), respectively.

3.2 Replication Model

Every fog node fRi is replicated to replicas f1
Ri, ..., frRi

Ri (rRi ≥ 1). There are
the following replication schemes [3].

1. Active replication
2. Passive replication
3. Semi-active replication
4. Semi-passive replication

In the active replication, every replica fh
Ri receives the same input data, does

the same computation, and sends the same output data.
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4 Evaluation

We evaluate the non-replication FTBFC model in this paper. We consider a
balanced binary tree with height h, i.e. 〈2, h〉 tree of the FTBFC model, where
each fog node has 2 child fog nodes and every edge fog node is at level h−1. There
are totally 2h−1 edge fog nodes. Each edge fog node receives the same volume of
sensor data. Sensor nodes totally send x to 2h−1 edge nodes. For example, the
total volume 1 [MB] (= 8,388,608 [bit]) of sensor data is sent to the edge fog
nodes. Hence, each edge fog node receives sensor data of 8, 388, 608/2h−1 [bit].
In this evaluation, a process p is a sequence of subprocesses p0, p1, ..., pm. The
computation complexity of each subprocess is O(x) or O(x2) for input data of
size x.

In this paper, we evaluate the ways 2, 3, and 4. In the evaluation, one fog
node is randomly selected to be faulty for each level k (0 < k < h − 1). Then,
we calculate the total electric energy consumption and execution time of the fog
nodes.

First, one fog node fRi in the tree is randomly selected as a faulty fog node.
Then, we have to select a new parent fog node which is the same level of the
faulty fog node fRi.

1. A sibling fog node fRj of fRi is selected. Since we consider a binary tree, the
sibling fog node fRj is fR2 if fRi is fR1, others fR1.

2. A new parent fog node fR′j is randomly selected in fog nodes of the same
level as the faulty fog node fRi.

For a fog node fRi and a new parent fog node fR′j , the total electric energy
TEE and execution time TET of the fog nodes are calculated in the simulation.
Figures 7 and 8 show the total electric energy TEE for height h where the
selection ways of a new parent node is 1 and 2 with computation complexity
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Fig. 7. Total electric energy consumption with computation complexity O(x) for
height h.
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O(x) and O(x2) of each fog node for size x of input data, respectively. As shown
in Fig. 8, the TEE can be reduced if a sibling fog node is taken as a new parent
fog node for O(x2).
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Fig. 8. Total electric energy consumption with computation complexity O(x2) for
height h.

Figures 9 and 10 show the total execution time TET of the fog nodes for
height h, where the selection ways of a new parent node is 1 and 2, with compu-
tation complexity O(x) and O(x2), respectively. As shown in Figs. 9 and 10, the
TET can be reduced if a sibling fog node is taken as a new parent fog node.
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Fig. 9. Total execution time with computation complexity O(x) for height h.
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Fig. 10. Total execution time with computation complexity O(x2) for height h.

5 Concluding Remarks

The IoT is scalable and includes sensors and actuators in addition to servers.
Processes and data are distributed to not only servers but also fog nodes in the
fog computing model in order to reduce the delay time and processing overhead.
In this paper, we proposed the fault-tolerant tree-based fog computing (FTBFC)
model with non-replication and replication types. In the non-replication FTBFC
model, another fog node which has the same subprocess as a faulty fog node
supports child fog nodes of the faulty fog node. We evaluated the FTBFC model
in terms of the electric energy consumption and execution time for computation
complexity O(x) and O(x2) of each fog node where x is size of input data. We
showed the total electric energy consumption and total execution time can be
reduced if a sibling fog node is selected as a new parent node.
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Abstract. Distributed ledger technologies have a central problem that
involves the latency. When transactions are to be accepted in the ledger,
latency is incurred due to transaction processing and verification. For
efficient systems, high latency should be avoided for the governance of the
ledger. To help reduce latency, we offer a distributed ledger architecture,
Tango, that mimics the Iota-tangle design as articulated by Popov [1] in
his seminal paper. We introduce a semi-synchronous transaction entry
protocol layer to avoid asynchronism in the system since an asynchronous
system has a high latency. We further model periodic pulsed injections
into the evaluation layer from the entry layer to regulate the performance
of the system.

1 Introduction

In this paper, we offer a distributed ledger architecture that mimics the Iota-
tangle design as articulated by Popov [1] in his seminal paper. The core set of
assumptions in this paper retains much of what Popov used to subscribe to his
design. Tangle [1] is one of the potential data structures for addressing these
issues. In general, a Tangle-based crypto-currency, such as Iota [2], works in
the following way. Instead of the global blockchain, there is a directed acyclic
graph (DAG) Tangle. The transactions issued by nodes constitute the site set
of the Tangle graph. The edge set of the Tangle graph is obtained when a new
transaction arrives, it must approve two previous transactions. These approvals
are represented by directed edges. If there is no direct edge between transaction
A and transaction B, but there is a directed path from A to B, we know A
indirectly approves B. There is also the genesis transaction, which is approved
either directly or indirectly by all other transactions as seen in Fig. 1.
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Fig. 1. [1] Transaction A approves transaction B and transaction D. Transaction F is
indirectly approved by transaction A and transaction C.

The Tangle network is composed of nodes; that is, nodes are entities that
issue and validate transactions. The main idea of the Tangle is that to issue a
transaction, users must work to approve other transactions. Users who issue a
transaction are contributing to the network’s security. It is assumed that the
nodes check if the approved transactions are not conflicting. If a node finds that
a transaction is in conflict with the Tangle history, the node will not approve the
conflicting transaction in either a direct or indirect manner. Another important
fact about Iota that implements Tangle is that the Iota network is asynchronous.
In general, nodes do not necessarily see the same set of transactions [1]. There
are other vulnerabilities [7,8], such as cryptography and decentralization, in the
Iota implementation. For directed acyclic graph based transaction systems, such
as Iota, it is important to efficiently and optimally verify dangling transactions
to affix them to the transaction DAG.

For this paper, vulnerabilities in decentralization, asynchronicity and invisi-
bility of transactions are the drawbacks that Tango aims to address in the first
stage. Tango is an ongoing project that aims at addressing various issues with
current ledger architectures. In a long run, the vision and goals we have are
briefly discussed as the following:

• Scalability : One of the major goals of any distributed system is to ensure
scalability. The price to pay for it is the system response time. Problem with
scalability is that it is extremely difficult to achieve in a totally asynchronous
system such as in Block-chain, ethereum, and Iota-Tangles unless we bite
the bullet by coming down from a totally asynchronous system to one with
necessary amount of synchronicity. Our models are efforts in that direction
realizing that any accepted future model of a distributed ledger system must
be somewhat synchronous.

• Decentralization: To mitigate and address the scalability problem realistically,
it is essential to be decentralized rather than totally distributed without intro-
ducing any single point of failure. A large population of clients asynchronously
communicating with each other could be replaced with multiple subdomains
or clusters of clients such that control communication could be entirely among
clusters. With every cluster controlled by a multiple set of roving controllers,
we avoid the problem of single point of failure within each cluster, and there-
fore, within the system. Such a basic clustering could be considered with
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multi-level, multi-domain architecture; for our modeling purpose, we simply
consider a single level of clusters in our paper.

• Peer-to-peer diffusion: The clients in the system are both the transaction
evaluators (verifiers) and the controllers so long as they are not allowed to
verify and control the evolution of their own transactions. To ensure it, we
require that any transaction initially captured by a client in subdomain K
must not originate from any client in subdomain K. In this sense, the system
is a bimodal architecture with a peer-to-peer control and communication plat-
form. Just as it requires two to tango, here, too, the synchronous architecture
that we propose does require both evaluators and controllers as cooperative
processes, all with a common goal of delivering their transactions with reduced
latency and higher throughput of verified transaction pasted on the Tango
DAG (Directed Acyclic Graph).

• Categorization: The original transaction as issued may be of different vari-
eties. They may be light-weight (over a reasonably small monetary value such
as for a cup of coffee), or heavy-weight (over a large amount of money, ver-
ifying which may usually require a large amount of time), and of any other
variety in between these two extreme. In our model, we require that each
transaction pertaining to the category or variety X should be treated differ-
ently from those belonging to variety Y .

• Bundling : Separating transactions by their weight, or classification grade, is
necessary to ensure that they are not ignored by the verifiers and nor do
they suffer enormous delay as they might when they are bundled together
and treated as if the components within a bundle are of same category. Our
model as proposed in this paper is a generic one for managing and controlling
transactions pertaining to a specific category. If the category X transactions
require a periodic injections of Q units of same transactions to the commu-
nity of verifiers at every T units of time, the category Y transactions would
require a different set of transaction replenishment at different cycle length.
Overall, we provide the framework for future model development to take care
of correlated transactions in multi-category scenarios.

For this particular paper, the novelty lies in addressing the desirability
of transforming any totally asynchronous distributed conventional distributed
ledger technology system into a partially decentralized system to avoid the occu-
pational perils all asynchronous systems are riddled with. It is not an application
specific design structure, but remains valid for all types of distributed ledger
technology. It is novel in the sense that we are the first one to indicate a realistic
approach to couple decentralization with the essential distributed formalism of
the underlying system that could be relied upon to deliver a stable, scalable
distributed ledger system. The issue is scalability, and no distributed ledger sys-
tem could be supported without this feature in mind. Our paper shows how to
do it correctly. Our proposition is scalability through decentralization and some
sacrifice of distributed-ness at a high level.
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The rest of the work is structured as the following. We first discuss the basics
of the Tango system in Sect. 2.1. We further explain the first protocol that enables
the semi-synchronicity into the system in Sect. 2.2. We then introduce the second
protocol that aims at keeping the performance of the Tango system in Sect. 2.3.
Finally, we provide a brief discussion and conclusion in Sect. 3.

2 The Basics

2.1 Tango

Tango is a distributed ledger architecture that mimics the Iota-tangle design as
articulated by Popov [1] in his seminal paper. Transactions are asynchronously
offered to a system for validation and subsequent affixation to a distributed
ledger which we call Tango (in difference to Popovs Tangle). A typical transac-
tion’s lifetime would consist of three disjoint parts: (a) unevaluated, (b) eval-
uated, and affixed as a leaf node on the Tango DAG, which we would still call
a tip (transaction-in-process), staying in line with Popov, and lastly, (c) com-
mitted as a transaction inside the DAG. The vulnerabilities in decentralization,
asynchronism and invisibility of transactions are the drawbacks [7,8] in Tangle
that Tango aims to address in the first stage.

The un-evaluated transactions arrive at the system from their issuers at a
rate λ transactions/sec. We note that not all transactions are immediately visible
to all the evaluators as they arrive. The visibility of an un-evaluated transaction
is a local issue; it depends on at the location where it was launched, and the
density of evaluators around it when it first surfaced. If transactions arrive at
the evaluators asynchronously, we may incur a lot of late arriving transitions
evaluated and certified before the verification of their time-ordered predecessors
leading to order-inversions on the global ledger landscape. To ensure overall
safety, we cannot allow transactions to appear early to verifiers before their
time. To make the system semi-synchronous, we propose the decentralized semi-
synchronous pulse diffusion (DSPD) protocol. DSPD aims at injecting a more
synchronous arrival of transactions.

Once transactions are injected into the system for evaluation, we need to
maintain the performance of the system. We propose the pulsed injection of
transactions into the evaluation corridor (PITEC) protocol. The controllers
periodically inject their captured un-evaluated transactions to the evaluators
for evaluation. The rate the controllers release the transactions into the system
determines the feasibility of stability (equilibrium) of the system. In this work,
we will use a deterministic injection model.
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2.2 Decentralized Semi-synchronous Pulse Diffusion (DSPD)
Protocol

The system is designed with two sets of administrators working concurrently: the
controllers, and the verifiers. Even if the number of verifiers is infinitely large,
they cannot process the transactions at a faster than the batch incoming rates.
Therefore, functionally not all verifiers are always needed; there would always
be a redundant set of verifiers who could act as controllers without realistically
affecting the verification rate. Therefore, the two processes, namely control and
verification, are perfectly orthogonal as long as we have enough controllers and
verifiers. Therefore, trade-off between the two processes is never really an issue.
Without the controllers, we cannot offer any synchronization; without any syn-
chronization at the control level, no scalability is possible.

2.2.1 Controllers and Diffusion
In order to inject a more synchronous arrival of transactions, we propose the
entire set of verifiers to be logically partitioned in n groups with p controllers
controlling performance of each group. Each controller Cα,β,γ,..,μ

i in group α
is also a controller of other groups β, γ, .., μ. Any message sent to controller
Cα,β,γ,..,μ

i gets copied to all the controllers in groups α, β, γ, .., μ. All these indi-
vidual controllers subsequently transmit the same transactions to their peers in
other groups effecting a fast diffusion of information. The group membership
change occurs periodically and the assignment is made randomly to keep each
group of similar size and the membership change takes place more likely for
members that have a longer residency in the group.

We require that every group is controlled by an odd number (� p/n) of
controllers. We envisage the controllers sharing the groups in the following way
as indicated in the diagram below in Fig. 3. We have a set of partially overlapping
subdomains with some common members in their intersections. Consider the case
when a specific member b in

∑
posts a transaction for a preliminary pre-op to

its subdomain
∑

. That presentation would be picked up by the group member
c who is concurrently member of Ω and Φ subdomains. The member c would
now pick it up from

∑
subdomain posting and exposing this transaction to

subdomains Ω and Φ. From the second sequential posting, it would be picked
up by controller d who would paste to the subdomains Π,Ψ and Ξ. This way
the bland transaction would be exposed to all controllers to all subdomains. At
the pre-op stage, a bland transaction is required to be exposed to all controllers
with only two intentions: (a) a transaction should get maximum exposure it can
receive so that its visibility to validators is maximum if approved at its pre-op
stage, and secondly, (b) it gets maximum attention by all controllers who are
supposed to ensure its preliminary first level validity before it is released for
evaluation to the evaluators (Fig. 2).
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Fig. 2. The subdomain groups: Σ, Ω, Φ, Ψ, Π, Ξ

The subdomain structure can be further boosted with algebraic and topo-
logical structures imposed on the collection of controllers. The design will be in
our future work.

2.2.2 Life-cycle of Transactions in DSPS Tango
The entire Tango process could be seen from two distinct points of views: from
the management point of view (comprising controllers and verifiers), and from
transaction fiber’s life cycle steps through which these transactions flow through.
The thin clients send their transaction bundles to Data Center (DC) for evalua-
tion and for immutable storage in a Tango DAG body. A transaction bundle, or
just a bundle, comprises a number of transactions of types θ from client κ, orig-
inating at a time-point t (converted to a standard time). A fiber is one of more
transactions of a specific type χ with same client tag κ, each with a time-stamp
ti for transaction i.

The DC receiving bundles from clients is a distributed transaction receiving
center. We assume that all the bundles received over the Data is serialized with
a temporary ID number, and time of entry stamp t. The entire processing zone
comprising controllers and verifiers are partitioned into n groups, and each group
Gτ would receive all messages and transactions sent to it. The final destination
of every transaction fiber, if not discarded, must be any one of the Tango bodies
situated as identical copies at all other zones. At any time, the state of a group
Gτ is exactly the same as another group Gξ, τ �= ξ. This is due to the effect of
diffusion and under the assumption that no group is isolated. From Bundle-Fiber
life-cycle, the steps are as follows:

• Bundle Capture Fiber Release : BCFR is the first block provided by the
system DC. It captures incoming streams of Bundles from asynchronous client
processes; transform each bundle into a set of fibers with similar type of
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Fig. 3. The life-cycle of the transactions

transactions and release them to multiple controlled groups {Gτ , 1 ≤ τ ≤ n}
at the same time for processing.

• Batched Fiber Release: BFR is the block where controllers of each group (1)
capture the incoming fibers, (2) check fibers’ mutual consistencies and their
order of placement by their time-stamps in their release queues, (3) and place
them in the queue. BFR, by communicating with different groups, establishes
the same order sequence for each transaction holding bin hbτ

θ for transaction
of type θ in group Gτ as it would be found in holding bin hbξ

θ in group Gξ.
It is from these bins the fibers are periodically released in batches to verifiers
for validation. Before release, the transactions are unverified. The signal to
release transactions comes from controller in corresponding groups.

• Processed Fiber Return: In this PFR block transactions are picked up and
validated by the verifiers. To pick up a fiber of type θ, a verifier deposits
a token of type θ and receive it from the controller that released it. After
validating it, he returns it to the overseeing controller and gets his token
back from the same controller. This is carried out to ensure that no fiber gets
validated by more than one verifier. Secondly, it also ensures that a verifier
cannot take multiple fibers all for itself and deny them to others for processing
it.

• Validated Fibers to Tango: In this VFT block valid fibers of type θ are accu-
mulated in a weighting bin wbτ

θ in group Gτ for transfer to Tango. Before it
is transferred, it is once again checked for mutual placement consistency with
other zone controllers. When signal is received from one or more controllers to
transfer them to Tango, each controller transfers its share of fibers to Tango
in tandem in order of their fiber placements in its weighting bin.

2.3 Pulsed Injection of Transactions into the Evaluation Corridor
(PITEC) Protocol

The controllers periodically inject their captured un-evaluated transactions to
the verifiers for evaluation. A typical time profile of transactions becoming tips,
along with the pulsed introduction of Q un-evaluated tentative transactions,
is shown below with a pulse-period T . Let us consider a simple deterministic
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approximation to this essentially stochastic model as seen in Fig. 4a. The time-
profile of the model changes to Fig. 4b. Associated with it, we have two sets of
cost per cycle: A, the fixed cost per cycle irrespective of the volume of trans-
actions injected at the beginning of each cycle, and a variable cost of exposing
the transactions to any vulnerability that is directly proportional to the time
a transaction remains as a tentative before it joins the DAG as a leaf node.
Note that the total un-evaluated transactions available at the beginning of each
cycle is the cost-optimum volume Q. All the domains inject their captured un-
evaluated tentative transactions until the volume is reached. Any transaction
not released into the current cycle would be released into the next set of cycles.
We assume that all transactions released are globally time-ordered once released
into the evaluation corridor to be evaluated.

Fig. 4. Topologies

For variable cost associated with the vulnerability of a transaction, as long as
it remains as a leaf node on the edge of the DAG, let v be the variable cost per
unit transaction per unit time. Processing of transactions is a cost to be born by
the system as a whole. In particular, those transactions that fail verification test
or had to be returned represent at least an opportunity cost to the community
of verifiers and controllers. This cost part is needed to be captured in our model
in the following sense. Let nt and n̂t be the actual and estimated number of
transactions that would not make the verification in the cycle index t as because
they were faulty, or were not visible, and hence, did not get picked. Ideally,
they should be zero in every cycle in which case the optimal number of fresh
transaction appearing for verification at the beginning of every new cycle should
be infinitely large. In reality, transaction processing takes a finite amount of
time, and there are always going to be some ignored or faulty transaction nt

during the cycle t carrying which over the cycle is a cost. If cf is the unit cost
per such transaction per cycle, then we require v ∝ ρcfnt, where ρ is a suitable
constant, and v is the cost per such transaction per unit time. To compute nt for
the next cycle t, we need to formulate it via some simple estimation routine such
as in [5,6]. Initially n0 = n̂0 as the initial estimate, and the iterative estimation
procedure is as below

n̂t = max(ζ, α × nt−1 + (1 − α) × n̂t−1) (1)
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where ζ is some constant, α is the smoothing factor and 0 < α < 1.0. The
transaction carrying cost v per transaction per unit time in a given cycle is v ∝
ρcf n̂t. To make it a realistic computation, it is necessary to include the possibility
that sometimes in a cycle we may not get any faulty or ignored transactions. In
that case, previous cycle estimate would be a good choice to stick to.

These are the transactions which are ignored or left out from the evaluation
scheme and/or eventually turning out to be orphans. This happens as too many
tentative transactions are released and it is beyond what the evaluators can han-
dle. If an evaluator takes on an average h units of time to evaluate a transaction,
it should see an expected volume of a single un-evaluated transaction waiting
for evaluation after finishing one evaluation. Assuming that A is a constant cost
per cycle, the total cost per unit time to be minimized,

C =
A

T
+

Qv
2

. (2)

given that 1
2QT is average volume of transactions vulnerable during the cycle.

If the transactions are consumed (affixed) at a rate of D transactions per unit
time, Q = DT , and therefore, Eq. (2) becomes,

C =
AD

Q
+

1
2
Qv (3)

This leads to an optimum pulse injection size of Q∗ that

Q∗ =

√
2AD

v
where T =

√
2A

vD
(4)

as the corresponding cycle time is defined as T in above Eq. (4). This is a basic
EOQ (Economic Order Quantity) model that is often used in buffer management
and inventory control problems.

3 Conclusion

A blockchain is a decentralized, distributed and public digital ledger that is
used to record transactions across many computers. A central problem with dis-
tributed ledger technologies involves the latency that must be incurred in pro-
cessing and verifying transactions to be accepted as permanent records in the
ledger. In this paper, to help reduce latency, we proposed a distributed ledger
architecture, Tango. Tango is based on IOTA-Tangle. We further introduce two
protocols to address latency issues. The Decentralized Semi-synchronous Pulse
Diffusion (DSPD) Protocol lays out the the roles of the participant in the net-
work and introduces the diffusion mechanism for the controllers to provide semi-
synchronicity to the system. The diffusion speed is dependent on the p2p network
performance. The Pulsed Injection of Transactions into the Evaluation Corridor
(PITEC) Protocol simulates the inventory system by estimating the optimal
pulse injection size to be released for the verifiers at each periodic cycle in order
to keep the system’s performance.
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Abstract. Main feature of WebSocket is to establish a persistent link
between the client and the server, enabling them to perform full-duplex
communication. This protocol can effectively address the communication
issues within browsers. In many cases, the persistent link established by
WebSocket is not fully utilized. In fact, WebSocket can also implement
most of functions of the HTTP protocol, but it requires additional dif-
ficulty and workload. Besides, it lacks mature solutions and libraries.
Therefore, we develop a WebSocket-based web application development
framework that takes full advantage of the features and benefits of Web-
Socket, and combines the popular single-page application development
model to allow developers to quickly develop efficient and reliable web
applications based on our framework. Several experiments has been car-
ried out and the results are presented to show the performance of the
WebSocket framework.

1 Introduction

1.1 Background

Currently, most of the web applications are based on the HTTP protocol and
the data is exchanged by the client to initiate the request. This method can
basically meet the functional requirements of most websites and is a very com-
plete web application solution.With the popularization and rapid development
of networks, data changes have become faster and faster. To solve this prob-
lem, HTTP-based solutions mainly include polling, long polling, and IFRAME
polling [1]. HTTP polling means that the client sends a new HTTP request
every short period of tim, and the server will return the result immediately
whenever there is new data [2]. This method will generate many invalid requests
when there is no new data on the server, thus wasting bandwidth and server
resources. Long polling is another improvement of polling. The server will not
immediately return the client-initiated request without new data [3]. IFRAME
polling solution is to insert a hidden IFRAME in the page [4]. The src attribute
is a long link request. The server can continuously transfer data, and the client
processes it through JavaScript to obtain continuously updated data. The dis-
advantage of this solution is still the need to spend extra resources on the server
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to maintain long connections. Currently WebSocket [5] applications on the web
mainly include real-time chat, real-time monitoring, and games. It turns out to
be a very reliable technology.

1.2 Motivation

If the system uses WebSocket for communication without increasing the develop-
ment complexity, and combined with the characteristics of the single-page appli-
cation, the user’s browsing experience will be much improved. In this mode, all
functions are completed on one page, and all data interactions can be completed
only by creating a WebSocket link on the front and back ends. Therefore, we
plan to develop a web system development framework for single-page application
that base on WebSocket communication, providing a solution and development
model for such applications, allowing developers to quickly develop functional
and efficient real-time web applications.

1.3 Contributions

We intend to implement a single-page application web development framework
based on WebSocket communication, so that developers can easily and efficiently
develop high-performance, real-time web applications [6]. The main features of
our framework are:

• Full-duplex communication. Our framework implements full-duplex commu-
nication between the server and the client. The server can easily initiate
broadcast, multicast and unicast operations, and implements the HTTP pro-
tocol request method in a more efficient manner. These communication meth-
ods enable data transfer in a variety of situations, allowing our framework to
meet the multiple functional requirements of the application.

• Low resource cost. In the case of frequent data interaction between the client
and the server, our framework can significantly reduce the overhead of hard-
ware resources and network resources, because it will only pass the required
information when needed, without generating redundant requests and data.

• Single-page application framework. Our framework can be combined with a
variety of single-page application frameworks to simplify the real-time data
update operation and achieve automatic and accurate update of the applica-
tion interface, which not only improves the user experience, but also improves
application stability and reduces development time.

2 Related Work

2.1 WebSocket

The IETF created the WebSocket communication protocol [5]. Its main feature
is to perform full-duplex communication on a single TCP link, so that both
the client and the server can push data to each other. When the WebSocket
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establishes a link, the protocol is first negotiated and upgraded using the HTTP
protocol, and subsequent data transmission is implemented through the Web-
Socket protocol. After successfully establishing the link, the client and the server
can perform two-way data communication at any time [7], and each subsequent
communication can directly transmit the data text without carrying the com-
plete header information, thereby further saving the bandwidth resources and
supporting the development of the sub-protocol.

2.2 React

React is an open source JavaScript library for building user interfaces and was
born at FaceBook [8] [9]. React encapsulates data and html into components
one by one, thus forming a complete page. Then, by changing the component’s
state data, the corresponding html structure is automatically inserted, deleted,
changed, etc. The developer does not need to pay attention to the DOM oper-
ation [10]. React can accurately implement complex DOM updates within the
time complexity of O(n). Combined with the browser’s history api, React can
develop complex web applications. Users can therefore complete complexities
without frequent page switching. Business needs. The core of React is virtual
DOM technology and Diff algorithm.

2.2.1 Diff Algorithm
Although the comparison of the DOM tree is performed in memory, the com-
parison operation is triggered frequently, so it is still necessary to ensure its high
efficiency. The time complexity of directly finding the difference between two
trees is O(n3). React during the comparison process, from top to bottom layer
by layer comparison, when the nodes of the same level are compared, if it is the
same type of component, continue to hierarchical comparison, if the component
types are different, directly replace the entire node and child nodes. This requires
only traversing the tree once to complete the DOM tree alignment, reducing the
algorithm complexity to O(n).

2.3 Redux

Redux is an open source application state management JavaScript library that
provides predictable state management [11]. Redux’s idea is to separate view
and data, so as to achieve front end MVC pattern development, which can make
the program more intuitive and low coupling. Our framework uses redux as a
data manager. It is easy to synchronize the state of components at any time so
that data can be predicted and maintained.

3 WebSocket-based Real-Time Single-Page Application
Development Framework

3.1 Architecture

This framework is divided into a client part and a server part. Our framework
contains two message communication mechanisms, namely, immediate messages
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and subscription messages. The former is a one-to-one message that uses Web-
Socket to implement HTTP-like requests. The basic idea of the latter is the
publish and subscribe mode. The client automatically notifies the server of sub-
scription content. The server informs the subscribed user when data is updated.

Fig. 1. System architecture.

The client is a single-page application constructed based on react and redux.
The action that carries the data triggers the update of the store. The store update
triggers the automatic re-rendering of the view. The user initiates the action in
the view upload, thus forming a closed loop. Our framework further packages the
components of react so that when it is mounted and destroyed, it automatically
informs the server through WebSocket to update the subscription relationship
between the user and redux events. At the same time, the server implements
an immediate message mechanism similar to an HTTP request on the basis
of WebSocket, so that the client can initiate a request for immediate reply, the
server has corresponding route matching and the controller processes the request,
and can handle the active publishing logic of the service. That is, the message is
pushed according to the user subscription event in the subscriber. The content
of the message data is a redux action object, and the subscribed component
can receive the message accurately and trigger the event automatically, thereby
updating the store, and finally automatically updating the view. The system
architecture is shown in the Fig. 1.

3.1.1 Server Architecture
The server consists of message parsers, routes, controllers, subscribers, and con-
nection pools. After receiving the message, WebSocket will process the request
middleware in the message parser, and then construct a request object and send
it to the matching route. The route will call the related controller to process the
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Fig. 2. Server architecture.

current request for business logic, for example, Database operations, etc. After
processing, the controller can return content based on the user’s subscription
status in the subscriber and active user constructs in the connection pool. The
returned content will still be processed through the middle layer returned by
the message parser, and finally Send it to users via WebSocket. The architecture
diagram shows in Fig. 2.

The route mentioned in our framework is not a route in the traditional frame-
work, but the same function is implemented. The role of the route is to match
the path of the HTTP request and then respond. It is proved that this method
can effectively give each HTTP Request to add a unique identifier. Our frame-
work also learns from this approach by adding a header object to each message
on the client. The object contains the url attribute. The server creates a rout-
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Fig. 3. Front-end client architecture.

ing mechanism based on the url so that the framework can handle a variety of
WebSocket messages.

Combining middleware and routing can accomplish various business require-
ments. In order to implement the function of automatically pushing new mes-
sages, we use a subscriber to implement the user and its subscription relationship.
The framework has a route with a value of /subsribe, and the route accepts the
body as the redux event name. The request is added, and the current user and
the subscription event are added to the subscriber, and the corresponding/un-
subscribe route is to delete the current subscriber’s subscription to the event
in the subscriber. Developers can create any needed routes and controllers to
implement the required functions, such as logging in, getting articles, and other
data requests that need to be returned immediately. The client will ensure the
same request and return through the unique identifier of the request.

3.1.2 Client Architecture
The client consists of three parts, the view, the state manager, and the Web-
Socket message processor. The front end of our framework is implemented in
two sub-frameworks, namely jayce and jayce-dom, which can separate the view
layer from the data processing layer to enable the use of multiple view frames,



42 H. Qu and K. Ma

such as vue and angular. First, our framework generates a globally unique Jayce
instance by passing in redux’s store object and configuration information. This
instance contains the WebSocket execution method and the redux event execu-
tion method. After the Jayce instance is instantiated, a WebSocket link will be
established for the server-needed initiative. Pushing the contents of new data,
the developer can write jayce-dom’s jayceSubscribe method to wrap any com-
ponent into a subscription component when writing the react component. This
component will notify the server’s current user to subscribe to the redux event
during the life cycle, and destroy the component. Also requests the current user
of the server to cancel the redux event subscription. For the immediate message,
the user can call the send method of the Jayce instance to send the request to
the server. The callback method will get the data returned by the server. The
write is the same as the AJAX request. The front-end architecture is as shown
in the Fig. 3.

3.2 Message Protocol

In addition to the files required for the initial rendering of the browser through
the HTTP request, we allow all subsequent data interactions to be implemented
through WebSocket, and different types of messages will have different process-
ing logic, in order to ensure that different types of messages can be processed
correctly and With the scalability of the system, we have established a simple
protocol based on the WebSocket message. WebSocket transmission of data con-
tent is a string of text, in the message before passing, need to be parsed by
the message parser. The sender constructs the request object in JSON format,
and then converts it into a json string for transmission to the WebSocket. The
receiver then parses it into a JSON object. Since both the client and the server
are based on JavaScript, JSON can be processed directly. Each message object
contains two attributes, header and body. The body is the data content. The
header has two intrinsic properties: URL and type. The former is the route iden-
tifier, which tells the server which route processor to use for processing. The
latter is the request type. The frame has three built-in type messages: Imme-
diate messages, subscription messages, and unsubscribe messages. In addition,
applications can also add other header information as needed.

3.3 Automatic Subscription Component

React builds the browser DOM structure by writing components. Each compo-
nent has its own lifecycle method. Our framework encapsulates the React compo-
nent and the package is implemented using the ‘jayceSubscribe()’ method. This
method accepts two arguments. The first argument is an array of redux events to
be subscribed to. The second argument is an instantiated Jayce object. Calling
the ‘jayceSubscribe()’ method returns an anonymous method accepting a react
component as an argument. Return the packaged Jayce component. Invoking
the example:
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export d e f au l t j ayceSubsc r ibe ( [ ’GET NEW ARTICLE’ ] , j ayce ) ( A r t i c l e ) ;

Which Article is the need to subscribe to the components, the final export
is Jayce packaged components. The Jayce packaging component process: cre-
ate a new component; perform a request subscription method in the lifecycle
event of componentWillMount; perform unsubscribe request method in lifecycle
event of componentWillUnmount; add components that need to be packaged as
subcomponents; return this new component.

3.4 Subscriber

In order to enable the server to accurately push real-time data, the server needs
to maintain a user’s store subscriber. The subscriber saves the client’s redux
event and the user’s use relationship, the data structure is a JavaScript object,
the property name is the event name, and the value is the user connection object
array that subscribes to the event, the built-in /subsribe and/unsubscribe routes
of the framework and The related controller implements the automatic manage-
ment of the subscriber, and does not need to care about the subscriber content
for the developer. According to the business subscription and the publishing
event, the corresponding user can automatically obtain the data and trigger the
redux event.

3.5 Message Protocol

Message Parser is the hub of reliable communication between server and client.
WebSocket is only a channel for establishing full-duplex communication between
server and client. Therefore, we need a convenient and expandable message pars-
ing function to enable these text messages to It is correctly identified and pro-
cessed by the framework. Through the message protocol agreed above, on the
server, Message Parser will register system-level and user-level middleware when
the service is started. When receiving the message, Message Parser will construct
the request object in json format according to the message content, and then
submit a message. Each ’request’ type of middleware is processed and finally
reaches the route processor. When the server returns a message to the client,
the returned message object will still be processed by the ’response’ middleware
in the message handler, and finally processed into a match message. The text
content specified in the agreement is sent to the client by WebSocket.

3.6 Middleware

Middleware is an important part of the framework. Every message flows through
every middleware, so creating reasonable middleware can fulfill various business
requirements, such as identity authentication, statistical analysis, message inter-
ception, and so on. A middle is a method that accepts two parameters. The first
is the request object. The second is the method to execute the next middleware.
After the middleware is registered in the framework, the middleware method
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receives the previous one. The middleware after processing the request object
and the method to call the next middleware. The following is an example of a
middleware for a build request object built into the framework. It is the first
middleware in the request phase.

function requestBodyParse (ctx , next) {

let req = JSON.parse(ctx.message );

if(req.header && req.body){

ctx.req = req;

next ();

} else {

ctx.req = {

header: {

url: ’/error ’

},

body: ’’

}

return;

}

}

module.exports = requestBodyParse

The middleware converts the received message character into an object string
according to the format specified by the message protocol. After processing, the
next() method is called to execute the next middleware. If the conversion fails,
it is passed to the framework’s built-in /error routing process. Then call the use
method on the framework instance object to register with the message parser.

4 Experimental Results

Compared to HTTP mode web applications, the main advantage of our frame-
work is to achieve full-duplex communication and smaller data transfer between
the client and server. So we compare the performance of the HTTP server and our
framework server through two experiments [12]. The server is hosted on aliyun
single core processor and 1G RAM, the client is run on Intel Core i7-8550U
and 8GB of RAM in the chrome browser. Express is a lightweight Node.js-based
HTTP protocol server framework. We use our framework and express framework
to build two server applications. The client requests the same JSON data text
from the server through HTTP and WebSocket respectively.

4.1 Data transfer

First, we compare the amount of data transmission under the two modes. After
WebSocket establishes a link, each request only passes the message content.
Instead of passing the complete header information such as HTTP, the amount
of data transmission of the former is expected to be smaller than the latter. The
Fig. 4 is a comparison of both.
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Fig. 4. Data-transfer.

Fig. 5. Results of each user’s test.

4.2 Request Pre Second

Then we compare the concurrent capabilities of the two modes. We simulated
the number of requests that the 100 users responded to each request for dif-
ferent numbers of requests. Figure 5 shows the results of each user’s test when
they initiated 1, 50, and 100 requests. The WebSocket test result includes the
WebSocket creation phase. When each user only initiates one request, HTTP
responds twice as fast as WebSocket. Since websocet is not released immediately
after it is established, the server needs to consume resources to maintain these
links. However, as the number of requests from each user increases, the advan-
tages of WebSocket are reflected. Frequent requests allow WebSocket to make
full use of the established links and transfer data with minimal overhead. When
the number of requests per user reaches 500, the server resources of both are
completely consumed, so the number of request processing cannot be further
improved.
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5 Conclusions

This article introduces a WebSocket-based real-time single-page application
development framework. Our framework provides developers with a solution
that satisfies both requirements. The solution and implementation can enable
developers to quickly and efficiently develop real-time single-page web applica-
tions, greatly improving the user experience, and for the HTTP data acquisition
method, our framework also supports it to meet a variety of functional require-
ments. Experiments have proved that our framework can effectively reduce the
bandwidth, server and other resource consumption, thereby reducing the oper-
ation and maintenance costs. In order to adapt to rapid technological changes,
our framework minimizes the coupling of modules. For example, developers can
rewrite component wrappers to match various view frameworks, and can also
replace subscribers with redis database.
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Abstract. This paper aims at construction of a system which estimates texture
of snacks. The authors have rebuilt an equipment from the ground up in order to
examine various foods. The system consists of an original equipment and a
simple neural network model. The equipment examines the food by com-
pressing it and observing load and sound simultaneously. The input of the neural
network model is parameters expressing characteristics of the load change and
the sound data. The model outputs numerical value ranged [0,1] representing the
level of the textures such as “crunchiness’’ and “crispness’’. In order to validate
the usefulness of the neural network model, the experiment is carried out. Three
kinds of snacks such as rice crackers, potato chips and cookies are employed.
The model estimates the appropriate texture value of the snacks which are not
used for training the neural network model.

1 Introduction

The texture of foods is essential to enjoy a meal. There are many studies in the analysis
of relationships between the sensory perception and texture linguistic expressions such
as “crispy”, “crunchy” and “crackly” [1]. In Japan, many kinds of texture words are
used [2]. For example, the “crunchy” is represented by words such as “Kali-Kali” or
“Boli-Boli”, which are the onomatopoeic expressions. There are various snacks with
interesting textures in the Japanese supermarket. The Japanese comparatively enjoy the
texture.

Usually the texture of the snacks is examined by trained experts in the food
manufacturing company. Such the sensory test is dependent on individual perception. It
is important to be tested with an objective criterion. To manage the food quality, the
automatic evaluation system is useful. For example, the evaluation of the system is fed
back to the manufacturing process. In addition, such cycle activates the development of
foods with high quality texture. Since the system also substitutes for quality inspectors
in the sensory test, their burdens are reduced. Therefore, there are many studies in the
automatic food texture estimation methods. Sakurai et al. [3–5] have proposed texture
diagnose method considering the sound which occurs when a sharp metal probe stabs
the food. It is necessary to consider the mastication sound to estimate the texture. Liu
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and Tan [6], and Srisawas and Jindal [7] have applied the neural network model to
estimate the “crispness” of the snacks considering the crushed sound. The input of the
neural network is parameters in the sound which occurs when the snack is crushed. The
sound is obtained with a microphone and the snack is crashed with equipment such as a
pair of pincers or pliers, which are manipulated by hand.

In many studies in the food texture estimation [3–7], they focus on only the sound.
On the other hand, the load is also essential not only the sound, in order to consider the
various types of textures such as “crunchiness” accompanying by certain load.
Therefore, in our former study [8], we have developed an equipment which observes
the sound and the load simultaneously. The neural network model is applied to infer the
numerical level of the texture such as “munching-ness” and “crunchiness”. The input to
the model is parameters in the sound and the load.

Okada and Nakamoto [9] have invented an artificial tooth. The tooth sensor
observes the vibration and the load. The computer infers the numerical membership
value of the snack using the recurrent neural network model. The inferred value
expresses the belonging degree of the snack to some snacks or sweets categories. For
example, their model classifies a snack into three categories such as “Biscuits”,
“Gummy candy” and “Corn snack”. On the other hand, our presented system does not
classify the snack into predefined food categories, but estimates the texture level of the
“crunchiness” and “crispness”. The goal of our study is not to develop artificial tooth,
but to construct a system which infers numerical level between [0,1] of the textures
such as “crunchiness” and “crispness”.

In our former study [8], the equipment has a drawback. Since the plate of the load
sensor was narrow as shown in Fig. 1 (a) on the left side. Only the small food is

Fig. 1. Equipment for food examination.
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available to be examined. Therefore, we reconstruct an equipment in which a load
sensor is attached on the top of the probe as shown in Fig. 1 (b). In this paper, the
experiment to validate the proposed equipment is described.

2 Improved Equipment for Food Examination

The presented system is shown in Fig.2. The signals from the sound sensor and the load
sensor are amplified and given to the computer via the data acquisition device. The
computer calculates input parameters of the neural network model. The parameters
express characteristics of the load change (with W1*W5) and the sound data (with
F1*F5) as shown in Fig. 2. The model outputs the texture level ranged [0,1] of
“crunchiness” and “crispness”. The “crunchy” texture is defined as certain load feeling
with loud sound. The “crispy” texture is defined as soft load feeling accompanying by
high frequency sound in this paper. As shown in Fig. 2, the equipment consists of the
air cylinder which moves the metal probe up and down. There is the food sample such
as the rice cracker under the flat and round metal probe. The load sensor is a load cell
fixed between the air cylinder’s rod and the probe. The sound sensor is fixed on the

Fig. 2. Proposed equipment and system structure.
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metal probe. The air cylinder moves the probe up and down when it gains the air
pressure.

The equipment used to measure a viscosity or an elasticity of the food is called
rheometer [10]. The rheometer is generally used to measure only the force response of
the food. The electrical motor is employed to move the probe. In our proposed
equipment, we focus on measuring a tiny sound which relates to the textures such as
“crispy” or “crunchy”. Therefore, we employ the air cylinder instead of the electrical
motor which causes mechanical noise.

3 Food Examination

In the experiment, three kinds of the snacks such as rice crackers, potato chips and
cookies are examined. Figure 3 shows the sample snack foods. The snacks are pur-
chased in a supermarket in Japan. Table 1 shows information in the the food samples.
In the follwing examination, 15, 15 and 13 data are obtained for the rice crackers, the
potato chips and the cookies, respectively. The texture values of the samples are
defined as shown in Table 1. The examination for observing the load and the sound of
the food is carried out under the condition shown in Table 2.

Fig. 3. Snack samples.

Table 1. Information about samples

Rice cracker Potato chip Cookie

Diameter [mm] 30 35 30
Height [mm] 10 8 10
Number of samples (Sample number) 15

(No.1*15)
15
(No.16*30)

13
(No.31*43)

Crunchiness 0.9 0.2 0.7
Crispness 0.8 0.9 0.7
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When the potato chip is examined, three chips are stacked as shown in Fig. 4 on the
left side. The examination of the potato chips is carried out 15 times, thus 15 sample
data are obtained.

As well, the examination of the rice cracker is carried out 15 times, thus 15 sample
data are obtained, and then the 13 sample data of the cookies are obtained. The data of
the snacks are numbered as shown in Table 1. Fifteen rice crackers data, 15 potato
chips data and 13 cookies data are numbered from No.1 to 15, No.16 to 30 and No.31
to 43, respectively.

Figure 5 shows the result of the examination of the rice cracker. The top graph
illustrates the curb of the load with red line and the sound with blue line. It is found that
when the probe touches on the sample, the load begins to increase and the loud sound
occurs. The middle graph shows automatically extracted signals for 2.0 [s]. The method
of the extraction is explained in the following paragraph. The bottom graph shows the
FFT result of the extracted 2.0 [s] sound data. Figures 6 and 7 show the results of the
potato chips and the cookie, respectively.

Table 2. Condition in examination

Condition item Value/Condition

Cylinder air pressure 0.4 [MPa]
Temperature 27 [deg C]
Humidity 68 [%]
Weather Rain
Sampling rate 25 [kS/s]
Probe down speed 8.432 [mm/s]

Fig. 4. Potato chips examination.
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Fig. 5. Rice cracker examination (sample No.1).

Fig. 6. Potato chips examination (sample No.16).
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The load and the sound signals are acquired with sampling frequency 25 [kHz] and
observation time is 10 [s]. The signal data for 2.0 [s] are extracted from entire 10 [s]
data as follows.

(a) The maximum load point (1) is found as shown in Fig. 8.
(b) The point (2) is found. The point (2) is at 1.0% of maximum load.
(c) The data for 2.0 [s] from the point (2) is extracted.

Fig. 7. Cookie examination (sample No.31).

Fig. 8. Signal extraction.
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The extracted 2.0 [s] load curb is divided into five sections as shown in Fig. 9.

The parameters W1*W5 in the load are calculated as follows.

– W1 is the average of the load between 0 [s] and 0.4 [s].
– W2 is the average of the load between 0.4 [s] and 0.8 [s].
– W3 is the average of the load between 0.8 [s] and 1.2 [s].
– W4 is the average of the load between 1.2 [s] and 1.6 [s].
– W5 is the average of the load between 1.6 [s] and 2.0 [s].

The extracted sound data for 2.0 [s] is converted by FFT (Fast Fourier Transform).
The FFT result between 1 [Hz] and 4000 [Hz] are divided into five sections as shown in
Fig. 10.

The parameters F1*F5 in the sound are calculated as follows.

– F1 is the integration of FFT result between 1 [Hz] and 800 [Hz].
– F2 is the integration between 800 [Hz] and 1600 [Hz].

Fig. 9. Calculation of W1*W5.

Fig. 10. Calculation of F1*F5.
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– F3 is the integration between 1600 [Hz] and 2400 [Hz].
– F4 is the integration between 2400 [Hz] and 3200 [Hz].
– F5 is the integration between 3200 [Hz] and 4000 [Hz].

Table 3 shows the averages and STDs (Standard Deviation) of the parameters
W1*W5 of all 43 samples. Table 4 shows the averages and STDs of the parameters
F1*F5 of all 43 samples. It is found that W1*W5 and F1*F5 are not even among
the same kind of samples as the STDs indicate.

4 Neural Network Model

The neural network model for estimating the degree of the texture is shown in Fig. 11.
The input layer consists of 10 nodes for W1*W5 and F1*F5, and one bias node. The
hidden layer 1 and 2 consist of 10 nodes and one bias node, respectively. The output
layer consists of two nodes expressing the degree ranged [0,1] of “crunchiness” and
“crispness”.

Table 3. Mean and STD of W1*W5

Mean W1 W2 W3 W4 W5

Rice cracker 0.187 0.42 0.579 0.809 1.02
Potato chips 0.06 0.0493 0.202 0.619 1.06
Cookie 0.195 0.512 0.743 0.938 1.12
STD W1 W2 W3 W4 W5
Rice cracker 0.0152 0.101 0.147 0.129 0.0993
Potato chips 0.00762 0.0154 0.052 0.0743 0.0525
Cookie 0.0339 0.0455 0.0389 0.0535 0.0382

Table 4. Mean and STD of F1*F5

Mean F1 F2 F3 F4 F5

Rice cracker 17.5 2.78 1.95 2.8 4.39
Potato chips 5.43 1.3 0.854 1.57 2.45
Cookie 5.52 0.9 0.357 0.35 0.561
STD F1 F2 F3 F4 F5
Rice cracker 6.36 1.08 1.07 1.55 1.98
Potato chips 0.581 0.174 0.129 0.33 0.393
Cookie 1.34 0.298 0.116 0.117 0.182
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The transfer function of the hidden layer 1, 2 and the output layer are shown in Eqs.
(1), (2) and (3), respectively, where xj is j-th input node value, Hk is the output value of
k-th node of the hidden layer 1, Il is the output value of l-th node of the hidden layer 2,
Y1 and Y2 are the output of the model.

Hk ¼ 1
1þ expð�zkÞ ; zk ¼

X10
j¼0

xjwjk; x0 ¼ 1:0 ð1Þ

I‘ ¼ 1
1þ expð�s‘Þ ; s‘ ¼

X10
k¼0

Hkvk‘; H0 ¼ 1:0 ð2Þ

Ym ¼ 1
1þ expð�pmÞ ; pm ¼

X10
‘¼0

I‘u‘m; I0 ¼ 1:0 ð3Þ

Where w, v and u are the connection weight between the input layer and the hidden
layer 1, between the hidden layer 1 and 2, between the hidden layer 2 and the output
layer, respectively. The connection weights are adjusted in order to minimize the
difference (i.e. error) between the expected value and actual neural network output Ym.
The back-propagation algorithm [11] is employed. The neural network model is trained
and tested as follows:

Step 0: i←1

Step 1: Select i-th sample data out of all 43 samples

Fig. 11. Neural network model.
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Step 2: Prepare following 42 train input vectors except i-th data

XðnÞ
train ¼

W ðnÞ
1

..

.

W ðnÞ
5

FðnÞ
1

..

.

FðnÞ
5

2
6666666664

3
7777777775
for n = 1, 2, ���, 42.

Step 3: Prepare following 42 correct output vectors

Y ðnÞ
train ¼ Y ðnÞ

1

Y ðnÞ
2

" #
for n = 1, 2, ���, 42.

where, Y ðnÞ
train ¼

0:9
0:8

� �
is assigned for the rice cracker, Y ðnÞ

train ¼
0:2
0:9

� �
is assigned for

the potato chips and Y ðjÞ
train ¼

0:7
0:7

� �
is assigned for the cookie. These values are

accordance with Table 1.

Step 4: Initiate the connection weights w, v and u. The connection weights are the
random values. Train the neural network model by the back-propagation algorithm.
The training process is carried out by adjusting the connection weights w, v and u so

that Y ðnÞ
train is outputted when corresponding XðnÞ

train is inputted. Where, the iteration to
train the network is 30 epochs. It is necessary to observe that the error declines as the
epoch proceeds.

Step 5: Input W1*W5 and F1*F5 of i-th sample data into the neural network model
trained in Step 4. (*Note i-th sample data is not used to train the neural network in
Step4) The output texture value set (i.e. estimated texture result of i-th sample) is
registered in the estimation result data store.

When i = 43, the routine is completed, otherwise i ←i + 1 and go to Step1.

Table 5 shows the averages and STDs of the estimation result data store. Although the
sample data not used for training is inputted to the neural network model, the model
outputs generally expected texture values.

Regarding the result of this implementation, it is found that the neural network
model estimates the expected textures almost correctly, even though the parameters

Table 5. Summary of estimation result data store

Estimated average Rice cracker Potato chips Cookie

Crunchiness (expected) 0.872 (0.9) 0.198 (0.2) 0.719 (0.7)
Crispness (expected) 0.782 (0.8) 0.898 (0.9) 0.716 (0.7)
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Fig. 12. Estimated textures.
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W1*W5 and F1*F5 have the dispersion. Figure 12 shows information in estimation
result data store. The asterisk shows the estimated texture value for each sample.

The goal of the presented study is to build quality management system for the
texture of the packaged foods such as the snacks or sweets. In the conventional texture
analysis, a multiple regression is generally employed in which enormous sample data
are analyzed by human [12]. It is complicated task to find out characteristics related to a
target texture. Therefore, we propose to employ the neural network model which learns
the characteristic automatically.

5 Conclusion

This paper describes the system which consists of the improved equipment and the
simple neural network model which estimates the food textures. The system can pro-
cess the load and the sound simultaneously to estimate the textures such as crunchiness
and crispness. In the experiment, the neural network model estimates almost correctly
the texture of the food not used to train the model. The experimental result shows the
usefulness of the neural network model for food texture estimation. In the future, we
will train the neural network model with much more sample data. The improved model
is applicable to the automatic evaluation system of the food quality. The evaluation is
fed back to the manufacturing process and activates the development of the high
quality foods. In addition, the system can detect a food with an abnormal texture and
thus be used for purposes such as the food safety.
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Abstract. Trust evaluation in decentralized M2M communities, where several
end-users provide or consume independently M2M application services, enable
the identification of trustless nodes and increase the security level of the com-
munity. Several trust management systems using different trust evaluation
techniques are presented in the application field of M2M. However, most of
them do not provide a secure way to store the computed trust values in the
community. Moreover, the trust agents participating in the trust evaluation
process are not securely identified and could lead to misbehavior among the trust
agents resulting in non-reliable trust values. This research identifies several
problems regarding decentralized M2M application services and the trust
evaluation process. In order to overcome these issues this research proposes a
novel approach by integrating blockchain technology in trust evaluation pro-
cesses. Moreover, this publication presents a concept for using blockchain
within the system for decentralized M2M application service provision. Finally,
the combination of P2P overlay and blockchain network is introduced in order
to verify the integrity of data.

Keywords: Blockchain � M2M � Security � Service and application
Trust

1 Introduction

The authors in [1] introduce a decentralized approach for Machine-to-Machine (M2M)
application service provision where every end-user has the possibility to provide easily
M2M application services. All participating peers (service providers/service con-
sumers) are using a Peer-to-Peer (P2P) network for communication and information
storage. In contrast to traditional service platforms the approach presented in [1] has
several advantages such as avoiding single point of failures, enabling resource flexi-
bility and platform independency. However, one disadvantage is that there is no cen-
tralized entity controlling the service creation process made by the end-user (peer).
Also, there is no authority that ensures that the created services meet the conditions for
being deployed in the community. Moreover, the decentralized character of the
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approach could lead to several security issues performed by attackers [2]. Therefore,
trust relationships between the peers and the services are necessary to mitigate possible
security attacks.

To overcome several issues in decentralized M2M application service environments
the authors in [2–4] propose a framework for functional verification and trust evalu-
ation. The trust evaluation is realized using a decentralized test architecture and through
the combination of several model-based testing techniques. Trust evaluation is done by
end-users acting as Test Agents and cooperating with each other in order to compute an
overall trust-level of M2M application services. The trust results are also used for trust-
based selection and composition of M2M application services. The trust computation
generates a significant amount of trust data among end-users and one aim of this
research is to make these data tamper-proof.

This research paper aims to identify unsolved security issues for decentralized
M2M application services. Moreover, it optimizes the decentralized service creation
process and improves the trust evaluation of M2M application services using block-
chain technology. This paper is structured as follows: Sect. 2 will summarize the
decentralized approach for M2M application service provision. Section 3 will give an
overview about the framework for functional verification and trust evaluation. Sec-
tions 2 and 3 will also highlight some existing issues considered for optimization. The
integration of blockchain technology for trust evaluation and data storage is introduced
in Sect. 4. Finally, Sect. 5 will introduce the combination of P2P overlay and block-
chain within the M2M community.

2 Decentralized M2M Application Services

2.1 Autonomous Decentralized M2M Application Service Provision

A completely decentralized M2M system architecture was presented in [1] where the
M2M service platform itself is not provided by a platform operator but by end-users of
the platform itself. End-users are able to design individual M2M application services
and make them available for other end-users or central service providers. End-users
have also the possibility to cooperate with each other in order to provide complex M2M
application services.

The architecture framework for decentralized M2M application service provision
presented in [5] includes a Service Management Framework (SMF) which consists of a
local Service Creation Environment (SCE) and a Service Delivery Platform (SDP).
Moreover, the SMF includes all available devices and services present in the personal
environment of the end-user and integrates also remote services which are provided by
other end-users. The Service Creation Environment (SCE) provides a Graphical User
Interface (GUI) for designing graphically the behavior of a M2M application service.
This GUI enables the end-user to combine building blocks representing the M2M
service components, M2M devices and multimedia service components (Fig. 1). M2M
application services are described by machine-readable State Chart XML (SCXML). In
order to be consumable for other entities the application requires an application
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interface (described by an Interface Description) with which it forms an application
service.

The authors in [5] introduce an M2M community as a social network that is built
between users of the M2M service platform. This community can be used to create
interest groups by providing different sub-communities. It can also be used in order to
address different application fields or geographical locations. End-users and the
application services they provide can be part of several sub-communities at the same
time. The M2M community can be organized by using the Interface Description
(IFD) of the application services. The parameters inside the IFD can be used to derive
the specific sub-communities for the nodes [1].

After the M2M application service is modelled by the service provider/end-user it
will be configured automatically and autonomously by connecting the specific
instances of services that are involved in the distributed M2M application service and
described by the modeled state machines [1].

Local Services

Remote Services

Service 1
Detection of 

Sensor Values

Service 3
Alerting of 

Consumers

Service 2
Determination of 
Consumers that 

should get 
alarmed

Service x
abc

Service y
abc

Service z
abc

Configuration

Service 3
Alerting of 

Consumers

Service 1
Detection of 

Sensor Values

Service 2
Determination of 
Consumers that 

should get 
alarmed

Global Attributes:
Service3.global.sensorID (= temperature)
Service3.global.sensorValue (= 35)

Service6.input.sensorID = $Service3.output.sensorID

Service7.input.text = „Alarm“ + $Service3.global.sensorID + „is“ 
+ Service3.global.sensorValue
Service7.input.sipURI = $Service6.output.detectedSupporter

[Service3.output.sensorValue > 30]

Service 7

Attributes: Global
.input.text 
.input.sipURI

Service 6

Attributes: Global
.input.sensorID 
.output.detectedSupporter

Service 3
.config.sensorID = temperature
.config.intervall = 10 sec.

Attributes: Global
.output.sensorID
.output.sensorValue

x
x

Service Design GUI

Fig. 1. GUI to design M2M application services
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2.2 Limitations and Challenges as Basis for Optimization

Although there exist various benefits of the decentralized M2M application provision
approach, several limitations and challenges can be derived and are described in the
following.

For instance, an end-user may have not so much prior technical knowledge for
creating a M2M application service. Wrong services can be linked together or wrong
configurations can be made by the end-user and thus would lead to wrong or mal-
functioning M2M application service. Another security issue is the way the service
provider (end-user) is addressed after service registration and the history about past
provided services. The authors in [1] define that a service instance is “an actual
implementation of a service by an end-user that can be addressed via a service end-
point”. Service endpoint means in this context the point of access or the Uniform
Resource Identifier (URI). During lifetime the service provider could change his
contact information/URI, moreover the authors in [1] do not consider the possibility to
store the history of all services provided by an end-user. It could be that an end-user
continuously changes his identities or provides fake or trustless services without being
identified. The entry and exit of peers in the M2M community is not defined. A missing
or bad authentication mechanism leads to the entry of malicious peers which could
harm the system with their misbehaving. A composed M2M application service can
consist of several single M2M application services. Same services can be provided by
multiple peers. The peers providing the same service are selected randomly in order to
be part of a composed M2M application service. Randomly selecting is not secure and
could lead in selecting unsecure or untrusted peers. A trust selecting principle could be
defined in order to assign peers to a M2M application service based on the trust level.

In order to deal with several trust related issues, a framework for functional veri-
fication and trust evaluation is introduced in [2] and is going to be explained in the next
section.

3 Functional Verification and Trust Evaluation
for Decentralized M2M Application Services

For testing the functionality of new M2M application services, the authors in [3]
propose an approach by introducing a test architecture consisting of a Test Master, Test
Agents, and a Test Generation Environment (TGE). The Test Master coordinates the
overall testing framework by sending and exchanging information with the TGE and
the Test Agents. Furthermore, the Test Master gets test instructions from the TGE and
forwards them to the Test Agents for test execution on the System under Test
(SUT) which in this research are M2M application services. The obtained results of the
test execution from the Test Agents are then evaluated by the Test Master. The TGE
collects information about the M2M application services and derives based on that
information suitable test cases which are then sent as test instructions to the Test
Master. For evaluating the initial trust level of new M2M application services the
authors in [2] propose to integrate the trust evaluation process within the functional
testing process by using the test architecture and the outcomes of the test execution for
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evaluating the trust level. However, the approach presented in [2] and [3] contains
centralized elements such as the Test Master, which represents a drawback regarding
single point of failure or centralized management about the test and trust reports. To
overcome centralized entities, the authors in [4] propose an optimization of the overall
framework by distributing the role of the Test Master among other peers part of the
M2M community, which will autonomously do the test execution and the evaluation of
the obtained test results. First of all, the service provider designs a M2M application
service logic using the GUI (see Fig. 1) which is part of the SCE as described in [5].
Therefore the end-user graphically (see Fig. 2) creates a state machine that represents
the behavior of the system. The SCE generates from this logic a formal Service
Description and deploys the M2M application service to other users by providing the
Service Interface Description of the M2M application service. The Service Description
also containing the Service Interface Description is sent to and stored in the P2P
network. [1].

After the deployment of a new M2M application service all peers will receive a
notification and are also able to pick up the Service Description and the Service
Interface Description of the new M2M application service from the P2P network. This
information is used from the TGE (see Fig. 3) to create a Test Application Description
(TAD) [3]. The TAD is used to generate a behavior model from which test cases for
functional verification and trust evaluation of new M2M application services are
derived. The test instructions together with the test cases are sent to the Test Agents for
test execution.

Fig. 2. Service creation environment

Fig. 3. Test generation environment
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In order to assess efficiently the trust level for M2M application services, it is
proposed to combine the results of functional and performance testing in [3]. Fur-
thermore, the test execution (see Fig. 4) is done independently by one ore many
peers/end-users acting as Test Agents. The obtained tests results are evaluated and an
initial trust level [4] for the new M2M application service is assigned and stored among
all other peers in the P2P network. A service could be evaluated by many end-users
independently and the different test results obtained by the end-users can be combined
to calculate an overall verdict about the new M2M application service. The calculation
of the verdict also considers the trust level of the different end-users performing the
tests. The total trust level of an end-user consists of the trust levels the M2M appli-
cation services it provides. End-users with better trust levels are more weighted in the
calculation process than end-users with low trust levels. Thus, this approach enables a
distributed and efficient way to verify new M2M application services. Moreover, the
computed trust values of the M2M application services and end-users are considered
for the service selection and composition process.

The random selection [1] of instances providing one of the M2M application
services part of the created service chain is not secure and could lead to the selection of
M2M application services provided by unsecure or trustless peers. This could result to
an unstable and not efficient composed M2M application service. Therefore, the
authors in [4] propose to consider the trust level of M2M application services and end-
users for the application service selection and composition process and introduced an
algorithm for selecting trustworthy M2M application services (Fig. 5).

Fig. 4. Test agent activities
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Another issue is the way computed trust data are stored in the network. As any end-
user can act as a Test Agent, there is a possibility that the user modifies or changes past
evaluation results in order to manipulate the current trust level of the observed M2M
application service. The authors in [4] have reviewed several existing trust management
systems for trust evaluation of new and existing services. Based on that evaluation the
existing trust approaches do not provide or consider any solution for a secure data
storage system of trust related data.

4 Blockchain Integration for Trust Evaluation in M2M

Nowadays, there is an increasing hype for using blockchain to secure systems in
several application fields. Blockchain is a distributed database which records all
transactions, agreements, contracts and/ or other digital assets between peers partici-
pating in that community. In Bitcoin [6], blockchain is used for storing all transactions
in the network. According to [7], trust is established due to the fact that everyone in
blockchain has a direct access to a shared “single source of truth”. All transactions,
which are public, comprise specific information, such as date, time, and number of
participants. Every peer in the network has a copy of the blockchain and the trans-
actions are validated by the so-called miners using cryptographic principles. These
enable nodes to automatically recognize the current state of the ledger and every
transaction in it [7]. As stated in [7], a corrupted transaction will be immediately
refused by the nodes since they do not reach a consensus for validating that transaction.
The authors in [8] state that “once a new block is formed, any changes to a previous
block would result in different hashcode and would thus be immediately visible to all
participants in the blockchain”.

Fig. 5. Algorithm for selecting trustworthy M2M application services
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The main benefits of using blockchain are ensuring data integrity and non-
repudiation. Moreover, blockchain also provides secure access and identity manage-
ment possibilities. Regarding the integration of blockchain in the application field of
M2 M/Internet of Things (IoT) the literature review provides several publications [9–
12] dealing with secure data storage and data integrity in relation with blockchain.
However, none of the publications [9–12] consider the blockchain technology for using
in connection with trust management systems and the computed trust values.

Managing trust values in a decentralized M2M community is challenging because
of the increasing number of nodes joining and leaving the network and of their possible
malicious behavior by removing or changing data which harm the system. As men-
tioned in [4], the behavior of an M2M application service can be evaluated by one or
more end-users acting as Test Agents. The evaluation process includes functional and
performance tests executed against the M2M application service. The combination of
the verdicts obtained from the tests done by the Test Agents are used to calculate the
trust level of the observed M2M application service. Based on this trust level, other
end-users are able to check how much they can trust an M2M application service. As
mentioned in the previous sections one issue is that the evaluated trust data can be
manipulated or removed from the network. In order to optimize the storage system of
the trust management system and to ensure tamper-proof trust data this research pro-
pose to store all the evaluated trust data in the blockchain.

After a Test Agent has performed the trust evaluation steps and has computed the
trust level (range from −1 to 1) of an M2M application service, it will send a block-
chain transaction to the end-user providing the evaluated M2M application service. The
blockchain transaction consists of the trust level, Service ID, Service Instance (contact
information about the service provider) and the Test Agent Username. This transaction
will be broadcasted to all nodes part of the blockchain network and is going to be part
of a block. Next, this block has to be validated from other nodes in order to achieve a
consensus for an identical version of the blockchain. An overview of the integration of
blockchain for storing trust data is shown in Fig. 6.

Fig. 6. Integration of blockchain for storing trust data
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To achieve a consensus for validating a transaction and creating a block the lit-
erature provides several consensus mechanisms, which are summarized in [13]. The
first consensus mechanism introduced in blockchain is the Proof of Work (PoW) [6].
The PoW consists of nodes acting as “miners” by trying to solve a computationally
puzzle called hash. The node who solves first this puzzle will validate and add a new
block of transactions to the blockchain. The performing activities are rewarded for the
first successful miner for validation transactions and creating new blocks [6]. However,
performing PoW requires hardware with high computational power and the mining
process is an energy-intensive process. Another consensus mechanism is Proof of Stake
(PoS) which tries to offer a more efficient way to validate transactions in the block-
chain. This mechanism does not require high computing power and selects randomly
nodes for mining based on several criteria (depends on the PoS version) [14]. In order
to benefit from this energy saving character, this research proposes to also consider the
PoS consensus mechanism for validating new transactions and creating blocks within
the presented blockchain approach.

The data which is going to be included in a blockchain transaction after trust
evaluation by the test agents consist of information about the trust level, observed
service and service provider and contact information about the test agent (Fig. 7).

5 Combining Blockchain Network and P2P Overlay for More
Trust

To increase the reliability in the M2M community this section introduces the combi-
nation of the P2P overlay used in [1] and the blockchain network for trust data storage
and for trust verification. Moreover, this section proposes to use this combination for
several aspects such as end-user and service registration, and Interface Description
verification for triggering the trust evaluation process. Figure 8 shows an overview
about the different aspects the combination of P2P overlay and blockchain network is
proposed to use for in decentralized M2M application services and their trust
computation.

Fig. 7. Structure of the data part of a blockchain transaction
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5.1 Trust Value Verification for End-Users

The data stored in the blockchain is tamper-proof and is used for integrity check-ups.
However, to enable efficiency the P2P overlay introduced in [1] is also proposed to use
for storing the evaluated trust data of the M2M application services. The P2P overlay
will only store the current status of the trust level and every end-user part of the M2M
community has write permission for it. For simple and quick look-up about a trust
value the end-user is able to do it firstly in the P2P overlay. Moreover, the end-user has
the possibility to check the trust history about a M2M application service in the
blockchain for past trust data entries in warily situations. For integrity check-ups the
end-user requires the data from the P2P overlay and compares/verifies it with the data
from the blockchain. If the compared values match, the end-user can rely on these
entries and can continue selecting or not selecting the M2M application service.

5.2 Storage of End-User and Service Information

The P2P overlay introduced in [1] is used for the management of M2M application
services. The end-user providing a service will register the service using the P2P
overlay network by storing the Interface Description (IDS) of the service and its
associated personal temporary contact information. The storage in the P2P overlay
could lead to several security attacks as evaluated in [2]. Besides, two main issues can
appear. First, after storing the first version of an IDS in the P2P overlay, the service
provider could change the IDS and then overwrite the first version without any noti-
fication. Thus, other end-users would not have the opportunity to check if there are
many versions of the IDS, or what kind of changes happen. This information obtained
by the end-user could help for a better overview about the behavior of the service
provider. Another problem arises for Test Agents which are continuously performing
tests for functional verification and trust evaluation of M2M application services in the

Fig. 8. Overview about the usage of P2P and blockchain combination
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community. The Test Agents will test M2M application services when they are first
deployed. However, they do not know when and after which time intervals to test an
existing M2M application service. Another issue is that end-users providing a service
are only identified by their temporary contact information which can be changed during
their lifetime. An attacking peer is able to register several times with different identities
and providing harmful services trying to break down the M2M community.

To solve the above mentioned problems, this section proposes to also use block-
chain for storing the information about service providers and the services such as the
Interface Descriptions. Due to the fact that data is overwritten and changed in the P2P
overlay, Test Agents would have the possibility to identify this change in an Interface
Description in order to perform functional verification and trust evaluation of M2M
application services. Moreover, other end-users would also have the possibility to
verify the information about a service or service provider by comparing the information
in the P2P overlay and the blockchain network. The Interface Description of M2M
application services is retrieved in the P2P overlay at regular intervals. This description
is compared to the description stored in the blockchain. If this information stays per-
manently stable, no further action must be taken from other nodes. If there are changes,
the M2M community respectively the end-users acting as Test Agents will start testing
the M2M application service in order to verify its functionality. This verification could
increase or decrease the trust value of the M2M application service.

The blockchain within the M2M community can also be used in order to check
which end-user has provided what services and when in the past. In order to mitigate
the problem with end-users and their different temporary contact information and the
many services they can provide, this research proposes to define a permanent username
for every end-user and to store these information both in P2P and blockchain for further
integrity analysis and to comprehend what services they offer.

6 Conclusion

In this publication, the unsecure storage problem of trust management systems in M2M
is highlighted and optimized by the integration of blockchain technology. Therefore,
blockchain is used for different aspects of the decentralized M2M application service
provision and trust evaluation process. First, blockchain is used to securely store all the
computed trust data and to make them tamper-proof. Second, the coordination and
cooperation among the trust agents (Test Agents) during the trust evaluation is done
using blockchain. Besides, the M2M application service provision process is improved
by registering the service provider in the blockchain and enabling an efficient identity
management which mitigates fault-providing M2M application services by malicious
service providers. Moreover, Interface Descriptions of M2M application services are
stored in the blockchain in order to include all possible versions of them. Finally, the
combination of P2P overlay and blockchain is introduced for verification and com-
parison of data such as trust values, end-user contact information, and service infor-
mation. This increases the overall reliability of the decentralized M2M application
service environment and the trust evaluation process.
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Abstract. To keep a cryptocurrency system at its optimal performance,
it is necessary to utilize the resources and avoid latency in its network.
To achieve this goal, dynamically and efficiently injecting the unverified
transactions to enable synchronicity based on the current system config-
uration and the traffic of the network is crucial. To meet this need, we
design the pulsed transaction injection parameterization (PTIP) proto-
col to provide a preliminary dynamic injection mechanism. To further
assist the network to achieve its subgoals based on various house policies
(such as maximal revenue to the network or maximum throughput of the
system), we turn the house policy based optimization into a 0/1 knap-
sack problem. To efficiently solve these NP-hard problems, we adapt and
improve a fully polynomial time approximation scheme (FPTAS) and
dynamic programming as components in our approximate optimization
algorithm.

1 Introduction

The primary essence of IOTA-Tangle is to provide a distributed architecture for
billions of devices and agents to interact with each other on an IoT communica-
tion structure generating micro-transactions to be processed, validated and then
stored in a Distributed DAG structure called Tangles [1]. However, a distributed
system does suffer from one disadvantage: it is not scalable under asynchronous
message passing and communication. To achieve this goal we introduce semi
synchronization into the basic architecture of IOTA-Tangle [2] to accord its
scalability. IOTA-Tango is our normative design in that direction.

To keep the system synchronized with the introduction of fresh transactions
into the system arriving at an arbitrary rate, we need a delivery system for these
transactions to the verifiers such that (a) every segment of the IoT system gets
to see these transactions at about the same time regardless of the width of the
system, (b) the transactions are all released in first come first serve (FCFS) mode
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to the verifiers from a waiting bin so that every transaction would get processed
and verified in time before they are sent to the controllers, and (c) the controllers
collectively decide the placement order of these transactions onto Tango body.
Each of these steps needs to be mutually synchronous with its previous and the
following process; however, in this paper we describe the transaction delivery to
the validators part of the process.

Synchronicity is achieved if the validators ideally are always able to pick their
transactions for validation without ever being idle. From incoming transactions
point of view, the waiting time for an average transaction should be minimized
so that ideally none of the transaction is ever going to remain ignored (unpro-
cessed). To achieve this, the controllers, in our normative model, are required to
inject periodically a number of transactions on FCFS basis to the distributed set
of validators for processing. The periodicity of the injection process is predicated
by a single event only: Spray an optimum amount q transactions to the verifiers
when the latter has no more unverified transaction to pick up.

In this paper, we propose the Pulsed Transaction Injection Parameterization
(PTIP) protocol. PTIP makes it easier for the controllers that we provide a
logical trip-line, which is called a reorder-point. This is a synchronous tool pro-
viding an earlier alarm to the controllers that the volume of available unverified
transaction has become low enough triggering another replenishment of a batch
injection of q transactions at the end of the current cycle. This is needed in a
stochastic system where the instantaneous transaction validation rate D is not
necessarily constant, though, its central modality like average or median remains
constant. This could be construed as the first approximation to the underlying
stochastic verification process. We also propose a Verifier Performance Optimizer
(VPO) protocol. It treats the capacity of the verifiers as a fixed constraint such
that we translate various house policies, desired by the system, to get an optimal
result for the objective function of the house policy.

The rest of the paper is organized as the following. We provide the back-
ground on the semi-synchronicity in Sect. 2. We further discuss the PTIP pro-
tocol at Sect. 2.1 and VPO protocol at Sect. 3. For PTIP, we have the injection
amount qθ and the pulse period Tθ as the parameters for regulating the injection
process. For our VPO protocol, a polynomial time solution is offered based on
the integer constraint. We then further provide a fully polynomial time approx-
imation scheme to address non-integer issue for the revenue of a transaction.
Conclusion and future work are in Sects. 4 and 5, respectively.

2 Background

Decentralized Semi-synchronous Pulse Diffusion (DSPD) protocol and Pulsed
Injection of Transactions into the Evaluation Corridor (PITEC) protocol are
introduced in [2]. DSPD enables synchronicity in the ledger system to provide
scalability to reduce latency by introducing the controller and verifier roles in the
system. We simulate the system behavior by use of the exponential smoothing
approach, PITEC provides a way to calibrate the optimum Q∗, the quantity of
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released periodic pulsed transactions by the controllers, such that equilibrium of
the system can be achieved. Interested readers can find the details at [2].

For being complete, we briefly describe the scheme. Assuming that A is a
constant cost per cycle, v is the cost per transaction per unit time, T is the
number of time unit of a fixed period between two consecutive injections, the
total cost per unit time to be minimized,

C =
A

T
+

Qv

2
. (1)

given that 1
2QT is average volume of transactions during the cycle. If the transac-

tions are consumed (affixed) at a rate of D transactions per unit time, Q = DT ,
and therefore, Eq. (1) becomes,

C =
AD

Q
+

1
2
Qv (2)

This leads to an optimum pulse injection size of Q∗ that

Q∗ =

√
2AD

v
where T =

√
2A

vD
(3)

as the corresponding cycle time is defined as T in above Eq. (3).

2.1 Pulsed Transaction Injection Parameterization (PTIP) Model

Our earlier Pulsed Injection (PIT) models (probabilistic injection [3] and deter-
ministic periodic injection) are basically proposed as follows. Thin clients asyn-
chronously submit their transactions in bundles Bc to be verified and affixed on
to an immutable directed acyclic graph (DAG) body to a processing data center.
This temporal graph could be further improved by the Pregel-based approach
[4] for future work. These bundles all wait there in a waiting bin, and each bun-
dle Bc would be subsequently de-constructed into a number of smaller bundles
{bλ,θ

t } or fibers, each of which would comprise a similar set of transactions of
type θ all pertaining to initiator client λ, with the earliest time-stamp t. These
fibers would be sent out to the community of verifiers in periodic batches with
batch size qθ and periodicity Tθ. The first part of the essential process is shown
in Fig. 1.

Since each class of transactions θ for its optimum performance requires peri-
odic injection qθ of its raw transactions to be delivered to its verifiers every Tθ

units of time, we seek a parametric model of this process as

f(qθ, Tθ) = cθ (4)

where cθ is a constant of the process guiding θ type transactions. Let us con-
sider the deterministic periodic injection model that basically injects a constant
amount qθ of unverified transactions to the work space of thick-client verifiers
every Tθ units of time (cycle time) as shown in Fig. 2
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Fig. 1. Transaction bundle is de-constructed into fibers where each fiber comprises of
the same type of transactions for verification.

Fig. 2. Periodic injection of qθ transactions every Tθ units of time assuming a constant
consumption rate cθ.

We have shown that even when the underlying verification process is proba-
bilistic with a stable average verification rate D, the stochastic periodic injection
transaction (PIT) process is basically identical to its deterministic version. Given
that our potential parametric model rests on two parameters, and the behavior
of Tθ is entirely predicated by the collective performance capability of the veri-
fiers for a given qθ, we attempt to describe our transaction exposure process in
a parametric form.

First we obtain
qθ = g(Tθ,HPt) (5)

subject to
f(qθ, Tθ) = cθ (6)

where HPt refers to the underlying transaction processing priority rule at the
time t. For instance, given that we have several choices in pushing fibers to the
verifiers, should we push transaction type θk over θl if we have to push only
one type of transactions. If we are essentially dealing with only one type of
transactions, the House Priority policy would be simple. Maintain the optimum
Tθ level from cycle to cycle by either increasing or decreasing the cycle batch
size. In this case, our optimum solution seems to be conforming to an operational
invariant [2]

qθ =
√

2ADθ

vθ
and Tθ =

qθ

Dθ
. (7)

This optimum batch size of transaction fibers of type θ is the pivotal relation-
ship to obtain the parametric form we seek. To differentiate this solution from
any other solution we refer to it as the pair (q∗

θ , T ∗
θ ) against which our parametric

model has to be delivered. We may now consider some deviations from it. What
if clients verification rates were unstable via a changing D from cycle to cycle?
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Consider the following scenario with two consecutive cycles of different lengths.
Assume that the last cycle completed after a time lag of Tlast = T ∗

θ with an
injected quantity of qlast = q∗

θ . If there were no changes to these two parame-
ters, we should continue to inject transactions precisely at this rate. However,
let us assume that at the next cycle, the transactions were all verified at a dif-
ferent time T . If T ∗

θ ≤ T(last,θ), the verification process has slowed down, and
therefore, injection amount qlast = q∗

θ has to be changed as shown by the dotted
line touching the vertical Q axis at qnext as shown in Fig. 3.

Fig. 3. Calibrate the projected qnext to be injected in next cycle based on a slower
consumption rate in last cycle.

q(next,θ) = q(last,θ)
T ∗

θ

T(last,θ)
(8)

This relationship continues to hold even when T ∗
θ > T(last,θ) in Fig. 4.

However, the latest variation in transaction verification rate may be tempo-
rary, may be lasting only for a short while, and accordingly, we need a more
flexible relationship than what Eq. (8) proposes. To reduce this temporal varia-
tion, if any, we need to mix it with our previous estimate of q(next,θ) used at the
last cycle. We combine the two using a weighted average of the two as

Fig. 4. Calibrate the projected qnext to be injected in next cycle based on a faster
consumption rate in last cycle.

q̂(next,θ) = γq(last,θ)
T ∗

θ

T(last,θ)
+ (1 − γ)q̂(last,θ) (9)

where 0 < γ < 1 with with initial expectation value

q̂(last,θ) = q∗
θ , T(last,θ) = T ∗

θ (10)



Parameterized Pulsed Transaction Injection 79

2.2 Extension of A Single-Parametrized Pulsed Transaction
Injection System

Our parametric model could be extended to a multi-category transaction fam-
ily. Transactions that the thin clients bring in are of different types: some are
easy transactions to deal with, some are more time-consuming to verify. Some
transactions monetary value may be very low, some very high. The total volume
of workload for the verifiers on an injection cycle Tθ collectively processing a
batch of size qθ is the average 1

2qθ per unit time. Therefore, on a single batch
the workload is 1

2qθTθ The transaction fibers are not all similar. Also, we may
assume that a simple current house-policy HPt suggests a partial ordering of
transaction type by priority

θ1 ≺ θ1 ≺ · · · ≺ θp (11)

Implying that if only one transaction needs to be processed given two trans-
actions of types i and j, and θi ≺ θj , the preferred house-choice would be process
θj . Let us also associate a unit processing cost function C(θi) with a transaction
of type θi.

Given precedence order in Eq. (11), we could entertain different processing
choices to do adaptive transaction processing as outlined as the following. Given
two distinct periodic batch injection processes with periodicities Tθ and Tϕ, it is
obvious that both these process scheduled at these time instants. If controllers
are aware of it earlier, before the batch order goes out, both orders could be sent
out to controllers concurrently using a single order. This is a saving. Indeed, if
several processes are nearing to the next time deliveries within some δ units of
time (δ being small) of some time T , i.e. their delivery times Tθ for various θ is
|T −Tθ| < δ, then the controllers could be informed which orders can be released
at time incurring considering savings from message passing.

To reduce the instantaneous workload due to such an avalanche of batch
orders, the controllers may get the chance to reschedule the orders by deliberately
delaying some of them to ensure normal workload density per evaluators. This
provides an important way to control individual types of transactions.

3 Verification Performance Optimizer (VPO) Protocol

The design of VPO protocol is to optimize the performance of the network
based on a desired house policy. Let us assume there are k types (θ1, θ2, · · · θk)
of transactions in the system. We can categorize the transactions based on their
monetary amount or the revenue percentage with respect to the transaction
amount. Let the capacity of the verifier pool be ζτ with a period of τ units of
time. For instance, it can be 1

2 (Qτ) as indicated in [2]. Define the channel as
the injection bundle where transactions are queued before injection. An injec-
tion bundle contains subbundles where a subbundle stores only transactions of
the same type. Without loss of generality, we assume each group is capable of
handling all k types of transactions, Based on the previous injection cycle, we
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can have the empirical data for subbundle of type θi:
(1) ζi: the capacity cost per transaction of type θi.
(2) yi: total number of unverified transactions of type θi at a subbundle in the
group.
(3) xi: the number of unverified transactions of type θi to be released to the
verifiers.
(4) $i: the revenue of a transaction of type θi

(5) Ri: the reward of a single transaction of type θi for the winning verifier.

It is clear that the first constraint we must obey is that

k∑
i=1

xiζi ≤ ζτ , xi ≤ yi ∀i ∈ {1, 2, · · · , k}. (12)

3.1 Translation of House Policy to Knapsack Problems

From a general view, this is an NP-hard problem. Given n =
∑k

i=1 yi transac-
tions, for each we can decide yes/no to be included in the next injection. This
gives us 2n possible configurations for the pulsed injection scheme. In a group
with n unverified transactions in the queue when n is large, the effort of a brute-
force optimization seems exponentially more costly than the gain. It is crucial
to have a good translation of the policy to approximate a good configuration for
our optimal pulsed injection. This problem can be formulated and simplified as
a 0/1 knapsack problem where we automatically satisfy the condition xi ≤ yi

as we treat each unverified transaction as a binary variable. The 0/1 knapsack
problem is defined as the following.

Problem 1. Given a set S = {a1, · · · , an} of objects, with specified capacities
and revenues, capacity(ai) = ζj and revenue (ai) = $j where ai is a transaction
of type θj , and knapsack capacity is ζτ . The goal is to find a subset of objects
whose total capacity is bounded by ζτ and total revenue is maximized.

It has been shown that 0/1 knapsack problem can be solved in pseudo-
polynomial time with dynamic programming with time complexity O(ζτn) and
space complexity O(ζτn) [6]. To use the dynamic programming for a pseudo-
polynomial complexity in our case, it is needed that we have ζτ , $i and ζi ∈ Z

+

for all i. The reason that the complexity might be exponential is that ζτ might be
exponential in terms of n. However, this could not be true in the system as that
would imply our system has a much larger capacity in handling transactions.
That itself implies there is no need for scheduling the injection as the verifier
pool has sufficient resources. Hence, a generic dynamic programming approach
mentioned in this section is sufficient for our system, provided we have ζτ , $i

and ζi ∈ Z
+ for all i. .

Listed below are some simple example policies into linear programming con-
straints that a cryptocurrency network desires where they must all obey the
constraint in Eq. (12).
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• Policy 1: Maximal throughput oriented

max

k∑
i=1

xi (13)

This can be easily solved by using greedy algorithms to make sure we are
sending out the transactions with lowest ζi in the current queue system till
ζτ is reached.

• Policy 2: Maximal revenue oriented

max

k∑
i=1

xi$i (14)

• Policy 3: Maximal verifier reward oriented

max

k∑
i=1

xiRi (15)

Policy 2 and Policy 3 can be treated as a 0/1 knapsack problem [7] but with
different objective functions. By using the dynamic programming, the row
index is the n objects with each has it revenue and capacity cost while the
column index is the accumulated capacity that should be less than ζτ .

• Policy 4: Hybrid approach: Objective function, such as

max

k∑
i=1

xi($i − Ri), (16)

is to to maximize the net revenue after paying the verifiers. Or the objective
function could be

max
k∑

i=1

xi(αi$i − βiRi) (17)

where αi and βi are some chosen constant parameters that best describe
current system’s objectives. As we can see, with the translation to a 0/1
knapsack problem, the optimization scheme is always of a pseudo-polynomial
complexity O(ζτn).

3.2 FPTAS for VPO Protocol

The reason we have a pseudo-polynomial solution is that we simplify the param-
eters of the original problem to be of integer type. It is rather simple to have
the capacity of integer type but not the revenue. When the the revenue capacity
is not of integer type, the dynamic programming would not work properly. It is
thus up to the system architect to do the round-up on ζi and round-down on ζτ ,
but not the revenue. For such a NP-hard problem, there exists no polynomial
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solutions, provided that NP �= P. However, we can provide an ε-close fully poly-
nomial time approximation scheme for solving this problem. Hence, we need to
use approximation scheme to get (1 − ε)OPT with a much lower complexity for
non-integer revenue $i case.

For being complete, here we provide the standard FPTAS for the knap-
sack problem and its relevant lemma. Interested reader can check reference
[5] for details on the proof. Let P be the most revenue-able object, that is
P = maxa∈Srevenue(a) = maxj=1,··· ,k$j .

Algorithm 1 Algorithm: FPTAS [5]
Require: A maximization knapsack problem
Ensure: A solution S′ has revenue that is at least (1 − ε) of the true maximization

OPT
1. Given ε > 0, let κ = εP

n

2. For each object ai, let revenue′(ai) = � revenue(ai)
κ

�
3. With these as the new revenue for an object, run the dynamic programming
algorithm and find the most revenue-able set S′.

Lemma 1. [5] Let S′ denote the set generated by Algorithm 1, then

revenue(S′) ≥ (1 − ε)OPT (18)

where time complexity is O(n2�(P
κ )	) = O(n2�n

ε 	).
Proof. This is straightforward as the original complexity is O(n(nP )) but
now the new maximal object revenue is �(P/κ)	. Therefore, the complexity is
O(n(n�(P/κ)	)) as a true FPTAS.

The standard FPTAS concerns (1) revenue precision. The pseudo-polynomial
approach concerns (2) capacity might be exponential in terms of n. We will relax
these in the proposed scheme as the following. The concern of the non-integer
revenue can be relaxed when we simply shift the precision to the tth bit of the
revenue in the binary form after the decimal point, in addition to the shifting
from κ. For simplicity, let constant η = 1/2t. We now provide a FPTAS by
modifying line 2 in Algorithm 1.

Algorithm 2 Modification
Require: A maximization knapsack problem
Ensure: A solution S′ has revenue that is at least (1 − εη) of the true maximization

OPT
2. For each object ai, let revenue′(ai) = � 2t×revenue(ai)

κ
�
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Lemma 2. Let S′′ denote the set generated by the modified Algorithm 1 (with
Algorithm 2) , then

revenue(S′′) ≥ (1 − εη)OPT (19)

where time complexity is O(nζτ ) with running dynamic programming having
(revenue′(ai), capacity(ai)) pair in the row while verifier pool capacity ζτ in
the column.

Proof. Let O be the optimal set. Due to rounding down, κ × revenue′(ai) is
smaller than (1/η) × revenue(ai) but not more than κ for all i . Hence,

1
η

× revenue(O) − κ × revenue′(O) ≤ nκ,

revenue(O) − ηκ × revenue′(O) ≤ nκη (20)

The dynamic programming finds a set S′′ that must return a set at least as good
as O under the revenue′ scheme. Therefore,

revenue(S′′) ≥ ηκ × revenue′(S′′) ≥ ηκ × revenue′(O) (21)
≥ revenue(O) − nκη = revenue(O) − εηP ≥ (1 − εη)OPT (22)

since P ≤ OPT . The complexity O(nζτ ) follows by using the pseudo-polynomial
dynamic programming approach under the general observation that (1) ζτ is not
exponential in terms of n as described in Sect. 3.1 and (2) ζτ , ζi can be set to be
of integer type based on the design by the system architect.

4 Conclusion

In this work, we proposed a PTIP protocol and we further proposed a VPO pro-
tocol. In PTIP, we first have the categorization and bundling on the unverified
transactions, that is, we categorize the transactions based on their transaction
type, instead of blindly releasing them into the system to be verified. As a param-
eterized injection scheme based on qθ and Tθ, we regulate the injection volume
based on the performance from previous verification cycle. The VPO takes the
capacity of the verifiers pool as a constraint to optimize for various house policy.
We observed that under property construction of the system, we can simplify this
NP-hard optimization problem by refining the parameters to integers such that
dynamic programming can offer us a pseudo-polynomial complexity to solve this
problem. Furthermore, due to nature of the network, we know that the capacity
cannot be exponential in terms of the number of transactions. This deeps nails
down the problem for us. Later we extend to relax the integer constraint on the
revenue (or reward or a linear combination) that we can use an approximation
scheme such that we are guaranteed to have (1 − εη)OPT while the complexity
remains O(nζτ ). Due to this finding in polynomial complexity for our optimiza-
tion problem, it could be adapted in any similar ledger system as the cost is
relatively low.
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5 Future Work

Regarding the integer type constraint on the capacity, we could further inves-
tigate the application of randomized rounding to relax the constraint. When n
is much larger than k, it might be worthwhile to investigate how to find the
optimal by use of linear programming. By doing so, we can further simplify the
optimization problem. The rationale is that a subbundle is a queue of transac-
tions of the same type, and it might be useful to have each subbundle treated as
a variable, instead of having each transaction inside the subbundle as a variable.
After such a translation of optimization problems, this could be turned into a
linear programming (LP) problem while walking on a k-dimension lattice. There
are many known strategies for treating LP problems. It is worthy to investigate
to see how the complexity will be changed (improved).
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Abstract. The increased use of IoT has contributed to the popular-
ization of environments that monitor the daily activities and health
of the elderly, children or people with disabilities. The requirements of
these environments, such as low latency and rapid response, corroborate
the usefulness of associating fog computing with healthcare environment
since one of the advantages of fog is to provide low latency. Because of
this, we propose a hardware and software infrastructure capable of stor-
ing, processing and presenting monitoring data in real-time, based on
fog computing paradigm. The main objective of our proposal is that the
data be manipulated and processed respecting a hard time constraint.

1 Introduction

The Internet of Things is a topic that has been growing and becoming impor-
tant in the technical, social and economic areas [17]. This growth has driven
the advancement in research and projects related to assisted environments and
healthcare, since IoT offers great potential for continuous and reliable remote
monitoring due to its ubiquitous nature, allowing freedom of movement for indi-
viduals [14].

Healthcare environments are widely used for monitoring the elderly, the dis-
abled or children and are composed of intelligent objects such as sensors for
monitoring the environment and vital signs, as well as actuators and mobile
devices. These objects are characterized by being heterogeneous and distributed,
by communicating through light protocols to save energy and by requiring low
latency in data transmission. Fog Computing has been used in this type of envi-
ronment because it is an intermediate layer between end devices and the cloud
that provides processing, storage and analysis of data closer to smart objects,
thus providing low latency [7].

Low latency is one of the main requirements for healthcare [2] environments
since in cases of emergencies such as falls or cardiac arrest the fast notifica-
tion enables the specialty user responsible for the assisted user to act fast and
efficiently. Therefore, in this article, we propose a hardware and software infras-
tructure, based on Fog computing, capable of storing, processing and presenting
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data received from sensors embedded in a healthcare monitoring environment in
real-time. We understand as real-time a system that presents the results within
a time constraint.

The proposed hardware infrastructure consists of 3 layers, the Edge layer
(sensors, actuators and mobile devices), the Fog layer (Fog nodes and Fog server)
and the Cloud layer (data centers). On the other hand, the software infrastruc-
ture consists of Foglet (software agent), Scheduling algorithms (Earliest Deadline
First), and Healthcare application (the logic of healthcare environment).

This paper is organized as follows. In Sect. 2 we present some explanation
about related conceptions. Some related works are discussed in the Sect. 3. Our
proposal is described in Sect. 4. Finally, our conclusions and indications for future
work are presented in Sect. 5.

2 Overview

In this section we present some explanation about related conceptions to this
article.

2.1 Healthcare Environment

Healthcare is a smart environment where a health monitoring system is set
up. It provides e-health services to monitor and evaluate the health of assisted
users, which are elders, people with disabilities, children or patients. The health
monitoring of these users is carried out by specialty users such as doctors, nurses
or caregivers.

The healthcare environment configuration is composed of three main compo-
nents: sensors, communication, and processing system [13]. Sensors are deployed
in environments or user accessories such as belts, clothes, glasses, and they are
responsible for data acquisition. The acquired data by sensors are transmitted
through an access point or base station to a server or portable devices via net-
work communication technologies. The data are stored, processed in the server
and presented to specialty users so that they can act in case of abnormality or
emergency.

In the next subsections, we presented some conceptions e characteristics
related to sensors and communication technologies implemented in a healthcare
environment.

2.1.1 Sensors

Physical sensors are the most common types of sensors in a healthcare envi-
ronment and are responsible for collecting data about user physiology and user
environment [10]. There are three main classes for monitoring the assisted user
and the environment: Personal Sensor Networks, Body Sensor Networks, and
Multimedia Devices [13].
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• Personal Sensor Networks (PSN): usually are sensors deployed in the envi-
ronment whose goal is to detect daily activities of human and to measure
environmental conditions.

• Body Sensor Networks (BSN): composed of sensors embedded in personal
accessories such as clothes, belts or glasses. These sensors have the role of
monitoring vital signs and health conditions of the assisted user [23].

• Multimedia Devices (MD): are audio and video devices responsible for mon-
itoring the movements and promote greater interaction between the assisted
user and the healthcare application.

The data collected by sensors can be classified according to the frequency of
their receipt in three types of events: constant, interval and instant.

• Constant : the data are transmitted continuously.
• Interval : the data are transmitted periodically, following a uniform time inter-

val.
• Instant : the data are instantaneously transmitted when an event occurs.

The Table 1 presents some examples of sensors most used in monitored envi-
ronments.

2.1.2 Communication Technology

Various communication technologies are used to perform integration between
applications, services, and sensors in a healthcare environment. The technologies
most popular are wireless protocol such as ZigBee, Bluetooth, WiFi and Blue-
tooth Low Energy [22]. On the other hand, others technologies such as Radio
Frequency Identification Devices (RFID) and Ultra Wideband (UWB) stand out
because they have the role of tracking and identifying people and objects, as well
as allowing communication between the sensors or the devices [10,16].

• ZigBee technology (IEEE 802.15.4): is an efficient protocol for the sensed
environment, since it has low cost, low power, and long battery life. It has a
low transmission rate with a maximum data rate of 250 Kbps and a range up
to 20 m.

• WiFi technology (IEEE 802.11): is the most popular communication proto-
col. It has an average range of 100 m and transmission rate up to 54 Mbps.
However, it has a disadvantage of consuming much energy.

• Bluetooth technology (IEEE 802.15.1): is used by connecting a variety of
devices for data and voice transmission. It has the maximum data transmis-
sion rate of 1 Mbps and ranges up to 10 m.

• Bluetooth Low Energy technology (BLE): recent technology that provides
ultra-low energy consumption and cost. It represents an efficient technology
by transferring various small data packages and by offering small connections
with the minimum of delay (latency).
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Table 1. Health monitoring sensors [13,16]

Category Name Measurement Data format Event type

PIRb Motion / Identification detection Categorical Instant

RFIDc Persons and objects identification Categorical Instant

Pressure Pressure on mat, chair, etc Numeric Instant

PSNa Smart tiles Pressure on floor Numeric Instant

Magnetic switches Open / close door detection Categorical Instant

Temperature Room temperature Time series Interval

Humidity Room humidity Time series Interval

Weight Assisted user weight Numerical Interval

BSNd Accelerometer Acceleration and fall detection Time series Constant

Gyroscopes Orientation, motion detection Time series Constant

ECGe Cardiac activity Analog signal Constant

EEGf Brain waves Analog signal Constant

EOGg Eye movement Analog signal Constant

EMGh Muscle activity Analog signal Constant

PPGi Heart rate and blood velocity Analog signal Constant

Pulse oximeter Blood oxygen saturation Analog signal Constant

Blood pressure Blood pressure Numerical Interval

Glucometer Blood glucose Numerical Interval

GSRj Perspiration Analog signal Constant

SKTk Skin temperature Numerical Interval

MDi Cameras Monitoring and tracking Image, video Interval, constant

Microphone Voice detection Audio Constant

Speakers Alerts and instructions Audio Instant

a Personal Sensor Network; b Passive Infrared; c Radio-frequency Identification; d Body Sensor Net-

work; e Electrocardiography; f Electroencephalography; g Electrooculography; h Electromyography;
i Photoplethysmography; j Galvanic Skin Response; k Skin Temperature. i Multimedia Devices

2.2 Edge Computing and Fog Computing

According to [20] Edge Computing is a paradigm in which the resources of
communication, computational, control and storage are placed on the edge of
the Internet, close to mobile devices, sensors, actuators, connected things and
end users. An Edge device is not a datacenter neither a simple sensor that
converts analog to digital and collects and sends data. An Edge device can be
conceptualized as any computational or network resource that resides between
data sources and cloud data centers.

On the other hand, Fog computing can be conceptualized as computational
elements intermediates, located between Edge devices and cloud, which typically
provide some way of data management and communication service between Edge
devices and cloud [9]. The main goal of this intermediate layer is to reduce the
latency and response time since data do not have to reach the cloud to be
processed.

Bonomi et al. [4] present temporal requirements of Fog computing environ-
ments. They defend that some data generated by the sensor and device grid
require real-time processing (from milliseconds to sub-seconds). All interactions
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and processes occur throughout the Fog computing environment are seconds to
minutes (to real-time analyses) and until days (transactional analyze).

Despite its increasing use, Fog computing is often called Edge computing.
However, these approaches have key differences [9]:

• Fog computing has hierarchical layers while edge tends to be limited to a
small number of layers;

• Unlike the Edge, Fog works with the cloud;
• Beyond computing, Fog also covers network, storage, control and data pro-

cessing.

2.3 Real-Time

With the advent of Big data and the use of data stream, the concept of real-time
presented in most current researches has distanced from the one proposed in the
classical literature. The survey of Gomes et al. [8] presents a classification of
articles that propose the use of the real-time approach in big data environments
that use data stream. It can be noted that most articles use the term real-time
as fast response and low latency.

In this article, we consider the concept presented by [6,18,21], which define
that a real-time system depends not only on the logical result of the computation
but also the time in which the results are produced. For authors, it is a common
misconception to consider only fast computation to a real-time system, since the
purpose of these systems is to meet the temporal requirements of each task.

The real-time system tasks can be classified:

• As for the consequences of the missed deadline
– Hard: for the system to work correctly the results have to be produced

within the time constraint.
– Firm: results produced after the time constraint are useless for the system.
– Soft: results produced after the time constraint are accepted and still

useful for the system, although it causes degradation of its performance.
• As for the regularity of activation

– Periodic: are identical tasks regularly activated at a constant rate.
– Aperiodic: are the same tasks that are activated irregularly.

For the system to be able to generate a response within a time constraint,
it is necessary to implement scheduling policies and algorithms. In the following
subsections are briefly described two scheduling algorithms for real-time systems.

2.3.1 Earliest Deadline First Algorithm (EDF)

EDF is a scheduling algorithm with dynamic rules which selects tasks according
to the absolute deadlines. Tasks with shorter deadlines have higher execution
priority.

It executes the tasks in the preemptive mode, that is, a task in execution is
withdrawal from the processor if another task with a shorter deadline becomes
active. This algorithm can be used for periodic and aperiodic tasks [5].
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2.3.2 Rate Monotonic Scheduling (RM)

RM is an algorithm with simple rules which assigns priorities for the tasks accord-
ing to the request rates. Tasks with higher request rates have higher priorities.
Tasks with high request rates have high priorities. Priorities are assigned to tasks
before execution and are not modified over time.

This algorithm executes tasks in preemptive mode since a running task leaves
the processor if a task newly arrived has the highest priority [5].

3 Related Works

In this section, we present some studies that address the use of Fog Computing
for Healthcare environments.

Sood and Mahajan [19] propose a cloud-based healthcare system developed to
predict and prevent the Chikungunya virus through the use of wearable sensors,
decision tree and temporal network analysis (TNA). The architecture of the
proposed system is composed of 3 layers: Data Accumulation layer, responsible
for collecting user data from health, environmental and location sensors; Fog
layer is responsible for processing and diagnosing the category of infection in
the user in real-time, in addition to generating an immediate alert for the mobile
phone of users to take preventive; the information and analyzes generated by the
Fog layer are stored in the Cloud layer so that disinfection alerts are generated
for the citizens.

Rahmani et al. [15] exploit the strategic position of such gateways at the edge
of the network with the aim of providing high-level services such as local stor-
age and real-time processing, as a result, the authors present a Smart e-Health
Gateway. Besides that, they propose to explore the concepts of Fog computing
in Healthcare IoT systems to form an intermediate layer of intelligence between
the sensors and the Cloud. Besides, an IoT-based Early Warning Score (EWS)
health monitoring is implemented to show the efficiency and relevance of the
proposed system, based on medical problems for the case study.

Gia et al. [1] propose a low-cost health monitoring system that provides
continuous remote ECG monitoring and automatic reporting and analysis. The
system consists of energy-efficient sensor nodes and a fog layer to take advan-
tage of IoT. The sensors collect and transmit ECG, respiration rate and body
temperature information to a smart gateway that can be accessed by caregivers.
Also, the system performs automatic decision making and provides advanced
services such as real-time notifications for immediate attention.

Mahmud et al. [12] propose an architecture for the integration and orches-
tration of Cloud and Fog infrastructure from the interoperable perspective of
IoT-Healthcare solutions. The performance evaluation of Fog-based IoT Health-
care solutions carried out through simulation studies with the iFogSim simulator,
was concerning the delivery of services with satisfactory terms, cost, energy use,
and service distribution.

Our proposal is differentiated since the cited papers offer a fast response
(real-time) without assurance that the system response will respect a deadline.
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Besides, the papers do not present a classification of the data nor the users,
unlike our proposal.

4 Proposed Platform

In this article, we proposed a hardware and software infrastructure for health-
care environments which can process data and present results within a time
constraint. Our hardware infrastructure is based on the paper present by [11],
that is composed of three layers, as depicted in the Fig. 1: Edge Layer, Fog Layer,
and Cloud Layer.

1. Edge Layer : this layer is composed of sensors, actuators, and mobile devices.
• Sensors: as described in the Sect. 2.1, sensors are devices responsible for

capturing data, and they are used in the healthcare environment to mon-
itor the daily activities, and vital signs of the assisted users. The sensors
used lightweight communication protocols such as ZigBee, Bluetooth or
Bluetooth Low Energy to connect with mobile devices.

• Actuators: are devices inserted in the monitored environment to act when
necessary. For example, turning on the heater when the room temperature
is too low or switching off the gas if a leak is detected. The actuators
use lightweight communication protocols such as ZigBee, Bluetooth or
Bluetooth Low Energy to connect with mobile devices.

• Mobile Devices: are devices that have the processing power, are located
close to sensors and actuators and have the ability to communicate
through lightweight protocols and over the WLAN. Examples of such
devices are smartphones, notebooks, and tablets. The main function of
mobile devices is to receive and filter the data delivered by the sensors.
Besides, they can play the role of sending commands to the actuators
when necessary.

2. Fog Layer : this layer is composed by Fog Nodes and a Fog Server.
• Fog Nodes: are devices responsible for the temporary storage, commu-

nication, processing and presentation of the data for the specialty user.
They use the WLAN communication network to receive data from mobile
devices and the wired LAN network for communication with other Fog
Nodes and Fog Server.

• Fog Server: is responsible for managing the Fog Computing environment
and for communicating between the environment and the external net-
work (communication between Fog and the Cloud). It has all the physical
and logical information about the Fog Nodes belonging to the environ-
ment. The Fog layer has only one Fog Server, but it can accumulate the
server and node function. Scheduling policies are inserted into Fog Server,
so it becomes responsible for the migration of a task so that the deadline
is fulfilled or for the interruption of the running task to execute another
with a higher priority. It uses LAN communication protocols, for commu-
nication with Fog Nodes, and WAN for communication with the Cloud.
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Fig. 1. Fog computing infrastructure

3. Cloud Layer : this layer consists of data centers that will be responsible for
permanently storing the received data, and present them when requested.
This data may be used to conduct research or survey of the health history
of the assisted user activity. Actors such as researchers, doctors, nurses or
caregivers may have access to these data (respecting the authorization release
of views of this data by the assisted user).

On the other hand, the software infrastructure consists of Foglet, scheduling
algorithm and healthcare application (Fig. 1).

• Foglet : is a software agent that is present in each of the Fog Nodes [3]. They
are responsible for monitoring the physical state and the services assigned to
each machine. This information is analyzed locally and also sent for global
processing, in other words, sent to Fog Server.

• Scheduling Algorithms: are the scheduling algorithms chosen so that the sys-
tem can generate results respecting a temporal constraint. Initially, we chose
to implement the EDF and RM algorithms, due to the periodicity of the
tasks. In addition, a fixed priority mechanism is used to be used if the tasks
have the same absolute deadline.

• Healthcare Application: responsible for the logic of the healthcare environ-
ment. It has the function of comparing the data obtained with normal or



A Real-Time Fog Computing Approach for Healthcare Environment 93

standard data, sending commands to the actuators, issuing alerts, presenting
the data to the specialty user, as well as sending the data to be stored in the
cloud. The development of this application requires prior knowledge of the
assisted user so that it is possible to know, for example, what the standard
pressure is. In other words, the application is customized and adapted to each
environment (home or hospital) and user.

The data is acquired by the PSN, BSN or MD sensors and is sent to the
mobile devices through the ZigBee or Bluetooth communication protocol. Mobile
devices filter incoming data to exclude noise and inconsistencies. The data are
then sent to the Fog Nodes via the WiFi communication network. In Fog Nodes
the data is temporarily stored and processed, respecting the priority given to
the task and the time constraint.

Foglets, present throughout the environment, periodically send Fog Nodes
information to each other and Fog Server. Fog Server, in turn, applies schedul-
ing policies, verifies the need to migrate the task to another Fog Node so that
the deadline is met, or stops the execution of the task so that another one with
a higher priority can execute. The communication performed by Fog layer com-
ponents is via the wired LAN network, due to the stability. After processing, the
data is presented to the expert user through a graphical interface, generating
alerts if the health situation of the assisted user is abnormal. An example of an
abnormal health situation is much higher than acceptable pressure, or fall detec-
tion. It should be noted that in this article we do not care about the graphical
user interface. Data processing may still return commands to the mobile devices
so that they will send them to the actuators.

Finally, after processing and analyzing the data, they are sent to the cloud
by Fog Server over the Internet. The purpose of sending data to the cloud is
for permanent storage. Once stored in the cloud, the data can be analyzed by
researching users or who have some interest in historical data on the health of
the users assisted.

5 Conclusions

In this article, we proposed a hardware and software infrastructure based on
Fog computing that meets the temporal requirements imposed by the healthcare
environment, that is, a real-time monitoring system. The purpose of the proposal
is to provide a system that receives, stores, processes and presents results within
a hard deadline. To do this, we use a hardware platform that already exists,
and we adapted it to the proposed healthcare environment. Besides, we have
developed a software infrastructure with the necessary components (Foglets,
scheduling algorithms and healthcare application) for the results to be presented
to specialty user in real-time.

Because it is initial research and therefore a theoretical proposal, we intend
as future works to carry out the implementation of the software structure. Then,
we intend to build a computational platform that supports real-time systems to
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perform tests to verify the efficiency of the Foglets and the scheduling algorithms
chosen, based on the proposed environment.
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Abstract. With the increase of processor computing power, also a sub-
stantial rise in the development of many scientific applications, such as
weather forecast, financial market analysis, medical technology and so on.
The need for more intelligent data increases significantly. Deep Learn-
ing as a framework that able to understand the abstract information
such as images, text, and sound has a challenging area in recent research
works. This phenomenon makes the accuracy and speed are essential
for implementing a large neural network. Therefore in this paper, we
intend to implement Caffe deep learning framework on Intel Xeon Phi
and measure the performance of this environment. In this case, we con-
duct three experiments. First, we evaluated the accuracy of Caffe deep
learning framework in several numbers of iterations on Intel Xeon Phi.
For the speed evaluation, in the second experiment we compared the
training time before and after optimization on Intel Xeon E5-2650 and
Intel Xeon Phi 7210 . In this case, we use vectorization, OpenMP par-
allel processing, message transfer Interface (MPI) for optimization. In
the third experiment, we compared multinode execution results on two
nodes of Intel Xeon E5-2650 and two nodes of Intel Xeon Phi 7210.

Keywords: Deep learning · Caffe framework · Intel Xeon Phi
Vectorization · OpenMP parallel processing · message transfer
Interface (MPI)

1 Introduction

In the past few years with the progress of the chip made, CPU computing power
has the repeated peak, accompanied by the emergence of accelerating cards, so
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that the overall computing power reaches a higher level. Regardless of scientific,
medical, climate research and other issues provide excellent support accelerator.
In addition to the well-known GPU, there is a choice of Xeon Phi. Xeon Phi is
another option since it is hard to learn CUDA programing language in spite of
the generality GPU [1].

The deep learning framework is the field that rapid growth in artificial intelli-
gence in recent years. However, the earliest concept of the neural network can be
traced back to the neuron mathematical model proposed by Warren McCulloch
and Walter Pitts in 1943, the traditional neural network technology. It is done
by randomly assigning weights and using recursive operations to correct weights
one by one compared to the input training data, minimizing the overall error
rate. At that time the class of neural network technology as a wave, but cannot
be sustained, because soon encountered a problematic, lack of computing power.
Thanks to the rapid development of computer chips, the deep learning has again
become a research and application of a wide range of scientific projects.

In this paper, we implemented a Caffe deep learning framework on the Intel
Xeon Phi Platform. Through several optimized functions such as Vectorization,
Parallelism, and OpenMP, we can improve the performance and reduce the learn-
ing time. The specific purpose of our work are:

• To measure the accuracy of Caffe deep learning framework in training and
testing data using LeNet MNIST Classification Model.

• To compare dataset execution time before and after intel optimization on
Intel Xeon E5-2650 and Intel Xeon Phi 7210.

• To compare multinode execution results on two nodes of Intel Xeon E5-2650
and two nodes of Intel Xeon Phi 7210.

The rest of this work is organized as follows. Section 2 describes some back-
ground information, including the Xeon Phi Processor, OpenMP, MPI, and Caffe
Deep Learning Framework. Section 3 introduces our experimental environment
and methods, and the overall architecture. Section 4 presents and analyses exper-
imental results. Finally, Sect. 5 summarizes this work by pointing out its major
contributions and directions for future work.

2 Background Review and Related Work

In this section, we review some background knowledges for later use of system
design and implementation.

2.1 Background Review

2.1.1 Xeon Phi Processor
The Intel Xeon Phi series, based on Many Integrated Core (MIC) architecture,
provides high-performance computing capabilities that are never available on the
Multi-Core architecture. Intel MIC architecture integrates the core of multiple
Intel processors on a single chip, and the use of standard C, C + + and FORTAN



98 C.-H. Yang et al.

program code, the code written for Intel MIC architecture can also use the stan-
dard Intel Xeon processing to compile and execute, and provide developers with
the well-known programming model used directly on Xeon Phi, eliminating the
need to redesign software engineering time and improve the efficiency of solving
problems. The new Knights Landing core architecture, which uses more than 60
Silvermont architecture cores, not only achieves 3 TFLOPS computing power on
the overall processor performance, but also faster in single-threaded performance
than the first generation of Knights Corner architecture three times. Moreover,
the processor built-in 16GB memory, bandwidth almost reached DDR4 5 times,
and the use of 6-channel memory technology, the maximum support 384GB
DDR4 memory capacity.

2.1.2 OpenMP
OpenMP [2–5] is an application programming interface (API) that supports
multi-platform shared memory multiprocessing programming in C, C++, and
Fortran, on most platforms, instruction set architectures and operating systems,
including Solaris, AIX, HP-UX, Linux, macOS, and Windows. It consists of
a set of compiler directives, library routines, and environment variables that
influence run-time behavior. OpenMP uses a portable, scalable model that gives
programmers a simple and flexible interface for developing parallel applications
for platforms ranging from the standard desktop computer to the supercomputer.
An application built with the hybrid model of parallel programming can run on
a computer cluster using both OpenMP and Message Passing Interface (MPI),
such that OpenMP is used for parallelism within a (multi-core) node while MPI is
used for parallelism between nodes. There have also been efforts to run OpenMP
on software distributed shared memory systems, to translate OpenMP into MPI
and to extend OpenMP for non-shared memory systems.

2.1.3 MPI

2.1.4 Caffe Deep Learning Framework
Caffe is a deep learning framework made with expression, speed, and modularity
in mind. It is developed by the Berkeley Vision and Learning Center (BVLC)
and by community contributors. Yangqing Jia created the project during his
PhD at UC Berkeley. Caffe is released under the BSD 2-Clause license. Caffe
support C++ / CUDA, command line, Python, MATLAB interfaces.

In addition to the computational functions of Layers, there are some special
data layers that can be read from the file, or write the output results to a specific
file. Moreover, there are some loss layer is used to calculate the final results of
the score, and this information is used to optimize all the parameters in Solver.
Each layer will create additional blobs to place these trained parameters, and
Net will collect these blobs when the layer is built, making it easy for Solver
to calculate the updated value for each parameter based on the learning rate.
When Solver calls Net Forward and Backward, the data is calculated along a
layer of layer.
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2.2 Related Works

Zhang,C et .al [6] design and implement Caffeine, a hardware/software co-
designed library to efficiently accelerate the entire CNN on FPGAs.Their Caf-
feine achieves a peak performance of 365 GOPS on Xilinx KU060 FPGA and 636
GOPS on Virtex7 690t FPGA. This is the best published result to their best
knowledge. They achieve more than 100x speedup on FCN layers over previ-
ous FPGA accelerators. An end-to-end evaluation with Caffe integration shows
up to 7.3x and 43.5x performance and energy gains over Caffe on a 12-core
Xeon server, and 1.5x better energy-efficiency over the GPU implementation on
a medium-sized FPGA (KU060). Performance projections to a system with a
high-end FPGA (Virtex7 690t) shows even higher gains.

Hegde,G. et .al [7] present CaffePresso, a Caffe-compatible framework for
generating optimized mappings of user-supplied ConvNet specifications to tar-
get various accelerators such as FPGAs, DSPs, GPUs, RISC-multicores. They
use an automated code generation and autotuning approach based on knowl-
edge of the ConvNet requirements, as well as platform-specific constraints such
as on-chip memory capacity, bandwidth and ALU potential. While one may
expect the Jetson TX1 + cuDNN to deliver high performance for ConvNet con-
figurations, they observe a flipped result with slower GPU processing compared
to most other systems for smaller embeddedfriendly datasets such as MNIST
and CIFAR10, and faster and more energy efficient implementation on the older
28nm TI Keystone II DSP over the newer 20nm NVIDIA TX1 SoC in all cases.

Jia,Y et .al [8] separating model representation from actual implementation,
Caffe allows experimentation and seamless switching among platforms for ease of
development and deployment from prototyping machines to cloud environments.
Caffe is maintained and developed by the Berkeley Vision and Learning Center
(BVLC) with the help of an active community of contributors on GitHub. It
powers ongoing research projects, large-scale industrial applications, and startup
prototypes in vision, speech, and multimedia.

3 System Design and Implementation

3.1 System Design

3.1.1 Dataset
For the dataset, we use the CIFAR-10 [9–11] full sigmoid model, CNN model [12–
14] includes convolution, the largest pool, batch normalization, full connection,
multi-layer and softmax layer. The CIFAR-10 dataset, consists of 60000 color
images, each with 32 32, equally divided and marked as ”to the following 10
categories of sizes: aircraft, car, bird, catalog, deer, dog, frog, horse, (Such as
sedans or sports utility tools) or defeated all trucks (which contain only large
trucks) without overlapping, none of the groups included to charge to defeat all
the trucks.
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3.1.2 System Flow
Caffe optimizes the Intel architecture, with the latest version of the Intel Math
Core Library (Intel MKL) 2017, Optimized Advanced Vector Extensions (AVX)
-2, and the avx-512 support Intel Xeon and the Intel Xeon Phi processor (and
others). Therefore, Caffe contains all the advantages and efficiency on Intel archi-
tectures that also can be used for various nodes. The system flow of our design
is following:

• Install Caffe on Xeon Phi Processor
• Train and test on LeNet MNIST [15,16]
• Test pre-trained models such as bvlc googlenet.caffemodel, certain images,

such as catalogs and fish-locomotives in 50, 100, 500, 1000, 2000, and 10.000
iterations.

• Fine-tune the Cats vs Dog Challenge the trained model

3.2 System Implementation

3.2.1 Vectorization
We use vector operation as a programming technique. Vectorization allows better
optimization in the subsequent implementation. These optimizations include the
following:

• Basic Linear Algebra Complex (BLAS) [17] Library (Intel MKL to Switch
from Auto-Adjust Linear Algebra System [ATLAS] [18])

• Optimized components (Xbyak just-in-time [JIT] [19] group translator)
• GNU Compiler Collection (GCC) and OpenMP code vectorization

3.2.2 Parallelism and OpenMP
The following neural networks layers are optimized by using Parallel processing
of OpenMP threads. Convolution layers, as the name suggests, convolves learn to
weight or filter, with the program input each generating a function graph in the
output image. This optimization, which prevents the infrequent input function
from being used to a group of hardware. ReLUs [20,21] are currently using the
most popular non-linear features of the depth learning algorithm. Enables the
element-wise operator of the neuron layer to put a lower point block and produce
a top dot of the same size. (Point-for-architecture integrated memory interface
with standard array. With information on products and derivatives through the
Internet, Caffe storage, communication, and management information to use.)
The ReLU layer needs to enter the value xx positive values to calculate the
output and extend them to negative slope negative values:

f(x) =
{
x, if x > 0
negativeslope ∗ x, otherwise (1)
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4 Experimental Results

In this section, we present our experiment. Section 4.1 describes the experimen-
tal environment, including experimental hardware, experimental software and
experimental result.

4.1 Experimental Environment

In our experimental environment, including one Xeon E5-2650 and one Xeon
Phi 7210 spect processor. In multinode distributed training, we use two Xeon
E5-2650 and two Xeon Phi 7210 spect processor.

4.1.1 Experimental Hardware
We list our hardware detail as shown in the Table 1.

Table 1. Hardware Specification

Intel xeon E5-2650 Intel xeon Phi 7210

CPU clock 2 GHz 1.30 GHz

CPU core 12 core 64 core

RAM 132 GB 384 GB

Disk 1 TB 10 TB

OS CentOS 6.6 CentOS 7.2

Linux kernel 2.6.32-504.el6.x86 64 3.10.0-327.el7.x86 64

4.1.2 Experimental Software
We list the software version used in the experiment, and describe its function.
As shown in the Table 2.

4.2 Experimental Results

We train the LeNet, which is the MNIST Classification Model with Caffe. We
start the experiment by the following main step: preparing the dataset, training
a model, and timing the model. First we download MNIST dataset and create
dataset in LMDB format. Next at training the dataset, we reduce the number
of iterations from 10K to 1K to quickly run. Then we timing the forward and
backward propagations. Finally we test the trained model in the validation test.
The results shown in Fig. 1.
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Next we use the time command to benchmarking BLVC Caffe and Intel opti-
mized Caffe in two platform, Intel Xeon E5-2560 and Intel Xeon Phi 7210. The
time command will compute the layer-by-layer forward and backward propaga-
tion time. It measure the time which spent in each layer and for providing the
relative execution times for different model. The results shown in Figs. 2 and 3.

Table 2. Software Specification

Name Version Description

Intel Parallel Studio XE 2017 update 3 Includes compilers, performance libraries, and parallel

models optimized to build fats parallel code.

Intel Advisor XE 2017 update 2 Intel Advisor XE is a threading prototyping tool for C,

C++, C# and Fortran software architects.

Intel Inspector XE XE 2017 Intel Inspector XE is an easy to use memory and thread-

ing error debugger for C, C++, C# and Fortran appli-

cations that run.

Intel VTune Amplifier 2017 update 2 Intel Inspector XE is an easy to use memory and thread-

ing error debugger for C, C++, C# and Fortran appli-

cation that run

Intel MPI 2017 update MPI library, along with MPI error checking and tuning

to design, build, debug and tune fast parallel code that

includes MPI.

Intel MPSS 3.8.1 Is necessary to run the Intel Xeon Phi Coprocessor.

Fig. 1. LeNet Model Training Results
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Fig. 2. BLVC Caffe Execution Time Comparison

Fig. 3. Intel Optimized Caffe Execution Time Comparison

Also we use multinodes distributed training on two Intel Xeon Phi 7210.
There are two main approaches to distribute the training across multiple nodes:
model parallelism and data parallelism. In model parallelism, the model is
divided among the nodes and each node has the full data batch. In data par-
allelism, the data batch is divided among the nodes and each node has the full
model. Data parallelism is especially useful when the number of weights in a
model is small and when the data batch is large. A hybrid model and data par-
allelism is possible where layers with few weights such as the convolutional layers
are trained using the data parallelism approach and layers with many weights
such as fully connected layers are trained using the model parallelism approach.
The training results shows as Fig. 4.
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Fig. 4. Multinode execution results

5 Conclusions and Future Work

5.1 Concluding Remark

In this work we utilized Caffe, the deep learning framework implemented on
Intel Xeon Phi Processor, also we used the LeNet Model training. First, we
measure the accuracy of Caffe deep learning framework in training and testing
data using LeNet MNIST Classification Model with 50, 100, 500, 1000, 2000,
and 10.000 iterations. In this case, we found that on Intel Xeon Phi 7210 we can
get high accuracy at 0.98 on average. Second, we compared dataset execution
time before and after intel optimization on Intel Xeon E5-2650 and Intel Xeon
Phi 7210. By using optimization methods such as vectorization and parallelism
OpenMP, the training time output can reduce 6.059 times at Intel Xeon E5-
2650, 2.010 times at Intel Xeon Phi 7210. We successfully optimized the code
of Caffe also reduce the training consume, make this deep learning framework
more useful on training model. We can understand that the performance without
optimized is pretty weak at Intel Xeon E5-2650, nevertheless, for Intel Xeon Phi
7210 it can get 3.795 times to reduce. However, after optimization, Intel Xeon
E5-2650 can reduce three times training time than Intel Xeon Phi 7210. Although
its performance still not better than Intel Xeon Phi 7210. Third, we compared
multinode execution results on two nodes of Intel Xeon E5-2650 and two nodes
of Intel Xeon Phi 7210. We got the best performance on multi-node of Intel Xeon
Phi 7210 at 9.327 s.
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5.2 Future Works

Our evaluation only done by the environment of Intel Xeon Phi product. We
hope in the future, GPU testing can be perform. Due to GPU extraordinary
computing capability, we are happy to see the competitive between two HPC
devies. Moreover, we would like to try more nodes on multinode distributed
distributed training. In addition, we could compare with three kinds of plat-
form: Multinode CPU/GPU, Intel Xeon Phi, GPU and to find which gets better
performance on Caffe deep learning framework.

Acknowledgments. This work was supported in part by the Ministry of Science and
Technology, Taiwan, under Grant MOST 107-2221-E-029-008 and MOST 106-3114-E-
029-003.
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Abstract. 2018 is the 13th anniversary since Radia Perlman has introduced the
concept of self-destructing data in 2005. After all the big events committed data
leakage, such as the PRISM and Instagram fappening, big data still maintain its
leading position among the internet buzzwords. This paper strives to review and
summarize the research process of self-destructing data in the past decade.
Comparisons between landmark methods and systems have also been made in
purpose of inspiring graduate students and researchers to contribute to study in
this field.

1 Foreword

With the boosting space of online storage, nowadays big data became a touchable
reality rather than an academic concept. Individuals and enterprises are encouraged by
cloud service providers, such as AWS (Amazon Web Service) and GCE (Google
Compute Engine), to migrate their storages, applications and systems to the cloud
environment with nodes deployed distributed all over the world [1, 2]. And thanks to
the development of distributed database techniques, it enables developers can extend
their storage space almost limitless.

When the unicorn internet enterprises are referring the word “big data”, they always
mention in actions of users’ behavior data collecting: Online shopping platforms itch to
record every search, purchase and keystroke of clients. Email service providers wish
they can dig all the information in the envelope and content of each email by using
natural language processing and semantic analysis techniques.

The public shows incredible tolerance to the violations of privacy performed by the
internet enterprises, on the contrary, NSA (National Security Agency) and their PRISM
were not so popular [3]. There are no legal evidences supporting that enterprises have a
higher ethical level than government agencies, but as individuals in the big data era, all
the individuals are all facing the same problem. Either enterprises or government
agencies, once they collected privacy data, anyone including themselves cannot assure
the data would not be misused, exploited or leaked.

© Springer Nature Switzerland AG 2019
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Compared to cryptology, the history of self-destructing data was not as long as can
be traced back to the age of Caesar’s code. In fact, the very first system committed self-
destructing data was not invented on the purpose of military or intelligence. Capcom
used a famous suicide battery in their CPS1 (CP System I) and CPS2 (CP System II)
arcade system board to make sure the board would be out of function after some time
from 1991 [4]. The theory of suicide battery is rather simple and reliable: a 3.6 v
lithium battery supplies power for a SRAM (Static Random-Access Memory) chip
which contains the encryption keys needed for the games to run, and as time bypasses
the battery loses its charge. Once the voltage of this battery is below 2 v, the SRAM
chip would lose the encryption keys and the games in the board could not be played
anymore. Because the electrolyte in the battery would corrode its shell slowly and
cause a short circuit, it is destined that the board would have been out of work, earlier
or later (Fig. 1).

This well-known mechanism called suicide battery by arcade players had suc-
ceeded in protecting CPS board for more than 25 years until 2016. In that year a group
of retro nerds named Arcade Hacker released the toolkit and codes needed on GitHub
that can de-suicide any CPS2 board from dying for a dead suicide battery, even dead
already. Even though, suicide battery is still the most successful use case of self-
destructing data in the field of electronic consumer market, especially for DRM (Digital
Rights Management) purpose. But in the year of 1991 the concept of self-destructing
data had not been proposed yet.

2 Perlman’s Method and Ephemerizer

Of course, a leaking battery seems not secure enough to protect privacy from the evil
leviathans in the era of big data. Cryptology is always the very first solution to privacy
problems. In 2005 Radia Perlman has proposed a file system with trusted erasure
mechanism at the 3rd IEEE International Security in Storage Workshop [5]. Perlman’s
work and method had become the basis of self-destructing data technology even after
one decade: Perlman employed a transparent encryption protocol to encrypt the file
data with a public key never revealed to the users, and to store the public key in some
safe places of the file system. When the file was no expired, users can get access to the
file data by decrypting the file with the key. Once the file expired, the key to the file

Fig. 1. Suicide battery on CPS2’s PCB and De-suicide toolkit based on Arduino SOC system
(pictured by Arcade Hacker)
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would be deleted instantly by file system, so that the file could not be accessed
anymore.

Perlman’s method could prevent the file data from leakage effectively, because
even the file was obtained by some malicious entities, they could not get the decryption
public key of the file in the file system. In another hand, users do not need to record the
public key for each file, they just use one single public key to identify themselves. The
disadvantage of this method was also obvious: users can not share the file to someone
which is not in the same file system easily, unless via the form of decrypted file.

In later 2005 Perlman improved her method by using a server to store, manage and
exchange the public keys among the users [6], instead of in the local file system.
Perlman named this prototype by Ephemerizer. Ephemerizer does not delete and
destroy the file data absolutely after expiration: before that, multiple copies of the file
may have been generated and distributed among the whole internet, even in different
medias or swap spaces, and it was almost impossible to assure each copy would has
been destructed properly. Perlman used a compromised way to make the expired file
data not be unrecoverable anymore. Therefore, after expiration the only thing
destructed is the public key for the file, not the file itself, which is still persistent in the
form of cipher text (Fig. 2).

The implement of self-destructing data in Ephemerizer relies on specific file sys-
tem, which means it would be difficult for users of different operation systems to share
and exchange data. While there are a lot of operation systems in use, it is necessary to
develop file system drivers for them, ranging from Windows to macOS, Linux, et al.

With the rapid increasing of network bandwidth and decreasing of online storage
cost, files have become much less important than virtualized data. And distributed file
systems such as Hadoop have freed developers from storage infrastructures and made
them put the focus on development of applications, for example, email or social net-
work service, rather than operation systems or drivers. So the very first prototype of
self-destructing data Ephemerizer has never reached the stage of practical application,
but remained a blueprint in laboratory.

Fig. 2. Architecture of ephemerizer (pictured by Prashant Pilla)
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3 Geambasu’s Method and Vanish

Roxana Geambasu and her colleagues from Washington University proposed a self-
destructing data method in purpose of making sent emails unreadable in 2009 [7]. The
method suggested that to encrypt the data with a random symmetric key that is never
revealed to the user, which is very familiar to the method of Perlman. Compared to
Ephemerizer the difference is, Geambasu’s method chose to split the key into pieces
and distributed them randomly among Peer-To-Peer system, more exactly, Kademlia
[8]. Once the key is destructed, encrypted data cannot be decrypted anymore what is
equal to destruct the data itself. Geambasu named the porotype by Vanish. Vanish was
the very first self-destructing email system which can make sent emails vanished.

Instead of storing keys in one single server, pieces of keys among the whole
internet would cost malicious entities much more time and resource to gain access to
keys for cipher data. The stochastic characteristics of Peer-To-Peer network makes it
hard to trace, locate and communicate to one specific peer in the network. This
characteristic has a two-sided effect, both to normal users and malicious entities.

Geambasu has used Shamir’s secret sharing scheme to divide one single secret key
into N pieces [9], and a user could restore the key only if collected more than T pieces
of the key from Kademlia, while the number T was called the threshold. Shamir’s
scheme, likes the other threshold secret sharing schemes, has a poor performance in
encrypting data which is larger than Kilo Bytes by using Lagrange polynomials. That
was the reason Vanish system only used Shamir’s scheme to encrypt the key for the
email, when the email itself was still encrypt by symmetric algorithm (Fig. 3).

So Geambasu’s method shares the same defect with Perlman’s: it was a self-
destructing key system, not a real self-destructing data system. The destructed data still
exists in the form of cipher text, no matter in file data or in virtualized data. There is no
guarantee that the encryption algorithm used by them would not be cracked in several
decades when all litigants may still be alive.

A lot of research and work has been made to improve the method of Vanish:
accurate deleting rather than the original deleting on every 8 h of Kademlia [10],
coupling some of the cipher text with the key pieces [11], and so on. It seems none of
the work can keep Vanish up with the pace of cloud computing and big data: devel-
opers have started to aim at the policy-definable data, instead of the protocol-definable

Fig. 3. Architecture of Vanish (pictured by Roxana Geambasu)
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one. More and more geeks choose the cloud environment to deploy and store their
applications and data, which provides much more stability and usability than Peer-2-
Peer network.

4 Fu and Wu’s Method

In 2011 Xiao Fu invented a method of self-destructing data in order to improve the
defect of Perlman and Geambasu’s scheme. Fu’s method was based on the exceptional
case of threshold secret sharing [12]: when the threshold T equals with the total pieces
number N, there is no need to compute each piece by using Lagrange polynomials, but
to linear split the secret simply. Fu’s method suggested to encrypt the data with a
symmetric key that was randomly generated and never revealed to the users. Then to
split the cipher text, instead of the key, into pieces. To the key, also disguise it as a
piece of cipher text. To compute hash values and give an expiration time for each piece,
to store the pieces, expiration times and hashes into database. At last, to return the
hashed to the users. Before expiration users can get the pieces of cipher text from
database and decrypt them with the key. Once expired, all the pieces of the data would
be deleted from the database and even the users had the hashes could not get access to
the destructed data.

In 2014 Fu has proposed his method at the 3rd IEEE international conference on
Big Data, by implementing a prototype system sending and receiving self-destructing
emails via Google Gmail [13]. Fu’s scheme and system showed a high portability in
implanting into existing web-based applications for the reason that the self-destructing
data can be exposed as HTTP (Hyper-Text Transfer protocol) resources and in the form
of URI ((Uniform Resource Identifier).

In 2015 Hao Wu implemented and tested a prototype system in privacy cloud
environment on the basis of Fu’s method [14]. In Wu’s scheme, the set of hash values
computed from cipher text pieces was called a data proxy, which was not the real user
data. Users can retrieve the information from the cipher text pieces stored in privacy
cloud via corresponding data proxy. Data proxy was independent and irrelevant of real
user data and it could not reveal any information from its appearance because data
proxy essentially was the contraction mapping of the cipher text. While destructed after
expiration, the only things left persistence in the cloud environment was the data proxy.
This was different from self-destructing data systems before, for example, Ephemerizer
and Vanish, which would left cipher data undeleted in the persistence layer (Fig. 4).

The efficiency of Wu’s prototype system running on a MySQL database was much
higher than Vanish: The time cost of writing 10 Mega Bytes was less than 1.2 s, while
the cost of reading 10 Mega Bytes was less than 1 s. This result was almost more than
50 times faster than Vanish according to Geambasu’s manuscript. Because the minimal
data structure of Fu’s method was basically key-value pairs, Wu’s system could be
easily migrated from SQL to a NoSQL database, for instance, Cassandra. It was
believed that the efficiency could had been improve enormously benefited from the
advantage of physical addressability (Fig. 5).
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5 Blockchain and Mobile Data

Back to 2008, Satoshi Nakamoto published his manuscript that would be called the
foundation stone of blockchain technology [15]. The storage model of blockchain is a
linked list constituted by a set of blocks which are interconnected together with their
hash values. Each block is formed by three main parts: a Previous Hash (Prev Hash), an
Nonce and a Merkle Tree. The Prev Hash is the hash value of the previous block, in
another word, an indicator pointed to the previous block. And the Nonce is a nonsense
numeric value that was only needed to take part in the hash process, the proof-of-work
mechanism of blockchain just use it to find out which peer could guess the right Nonce
faster than the others.

The number of blocks in a blockchain is always converged to a limited value, while
the difficulty of proof-of-work game becomes harder and harder. Finally all the blocks

Fig. 4. Architecture of Wu’s Prototype System (pictured by Hao Wu)

Fig. 5. Data read efficiency of Wu’s prototype system compared to plaintext (pictured by Hao
Wu)
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would be claimed and the whole blockchain would be finished. Nakamoto also
designed a Self-Destructing mechanism in order to delete out-of-date data from long-
ago created blocks without changing their hash values. This mechanism used a data
structure called Merkle Tree named by its inventor Ralph C. Merkle [16]. All the data
was stored on the leaves of the tree, and each none-leaf node stored the hash value of
all its child nodes. When the data was deleted from nodes, the hash values of parent
nodes would not be changed till tracing back to the root of tree (Fig. 6).

The blockchain was initially designed to store text-based, large-in-amount but
small-sized data such as transaction records. So multiple media files, pictures and video
clips for instance, could not be supported in blockchain (nowadays blockchain appli-
cations have used their metadata instead of the original file streams). The reason is time
cost of hashing data would be grown linearly according to the size of files, in other
words, the bigger files are, the longer hashing would cost. Geambasu’s method had the
same problem too, so only text-based email contents were supported by Vanish system.
Fu and Wu improved their method in 2015 by replacing UUID (Universally Unique
Identifier) version3 (in fact it was MD5) with UUID version4 as the hash algorithm, in
order to avoid linearly growing of hashing time cost. This improvement made the time
cost could meet the needs of storing multiple media files. Wu also exposed his pro-
totype as a SaaS (Soft-as-a-Service) by providing a series of RESTful-style web ser-
vice. Mobile applications in which platform ranging from Android, Windows Mobile
and iOS could embed self-destructing data into themselves easily by using HTTP
libraries such as OkHttp.

Of course Wu’s prototype was not the very first self-destructing data system in
mobile platform. Burn-after-reading mobile applications like Snapchat and Sobrr have
caught a lot of public’s attention since 2011, even before and after the Snapchat Hack
event which affected more than 4.6 million users in 2013 [17]. Mobile users’ anxious
about personal privacy after the project PRISM was exposed became an imperative
requirement for a solution adequate to SNS (Social Networking Services) while
Snapchat had succeed in seizing the opportunity. Though those mobile applications and

Fig. 6. Delete data from Merkle tree in blockchain (pictured by Satoshi Nakamoto)
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their developers had no specific advantages in cryptography or in system security, they
have made the concept of self-destructing data prevalent all over the world.

Self-destructing data also has played a role of game changer in the field of cryp-
tography: In the good old time, challengers to encryption systems were assumed to
have unlimited time to test and attack the algorithms, while self-destructing data made
this game pressed for time. Even Non-deterministic Polynomial (NP) problems can be
solved when the time factor is not taken into account. But if the cipher texts are all
destructed, it would be obviously a total defeat for the challengers.

6 Conclusion

More than one decade has passed since Perlman firstly introduce the concept of Self-
destructing data into the field of computer science. In those years many scientists and
researchers have left a trace full of fruitful results and valuable experiences. But in the
other hand, the practical application of these works has been incompatible rare. In fact,
it was Instagram firstly implanted “burn-after-reading” in the mind of most people,
after that almost all the SNS products and platforms had dashed up to add this feature
as selling points in one night. Soon the fappening had given a serious lesson to those
enterprises who loved catching up with the trend of buzzwords.

However, at the beginning of the next generation it may has been a high time for
everyone including enterprises, scientists and researchers to think of the relationship
among methods, techniques and products of self-destructing data.
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Abstract. The requirements of research, analysis, processing and stor-
ing of big data are more and more important because big data is
increasingly vital for development in the fields of information technol-
ogy, finance, medicine, etc. Most of the big data environments are built
on Hadoop or Spark. However, the constructions of these kinds of big
data platform are not easy for ordinary users because of the lacks of pro-
fessional knowledge and familiarity with the system. To make it easier
to use the big data platform for data processing and analysis, we imple-
mented the web user interface combining the big data platform includ-
ing Hadoop and Spark. Then, we packaged the whole big data platform
into the virtual machine image file along with the web user interface so
that users can construct the environment and do the job more quickly
and efficiently. We provide the convenient web user interface, not only
reduce the difficulty of building a big data platform and save time but
also provide an excellent performance of the system. And we also made
the comparison of performance between the web user interface and the
command line using the HiBench benchmark suit.
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1 Introduction

Big Data is becoming more and more important today. Due to the rapid develop-
ment of computers, networks, and information services, a large amount of data
has been generated [1,2]. Many industries see it as an important resource. The
relevant researches, development, storage, applications, and environments are
constantly expanding and updating because of the development of big data. It
is a good time for people who are willing to get into the field of big data because
there are more and more resources available.

Although there are many resources about big data and many applications
available, ordinary users may have some problems using big data tools at present.
The issues may be how to prepare the environment suitable for big data, how
to set up the whole environment. Because of the need for big data research, we
want to address these situations that are present. We want to do the studies and
develop a way to simplify the pre-operation and installation process of the big
data platform. The idea that can deploy the big data platform directly in the
existing environment, does not require the dedicated devices, let users choose
the environment they are familiar to, makes users operating the tool intuitively,
reduces the chance of error and makes the different types of jobs executing
together. Besides, we want to make the file management, job status monitoring
and job scheduling easier and the capability for advanced users to add functions
by themselves.

In this work, we implemented the web user interface applying to Hadoop
ecosystem with Virtualization Development. The specific purposes of our work
are:

• To package the web user interface along with the whole Hadoop ecosystem
into a virtual machine image file.

• To develop a web user interface for this system in modular and allows users
to modify or add the desired functions based on their needs by introducing
Liferay Portal into our system.

• To measure the average time of VM Image on PC and Notebook.
• To compare the performance of sorting, word count, and terasort.
• To compare the performance between using the portal and the command line

of Hadoop, and Spark in our system.

The rest of this work is organized as follows. In Sect. 2, we will describe the back-
ground information and previous studies related to our work, including big data,
Hadoop ecosystem, the portal and the portlet, and the virtualization technol-
ogy. In Sect. 3, the system architecture and the implementation are introduced.
Section 4 shows the experiments done in our system, including the experimental
environment and the experimental results. Finally, we summarized our work and
the future work in Sect. 5.
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2 Background Review and Related Works

In this chapter, the background information related to our work, including big
data, Hadoop ecosystem, portlet, and the virtualization technology are intro-
duced.

2.1 Big Data

Big data means the data sets which are hard to be processed with traditional
methods or tools owing to the large volume or the high complexity. Big data can
be the data collected from sensors, log files generated while servers are running,
or the user behavior recodes and posted information on the Internet.

The term was defined as the combination of 3Vs: Volume, Velocity and Vari-
ety [3]. These are the generic big data properties. Nowadays, the big data system
definition is extended to the 7Vs [4].

2.2 Hadoop Ecosystem

2.2.1 Hadoop
Apache Hadoop [5,6] is a open-source software framework for big data process-
ing. Owing to its reliability, scalability and distributability, Hadoop can provide
processing capacity by integrating the computational resource of the thousands
nodes in the cluster. The implementation of Hadoop is based on two research
results published by Google, Google Distributed System (DFS) in 2003 and
MapReduce programming framework in 2004. The Hadoop framework is con-
structed on the Hadoop Distributed File System (HDFS) and it manage jobs
and resource by YARN. The MapReduce [7] programming framework is imple-
mented to operate the distributed processing by dividing the files into the same
block size and distributing them to nodes [8].

2.2.2 HDFS
The Hadoop Distributed File System (HDFS) is a distributed file system that
provides data storage with reliability, scalability and fault tolerance [9]. It is
designed to be deployed on low-cost hardware. HDFS is suitable for big data
applications because it provides high-throughput and streaming data access and
can store data of different kinds of format. HDFS has master-slave architec-
ture including a single namenode and multiple datanodes. In the HDFS, data
is divided into some blocks and distributed to nodes. If there are some datan-
odes down, HDFS can recovery the data with the backups on the other working
datanodes [10].

2.2.3 Spark
Spark provides the application programming interface (API) centered on the
data abstraction called the resilient distributed dataset (RDD) distributed to
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the nodes in the cluster with fault tolerance for programmers. Spark is designed
to improve the performance of MapReduce by offering the in-memory process-
ing. The programs run with Spark can be up to 100 times faster than Hadoop
MapReduce in memory or 10 times faster on disk. The features of RDD are
conducive to the implementation of iterative algorithms, accessing datasets mul-
tiple time using loops, and analyzing data interactively. For machine learning
systems, the iterative algorithms are the training methods. Thus Spark is the
framework suitable for machine learning.

2.3 Portal and Portlet

A portal [11,12] is a specially designed website with specific contents and appear-
ance. It gathers resource and information together from the system or other
source and presents them to users on the single entry point with consistent way.
For users, they can easily obtain resource and information and use the applica-
tions from one location.

A portal is consists of several portlets. A portlet is a pluggable user inter-
face software component. It is based on Java, can be deployed, configured and
displayed in the web container. A portlet can be regarded as a miniature web
application. It is managed by portlet container, used to process the requirement
from the container and generate contents dynamically.

2.4 Virtualization

Virtualization [13] is the technology that can abstract, manage, and redistribute
the computing resources like CPU, memory, storage, network, applications, and
so on. Virtualization can make the computing resources more flexible and scal-
able, and reduce the costs. In this work, we use the virtual machine (VM) an
application of the virtualization technology to build our system in it. We can con-
figure the computing resource of a virtual machine and package it into a image
file easy to be move or copy to another environment. A virtual machine con-
tain the whole operating system and applications in it. The resource of a virtual
machine can be reconfigured according to the resource in the environment.

3 System Architecture

The architecture and the implementation of our system are introduced in this
section. Our system is based on Hadoop ecosystem and packaged into virtual
machine images along with the web user interface. The bottom layer of the
software part of our system is the hypervisor of the virtual machine, Oracle
Virtualbox and VMware Workstation are tested in this work. And the Ubuntu
desktop operating system is installed on the hypervisor. Then the Hadoop ecosys-
tem that includes HDFS, Yarn, ZooKeeper and Spark is built in Ubuntu. The
Hadoop applications and the Liferay Portal are based on Hadoop and Liferay
server. Users can execute big data jobs through the portal easily.
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• job submission: executing Hadoop applications with given jar file and required
arguments;

• file upload: uploading the given file to the destination path on Hadoop Dis-
tributed File System;

• sequential file packaging: packaging the given files like images into a sequen-
tial file and uploading it to the destination path in Hadoop Distributed File
System;

• file management: presenting the files and directories on Hadoop Distributed
File System.

4 Experimental Results

In this section, we show the system and experimental results. In Sect. 4.1, we
introduce the experimental environment, including the hardware specification
and the software information. Our experimental results are presented in Sect. 4.2
in detail including the virtual machine deployment in different virtualization
environments, functionality validation of the portlets, performance comparison
between using the portlets on the web user interface and command line, and
performance comparison between Hadoop and Spark.

4.1 Experimental Environment

In this work, we perform the experiments on a desktop personal computer to
simulate the user operating environment. The hardware specification is shown
in Table 1. The operating system on the computer is Microsoft Windows 7
SP1, and the one in our virtual machine is Ubuntu Desktop 16.04 LTS. The
virtualization platforms are Oracle Virtualbox and VMware Workstation. The
software includes Hadoop ecosystem, Liferay Portal, and the benchmark suite
HiBench. The detail software versions are shown in Table 4.

Table 1. Personal computer hardware specification

CPU Intel core i7-2600 (3.4GHz)

Memory DDR3 RAM 12 GB

Graphics Intel HD graphics 2000

Hard disk 1TB SATA III hard disk
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Table 2. Notebook hardware specification

CPU Intel core i7-3632QM (2.2GHz)

Memory DDR3 RAM 8 GB

Graphics AMD radeon HD 7500M/7600M series

Hard disk 128GB SATA III SSD

External hard drive 500GB HDD (SATA to USB 3.0)

Table 3. Configurations of virtual machine

vCPU 4 cores

vRAM 8 GB

vHDD 48 GB

4.2 Experimental Results

4.2.1 Virtual Machine Deployment in Different Virtualization Envi-
ronments

We deploy the virtual machines on Windows using Oracle Virtualbox and
VMware Workstation, then record each the time they took. The process of Vir-
tual Machine image file import on VMware Workstation and the one on Oracle
Virtualbox.

Table 4. Software information

Software name Version

Oracle virtualbox 5.1.18

VMware workstation 12.5.6

Microsoft windows 7 SP1

Ubuntu 16.04 LTS

Hadoop 2.6.0 (CDH 5.5.1)

Spark 1.6.0

ZooKeeper 3.4.5 (CDH 5.5.1)

HBase 1.0.0 (CDH 5.5.1)

Liferay IDE 2.2.4 GA5

Liferay portal 6.2.5 GA6

HiBench 6.0
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The size of our virtual machine image file is about 7.73 GB. The each average
time of virtual machine image import is shown in Tables 5 and 6. There are two
part of this experiment. One is using the desktop personal computer and the
other is using a laptop with an external hard drive. To simulate the scenario of
making the virtual machine portable, we put the virtual machine image file in
the external hard drive and connect it to the laptop. And the configurations of
the two virtualization platform of this part are set to store the vHDD on the
external hard drive. The time importing the virtual machine image took is less
than 10 min. It is faster than installing the operating system and all the Hadoop
software by users themselves. The process of image file import is much easier
than building the whole system. And there is no need to keep concentrating on
the process of import. That means the virtual machine can help simplifying the
process of building the system and saving time.

Table 5. Average time of VM image import on PC

Hypervisor Time of VM image import

Oracle virtualbox (5.1.18) ∼173 s

VMware workstation (12.5.6) ∼338 s

Table 6. Average time of VM image import on laptop

Hypervisor Time of VM image import

Oracle virtualbox (5.1.18) ∼755 s

VMware workstation (12.5.6) ∼1363 s

4.2.2 Liferay Portal Webpage
We implemented portlets that can perform Hadoop and Spark operations includ-
ing jar file execution, file uploading, file management and sequential file packag-
ing. The portlets are modular so they can be add into or remove from the Liferay
Portal web page by the user. The Liferay Portal web page we implemented is
shown in Fig. 1.

4.2.3 Functionality Validation of Portlets
In this experiment, we use the portlets on the web user interface to execute a
wordcount job to demonstrate our function of the portlets we developed. First,
we upload our sample text file to the HDFS by filling in the source file full
path and the upload destination field, clicking the upload button and waiting
for the result. Then we can check the directory we uploaded a file to by the
HDFS browser. Second, the full path of the wordcount jar file, input text file
and output destination must to be set. The execution result is shown in the text
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Fig. 1. Liferay Portlet web UI

field after clicking the submission button and waiting for execution finished. We
also can check the output directory we set through the HDFS browser. Then we
upload our sample text file to the HDFS, browse the directory on the HDFS,
execute the wordcount jar application on Hadoop, and check the output result.
Last, we can check the output file on the HDFS by downloading it through the
HDFS browser or using the portlet of command execution.

4.2.4 Performance Comparison between the Portal and the Com-
mand Line

The following are experiments of performance comparison between using the
command line and the portal web user interface. We use the Hadoop and Spark
benchmark suite — HiBench to evaluate the performance of our platform. We
run the three kinds of workloads, sorting, TeraSort and wordcount. In theory,
the execution time of using command line should be better than or equivalent to
the ones of using the portal interface. We run the benchmark with three kinds of
dataset scale. The each experimental data is the average value of the five times
result. The experimental data show that most of them meet the cognition. In
this work, most of the differences of performance are related to the execution
time. Figure 3 shows that it takes more time to sort data through the portal web
user interface. We find that the differences of the sorting performance between
using command line and the portal web user interface with Hadoop are higher
than the one with Spark. We can get the result that it also takes more time to
perform the wordcount application through the portal web user interface from
Fig. 3. But the difference of the wordcount performance between using command
line and the portal web user interface with Spark and the large scale dataset is
quite higher than others. Figure 4 shows that it takes more time to perform the
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TeraSort application through the portal web user interface but Hadoop with the
small scale dataset.

Fig. 2. Sorting performance comparison

Fig. 3. Word count performance comparison
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Fig. 4. Terasort performance comparison

4.2.5 Performance Comparison between Hadoop and Spark
In Figs. 5 and 6, we get that all the execution time of Spark are shorter than the
one of Hadoop. While the dataset size is bigger, there are also more differences
between the execution times. And we can see the differences of execution times
between Hadoop and Spark. The speed of Spark is truly faster than Hadoop. In
this work, the speed of Spark is at least 60 percent faster than Hadoop.

5 Conclusions

In this work, we developed and implemented a portal web user interface and
portlets that facilitated the use of the Hadoop ecosystem and integrated the
interface with the Hadoop ecosystem into a virtual machine image file. It pro-
vides a fast and convenient way to set up the platform for users. The processes
of building the whole system were described, and the implementation of our sys-
tem was presented. We have tested how quick the process of using the virtual
machine image file to deploy our system on several desktop environments. We
had executed the Hadoop job through the portlets we developed on the web user
interface to validate the functionality. The differences in performance between
using the portal web user interface and the command line to perform several
works with Hadoop and Spark in our system are also tested. Executing the jobs
with the large-scale dataset by using the portlets takes more time than using
the command line. The differences in performance between Hadoop and Spark
are also presented. The result of the performance comparisons is similar to those
given in other studies before. In theory, the execution time of using command-line
should be better than or equivalent to the execution time of using the portal web
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Fig. 5. Performance comparison between Hadoop and Spark (command)

Fig. 6. Performance comparison between Hadoop and Spark (portal)

user interface. Our experimental data show the actual test comparison results.
That also indicates that there is still a challenge for improvement.
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Abstract. In this paper some issues related to the efficiency of process-
ing IoT data are addressed through semantic data enrichment and edge
computing. The aim is to cope with big data streams at various levels,
from the lowest level of data capturing to the highest level of Cloud plat-
forms and applications. The objective is thus to extract full knowledge
contained in the data in real time but also to solve bottlenecks of pro-
cessing observed in IoT Cloud systems, in which IoT devices are directly
connected to Cloud servers. An architecture comprising various levels is
introduced, where each level is in charge of specific functionalities in the
overall processing chain. In particular, there is a focus on the layer of
semantic data enrichment in order to enable further processing and rea-
soning in upper layers of the architecture. Some preliminary evaluation
results are presented to highlight the issues and findings of this study
using a case study of pothole detection in roads based on a data stream
collected by cars.

1 Introduction

The Internet of Things (IoT) paradigm has been observed to be evolving rapidly
throughout the recent years. The developments in the various disciplines involved
in it, such as embedded computing, cloud computing, communication technolo-
gies, etc., create opportunities to connect new types of devices in new environ-
ments every day. This is also accompanied with the rise of various new possibil-
ities and applications. A main component in all of them is the need for efficient,
often in real-time, processing of the IoT data stream such as IoT analytics [4],
patient monitoring, eHealth [17,18], smart homes [9], etc.

One of these new possibilities is the enrichment of the data generated by
IoT systems. Enriching data involves the addition of metadata, i.e. information
describing the data. This is done towards various goals. One goal in particular is
to enable autonomous reasoning with data. When raw data enters the system,
a machine cannot possibly perceive its meaning. Hence often, reasoning with
data remains the task of the human in the middle of the system. An established
model within the web context is the RDF (resource description framework) [15]
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model, which is designed to help facilitate reasoning as well as linking resources
on the Internet.

There are two important considerations to make regarding the enrichment
of data. Firstly, a new processing step is added to the processing chain of the
system. The question can be raised as to how this additional processing should
be dealt with. Secondly, data enrichment adds more data to the system. The
given IoT processing context however, has several implications regarding the
data source. In an IoT scenario, the challenges presented by the Big Data and
Big Data stream paradigms have to be tackled. Data enrichment however, further
expands this already Big Data.

In this paper a model is proposed in order to integrate the data enrichment
process in the IoT processing chain, without altering the architecture model that
is commonly present in IoT application environments. The objective is to extract
full knowledge contained in the data in real time but also to solve bottlenecks
of processing observed in current IoT Cloud systems, in which IoT devices are
directly connected to Cloud servers. The architecture presented comprises vari-
ous levels, where each level is in charge of its own functionalities. In particular,
there is a focus on the layer of semantic data enrichment in order to enable
further processing and reasoning in upper layers of the architecture. Some pre-
liminary evaluation results are presented to highlight the issues and findings of
this study using a case study of pothole detection in roads based on data stream
collected by cars.

The paper is organized as follows. In Sect. 2, some related work is presented
on the research topic of this paper. The architectural model is presented in
Sect. 3. An experimental study and some preliminary results are given in Sect. 4.
The paper ends in Sect. 5 with some conclusions and outlook for future work.

2 Related Work

RDF Stream processing

The idea of attempting to adapt the RDF in order to use it as an enrichment
model within an IoT context is very recent. There has been some work however,
regarding the adaptation of the model in streaming environments. Recommen-
dations have been made on how to adapt the model in this new context [3].
The main focus is the addition of timestamps and the need for RDF streams to
be identifiable using an URI. Several processors have been developed for con-
tinuously querying this RDF stream data, such as CQELS [12], C-SPARQL [5],
ETALIS [2], etc. The need to elaborate the available queries to process tem-
poral patterns has been identified, and in recent work progress has been made
to extend these engines to support this [7,8]. Another issue of these engines is
their stand alone implementation. The development of systems that leverage the
power of cloud and clustering infrastructure to tackle this issue is the target of
designs such as cqels-cloud [13] and strider [16]. Lastly, in order to generate these
RDF streams a framework called TripleWave [14] exists.
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Anomaly detection

Since anomalies contain data of interest in a broad range of applications, it’s
been the subject of research for a long time. A very extensive survey describing
the possible approaches to perform the detection has been made [6]. In recent
work, the HTM (hierarchical temporal memory) algorithm has successfully been
used to perform anomaly detection on stream data in real time [1]. It has been
released as a general purpose anomaly detector.

3 Architecture Model

The designed model is a layered model consisting of five layers, of which three
are key processing layers. In many of the existing applications, processing is fully
Cloud centered due to its economies of scale and centralized model. This creates
a strong coupling between the data source and its application. By considering
a layered model this coupling can be lowered, smoothening adaptations needed
because of changes in data source or application over time. Hereafter, each layer
considered in the architecture model is discussed in regard to its expected char-
acteristics and processing tasks.

A graphical representation of the architecture is shown in Fig. 1. As can be
observed, the architecture is structured into five main layers, starting from the
sensing layer at the bottom, to the application layer at the top.

3.1 Data Sensing

The sensing layer or data generation layer is present in any IoT architecture. This
layer is key in determining the system’s throughput characteristics in terms of
data rate. This influences the layers above it, as they will need to accommodate
a certain processing throughput depending on this generation rate. In the figure,
the sensing layer is exemplified by sensors in the cars, which have been used in
a case study of detecting potholes in roads. In general, however, the sensing
layer can accommodate all kinds of IoT sensor devices and they can also be
heterogeneous, which is in fact the most challenging case.

3.2 Data Preprocessing

The data preprocessing layer is situated in the first computationally enabled
device, closest to the data source. The characteristics of the device in this layer
are highly dependent on its application context. In an ideal scenario for this
model, the preprocessing layer is situated at the data sensing (a so called smart
device) and is capable of performing basic filtering and event detection processes.
In this case, filtering refers to the process of retaining only the relevant data of
interest in the case of multivariate data that has superfluous attributes. The
detection of events allows to further narrow down the amount of data passed on
to the next layer. In many cases, the detection of events is equal to an anomaly
detection process. By limiting the amount of data transmitted at a more early
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Fig. 1. Overview of the general architecture model (adopted for the case of cars as IoT
devices for detecting potholes in the roads).

stage, unnecessary processing and transmission of data that is not of interest is
avoided.

There are various factors that influence the tasks that can realistically be
performed at this layer. First, there is no guarantee of a smart device being
available in the data sensing layer. If a simple sensor is used that is solely capa-
ble of transmitting its data, no more processing can be performed at this stage.
Secondly, even if such a device is present, it is possibly limited in processing
power or bound by energy constraints. If the processing power is limited, the
event detection will need to be performed using less complex algorithms. This
implies possibly lower accuracy of the detection results, implying valuable data
may be lost or the detection of false positives. In the case of an energy con-
strained environment, the question can be raised if it is desirable to lower the
battery life in order to obtain the benefits of loosening the processing and net-
work capacities required at later stages. Considering how the energy saved in
transmission compares to the energy expended by processing also becomes an
important factor. A balance between these factors has to be made based on the
specific requirements of the application.
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3.3 Edge Processing and Data Enrichment

The edge processing layer can be situated at the first node where data is obtained
from multiple sensory devices. In general, the devices at this level are not bound
by energy nor spatial constraints. The primary functions of the edge processing
layer are the aggregation of data and to prepare data for further processing. In
this case, the latter also includes the enrichment of the data. As stated earlier,
data enrichment involves the addition of more information to the data. This
implies there is a payload regarding the amount of data that has to be transmit-
ted. Many advantages however, can be obtained by enriching. In the case of the
semantic web, the annotations help to facilitate a reasoning process to extract
more information from the data later on. Furthermore, the model relies on the
usage of URL’s, which allows for the reusing of existing and known definitions
(e.g. using the schema.org project1 vocabulary). By using such shared vocabu-
lary, the interoperability of the data increases, as the data may be understood
beyond company and language borders. Lastly, the data now has a well known
format, which improves the interoperability of the data even more.

Another example of preparing the data for further processing could be intel-
ligent grouping and segmentation of streams, to allow for a more parallel pro-
cessing at later stages.

There are two distinct key arguments for situating the data enrichment in
the edge. First, in many applications the processing performed in the edge is
restricted to the aggregation of the data. The edge in this case performs the
role of a message broker. This is a relatively simple task, implying there may
be underused hardware in the system. Secondly, the aspect of locality becomes
important in regard to the data enrichment process. The available knowledge
regarding the data is the highest and closest to the data source. Information such
as the generation time of the data is harder to be identified as it is transmitted
and processed further. Additionally, after the aggregation step it becomes hard to
determine other information regarding the data, such as where it was generated
or by what device.

If a preprocessing device is unavailable, its tasks are also performed at this
level. In order to accommodate for both the event detection and the enrichment
process in one layer, it may be necessary to expand the available hardware in the
edge. For example, a task dispatcher could divide processing tasks in a round
robin fashion between a number of processing units in the edge. The processing
load of the enrichment process needs to be considered, as the edge may not be
energy constrained, but still does not offer a simple on demand scalability as
opposed to a cloud infrastructure.

3.4 Data Analysis and Reasoning

In this layer, the core system processing tasks are performed. The architecture
may vary depending on these tasks, but the use of a variety of reasoning and intel-
1 https://schema.org/, A project aiming to create a shared vocabulary for schema’s

on the web. It was founded by Google and Yahoo, amongst others.

https://schema.org/
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ligent data processing (e.g. machine learning) functionalities can be expected.
Typically these will be cloud or cluster computing environments, which offer
great horizontal scaling. The possibility for reanalysis of the detection results
made at prior levels using more accurate algorithms can be considered.

3.5 Applications

On top of this architecture various applications can be developed. One pos-
sibility of such applications may be simple alerting services, notifying users
(i.e. drivers, managers, stakeholders) of certain circumstances on road condi-
tions, which then allows them to draw the necessary conclusions and perform
necessary actions. More advanced applications may involve the full automation of
the system, including the decision making or even predicting future events based
on historical data. For instance, in the case of pothole detection, the application
would alert drivers, managers, stakeholders, etc., of certain circumstances on
road conditions and react to ensure safety in the roads.

4 Experimental Study and Preliminary Results

In order to assess the strengths and weaknesses of the proposed model, the model
was tested using the use case of the detection of potholes in the roads. This
detection was required to be done in real-time. The specific metrics of interest
are the processing time needed at each level and the generated data rates.

The viability of the model is strongly dependent on the possibility of filtering
the data at an early level with reasonable accuracy, and the possibility of per-
forming the data enrichment in the edge. Hence, they are the main focus of the
study. Since the analysis layer is not expected to perform any new functions in
this model, and can be found in the scalable clustering and cloud environments,
it will not be elaborated here.

The experiments were ran on a single platform in order to obtain an estimate
of the processing times. The used processor had a clock speed of 2.90GHz. The
data source in this use case was a set from an ongoing master’s thesis project
of the University of Antwerp studying the simulation of a car’s CAN (controller
area network) data.

4.1 Data Set for Detection of Potholes in the Roads

The dataset consists of simulated measurement data generated at a frequency of
100Hz over a timespan of 500 s. Each measurement contains a number of CAN
messages that follow the CAN message structure, having a leading identifier for
the type of sensor and a length indicator. Each measurement also includes a
timestamp. The goal is to extract the relevant sensor information from these
messages in order to detect when the car is driving through a pothole. Timely
detection of such potholes opens up possibilities such as scheduling of traffics
and alerting drivers. This way possible accidents may be avoided.
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4.2 Accuracy and Performance of Preprocessing

Since the data on a CAN bus is provided in groups of bytes, the data is quan-
tized very rawly. The combination of this, along with the presence of potholes
currently being the only behavior in the dataset except for acceleration and slow-
ing down, allowed for a very efficient detection of the holes. A simple algorithm
that verified if the difference between two consecutive points exceeded a certain
threshold detected all potholes successfully with no false positives. Hence both
the processing time and accuracy in this case are hard to analyze more in depth.
However, it can be stated that in the case of sufficient knowledge of the dataset,
and an anomaly for which the pattern is recurring and known, simple algorithms
can be successful at performing the detection.

4.3 The Performance and Data Rates in the Edge Computing Layer

The edge layer performs the enrichment of the data. In the case of the RDF
model, it can be serialized in a number of different formats. For each format
the processing time needed to enrich the incoming data stream was observed.
Averages of the processing time and the resulting file size for each format are
given in Fig. 2. In this use case, the enrichment used various ontologies to add
information to the data. Firstly, the Semantic sensor network ontology [10] allows
to describe how exactly a measurement was made and by which device. As this
ontology focuses on the relation between observing device, its sensor and the
measurement process, it does not include a vocabulary for describing units and
quantities. Describing the unit of the data (in this case the speed of the car) was
done using the Quantities, Units, Dimensions and Data Types Ontologies [11].
Lastly some vocabulary from the aforementioned schema project was used for
describing a key value pair holding the anomaly score.

Fig. 2. Results of the experiments observed at the edge computing layer.

The format with the lowest processing time, nt, allows for the processing of
events at a speed of over 250 Hz. This format also yields the highest file size,
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of nearly 10 KB. The resulting data rate at full operation speed for a single
processor would thus be equal to approximately 2.5 MB/s. In this use case, the
occurrence rate of events in the dataset is 0.17%. This implies that even if one of
the more compact formats is used, a single edge processor is still well capable of
processing the data for a large number of cars without becoming a bottleneck.

Further measurements were also made using an increasing amount of RDF
enrichment statements, to verify the scalability of the model. The processing
time increased linear with regard to the amount of statements.

5 Conclusions and Future Work

In this paper a layered architecture for processing data in a IoT streaming envi-
ronment was introduced. One of the focal points was the introduction of data
enrichment into the IoT processing chain and how this could be dealt with on
an architectural level. This data enrichment is interesting, as it may improve
processing times at later stages and increase the value of the data in general.
In order to cope with the explosion of data that would originate by enriching a
full data stream, it is suggested to filter data at an early stage. In this use case
the semantic web as an enrichment model was studied. For this model the edge
processing layer is capable of performing the data enrichment process. However,
further analysis regarding the possibility of early event detection within various
IoT applications will be necessary to determine if it is possible to obtain good
results in the preprocessing, given the computational constraints at this level.

Hence, as for future work the model is to be tested with various algorithms
and datasets, in order to better understand its limits. Furthermore, the idea of
persisting the data in some way has to be considered within the model. Per-
sisting the data at some point allows for a more elaborate analysis of the data.
For example, persisting information regarding the presence of potholes may be
used to analyse the quality of the road over time by performing historical anal-
ysis. A full deployment of the use case may also identify further challenges and
benefits of the model, as well as help understand how the usage of multiple
processing layers affects the reaction time of the system as a whole. Finally,
an interesting research direction is addressing semantics IoT, integration and
interoperability under heterogeneity of IoT devices. In all, semantic technologies
based on machine-interpretable representation opens up new opportunities for
IoT stream processing yet there are many challenges to be approached to lever-
age the power of semantics for representing, integrating, and reasoning over IoT
data streams.
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Abstract. SQL Injection is not a strange word for developers, maintainers and
users of Web applications. It has haunted for more than 25 years since discovered
and classified in 2002. Even into the Cloud era, SQL Injection is still the biggest
risk of internet according to statics. Virtualization technology used by Cloud such
as SaaS, PaaS and IaaS failed to provide extra security against this kind of attack.
In this paper we strive to explain how to perform SQL Injection attacks in Cloud,
in order to explain the mechanism and principles of it.

1 Foreword

Known as a most common attack against Web sites, SQL Injection is a type of vul-
nerability that derives from the larger class of Application Attacks through malicious
input [1]. Tough it can be easily prevented by filtering malformed user-input, SQL
Injection has never been given due attention since the very first paper that documented
its attack mechanism and method had been published in 2002 [2].

Even in the year of 2017, SQL Injection still occupied the top place in The Ten
Most Critical Web Application Security Risks according to OWASP’s (Open Web
Application Security Project) publication [3].

Halfond has classified the SQLIAs (SQL Injection Attacks) into following 7 types
in 2006 [4]:

Tautologies: Bypassing authentication, identifying injectable parameters, extracting
data.

Illegal/Logically Incorrect Queries: Identifying injectable parameters, performing
database finger-printing, extracting data.

Union Query: Bypassing Authentication, extracting data.
Piggy-Backed Queries: Extracting data, adding or modifying data, performing

denial of service, executing remote commands.
Stored Procedures: Performing privilege escalation, performing denial of service,

executing remote commands.
Inference: Identifying injectable parameters, extracting data, determining database

schema.
Alternate Encodings: Evading detection.
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A successful SQL Injection often involves multiple types of above-mentioned
attacks as a combination, for example, Tautologies are almost used by all the hackers to
identify which measure they would take to perform latter attacks, and Stored Proce-
dures are always employed to promote permissions needed to take over control of the
system.

When it comes to the era of Cloud computing, the vulnerability of system to SQL
Injection still exists. The reason is very simple: Cloud computing builds heavily on
capabilities available through several core technologies such as Web applications and
services, Virtualization IaaS (Infrastructure as a Service) offerings [5]. SQL Injection
Attacks was invented to target against Web-based applications in the first place long
before the concept of Cloud. And for IaaS, there are not much differences because Web
applications have already involved the techniques of SaaS (Software as a Service) and
PaaS (Platform as a Service) which works at a higher service level than IaaS, no matter
deployed on an actual computer or on a virtual machine [6] (Fig. 1).

So we can say that most of above-mentioned attacks still work in the Cloud
environment and could play a critical thread to Web applications which were deployed
on it. Virtualization technologies such as runtime containers and storage pool were not
designed to protect system from attacks running on the service level. ORM (Object
Relational Mapping) technology seems to be the final solution for SQL Injection [7] for
the reason that developers do not need to write vulnerable SQL sentences manually on
their own, while the automatically generated ORM configurations files would introduce
new risk caused by themselves.

Though automatic tools can be used to create SQL Injection payloads [8] nowa-
days, we decided to perform the attack in an old-school style on purpose of explaining
the mechanism.

Fig. 1. Relationship of IaaS, PaaS and SaaS
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2 SQL Injection in IaaS

We chose the Web application located on http://nic.hhuwtian.edu.cn as our target. This
Web site was deployed on a Microsoft Hyper-V technology based virtual machine and
the OS (Operation System) was Microsoft Server. This structure has been widely used
by small and medium-size enterprises such as colleges, startup companies and so on,
for its convenient of easy maintaining and low cost [9].

As mentioned above, we would like to perform SQL Injection in the traditional
way, which means no automatic tools, NBSI and SQLMAP for instance, would be used
in the whole process. Only the Web browser (Internet Explorer which provided by
Windows OS on default), common tools like SQL management tools and RDP
(Remote Desktop Protocol) clients were allowed in the experiment.

At the very first phase of attack, we entered the URL (Uniform Resource Locator)
http://nic.hhuwtian.edu.cn into address of Web browser. The server responded the
request and redirected browser to the URL http://nic.hhuwtian.edu.cn/index.asp, which
is the front page of the site.

Be noticed that there were lots of hyper-links on this page and what we looked for
was a specific page the URL of which was commonly called an Injection Point in
former research papers [10]. An Injection point is any URL that can receive and
involve malformed query string contained illegal parameters that can be used to per-
form a SQL Injection attack. By clicking a random hyper-link the browser was redi-
rected to the following URL.

To identify if this URL contains any injectable parameters, we just use the
Illegal/Logically Incorrect Queries mentioned above by adding a single quote mark
behind the URL.

The page returned with a following warning message:

According to the error message we could determine that the DBMS used by the site
was Microsoft SQL Server and the data type of parameter “id” was int, for the reason
all the string type parameter (char, varchar, nvarvhar for instance) in SQL would be
closed by a pair of single quote marks. As we added a extra one, it formed a new empty
string because there was no string parameters before.
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For the single quote mark we added was not filtered by the Web application and
caused a SQL syntactic error on DBMS (Database Management System) level, it seems
to be a possible Injecting point at the URL.

So we stated to malform a query string by using Stored Procedures:

The SQL sentence injected into above query string meaned to call a storage pro-
cedure built in Microsoft SQL Server named master.dbo.xp_cmdshell, in order to
create a new user using the login named “cies” and the password “password”, then add
the user into the administrators group. If the site was connecting to DBMS by using any
user’s account with the privilege to access the storage procedure, the sentence would be
executed.

Cesar Cerrudo has discussed this risk of Microsoft SQL Server in 2002 and
Application Security Inc. has published the White Paper [11]. But the vulnerability still
exist in a lot of systems in the present.

Once the malformed query string was sent by Web browser and no errors returned,
we tried to login the server which the site deployed on by using RDP (Remote Desktop
Protocol). RDP was an important part in Microsoft’s Cloud computing architecture
called VDI (Virtual Desktop Infrastructure), in order to provide an end-to-end interface
from client to the remote virtualized desktop [12]. RDP client tools were distributed
with any Microsoft Windows OS version later than Windows 7 so we just need to open
it and enter the IP address of server, the username and password (Fig. 2).

Once verified the account we created by injecting the query string, we succeed in
logging into the virtualized desktop and gained the privilege of administrators. After
login, we can do anything we want to just like on a local desktop. So the Cloud

Fig. 2. Login by RDP
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environment failed to provide any extra security for the reason IaaS has just satisfied
the need of desktop delivery by virtualization technology. Any vulnerability in
application layer, for example insecure permission assignment or lack of parameter
filtering in above experiment, would also affect the infrastructure layer and exploit the
whole system.

This example was very familiar with the traditional SQL injection cases which was
not involved Cloud environment because that only IaaS was used in this case. But in
the following chapter we would run a test in a PaaS environment that was a bit more
comprehensive.

3 SQL Injection in PaaS

PaaS provides a higher level of abstraction than IaaS, for instance AWS (Amazon Web
Services) and GAE (Google Application Engine) [13]. While IaaS provides a brand
new individual virtualized desktop for users, PaaS have all the environment including
all the toolkits needed for the users’ application configured and settled down. The users
just need to upload their application packages and run some configuration scripts,
without installing runtime container, Web server, DBMS and so on all by themselves.
Obviously PaaS is much more convenient than IaaS especially for the Web-based
application developers, but not for attackers who intends to launch a SQL Injection
attack.

In PaaS there are no such a concept of DBMS instance, nor specific individual
virtual machine. All the resource of systems are distributed automatically by PaaS, not
accessible and manageable directly by users. Users can only get access to the resources
assigned to their domain or namespace. This mechanism quarantines not only the
platform layer from infrastructure layer, but also each user’s applications from the
others’. For this reason it is too hard for attackers to inject the DBMS and gain privilege
of SA (System Administrator) or DBA (Database Administrator) because even the
applications and users themselves do not have those kinds of account [14].

So the attackers seem to have only one choice in PaaS: To attack the application
instead of the virtual machine or platform. We chose Web application located on http://
www.hhuwtian.edu.cn as our target to explain how to perform SQL Injection attack in
a PaaS environment.

Like SQL Injection in IaaS, at the very beginning phase of attack we need to find an
Injection Point too. So we clicked a random hyper-link and the browser was navigated
to the following URL:

This page showed a list of news happened in the college and seemed quite ordinary
just like all the other college information systems. According to the query string type in
the URL, we could assume that there could be at least one table called “news”. And in
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this news table there could be one column called “type”. For the reason that the query
string was “type = collegenews”, the data type of parameter “type” was possibly string-
like (char, varchar, nvarvhar for instance). So we used the Illegal/Logically Incorrect
Queries by adding a single quote mark behind the URL again to test if there existed an
Injection Point.

An error message was responded from the page:

From above message we could gather some useful information that can be used in
the following Injection: the DBMS was MySQL and the original SQL sentence used by
the page was “select * from news where type = ‘collegenews’ and display = ‘1’”. Be
noticed that there were already a pair of half quote mark around the value of parameter
“type” (we just caused the syntax error by adding an extra one). For the URL contained
a “.php” in it, it was certain that the application was written by PHP (Hypertext
Preprocessor) language. In this language developers can easily create Web applications
with sample codes without knowing the low level aspects. In the other hand, newbie
programmers would always make critical mistakes that could be exploited by attackers.

In this case we can assume the PHP codes of page was like below:

The vulnerability of above codes is, the value of parameter “type” was directly
applied by the SQL sentence without any verification. The programmer had never
thought the possibility of the parameter to be injected by crafted statements, though this
risk could be easily prevented by using model guard codes in PHP [15].
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Since it was no sense to try to get SA privilege in PaaS, we used Union Query and
Inference together to acquire the administrator’s account in the application. The SQL
Injection URL we crafted was below:

Once the URL was injected, the SQL sentence would become like below:

The first half quote mark was meant to close the half-paired one in front of “col-
legenews”. The “and 1 = 2” was a false proposition that was opposite to a Tautology,
so the SQL sentence in front of it would never been executed. And the “/*” was a
comment symbol in MySQL in order to prevent syntax error by commenting the rest of
the sentence.

The “union” was used to perform Union Query attack by following principles: if
only the columns of results returned from both sub-queries in front and behind “union”
were the same, the sentence would be executed successfully and return the combination
of both results.

Since we had known the columns of “type” and “display” in the table “news”, it
was definitely more than 2 columns in “news”. So we started to guess the number of
columns in table “news” from number 2. The URL returned with an error like below:

So the number of columns in table “news” was more than 2. We tried to increase
the number by using the URLs below until no errors occurred.
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When the number was increased to 10, the page was returned with no errors.
Be noticed that because we injected the false proposition “and 1 = 2” into the SQL

sentence, the result of first sub-query was empty (not null for its number of columns
was not 0 but 10). So only the numbers “1, 2, 3…10” was bound to the elements on the
page, for example 2 was in the former position of news titles while 5 was in the
position of news date.

The next step was to query administrator’s username and password by using the
last sub-query so that it could be shown on the page. The administrator’s login page
was located in the URL http://www.hhuwtian.edu.cn/html/admin/.

We tried to inject this URL by submitting a username ended with a half quote mark,
hopefully if the programmer made the same mistake as in http://www.hhuwtian.edu.cn/
html/news.php?type=collegenews. Nothing unexpected, a syntax error occurred (Fig. 3).

The message was almost the same like in the news page:

Form this message we could know that the table used to store administrator’s
account was named “admin” and the column of username was named “username”.
Newbie programmers always use a same name of parameters both in HTML and SQL
because it was convenient for ORM (Object-Relational Mapping) frameworks to make
the mapping. After checking HTML codes of the login page, we were pretty sure the
column of password was named “password” in the table “admin” (Fig. 4).

Fig. 3. Page of logging by illegal username

Fig. 4. HTML codes of login page
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So we crafted the following URL, hoping it could show us the username and
password of any administrator in the system:

The number 2 and 5 was replaced by username and password so if there were any
records stored in the table “admin”, they would be displayed in the same position as a
list of news in the news page. Of course this SQL Injection succeeded and we could
acquire all the usernames and passwords by simply entering the URL into address of
Web browser (Fig. 5).

By logging with one of those accounts we could get access to the management
interface of the application and do anything we want as the role of an administrator, for
example to dump the whole database of the application.

From this case it can be understood that, SQL Injection in PaaS imposes higher
requirements for knowledge and research in the code-level analysis of vulnerability in
applications, though it was much harder than in IaaS environment. Experienced
attackers can infiltrate the applications deployed in PaaS only with a Web browser.

4 Conclusion

SQL Injection has bothered developers, maintainers and also users of Web applications
for more than 25 years since it was discovered and will bother much more personnel in
the predicable future as we forecast.

Even in the Cloud era, with virtualization technology the applications are still under
the shadow of this thread. As we proposed in this paper, IaaS and PaaS could not
provide extra security against SQL Injection if only the programmers of application
layer fixed their exploits in the codes. Most classic SQL Injection attacks such as
Tautologies, Illegal/Logically Incorrect Queries and Union Query still affect Cloud
environment and do seriously damage to the systems. Careful readers may find that
SaaS was not discussed in this paper. The reason is that modern Web-based

Fig. 5. Page of administrators’ usernames and passwords
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applications, especially the ones involved with MVC (Model View Controller) archi-
tecture are exposed as services (Servlets or Web services for instance) natively, or in
another words, they have been SaaS-ed already.

The purpose we strived to show how to perform SQL Injection attacks in Cloud
was not only to explain the mechanism of SQL Injection for anyone who interests in
Cloud security, but also to enlighten the developers and maintainers who intend to
migrate their environment into Cloud by warning them the threads and risks.
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Abstract. Nowadays security concerns of computing devices are grow-
ing significantly. This is due to ever increasing number of devices con-
nected to the network. In this context, optimising the performance of
intrusion detection systems (IDS) is a key research issue to meet demand-
ing requirements on security of complex and large scale networks. Within
the IDS systems, attack classification plays an important role. In this
work we propose and evaluate the use the generalizing power of neural
networks to classify attacks. More precisely, we use multilayer perceptron
(MLP) with the back-propagation algorithm and the sigmoidal activa-
tion function. The proposed attack classification system is validated and
its performance studied through a subset of the DARPA dataset, known
as KDD99, which is a public dataset labelled for an IDS and previously
processed. We analysed the results corresponding to different configura-
tions, by varying the number of hidden layers and the number of training
epochs to obtain a low number of false results. We observed that it is
required a large number of training epochs and that by using the entire
data set consisting of 31 features the best classification is carried out for
the type of Denial-Of-Service and Probe attacks.

1 Introduction

Today computer networks, from IoT devices to servers and large data centers,
have a widespread distribution and services, which has inevitably led to multiple
security problems for the computing devices connected to a network, data stor-
age devices, etc. Many security problems arise when computer network systems
are attacked to get illegal access. The IDS systems aim to protect the accessi-
bility to the system, its integrity and confidentiality of data. In order to detect
attacks against information systems, and therefore act against them to protect
the systems, there have been done considerable research efforts and have been
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developed tools (hardware and/or software), among which the IDS (Intrusion
Detection System) [4,11,17] are very important.

There are basically two types of IDS systems:

• NIDS (Network IDS): this type of IDS analyse packets passing through the
network and look for the “signatures” (set of conditions) in the network traffic,
comparing them with those in a database [16] for alert classification.

• HIDS (Host-Based IDS): this type of IDS operate directly on a machine by
monitoring the operating system through its log file system and hard drives,
to detect intrusions, malicious activity or policy violations.

On the other hand, for NIDS case, there have been proposed various tech-
niques, which can be grouped into main ones [16]:

• Pattern Matching Based: Techniques in this group determine intrusions by
comparing the activity with known signatures [2,3]. These techniques enable
to achieve low false positive rate [13,18] but do not contribute to detecting
new attacks.

• Anomaly Detection Based: Techniques in this group (see e.g. [23,24])
determine intrusions by looking for anomalies in network traffic. They achieve
a high rate of false positives but are able to identify new attacks, not yet in
the database.

There exist, in the literature, many interesting artificial intelligence and
machine learning approaches for solving problems related to the intrusion detec-
tion of general purpose or limited to a single class of anomalies (with decision
trees, Bayesian classifiers, multilayer perceptron). There are numerous refer-
ences, the reader is referred to [1,5,7,10,15] for some relevant approaches.

On the other hand, existing IDS, like Snort1, an open-source software, show
limitations with regard to the understanding of the attacks, closely related to
the “signatures”. In fact, they are not able to acquire new knowledge, unless the
system administrator updates the definitions, just as conceptually happens with
anti-viruses. So, if an unknown attack occurs, although it may differ slightly
from a present in definitions, the IDS will not be able to spot that.

In order to overcome such limitations, in this paper we propose to use a
multilayer perceptron (MLP) with the back-propagation algorithm and the sig-
moidal activation function for attack classification. An MLP network is able to
identify intrusion into the system, in both known and unknown forms, and to
reduce false alarms, if properly trained with a series of examples. The proposed
attack classification system based on MLP is validated and its performance stud-
ied through a subset of the DARPA dataset, known as KDD99, which is a public
dataset labelled for an IDS and previously processed. We analysed the results
corresponding to different configurations, by varying the number of hidden layers
and the number of training epochs to obtain a low number of false results.

The rest of the paper is structured as follows. In present an overview of an
MPL network in Sect. 3. In Sect. 4, we describe the KDD99 data set used for
1 https://www.snort.org/.
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validation as well as processing, feature selection and training. Some computa-
tional results based on the obtained training configurations are summarised in
Sect. 5. We end the paper in Sect. 6 with some conclusions and indications for
future work.

2 Intrusion Detection for IoT and Edge Computing

Internet is of course a mean to rapidly retrieve needed information and data, but
something is changing in classical management of information. Recent analyses
have estimated that the traffic generated by mobile devices and smart sensors,
will overcome traffic by Personal Computers and “old” nodes on Internet. The
new scenario, known as Internet of Things (IoT), mainly include many “things”
(i.e. sensors, actuators, mobile smart devices, smart phones etc.) that commu-
nicate on proper networks, with proper protocols, both providing services to
(human) users and to other “things”. When dealing with IoT, consider that
recent studies showed, in healthcare use case with more than 30 millions of users,
a data throughput with more than 25.000 records per second. The throughput
reaches easily millions of records per seconds in other hi-tech scenarios like smart
cities.

One potential way to face the problem of managing this huge amount of data,
is to bring communications (and networks), storage and processing units closer
to devices. This solution was commonly addressed as Edge Computing. The
solution is the integration of concepts both from Edge and Cloud computing.
The result is Fog Computing and Networking. Fog Computing is a distributed
paradigm that provides Cloud capabilities at network edges.

Besides sensors property of providing low traffic rate, large scale scenarios
involve thousands and thousands sensors and smart devices. Big Data manage-
ment requires both connections among smart devices and the use of proper Fog
resources in order to store and manage (possibly at real-time) the huge volume
of data generated by sources. In this case, Fog has to provide complex network-
ing functionalities to link clusters of smart devices each other and to connect
them to (virtual) computing and storage nodes in the “classical Cloud” parts of
Fog infrastructures. Fog networks not only provide connectivity, but many func-
tionalities and Quality of Service too, like security, throughput, limited latency
etc.

In this scenario, the introduction of an Intrusion Detection System in IoT
is appealing as Fog services. We should provide a mean to collect networking
information and to propagate it into the Cloud, in order to perform a fast and
effective analysis of network traffic. The intrusion detection system we want to
realize, must be fast enough to provide a (quasi) real-time management of traffic.
The introduction of Machine Learning and NN at Cloud level in an IoT/Edge
architecture allows for proper analyses within acceptable deadlines.

The process of discovering insights and hidden and not trivial evidences of
intrusion allows for predictions on the base of data we are handling. Anyway, all
mining should be executed in a Fog environment, moving and scheduling compu-
tational load closer to data. This is a problem since data may be distributed and
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can even be migrated as consequence of mobility. Data access and routing have
to be defined properly in IoT where data storage is distributed and where anal-
yses should execute at real time. In our approach, we collect useful information
(i.e.: IDS features) from data. The used approach exploits Big Data Cleaning
framework to take into account only of needed features. Then, Machine Learning
services in the Cloud use extracted features for detection purposes.

In this sense, our approach enables IoT devices (and smart devices too) to
benefit from CLoud resources and services in order to exploit services they will
never be able to execute (like and IDS service).

3 The Multilayer Perceptron Networks

In this section we start by recalling some basic concepts about MPL networks.
Multilayer perceptrons networks have been introduced to cope with the limita-
tions of single-layer perceptrons. An eraly results by Minsky and Papert [14],
demonstrated how a simple exclusive OR (XOR), which is a classification prob-
lem but not linearly separable, could not be solved by that network. Therefore
more levels (also called layers) of neurons connected in cascade can be consid-
ered.

The multi-layer networks are composed of the following three layers:

• Input layer: Composed of n nodes, without any processing capacity, which
send the inputs to subsequent layers.

• Hidden layer (one or more): Composed of neural elements whose calcula-
tions are input to subsequent neural units.

• Output layer: Composed of m nodes, whose calculations are the actual
outputs of the neural network.

In case of a competitive learning, the output is selected on the basis of a com-
putational principle that takes the name of Winner-Takes-All, in other words
only the neuron with the greatest “activity” will remain active, while the other
neurons will be inactive.

Graphically, we can view the input data on a plane and each layer draws a
straight line inside. The intersections between the various lines, generate decision
regions. This is a limit to be considered, because the inclusion of too many
layers can create too many regions, which means that the perceptron loses the
ability to generalize, but it specializes on the set of training data samples. This
phenomenon is called overfitting. Dually, the inverse problem exists as well,
where the network has a number of neurons unable to learn and it is called
underfitting.

Avoiding similar “excesses” can be achieved by preventive mechanisms such
as cross-validation and the early stopping. Contrary to the single perceptron,
assuming some hypotheses about activation functions of the individual element,
it is possible to approximate any continuous function on a compact set and then
to solve the problems of classification of not linearly separable sets (Kolmogorov
theorem (1957)). According to that theorem, with three layers it was possible to
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implement any continuous function in [0, 1]n, where in the first layer we place
the n input elements, in the intermediate layer (2n + 1) elements, and in last
layer we place the m elements (equal to the number of elements of the co-domain
space R

m).

3.1 Training a Neural Network

The modelling of a multilayer neural network leads to two main problems,
namely, we have to:

• Select the architecture: the number of layers and neurons that each layer
should possess, and

• Train the network: determine the appropriate weights of each neuron and
its threshold.

Typically, if we fix an architecture, the training problem can be seen as the
ability of the system to produce the outputs as similar to the desired ones, which
is equivalent to minimizing the error –usually the most used is the squared error:

Ei(w) =
1
2
||Di −Oi||2 (1)

where we indicate for simplicity as Di the desired output of the generic i-th
neuron (in place of yi), and with Oi the obtained output (in place of y(xi, w),
depending on the weight and input).

It is commonplace to usually follow heuristic methods such as structural
stabilization, regularization as well as search methods Simulated annealing and
Genetic algorithms (see e.g. [8,19]), because the statistical theories are often not
adequate.

The structural stabilization heuristic consists in gradually growing, during
the training, the number of neural elements (whose set is called training set).
Initially, the error of this network is estimated on the training set and on a
different set, called validation set. Then, we can select the network that produces
the minimum error on the latter. Once trained, the network will be evaluated
using a third set called test set.

The regularization heuristic, on the other hand, consists of adding penalty
to the error, with the effect of restricting the choice set of weights w (see Eq. 1).

4 KDD99 Dataset and Features Description

We aim to train a neural network to enable it to predict and distinguish between
malicious connections (see next a list of various kinds of attacks from four main
categories) and not malicious (normal connections). To train our network we will
use a publicly available dataset, which is labelled for IDS, namely the KDD99,
a subset of DARPA dataset2. This dataset was created by acquiring nine weeks
2 https://www.ll.mit.edu/ideval/data/.
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of raw TCP dump data from a LAN, simulating a typical U.S. Air Force LAN,
that is, attacks on a military environment. The connections are a sequence of
TCP packets and each record consists of about 100 bytes.

The attacks fall into four main categories:

• DOS: denial-of-service, e.g. syn flood.
• R2L: unauthorized access from a remote machine, e.g. guessing password.
• U2R: unauthorized access to local superuser (root) privileges, e.g., various

“buffer overflow” attacks.
• Probe: surveillance and other probing, e.g., port scanning.

Being the dataset very large, about 500.000 records, we used only a tenth part
for the training of MPL network. The features originally are not organized in a
tabular file but, through pre-processing, we have changed the format in ARFF,
which is useful to process it in KNIME environment with the components of
Weka package [12]. According to the category, we can observe the following
attacks:

Category Attack
DOS Back,Land,Neptune,Pod,Smurf,Teardrop
U2R Ipsweep,Nmap,Portsweep,Satan
R2L Bueroverow,Perl,Loadmodule,Rootkit

Probe Ftpwrite, Imap,GuessPasswd,Phf,Multihop
Warezmaster,Warezclient

Each sample have the following features, classified into three main categories:

Basic features of individual TCP connections:

1. Duration: length (number of seconds) of the connection.
2. Procotol type: type of the protocol, e.g. tcp, udp, etc.
3. Service: network service at the destination, e.g., http, telnet, etc.
4. Src bytes: number of data bytes from source to destination.
5. Dst bytes: number of data bytes from destination to source.
6. Flag : normal or error status of the connection.
7. Land : 1, if connection is from/to the same host/port; 0, otherwise.
8. Wrong fragment : number of “wrong” fragments.
9. Urgent : number of urgent packets.

Content features within a connection suggested by domain knowl-
edge:

10. Hot : number of “,hot” indicators.
11. Num failed logins: number of failed login attempts.
12. Logged in: 1 if successfully logged in; 0, otherwise.
13. Num compromised : number of “compromised” conditions.
14. Root shell : 1, if root shell is obtained; 0, otherwise.
15. Su attempted : 1, if “su root” command attempted; 0, otherwise.
16. Num root : number of “root” accesses.
17. Num file creations: number of file creation operations.
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18. Num shells: number of shell prompts.
19. Num access files: number of operations on access control files.
20. Num outbound cmds: number of outbound commands in an ftp session.
21. Is hot login: 1, if the login belongs to the “hot” list; 0, otherwise.
22. Is guest login: 1, if the login is a “guest” login; 0, otherwise.

Traffic features computed using a two-second time window:

23. Count : number of connections to the same host as the current connection in
the past two seconds.

24. Serror rate: % of connections that have “SYN” errors.
25. Rerror rate: % of connections that have “REJ” errors.
26. Same srv rate: % of connections to the same service.
27. Diff srv rate: % of connections to different services.
28. Srv count : number of connections to the same service as the current connec-

tion in the past two seconds.
The following features refer to these same-service connections.

29. Srv serror rate: % of connections that have “SYN” errors.
30. Srv rerror rate: % of connections that have “REJ” errors.
31. Srv diff host rate: % of connections to different hosts.

In addition to traffic features computed using a two-second time window, we
added nine other similar attributes but relative to the destination and marked
them with “dst”. There is also a “class” attribute that identifies the type of
attack, which is our target attribute.

In the following subsections, we detail the various components used in
our system. For the data analysis, we used KNIME software, which enables
data pre-processing (extractions, transformation and loading, modelling [20–22],
analysing, and displaying data.)

4.1 Preprocessing and Features Selection

Given the huge number of features, we are compelled to make a selection of the
essential attributes. Also, the attributes have different types: continuous, discrete
and symbolic, each with its own resolution and range of variation. We can convert
symbolic attributes into numerical (attributes like protocol type, service, flag)
and normalize the other attributes between 0 and 1.

We can observe the following blocks by using KNIME model [9]:

• ARFF Reader: It reads the file containing the samples.
• Partitioning: It partitions the table considering only 10% of the dataset.
• Category to Number: It takes symbolic attributes and converts them to

numeric values.
• Row Filter: It filters rows of non-malicious connections by marking them

with a 0 and rows of malicious connections by marking them with 1.
• Concatenate: It combines the changed tables.
• Normalizer: It normalizes between 0 and 1 the attribute values, dividing

the value of each attribute by its maximum.



Smart Intrusion Detection with Expert Systems 155

• Color Manager: It assigns a color to the Normal class (0) and one to Attack
class (1).

• AttributeSelectedClassifier (v3.7): It carries out the selection of the most
discriminating attributes, based on various algorithms that we show next.

To select the discriminating attributes, we tested different configurations for
the AttributeSelectedClassifier block, also making use of an external tool, Weka
Explorer, to better display the outcomes. No substantial differences were noted:
both search algorithms on 31 attributes will select 11: protocol type, service,
flag, src bytes, dst bytes, land, wrong fragment, root shell, count, diff srv rate,
dst host same src port rate.

We have considered the two following search algorithms:

• GreadyStepwise: This basically uses a Hill Climbing (HC) algorithm to
return a number of essential features equal to 11. The choice of HC algo-
rithm is preferred due to its lower computational time (about 28 s in our
experiments).

• BestFirst: This is similar to GreadyStepwise but with the use of backtrack-
ing. It returns the same number of features (11) but with a higher computa-
tional time (32 s), reason for which it was discarded.

We applied, in addition, the ranker in order to obtain a consistency on fea-
tures choices. From a list of attributes classified by an evaluator, it sorts them in
descending vote and still get a consistent choice. All these blocks, for practical
reasons, are encapsulated in a single meta-node, called Pre-processing.

4.2 Training of the Multilevel Perceptron

In this phase, we present examples to the network and then we calculate the
resulting error, with respect to the desired outputs. Based on this value, it is
decided whether to train the network again or not.

An epoch is defined as the amount of time elapsing between the presentation
of the first sample of the training set and the last one. Therefore, the termination
condition may be a predetermined number of reasonably epochs coming to a
point where the error is less than an established value. In KNIME we used
WekaMultiLayerPerceptron and WekaPredictor to achieve the MLP network. It
should be noted here that the neurons are using a sigmoidal activation function.

The block diagram of the subsystem used for the test is shown in Fig. 1.
We can observe the presence of the “ARFF Reader” and the preprocessing block
before treated. We have also added the following blocks:

• Column Filter: filters the columns by selecting only 11 relevant attributes.
• Shuffle: mixes samples of the data set.
• Partitioning: divides the sample into two groups of features. We call the first

one TS (Training Set) and it is formed from 60% of the samples and the other
is called TTS (Test Set) and is formed from 40% (the usual percentages).

• MultiLayerPerceptron: trains the MLP based on TS.
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Fig. 1. KNIME training scheme.

• WekaPredictor: classifies data according to training carried out on the pre-
vious module. In the project once it is used with TS input and the other with
TTS input.

• Scorer: compares the attributes of two columns and shows the confusion
matrix. The latter gives us information on the erroneous classification. In
addition, it also shows the accuracy statistics (true/false negative/positive,
etc.).

5 Computational Results

Each subset was tested with two different configurations of the MLP:

• a: Number of hidden layers equal to the sum of features and classes divided
by two.

• t: Number of hidden layers equal to the sum of features and classes.

In Figs. 2, 3 and 4, we show graphical representations of the results in terms
of error rate with increasing training periods, in order to choose the appropriate
parameters. It is observed that each time the system is trained again.

Fig. 2. Error rate bar graph corre-
sponding to configuration a.

Fig. 3. Error rate bar graph corre-
sponding to configuration t.

Based on the results, we have chosen to configure the WekaMultiLayerPerceptron
with the following parameters:
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Fig. 4. Error rate graph corresponding to a and t configurations.

• Learning Rate and Momentum: 0.5
• Training Time: 80
• HiddenLayers: a

We observe that it is needed a large number of iterations to achieve an acceptable
error and that we have chosen two usual values for learning rate and momentum.

6 Conclusion

In this paper we have addressed attack classification in intrusion detection sys-
tems (IDS) by multilayer perceptron (MLP) with the back-propagation algo-
rithm and the sigmoidal activation function. The proposed attack classification
system is validated and its performance studied through a subset of the DARPA
dataset, known as KDD99, which is a public dataset labelled for an IDS and pre-
viously processed. We have observed that MLP neural networks are well suited
to the classification and achieved a high classification rate with them, making
error rate low. This was possible thanks to the analysis of various configurations.
MPL networks require time and a good knowledge domain to be trained, how-
ever after that they are able to quickly classify both existing and new attacks.
Another advantage of the proposed model is related to scalability, namely, we
do not need to train again the entire network when we add a new type of attack,
but only the set of layers that have the new attack as input.

Future work will be focused on the possibility of removing the classification
errors, trying new types of attacks and changing other parameters such as learn-
ing rate and momentum as well as comparing the results with other machine
learning models. In addition we will try some other Machine Learning frame-
work on the Cloud like Google Cloud Machine Learning and Amazon Machine
Learning in order to improve results and performances.
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Abstract. This paper will describe new approaches in creation of cognitive
codes for authentication tasks. Authentication procedure will be connected with
visual CAPTCHA, which require specific information or expert-knowledge.
Authentication protocols will be used to allow access for trusted group of
persons, based of theirs expertise and professional activities. For new authen-
tication protocols some possible examples of applications will be presented
especially implemented in distributed computing environment.
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1 Introduction

In modern security protocols it is possible to apply selected personal features or
cognitive abilities for security purposes or authentication protocols. It is so important
because allow to create user oriented cryptographic algorithms. It also enrich available
security solutions towards cognitive cryptography area. The idea of cognitive cryp-
tography is quite new and was described in [1], [2]. In general cognitive cryptography
is connected with application of personalized protocols and involvement of cognitive
abilities or perceptual procedures into the security protocols. It may be also connected
with authentication solutions based on CAPTCHA codes.

CAPTCHA codes are very popular in many application, and we can define several
approaches for creation of such codes. In the simplest solutions the main purpose is to
guarantee that we receive response from a human user, and not from computer systems
or bot. In more complex solutions we can also check the user, but it may be connected
with giving of very special accessing possibilities based on proper answers or gain
knowledge.

In general we can define five different categories of CAPTCHA codes like: text-
based, audio-based, image-based, motion-based, and hybrid solutions combining pre-
viously mentioned types [3, 4]. What makes CAPTCHA codes safe, is the difficulties of
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interpretation of some distortions, which can be introduced to text or image patterns.
The most common styles of distortions in visual CAPTCHA are shadows, outlines,
grains or noises, random outline degradation, stripes, double outlines, and geometrical
transformation like rotation, tilting, etc. [5].

In more advanced security authentication protocols it is possible to create codes
based on the perception capabilities, or the specific exert knowledge possessing by
particular user [6–8]. Such cognitive and knowledge-based solutions can be applied in
CAPTCHAs creation.

Traditional CAPTCHA allow only to authenticate persons and differentiate human
users from bots. But CAPTCHA codes can be also oriented on specific group of
participants, which possess specific expert knowledge, and can properly apply it during
authentication processes. Personally oriented technologies can play an important role in
Cloud applications or multi-level authentication [9, 10].

In this paper will be presented selected ideas of application of cognitive approaches
and expert knowledge for creation of CAPTCHA codes for security purposes. Such
solutions are very promising for developing advanced cryptographic technologies,
oriented for personal authentication, which can evaluate specific human knowledge,
expert information, or perception capabilities.

2 Cognitive Approaches for Security Solutions

As has been mentioned before, we can find some security solutions which use cognitive
abilities. Cognitive cryptographic protocols can join security solutions with perceptual
or personal features, what allow to create user related security applications. The most
popular of such solutions are personalized encryption keys, which can contain encoded
personal biometric features or other unique parameters.

Beside different types of biometric patterns we can also apply for security purposes
other personal characteristics like movement patterns, cognitive capabilities and
knowledge or experiences, which possess particular person. For example in multi-level
visual pattern sharing it is possible to set up different thresholds for data revealing, in
such manner that the lower one allow to reveal secret only for users with particular
knowledge or experiences, but the higher one for all other users. This means that such
threshold values can be evaluated in unique manner for particular user and only this
person can restore secret information based on his special perception abilities. For all
other users it will not be possible to restore data until they have more shares, which
allow to reveal the original information. Such protocols allow to create cognitive
cryptographic protocols [11], which enable taking any actions for participants who has
some specific abilities or knowledge.

Below will be described solutions oriented on multi-level authentication, as well as
using exert-knowledge for user authentication.
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3 Multi-level CAPTCHAs

In this section will be described an idea of using CATCHA codes for multi-level
authentication protocols. Figure 1 presents an example with multi-level CAPTCHA
answers depending on the division of source visual pattern. Depending on the image
division for particular parts it is possible to find different possible answers which may
be required sequentially during authentication procedures. When we consider only
biggest parts of this image it is possible to find only one answer (red rectangles). For
more detailed division it is also possible to find other possible solutions based on
yellow grid or green parts. Different parts selection may be required for different
participants, but it may be presented sequentially for only one user to deeply verify him
on several stages confirming his quick cognitive abilities [1, 12].

4 Expert Knowledge CAPTCHAs

As mentioned above there is also possible to create CAPTCHA codes based on very
specific information or expert knowledge from particular area. Verification procedure
using such knowledge-based CAPTCHAs can be performed in distributed computer
infrastructures with different accessing levels like hierarchical structures or Cloud

Fig. 1. Examples of visual CAPTCHA with multi-level answers. In the image presenting Coral
Sea are visible irregular red rectangles, and yellow and green grids. Verification question may be
in the form: On which part(s) do you see fish or sea creatures? Depending on the division for
particular different color parts it is possible to find different answers: two from three red
rectangles, four yellow parts or thirteen green parts. The question may also be connected with
creatures having particular color, size or another features.
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infrastructures where different authorized persons (expert in the field) try to gain access
to specific data [9].

In such knowledge-based verification procedures it is possible to gain access to data
or computer systems, after proper selection CAPTCHA parts, what allow to find correct
answer for expert question. Inappropriate selection of parts during verification can
prevent the access to data or requested services. In this solution, it is necessary to
correctly select the semantic combination of elements, which fulfil particular require-
ments or have a specific meaning. For example, we can select all or only a small
number of visual parts presenting specific information (or its part). Figure 2 presents an
example in which users can be verified with different combinations of correct answers
depending on the authorized question.

For presented in Fig. 2 parrots, we can try to find answers for different questions.
Answers can be connected with specific ornithological information. Possible question
can be connected with:

Fig. 2. Examples of visual CAPTCHA presenting different families of parrots (A – kakapo, B –

lovebird, C – rainbow lorikeet, D - kea).
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• The origin place of natural living: Africa (B), New Zealand (A, C, D), Australia (C).
• Environmental preferences: snow/mountain (D), hot climate/forest (A, B, C).
• Conservation status: least concern (B, C), endangered (D), critical endangered (A).

During verification procedures, it is possible to specify more complex answers,
which require expert knowledge or particular order in selection of correct parts.

Considering expert knowledge-based CAPTCHA, it is also possible to create a
verification procedure, with specific knowledge from different areas. It may be con-
nected with history, medicine, engineering and technology, art, earth sciences, military
etc. In Fig. 3 is presented an example of such solution, based on mineral visualization.

The meaning of such CAPTCHA can be different when using other visual content,
but for presented example the proper answer for authenticating users can be connected
with selection of images which show particular mineral, or mineral with particular
color, chemical formula, transparency, crystal system, occurrence in particular place
etc. The proper answer in such cases can be find only by people having experiences or
expert knowledge from this particular area.

Fig. 3. Examples of cognitive CAPTCHA which required geological knowledge. Presented
minerals: A – halite, B- chalcanthite, C- malachite, D - calcite
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5 Possible Applications of Cognitive CATCHAs

Described cognitive CAPTCHAs can be applied in verification or authorization pro-
cedures in Cloud Computing or hierarchical management structures. It can gain access
to secured data or distributed services, which require user authentication. Multi-level
CAPTCHAs allow to obtain access at different stages or levels, depending on the grants
and security preferences. For higher security it may be important to perform more
iteration of authorization procedure before giving accessing grants.

For distributed access can be used multilevel or knowledge-based cognitive
CAPTCHAs presented in this paper, with different possible answers generated for
various levels in management structure. Described CAPTCHAs based on expert
knowledge can be successfully used for such applications.

6 Conclusions

In this paper have been described new ideas for creation of cognitive CAPTCHA
solutions. Security of such procedures is based not only on difficulties in recognition of
letters or image features like in classic CAPTCHA codes, but especially on proper
interpreting the semantic meaning or having expert knowledge.

It was described an idea of advanced multi-level and knowledge-based CATCHAs,
which allow to verify specific and expert information during verification procedures.
Such solutions can be dedicated for groups of expert users having particular knowledge
or group of persons with high cognitive or perceptual skills.

Presented solutions can be applied for authentication protocols for data or services
shared in hierarchical structures with several layers, at which are exist different
accessing rules.
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Abstract. Cloud computing is infrastructure which provides services
to end users and increases the efficiency of the system. Fog comput-
ing is the extension of cloud computing which distributes load of cloud
servers on different fog servers and enhance the overall performance of
cloud. Smart Grid (SG) is the combination of traditional grid and infor-
mation,communication and technology. The purpose of integration of
cloud-fog based system and smart grid in this paper is to enhance the
energy management services. In this paper a four layered cloud-fog based
architecture is proposed to reduce the load of power requests. Three dif-
ferent load balancing algorithms: Round Robin (RR), Particle Swarm
Optimization (PSO) and Threshold Based Load Balancer (TBLB) are
used for efficient resource utilization. The service broker policies used
in this paper are: Dynamically Reconfigure with Load and Advanced
Service Proximity. While comparing the results on both broker policies
TBLB performs betters in term of Response Time (RT) and Processing
Time (PT). However, Trade-off is comparative in Cost, RT and PT.

Keywords: Cloud computing · Fog computing · Response time
Processing time · Smart grid · Micro grid · Round Robin
Particle swarm optimization · Threshold based load balancer

1 Introduction

In the modern era where the user comfort increases the energy consumption and
demand also increase. In order to manage the energy load an intelligent system is
needed. If the Information, Communication and Technology (ICT) are embedded
in Traditional Grid (TG) leads to Smart Grid (SG). In the SG concept of Micro
Grid (MG) is introduced. MG provides efficient energy utilization mechanism for
the end users. In the real world, SG provides various services to the user such as
electricity consumption details, details of per unit electricity consumption price
on both on-peak and off-peak hours etc. Demand Side Management (DSM) is
involved in the SG. DSM is the planning mechanism which controls the power
c© Springer Nature Switzerland AG 2019
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https://doi.org/10.1007/978-3-030-02607-3_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02607-3_16&domain=pdf


168 M. Rehman et al.

usage of the consumers [1] main mechanism of DSM is to encourage consumers
to use less power during the on-peak hours.

Cloud computing is the centralized system which provide shared server for
computation instead of distributed servers. As a service cloud provides: software
as a service (SaaS), Platform as a service (PaaS),and infrastructure as a service
(IaaS)[2]. Fog computing is the extension of cloud computing which enhance the
overall performance of the systems. Fog has direct interaction with the end users
and provides computation and storage service as cloud provided. With the help
of fog the Response Time (RT) and Processing Time (PT) minimize and overall
performance increases.

In this paper we proposed an integration model of SG with Cloud computing.
In the proposed model fog server received the electricity request from the end
users and transfer to MG. Service Broker Policy is responsible for the manage-
ment of request coming from the end users to fogs. In each fog virtual machines
(VM) are present. VMs are responsible for the request computations. In each fog
there is mechanism called as Virtual Machine Load Balancer (VMLB) is present.
VMLB distributes the load of fogs on different VMs and reduces the complexity
of fog servers.

1.1 Motivation

Cloud computing is rapidly growing environment due to their efficient services.
Fog computing is the extended version of cloud computing. It enhances the
overall performance and efficient throughput of the system. The main advantage
of fog based environment distributes the load of cloud and provides same ser-
vices. A systematic approach for managing the demand supply requests [3], the
authors introduce the systematic model to implement cloud computing environ-
ment is systematic way. When on the cloud the number of request increases it
will become complex task to handle load. To overcome this problem fog comput-
ing is introduced. The fog layer act as a middle layer between the consumers and
cloud server. This enhances the overall performance of the cloud system as well
as computational load is also divided [4]. As Authors in [5] proposed a cloud-fog
based system for only two buildings which covers limited users only. The Virtual
Machine load balancing algorithms are used for efficient resource management.
They have implemented the Round Robin (RR), Throttled and Particle Swarm
Optimization (PSO). In our proposed work six regions are considered. All six
regions are covering the whole world. One of the main advantage of our proposed
work is that it is not limited up to specific regions.

1.2 Our Contribution

In the proposed system the main objective is to covered the large area and pro-
vide the facility to multiple users. The six regions are considered in the proposed
scenario. Each region act as continent and covers 50 to 90 building with multiple
consumers. The contributions of this paper are:-
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• Six region are considers for better energy management of the entire world.
• Multiple buildings are considered as clusters. Clusters are directly connected

to the MGs. MGs are responsible for the energy management of the clusters.
• Cloud computing is integrated with fog computing to enhance the latency

and reliability of system.
• User request on the fog is handled by virtual machine. The Virtual Machine

is tested for three different VMs load balancing algorithms.
• The performance of the proposed algorithm is evaluated by simulations and

effectiveness is to be demonstrated by comparisons of results with RR and
Throttled load balancing Algorithm.

The paper is organized as follows. In Sect. 2 the literature review is described
with limitations. Section 3 contains the complete description of proposed system
model. In Sect. 4 simulation results and discussions are considered and the final
Sect. 5 contains the conclusion and future work.

2 Literature Review

In the fog computing,VMs are allocated for the load balancing. In the cloud and
fog different load balancing algorithms are used. The main objectives of these
VMs are to schedule the request and allocate the request coming from end user
to different VMs. Different heuristic service broker policies and load balancing
algorithms are proposed in literature. In [5], authors proposed a model for cloud
based environment for the SG. Authors proposed a particle swarm optimization
(PSO) algorithm for the load balancing. The results shows that PSO perform
better than other algorithms however, the limitation of this work is that pro-
posed work is for limited user. If the total number of end users increases the
result may change. In [6], Authors proposed a new service broker policy for load
balancing of multiple regions. The service broker policy is designed for the effi-
cient resource selection which leads to minimize RT and PT. The simulation is
done on cloud analyst. however, in this paper the proposed service broker policy
have not efficient results as compared to existing broker policies. In [3], a novel
approach for the cost minimization for cloud based infrastructure is designed.
Resource allocation on cloud is flexible. A modified priority approach for per-
formance optimization is described in the paper. The authors in [8] proposed a
meta heuristic load balancing algorithm for efficient resource management. The
comparison of the proposed algorithm shows the better result. This dynamic
load balancing algorithm is used for the multiple end users simultaneously. The
authors in [9] proposed a new service broker policy for the fog selection. The
selection of the fog based on the fuzzy logic. In [10], a renewable energy resources
integrated with MG for balancing the energy load. A model is proposed for SG
with fog environment. The proposed model is distributed geographically. The
distributed environment enhances the overall performance and reliability of the
SG. However, security of the fog server is still a challenge.

As the energy consumption increases, the complexity of SG also increases. To
handle the users request an intelligent system is needed. The integration of SG
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and cloud-fog based system enhance the performance in term of response time
and processing time. Inspiring from the related work, we proposed an efficient
system for enhancement of cloud services and SG.

3 Proposed System Model

In this section, we describe the basic architecture of the proposed four layer
system model. All the details about each layer are described in this section.
Moreover, load balancing algorithms are also discussed in this section.

In this paper, Integrated the cloud and fog environment. In January 2014
the CISCO introduced the concept of Fog computing. The basic concept behinds
integration of Fog and Cloud based environment is to reduce the load on cloud
server and improve the performance. The proposed model is layered architecture
which contains various fog servers and one cloud server. The end user layer is
cluster layer in which clusters are placed. Each Cluster contains multiple numbers
of buildings. In the building there are various apartments. At the second layer
MGs are placed which are responsible for the power supply to the clusters.
The third layer is called as fog layer which contains fog servers. Fog Servers are
connected with the MGs and with clusters also.The fourth layer is Cloud layer in
which cloud server, utility and cloud service providers are placed. Each of them is
connected with each other also there is connection with the Fog and cloud servers
as shown in Fig. 1. The communication is performed between all the layers. In
general called as the clusters communicate with the fog servers and all the fog
servers communicate with the cloud server. According to proposed environment
fog servers act as distributed computing servers and cloud computing server as
centralized computing server.

The centralized cloud servers provide their services to the end users through
fog. Each fog has direct connection with the cluster. Each cluster contains the
various buildings in a range from 50 to 90. In each building there are multiple
apartments. These buildings are the smart buildings in which controller are
placed. The main objective of the controller is it manages power demand and
supply. The Power requests are sent from the clusters to the to the fog via
controller. After getting power request from the clusters fog communicate with
the closest MG. MG provides response to the current request and provides the
electricity to the cluster. If the MG is not capable for power transmission then
the fog communicates with the cloud server for providing the closest MG for
fulfilling request of the respective customer.

In the proposed research work there are six region and each region repre-
senting the continent of the world. Three fog servers are located in each region.
These fogs are responsible for the response of the requests coming from the clus-
ters. MGs have direct connection with the fogs however; clusters are unable to
send the request directly to the fog servers. When fogs communicate with MG
for power supply to cluster in response the MGs send back acknowledgment
with their power level. Depending on the response fog servers decide which MG
provides the service to cluster.
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Fig. 1. Proposed System Model.

3.1 Load Balancing Algorithms

Load balancing is the key factor in the efficient utilization of the resources. In
fog the virtual machines are installed. These virtual machines have their own
processing memory, storage capacity.In these virtual machines the load balanc-
ing algorithms are installed [6]. On the basis of these algorithms the work load
is distributed to achieve minimum response time and processing time. The com-
parison of results depends upon the load balancing algorithms. Those algorithms
are RR, PSO and TBLB. The basic details of these algorithms are:-

3.1.1 Round Robin
RR algorithm is simple load balancer which allocates the request to the hosts
with respect of time. RR algorithm is used for balancing the load on virtual
machine by allocating multiple requests coming from the users.

3.1.2 Particle Swarm Optimization
PSO is the metaheuristic algorithm for the load balancing. The basic factor in the
PSO algorithms is population called as swarm and solutions called as particles.
The performance of the algorithms depends upon the local best position and
global best position. Each particle contains the special value called as fitness
value and through which it is calculated is fitness function. Velocity and position
of the particle is also defined in the algorithm. The request coming from the users
are allocated by using this algorithm.
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3.1.3 Proposed Algorithm
The proposed algorithm is threshold based load balancing algorithm. It contains
two threshold values upper and lower. It also contains the under loaded node
values and upper loaded node values. The virtual machines assigned according
to their virtual machine counts.If the count of the virtual machines are less then
Tupper then virtual machine allocated locally otherwise remote under process
is selected. The basic steps of proposed algorithm are described in Algorithm 1.

Algorithm 1. Threshold Based Load Balancer
1: Input:List of tasks,List of VM’S
2: Output: VM for task allocation
3: Initialize VmStateslist and VmCount Indextable
4: Set the values of threshold Tunder and Tupper
5: Intialize UnderLoaded and OverLoaded queues
6: Next VMAllocation();
7: Check VMState();
8: if (V mStates.Size >0) then
9: randVM=random(VmStates);

10: CountVM=VMCount(randVM);
11: if (CountVM = NULL) then
12: Count=1
13: else if (CountVM <Tupper) then
14: VmId=randVM
15: else if (UnderLoadedVM.Size >0) then
16: VmId=fetchUnderLoaded Node();
17: else
18: VmId=randVM;
19: OverLoadedNode.add(VmId);
20: end if
21: if (V mId == randVM) then
22: if (CountVM >1) then
23: Count++;
24: VmCount.update(Count);
25: else
26: VmCount.update();
27: end if
28: end if
29: else
30: allocateVM(VmId);
31: end if

3.2 Problem Formulation

In this research article the power load management consists of the following
components: set of regions, buildings, clusters, micro grids and the fog servers.
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C be the set of clusters of building C = {c1, c2, ..., cn}. In each cluster there are
multiple buildings. In the other words we called C as a combination of cluster.
Equation 2 contains the set of fogs and each fog act as a distributed server for
load management and request handling in the proposed research work.

F = {f1, f2, ...fk} (1)

Set of C is the total number of clusters varying from 1 to n and F contains
number of fogs varying from 1 to k. In the proposed research works fogs handles
the request dynamically. Each cluster contains the total number of building
ranging from 1 to 90.

ci =
90∑

i=1

Bi (2)

The set of T Tasks can be formulated as T = {T1, T2, ..., Tm}. The virtual
machines involved in the simulations of the proposed algorithm are to be formu-
lated.

V M = {vm1, vm2, ..., vml} (3)

The mathematical formulation of the proposed algorithm is to be showed in such
a manner that if the total number of requests coming from the clusters to fogs
are below the threshold value then it is consider as T under queue and if its
exceeds then automatically it is consider as Tupper parameter. This phenomena
is used in the load balancing of the proposed research work. Avm is the state of
virtual machine whether it is available or not.

Avm =

{
if Rf

c < 50 Tunder

else Rf
c > 50 Tupper

(4)

The objective function of the proposed research work is to minimized the pro-
cessing time and response time.

Kminimize =
m∑

j=1

n∑

i=1

(
RT ∗ Pij ∗ Delay

)
(5)

3.2.1 Processing Time
Processing time is calculated using the Eq. 7. In which Ai is the task assigned
to each of the request coming from cluster to the fog. Pij is the processing time
which is to be calculated using the following parameters:-

• Length of the task assigned.
• Capacity of the virtual machines to handle the requests.

PT =
N∑

i=1

M∑

j=1

(Pij ∗ Ai) (6)
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3.2.2 Response Time
The total time taken by the fog for receiving the requests from the clusters in
which there are multiple number of buildings are presented and the time when
the communication begins is also noted by the fog server. Delay time is the
third parameter involved in the simulation. These are performance parameters
in which we called delay time as the time after receiving the request by the fog.

RT = Finishtime + Delaytime − Arrivaltime (7)

3.2.3 Cost
Cost is the very important factor consider is the cloud computing. For over
proposed Scenario the total cost is the combination of data transfer cost, virtual
machine cost and the micro grid cost. The total cost is mentioned is the Eq. 9.

CostTot = CostDT + CostMG + CostVM (8)

VM cost is calculated by using the Eq. 10. According to this equation the virtual
machine cost is calculated by subtracting the virtual machine initial execution
time from the final virtual machine execution time and multiplied by the constant
factor U. Data Transfer cost is shown in the below equation In which β act as
constant and its values is according to per gigabyte transfer cost.

CostVM =
N∑

i=1

(V MInitialT ime − V MFinalT ime) ∗ U (9)

CostDT =
Ttotal

Dataused ∗ β
(10)

3.3 Service Broker Policies

A service broker policy is the set of rules which decides which fog is responsible
for the request response coming from cluster layer [7]. The broker routes the
coming request to the fog by using set of rules. Server broker policy also enhances
the fog processing time. The broker policies involved in proposed scenario are
discussed below:-

3.3.1 Dynamically Reconfigure with Load
In this service broker policy the closest fog is selected for getting the user request.
The fog which has minimum latency and best processing time is to be selected.
This broker policy also depends on the load of the Virtual machines. This broker
policy contain the index of all virtual machines with minimum response time.

3.3.2 Advanced Service Proximity
The broker policy is the extended version of service proximity broker policy. The
request is allocated on the fog on the basis of minimum latency and traffic load
on fog. When all the fog already has heavy load the virtual machines on closest
fog is selected for fast response.
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4 Simulation Results and Discussions

For the simulation of the proposed system the six regions are considered. Six
regions are considered as six continents of the world. The region ids are assigned
according to the energy consumption of each region. In each cluster there are
buildings ranging from 50 to 90 and every building have multiple apartments.
The simulation perform is for the whole day(24 h). Cost (VM Cost, MG Cost,
data transfer cost ) fog processing time, response time these parameters are
considered. For simulation, service broker policies are also considered these are:
Dynamically Reconfigure with Load and Advanced Service Proximity. The load
balancing algorithms for efficient resource utilization are RR, PSO and TBLB.
The regions with their regions ids are shown in Table 1:-

Table 1. Region information

Region ids Regions name

0 Asia

1 Europe

2 South America

3 North America

4 Africa

5 Oceania

In each region there are three fogs which are connected with three clusters. All
the fogs are directly connected with the cloud servers. The cloud is responsible
for MG availability and permanent storage of the data. In each fog the virtual
machines are present which enhance the overall capability of the fog servers. In
this section the result of the proposed algorithm is compared with the other two
algorithms and the results are shown on the basis of server broker policies.

4.1 Dynamically Reconfigure with Load

Response time is the total time taken to complete the request sending from
the clusters to the fog and respond from fog to cluster. Processing time is the
time to complete the specific task. The comparison of RT and PT using the
dynamically reconfigure broker policy are shown in Table 2. The processing time
and response time of the proposed algorithm TBLB is optimized as respect to
other. On the basis of these three algorithms the processing time and response
time are compared.

4.2 Advanced Service Proximity

The request coming from the user end is allocated to the fog on basis of minimum
latency and traffic load on fog. The comparison of results with Advanced Service
Proximity broker policy is shown in Table 2.
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Table 2. Result comparison with respect to response time and processing time

Algorithms Dynamically reconfigure Advance service proximity

Avg(ms) Min(ms) Max(ms) Avg(ms) Min(ms) Max(ms)

RR RT 92.16 37.97 156294.24 92.16 37.97 156294.24

PT 41.95 0.07 156239.21 41.95 0.07 156239.21

PSO RT 122.66 38.17 221652.43 122.66 38.17 221652.43

PT 71.92 0.20 221607.56 71.92 0.20 221607.56

TBLB RT 65.21 37.47 98114.59 65.21 37.47 98114.59

PT 15.07 0.06 98062.51 15.07 0.06 98062.51

5 Result Comparison

The average response time of the clusters of the proposed system with respect to
broker policy dynamic reconfigure with load is shown in Fig. 2(a). In the Fig. 2

Fig. 2. Response time and processing time comparison of PSO, RR and threshold using
reconfigure dynamically broker policy.
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Fig. 3. Response time and processing time comparison of PSO, RR and threshold using
advance service proximity.

the TBLB have optimal response time with respect to other two algorithms in
our proposed scenario. The Fig. 2(b) below shows the processing time of the fog
servers with dynamic service broker policy. Figure 3 described the response time
of clusters and the processing time of fogs by using advanced service proximity.

In the Fig. 3 the fog response time of threshold based algorithm is minimum as
compare to other algorithms.However from the comparison analysis we conclude
that our proposed algorithm have optimal processing time and processing time
using both Broker policies.

5.1 Cost Comparison

Comparison of virtual machine cost, MG cost, and data transfer cost with
advance service proximity policy and reconfigure dynamically is shown in Table 3.
There is trade-off between the response time, processing time and cost. For our
proposed algorithm the cost is high. In the Fig. 4 for cost is shown using both
broker policies:-
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Table 3. Cost comparison using both broker policies.

Algorithms Reconfigure dynamically Advance service proximity

VM cost $ MG cost $ DT cost $ Total $ VM cost $ MG cost $ DT cost $ Total $

RR 3457.52 3734.14 233.38 7425.87 3760.15 3734.14 233.38 7727.68

PSO 3457.52 3734.14 233.38 7425.05 3759.66 3734.14 233.38 233.38

TBLB 3458.27 3734.14 233.38 7425.87 3759.80 3734.14 233.80 233.80

Fig. 4. Comparison between cost of algorithm using both broker policies.

The total cost is compute for each fog server for both two broker policies. For
these two broker policies the MG cost and data transfer cost are same but virtual
machine cost varies. The virtual machine cost of the proposed algorithm is high
as compared to other algorithms. From the above analysis, we conclude that
the response time of clusters and processing time are optimized using proposed
algorithm by cost increased with proposed algorithm.

6 Conclusion and Future Work

In this paper an integrated cloud and fog model is proposed which contains multi-
ple end users. Six regions are considered. Each region represents the continent of
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the world. The main objective of this research work is to manage the energy
requirement of the consumers. The proposed model consists of four layered
architecture. Three different load balancing algorithms are used: Round Robin
(RR), Particle Swarm Optimization (PSO) and Threshold Based Load Balancer
(TBLB).Service Broker Policies used in this paper are : Dynamic Reconfigure
With Load, Advance Service Proximity. The simulation of this research work is
done on Eclipse using Cloud Analyst. With both broker policies our proposed
load balancing algorithm TBLB performs better comparatively. However, Trade-
off occur between the RT, PT and cost. In the future we will study about the
security issues of data transferred from end users to fog servers. The connection
establishment between cluster and fog will have some authentication mechanism.
This will reduce the security risk of cloud-fog architecture.
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Abstract. In this work, we present a distributed event-based aware-
ness approach for P2P groupware systems. The awareness of collabora-
tion will be achieved by using primitive operations and services that are
integrated into the P2P middleware.We propose an abstract model for
achieving these requirements and we discuss how this model can support
awareness of collaboration in mobile teams. In this paper, we present
a fuzzy-based system for improving peer coordination quality according
to four parameters. We consider Peer Communication Cost (PCC) as a
new parameter This model will be implemented in MobilePeerDroid sys-
tem to give more realistic view of the collaborative activity and better
decisions for the groupwork, while encouraging peers to increase their
reliability in order to support awareness of collaboration in MobilePeer-
Droid Mobile System. We evaluated the performance of proposed system
by computer simulations. From the simulations results, we conclude that
when AA, SCT, GS values are increased, the peer coordination quality
is increased, but when PCC is increased, the peer coordination quality
is decreased.

1 Introduction

Peer to Peer technologies has been among most disruptive technologies after
Internet. Indeed, the emergence of the P2P technologies changed drastically the
concepts, paradigms and protocols of sharing and communication in large scale
distributed systems. The nature of the sharing and the direct communication
among peers in the system, being these machines or people, makes possible to
overcome the limitations of the flat communications through email, newsgroups
and other forum-based communication forms [1–5].

The usefulness of P2P technologies on one hand has been shown for the
development of stand alone applications. On the other hand, P2P technolo-
gies, paradigms and protocols have penetrated other large scale distributed sys-
tems such as Mobile Ad hoc Networks (MANETs), Groupware systems, Mobile
c© Springer Nature Switzerland AG 2019
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Systems to achieve efficient sharing, communication, coordination, replication,
awareness and synchronization. In fact, for every new form of Internet-based
distributed systems, we are seeing how P2P concepts and paradigms again play
an important role to enhance the efficiency and effectiveness of such systems or
to enhance information sharing and online collaborative activities of groups of
people. We briefly introduce below some common application scenarios that can
benefit from P2P communications.

Awareness is a key feature of groupware systems. In its simplest terms, aware-
ness can be defined as the system’s ability to notify the members of a group of
changes occurring in the group’s workspace. Awareness systems for online col-
laborative work have been proposed since in early stages of Web technology.
Such proposals started by approaching workspace awareness, aiming to inform
users about changes occurring in the shared workspace. More recently, research
has focussed on using new paradigms, such as P2P systems, to achieve fully
decentralized, ubiquitous groupware systems and awareness in such systems. In
P2P groupware systems group processes may be more efficient because peers can
be aware of the status of other peers in the group, and can interact directly and
share resources with peers in order to provide additional scaffolding or social
support. Moreover, P2P systems are pervasive and ubiquitous in nature, thus
enabling contextualized awareness.

Fuzzy Logic (FL) is the logic underlying modes of reasoning which are approx-
imate rather then exact. The importance of FL derives from the fact that most
modes of human reasoning and especially common sense reasoning are approx-
imate in nature [6]. FL uses linguistic variables to describe the control param-
eters. By using relatively simple linguistic expressions it is possible to describe
and grasp very complex problems. A very important property of the linguistic
variables is the capability of describing imprecise parameters.

The concept of a fuzzy set deals with the representation of classes whose
boundaries are not determined. It uses a characteristic function, taking values
usually in the interval [0, 1]. The fuzzy sets are used for representing linguistic
labels. This can be viewed as expressing an uncertainty about the clear-cut
meaning of the label. But important point is that the valuation set is supposed
to be common to the various linguistic labels that are involved in the given
problem.

The fuzzy set theory uses the membership function to encode a preference
among the possible interpretations of the corresponding label. A fuzzy set can be
defined by exemplification, ranking elements according to their typicality with
respect to the concept underlying the fuzzy set [7].

In this paper, we propose a fuzzy-based system for MobilePeerDroid sys-
tem considering four parameters: Activity Awareness (AA), Sustained Commu-
nication Time (SCT), Group Synchronization (GS) and Peer Communication
Cost (PCC) to decide the Peer Coordination Quality (PCQ). We evaluated the
proposed system by simulations.
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Fig. 1. Super-peer P2P group network.

The structure of this paper is as follows. In Sect. 2, we introduce the group
activity awareness model. In Sect. 3, we introduce FL used for control. In Sect. 4,
we present the proposed fuzzy-based system. In Sect. 5, we discuss the simulation
results. Finally, conclusions and future work are given in Sect. 6.

2 Group Activity Awareness Model

The awareness model considered here focuses on supporting group activities so
to accomplish a common group project, although it can also be used in a broader
scope of teamwork [8–14]. The main building blocks of our model (see also [15,16]
in the context of web-based groupware) are described below.

Activity awareness: Activity awareness refers to awareness information about
the project-related activities of group members. Project-based work is one of the
most common methods of group working. Activity awareness aims to provide
information about progress on the accomplishment of tasks by both individuals
and the group as a whole. It comprises knowing about actions taken by members
of the group according to the project schedule, and synchronization of activities
with the project schedule. Activity awareness should therefore enable members
to know about recent and past actions on the project’s work by the group. As
part of activity awareness, we also consider information on group artifacts such
as documents and actions upon them (uploads, downloads, modifications, read-
ing). Activity awareness is one of most important, and most complex, types of
awareness. As well as the direct link to monitoring a group’s progress on the
work relating to a project, it also supports group communication and coordina-
tion processes.

Process awareness: In project-based work, a project typically requires the
enactment of a workflow. In such a case, the objective of the awareness is to
track the state of the workflow and to inform users accordingly. We term this
process awareness. The workflow is defined through a set of tasks and precedence
relationships relating to their order of completion. Process awareness targets
the information flow of the project, providing individuals and the group with a
partial view (what they are each doing individually) and a complete view (what
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they are doing as a group), thus enabling the identification of past, current and
next states of the workflow in order to move the collaboration process forward.

Communication awareness: Another type of awareness considered in this
work is that of communication awareness. We consider awareness information
relating to message exchange, and synchronous and asynchronous discussion
forums. The first is intended to support awareness of peer-to-peer communica-
tion (when some peer wants to establish a direct communication with another
peer); the second is aimed at supporting awareness about chat room creation
and lifetime (so that other peers can be aware of, and possibly eventually join,
the chat room); the third refers to awareness of new messages posted at the
discussion forum, replies, etc.

Availability awareness: Availability awareness is useful for provide individuals
and the group with information on members’ and resources’ availability. The
former is necessary for establishing synchronous collaboration either in peer-to-
peer mode or (sub)group mode. The later is useful for supporting members’ tasks
requiring available resources (e.g. a machine for running a software program).
Groupware applications usually monitor availability of group members by simply
looking at group workspaces. However, availability awareness encompasses not
only knowing who is in the workspace at any given moment but also who is
available when, via members’ profiles (which include also personal calendars) and
information explicitly provided by members. In the case of resources, awareness
is achieved via the schedules of resources. Thus, both explicit and implicit forms
of gathering availability awareness information should be supported.

3 Application of Fuzzy Logic for Control

The ability of fuzzy sets and possibility theory to model gradual properties or
soft constraints whose satisfaction is matter of degree, as well as information
pervaded with imprecision and uncertainty, makes them useful in a great variety
of applications [17–23].

The most popular area of application is Fuzzy Control (FC), since the appear-
ance, especially in Japan, of industrial applications in domestic appliances, pro-
cess control, and automotive systems, among many other fields.

In the FC systems, expert knowledge is encoded in the form of fuzzy rules,
which describe recommended actions for different classes of situations repre-
sented by fuzzy sets.

In fact, any kind of control law can be modeled by the FC methodology,
provided that this law is expressible in terms of “if ... then ...” rules, just like
in the case of expert systems. However, FL diverges from the standard expert
system approach by providing an interpolation mechanism from several rules. In
the contents of complex processes, it may turn out to be more practical to get
knowledge from an expert operator than to calculate an optimal control, due to
modeling costs or because a model is out of reach.

A concept that plays a central role in the application of FL is that of a
linguistic variable. The linguistic variables may be viewed as a form of data
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compression. One linguistic variable may represent many numerical variables. It
is suggestive to refer to this form of data compression as granulation.

The same effect can be achieved by conventional quantization, but in the
case of quantization, the values are intervals, whereas in the case of granula-
tion the values are overlapping fuzzy sets. The advantages of granulation over
quantization are as follows:

• it is more general;
• it mimics the way in which humans interpret linguistic values;
• the transition from one linguistic value to a contiguous linguistic value is

gradual rather than abrupt, resulting in continuity and robustness.

FC describes the algorithm for process control as a fuzzy relation between
information about the conditions of the process to be controlled, x and y, and
the output for the process z. The control algorithm is given in “if ... then ...”
expression, such as:

If x is small and y is big, then z is medium;
If x is big and y is medium, then z is big.

These rules are called FC rules. The “if” clause of the rules is called the
antecedent and the “then” clause is called consequent. In general, variables x
and y are called the input and z the output. The “small” and “big” are fuzzy
values for x and y, and they are expressed by fuzzy sets.

Fuzzy controllers are constructed of groups of these FC rules, and when an
actual input is given, the output is calculated by means of fuzzy inference.

4 Proposed Fuzzy-based System

The P2P group-based model considered is that of a superpeer model as show
in Fig. 1. In this model, the P2P network is fragmented into several disjoint
peergroups (see Fig. 2). The peers of each peergroup are connected to a single
superpeer. There is frequent local communication between peers in a peergroup,
and less frequent global communication between superpeers.

To complete a certain task in P2P mobile collaborative team work, peers
often have to in teract with unknown peers. Thus, it is important that group
members must select reliable peers to interact.

In this work, we consider four parameters: Activity Awareness (AA), Sus-
tained Communication Time (SCT), Group Synchronization (GS) and Peer
Communication Cost (PCC) to decide the Peer Coordination Quality (PCQ).
The structure of this system called Fuzzy-based Peer Coordination Quality Sys-
tem (FPCQS) is shown in Fig. 3. These four parameters are fuzzified using fuzzy
system, and based on the decision of fuzzy system the peer coordination quality
is calculated. The membership functions for our system are shown in Fig. 4. In
Table 1, we show the Fuzzy Rule Base (FRB) of our proposed system, which
consists of 108 rules.
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Fig. 2. P2P group-based model.

Fig. 3. Proposed system of stucture.

The input parameters for FPCQS are: AA, SCT, GS and PCC. The output
linguistic parameter is PCQ. The term sets of AA, SCT, GS and PCC are defined
respectively as:

AA = {Bad, Normal, Good}
= {B, N, G};

SCT = {V ery Short, Short, Long, V ery Long}
= {V S, S, L, V L};
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GS = {Bad, Normal, Good}
= {Ba, Nor, Go};

PCC = {Low, Middle, High}
= {Lo, Mi, Hi}.

and the term set for the output PCQ is defined as:

Fig. 4. Membership functions.
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Table 1. FRB.

Rule AA SCT GS PCC PCQ Rule AA SCT GS PCC PCQ Rule AA SCT GS PCC PCQ

1 B VS Ba Lo BD 37 N VS Ba Lo BD 73 G VS Ba Lo MG

2 B VS Ba Mi EB 38 N VS Ba Mi EB 74 G VS Ba Mi BD

3 B VS Ba Hi EB 39 N VS Ba Hi EB 75 G VS Ba Hi EB

4 B VS Nor Lo MG 40 N VS Nor Lo PG 76 G VS Nor Lo G

5 B VS Nor Mi EB 41 N VS Nor Mi BD 77 G VS Nor Mi MG

6 B VS Nor Hi EB 42 N VS Nor Hi EB 78 G VS Nor Hi BD

7 B VS Go Lo PG 43 N VS Go Lo G 79 G VS Go Lo VG

8 B VS Go Mi BD 44 N VS Go Mi MG 80 G VS Go Mi PG

9 B VS Go Hi EB 45 N VS Go Hi BD 81 G VS Go Hi MG

10 B S Ba Lo BD 46 N S Ba Lo MG 82 G S Ba Lo PG

11 B S Ba Mi EB 47 N S Ba Mi BD 83 G S Ba Mi MG

12 B S Ba Hi EB 48 N S Ba Hi EB 84 G S Ba Hi BD

13 B S Nor Lo PG 49 N S Nor Lo G 85 G S Nor Lo G

14 B S Nor Mi BD 50 N S Nor Mi MG 86 G S Nor Mi PG

15 B S Nor Hi EB 51 N S Nor Hi BD 87 G S Nor Hi MG

16 B S Go Lo G 52 N S Go Lo VG 88 G S Go Lo VG

17 B S Go Mi MG 53 N S Go Mi PG 89 G S Go Mi G

18 B S Go Hi BD 54 N S Go Hi MG 90 G S Go Hi PG

19 B L Ba Lo MG 55 N L Ba Lo PG 91 G L Ba Lo G

20 B L Ba Mi BD 56 N L Ba Mi MG 92 G L Ba Mi PG

21 B L Ba Hi EB 57 N L Ba Hi BD 93 G L Ba Hi BD

22 B L Nor Lo G 58 N L Nor Lo G 94 G L Nor Lo VG

23 B L Nor Mi MG 59 N L Nor Mi PG 95 G L Nor Mi G

24 B L Nor Hi BD 60 N L Nor Hi MG 96 G L Nor Hi PG

25 B L Go Lo VG 61 N L Go Lo VG 97 G L Go Lo VVG

26 B L Go Mi PG 62 N L Go Mi G 98 G L Go Mi VG

27 B L Go Hi MG 63 N L Go Hi PG 99 G L Go Hi G

28 B VL Ba Lo PG 64 N VL Ba Lo G 100 G VL Ba Lo VG

29 B VL Ba Mi MG 65 N VL Ba Mi PG 101 G VL Ba Mi G

30 B VL Ba Hi BD 66 N VL Ba Hi BD 102 G VL Ba Hi MG

31 B VL Nor Lo G 67 N VL Nor Lo VG 103 G VL Nor Lo VVG

32 B VL Nor Mi PG 68 N VL Nor Mi G 104 G VL Nor Mi VG

33 B VL Nor Hi MG 69 N VL Nor Hi PG 105 G VL Nor Hi G

34 B VL Go Lo VG 70 N VL Go Lo VVG 106 G VL Go Lo VVG

35 B VL Go Mi G 71 N VL Go Mi VG 107 G VL Go Mi VVG

36 B VL Go Hi PG 72 N VL Go Hi G 108 G VL Go Hi VG

PCQ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

Extremely Bad
Bad

Minimally Good
Partially Good

Good
V ery Good

V ery V ery Good

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

EB
BD
MG
PG
G
V G
V V G

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠



188 Y. Liu et al.

5 Simulation Results

In this section, we present the simulation results for our FPCQS system. In our
system, we decided the number of term sets by carrying out many simulations.

From Figs. 5, 6 and 7, we show the relation between AA, GS, SCT, PCC and
PCQ. In these simulations, we consider the GS and PCC as constant parameters.
In Fig. 5, we consider the PCC value 10 units. We change the GS value from 10
to 90 units. When the GS increases, the PCQ is increased. Also, when the SCT
and AA are high, the PCQ is high. In Figs. 6 and 7, we increase the PCC values
to 50 and 90 units, respectively. We see that, when the PCC increases, the PCQ
is decreased.

Fig. 5. Relation of PCQ with AA and SCT for different GS when PCC = 10.
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Fig. 6. Relation of PCQ with AA and SCT for different GS when PCC = 50.

6 Conclusions and Future Work

In this paper, we proposed a fuzzy-based system to decide the PCQ. We took
into consideration four parameters: AA, SCT, GS and PCC. We evaluated the
performance of proposed system by computer simulations. From the simulations
results, we conclude that when AA, SCT and GS are increased, the PCQ is
increased. But, by increasing PCC, the PCQ is decreased. In [24], we took into
consideration three parameters: AA, SCT and GS. In this paper, we add PCC as
a new parameter. Comparing the complexity, by adding PCC makes the system
more complex than the system with three input parameters, but the proposed
system can choose more reliable peers with good peer coordination quality in
MobilePeerdroid system.

In the future, we would like to make extensive simulations to evaluate the
proposed systems and compare the performance with other systems.
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Fig. 7. Relation of PCQ with AA and SCT for different GS when PCC = 90.
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Abstract. Proxy re-encryption acts an important role in secure data
sharing in cloud storage. There are many variants of proxy re-encryption
until now, in this paper we focus on the timed-realise conditional proxy
broadcast re-encryption. In this primitive, if and only the condition and
time satisfied the requirement, the proxy can re-encrypt the delega-
tor(broadcast encryption set)’s ciphertext to be the delegatee(another
broadcast encryption set)’s ciphertext. Chosen cipertext security (CCA-
security) is an important security notion for encryption scheme. In the
security model of CCA-security, the adversary can query the decryp-
tion oracle to get help, with the only restriction the challenge ciphertext
can not be queried to the decryption oracle. For CCA-security of time-
realised conditional proxy broadcast re-encryption, the situation is more
complicated for this time the adversary can not only get the decryp-
tion oracle of normal ciphertext but also the decryption oracle of the
re-encrypted ciphertext and the re-encrypted key generation oracle. In
2013, Liang et al. proposed a CCA-secure time-realised conditional proxy
broadcast re-encryption scheme, in this paper, we show their proposal
is not CCA-secure in the security model of CCA-secure time-realised
conditional proxy broadcast re-encryption.

1 Introduction

Nowadays more and more people prefer to outsource their data to the cloud
servers. How to ensure the security of cloud storage is a very challenge prob-
lem. Especially how to secure share the cloud data is critical for cloud storage.
c© Springer Nature Switzerland AG 2019
F. Xhafa et al. (Eds.): 3PGCIC 2018, LNDECT 24, pp. 192–198, 2019.
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The concept of proxy re-encryption (PRE) which introduced by In 1998, Blaze,
Bleumer and Strauss [1] can be used to solve this challenge problem. In PRE,
a semi-trusted proxy can transform a ciphertext for Alice into another cipher-
text that Bob can decrypt without knowing the corresponding plaintext. There
are many variants of proxy re-encryption until now, in this paper we focus on
the time-realised conditional proxy broadcast re-encryption, which is a variant of
proxy broadcast re-encryption [6]. In this primitive, if and only the condition and
time satisfied the requirement, the proxy can re-encrypt the delegator(broadcast
encryption set)’s ciphertext to be the delegatee(another broadcast encryption
set)’s ciphertext.

PRE schemes have many applications such as, simplification of key distribu-
tion [1], key escrow [2], distributed file systems [3,4], multicast [5], anonymous
communication [7], DFA-based FPRE system [8], and cloud computation [9,10].
Recently, the cloud storage system has become more and more popular in busi-
ness as it allows enterprises to rent the cloud SaaS service to build storage system
with less costs and maintenance efforts [11–14]. In 2013, Liang et al. [16] proposed
a CCA-secure timed-realise conditional proxy broadcast re-encryption scheme.
Chosen cipertext security (CCA-security) is an important security notion for
encryption scheme. In the security model of CCA-security, the adversary can
query the decryption oracle to get help, with the only restriction the challenge
ciphertext can not be queried to the decryption oracle. CCA security is not
easy for proxy re-encryption, there are many interesting work [17–22]. For CCA-
security of time-realised conditional proxy broadcast re-encryption, the situation
is more complicated for this time the adversary can not only get the decryption
oracle of normal ciphertext but also the decryption oracle of the re-encrypted
ciphertext and the re-encrypted key generation oracle. In this paper, we show
their proposal is not CCA-secure in the security model of CCA-secure time-
realised conditional proxy broadcast re-encryption.

We organize our paper as following. In Sect. 2, we review of Liang et al.’s
proposal, then we give our attack in Sect. 3. In the last section we conclude our
paper.

2 Review of Liang et al.’s Construction

1. Setup(1λ, n). Let c ∈ {0, 1}∗ be a condition and RT ∈ {0, 1}λ be a release
time. Choose γ, r̄ ∈R Z∗

q , three generators g, g′ ∈ G1, h ∈ G2 and hash
functions: H0 : {0, 1}2λ → Z∗

q , H1 : {0, 1}∗ → Z∗
q , H2 : GT → {0, 1}2λ, H3 :

{0, 1}∗ → G1, H4 : {0, 1}∗ → G1, H5 : {0, 1}λ → Z∗
q , H6 : {0, 1}∗ → G1, H7 :

{0, 1}λ → G1, H8 : GT ′ → {0, 1}2λ, H9 : {0, 1}4λ → Z∗
q , H10 : {0, 1}2λ →

{0, 1}2λ. The master secret key is msk = (g′, γ), the public key is param =
(g, h,w, v, hγ , · · · , hγn

,H0,H1,H2,H3,H4,H5,H6,H7,H8,H9,H10, TP ), and
the secret key of time server is skTS = r̄, where w = g′γ , v = e(g′, h) and
TP = gr̄, Hereafter let s and s′ be two maximum numbers of receivers in two
identity sets S and S̄, respectively, where s ≤ n, s′ ≤ n.
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2. KeyGen(msk, ID). Given msk = (g′, γ) and an identity ID, output the secret
key skID = g

′ 1
γ+H1(ID) .

3. TS(skTS , RT ). Given skTS and a release time RT , output a timed-release key
τ = H7(RT )r̄.

4. Enc(S, c,RT,m). Choose α ∈R {0, 1}λ, σ ∈R {0, 1}2λ, compute k = H0(m,α),
set

C1 = w−k, C2 = hk
∏s

i=1(γ+H1(IDi)), C3 = (m||α) ⊕ H2(e(g′, h)k),

C̄3 = C3 ⊕ H10(σ), C4 = H3(c, S,RT )k, C5 = H4(C1, C̄3, C4, C6, C7)k,

C6 = gk̄, C7 = σ ⊕ H8(ē(H7(RT ), TP )k̄)

and output C = (RT,C1, C2, C̄3, C4, C5, C6, C7), where k̄ = H9(σ,C3), IDi ∈
S, m ∈ {0, 1}λ.

5. ReKeyGen(IDi, skIDi
, S, S̄, c, RT ). Choose ρ ∈ Z∗

q , {theta, α′} ∈ {0, 1}λ,

compute k′ = H0(θ, α′), rk0 = sk
H5(θ)
IDi

· (H3(c, S,RT )ρ), rk1 = w−k′
,

rk2 = hk′ ∏s′
i=1′ (γ+H1( ¯IDi′ )), rk3 = (θ||α′) ⊕ H2(e(g′, h)k′

), rk4 =
H6(RT, c, rk1, rk2, rk3)k′

, rk5 = hρ
∏s

i=1(γ+H1( ¯IDi)), and output the re-
encryption key rkIDi→S̄|RT,c = (rk0, rk1, rk2, rk3, rk4, rk5), where IDi ∈
S, ¯IDi′ ∈ S̄.

6. ReEnc(rkIDi→S̄|RT,c, IDi, S, S̄, c, RT,C).
a. Verify the validity of original ciphertext C

e(w−1, C2)
?= e(C1, h

∏s
i=1(γ+H1(IDi)), (1)

ē(w−1, C4)
?= ē(C1,H3(c, S,RT )), (2)

ē(w−1, C5)
?= ē(C1,H4(C1, C̄3, C4, C6, C7)), IDi

?∈ S (3)

If Eq. (1) does not hold, output ⊥, otherwise, proceed.
b. Compute C ′

2 = e(rk0,C2)
e(C4,rk5)

, output CR = (RT,C1, C
′
2, C̄3, C4, C6, C7, rk1,

rk2, rk3, rk4).
7. Dec(skIDi

, IDi, S, c, RT,C, τ).
a. Verify Eq. (1). If the equation does not hold, output ⊥. Otherwise, pro-

ceed.
b. Compute σ = C7 ⊕ H8(ē(τ, C6)), C3 = C̄3 ⊕ H10(σ), e(g′, h)k =

(e(C1, h
Bi,s(γ))e(skIDi

, C2))β , and m||α = C3 ⊕ H2(e(g′, h)k), where
β = 1∏s

j=1,j �=i H1(IDj)
, and Bi,s(γ) = 1

γ · (
∏s

j=1,j �=i(γ + H1(IDj)) −
∏s

j=1,j �=i(H1(IDj)), if C6 = gH9(σ,C3) and C1 = w−H0(m,α), output m,
otherwise, output ⊥.

8. DecR(sk ¯ID′
i
, IDi, ¯ID′

i, S, S̄, c, RT,CR, τ).

a. Compute e(g′, h)k′
= e(rk1, hBi′,S′ (γ))e(sk ¯IDi′ , rk2)

β′
, and θ||α′ = rk3 ⊕

H2(e(g′, h)k′
), where β′ = 1

∏s′
j′=1,j′ �=i′ H1( ¯IDj′ )

and BS(i′,s′(γ)) = 1
γ ·

(
∏s

j′=1,j′ �=i′(γ + H1( ¯IDj′)) − ∏s
j′=1,j′ �=i′ H1( ¯IDj′)).
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b. Verify
rk1 = ω−H0(θ,α′), rk2 = hH0(θ,α′)·∏s′

i′=1(γ+H1( ¯IDi′ ))

rk4 = H6(RT, c, rk1, rk2, rk3)H0(θ,α′), ¯IDi′ ∈ S̄

If Eq. (2) does not hold, output ⊥, otherwise proceed.
c. Compute δ = C7 ⊕ H8(ē(τ, C6)) and C3 = C̄3 ⊕ H10(δ). If IDi ∈ S, com-

pute M = (e(C1, h
Bi,s(γ))((C ′

2)
H5(θ)

−1
)β , m||α = C3 ⊕ H2(M), where

β = 1∏s
j=1,j �=i H1(IDj)

, and Bi,s(γ) = 1
γ · (

∏s
j=1,j �=i(γ + H1(IDj)) −

∏s
j=1,j �=i(H1(IDj)). If C1 = ω−H0(m,α), C4 = H3(c, S,RT )H0(m,α), and

C6 = gH9(δ,C3), output m, otherwise output ⊥.

3 Our Attack

Our attack is inspired by the following observation: the re-encryption key is
generated by using the delegator’s private key skIDi

, and any delegatee and the
proxy can collude to derive the partial private key related with skIDi

, which can
be used to decrypt the challenge ciphertext. Thus the adversary can exploit this
to launch an attack as following:

1. Assume the challenge identity set, condition and release time is (S∗, c∗, RT ∗),
the challenge ciphertext is c∗. Concretely, it can be

C1 = w−k, C2 = hk
∏s

i=1(γ+H1(IDi)), C3 = (m||α) ⊕ H2(e(g′, h)k),

C̄3 = C3 ⊕ H10(σ), C4 = H3(c∗, S∗, RT ∗)k, C5 = H4(C1, C̄3, C4, C6, C7)k,

C6 = gk̄, C7 = σ ⊕ H8(ē(H7(RT ∗), TP )k̄)

and the challenge delegatee’s identity set is S̄
2. The adversary colludes the delegatee and the proxy, and he will get par-

tial private key which can be used to decrypt the challenge ciphertext.
Concretely, he first queries with input (IDi, skIDi

, S∗, S̄′, c∗, RT ∗) to the
re-encryption key generation oracle where skIDi

∈ S∗ (for S̄′ �= S̄), and
he will get k′ = H0(θ, α′), rk0 = sk

H5(θ)
IDi

· (H3(c∗, S∗, RT ∗)ρ), rk1 =

w−k′
, rk2 = hk′ ∏s′

i=1′ (γ+H1( ¯IDi′ )), rk3 = (θ||α′) ⊕ H2(e(g′, h)k′
), rk4 =

H6(RT ∗, c, rk1, rk2, rk3)k′
, rk5 = hρ

∏s
i=1(γ+H1( ¯IDi)), Note here although

(S∗, c∗, RT ∗) is the challenge one, the adversary still allows to query to the
private key generation oracle with ID′

i where ID′
i ∈ S̄′ and ID′ /∈ S̄, and it

would get skID′
i
.

3. With skID′
i
, the adversary can run Step (1) of DecR algorithm to get θ, con-

cretely, it runs as following:
Compute e(g′, h)k′

= e(rk1, hBi′,S′ (γ))e(sk ¯IDi′ , rk2)
β′

, and θ||α′ = rk3 ⊕
H2(e(g′, h)k′

), where β′ = 1
∏s′

j′=1,j′ �=i′ H1( ¯IDj′ )
and BS(i′,s′(γ)) = 1

γ ·
(
∏s

j′=1,j′ �=i′(γ + H1( ¯IDj′)) − ∏s
j′=1,j′ �=i′ H1( ¯IDj′)).



196 X. A. Wang et al.

4. With θ, the adversary can compute the partial private key

partialkey = rk
1

H5(θ)

0 = skIDi
· (H3(c∗, S∗, RT ∗)ρ)

1
H5(θ)

from rk0 = sk
H5(θ)
IDi

· (H3(c∗, S∗, RT ∗)ρ)
5. The adversary query to the time-realise key generation oracle with RT ∗ and

get τ = H7(RT ∗)r̄.
6. With partialkey, the adversary can decrypt the challenge ciphertext as fol-

lowing:
Compute σ = C7 ⊕ H8(ē(τ, C6)), C3 = C̄3 ⊕ H10(σ), e(g′, h)k =
(

e(C1, h
Bi,s(γ)) e(partialkey,C2)

e(C4,rk5)
1

H5(θ)

)β

, and m||α = C3 ⊕ H2(e(g′, h)k), where

β = 1∏s
j=1,j �=i H1(IDj)

, and Bi,s(γ) = 1
γ · (

∏s
j=1,j �=i(γ + H1(IDj)) −

∏s
j=1,j �=i(H1(IDj)).

At first sight, our attack can be seen as as a transferable attack, that is, the
delegatee and the proxy colludes to decrypt the delegator’s challenge ciphertext.
We remark this is not true, for this time the delegatee is not the challenge
delegatee, it’s identity set is not the challenge one. Furthermore, this partial
private key can even decrypt the re-encrypted challenge ciphertext. The strategy
of our attack can be demonstrated by the following Fig. 1:

Fig. 1. Demonstration of our attack
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4 Conclusion

In this paper, we show one recent proposal on CCA-secure time-released condi-
tional proxy broadcast re-encryption scheme is not chosen cipertext secure. We
also note our results are very basic, due to the complicated security model of
this primitive, it is very challenge and an interesting open problem to design a
CCA-secure time-released conditional proxy broadcast re-encryption scheme.

Acknowledgements. This work is supported by National Cryptography Develop-
ment Fund of China Under Grants No. MMJJ20170112, National Natural Science Foun-
dation of China (Grant Nos. 61772550, 61572521, U1636114, 61402531), National Key
Research and Development Program of China Under Grants No. 2017YFB0802000,
Natural Science Basic Research Plan in Shaanxi Province of china (Grant Nos.
2018JM6028, 2016JQ6037) and Guangxi Key Laboratory of Cryptography and Infor-
mation Security (No. GCIS201610).

References

1. Blaze, M., Bleumer, G., Strauss, M.: Divertible protocols and atomic proxy cryp-
tography. In: Nyberg, K. (ed.) EUROCRYPT’98. Volume 1403 of LNCS, pp. 127–
144, Espoo, Finland, May 31–June 4, 1998. Springer, Berlin

2. Ivan, A., Dodis, Y.: Proxy cryptography revisited. In: NDSS 2003, San Diego,
California, USA, February 5–7, 2003. The Internet Society

3. Ateniese, G., Fu, K., Green, M., Hohenberger, S.: Improved proxy re-encryption
schemes with applications to secure distributed storage. In: NDSS 2005, San Diego,
California, USA, February 3–4, 2005. The Internet Society

4. Ateniese, G., Fu, K., Green, M., Hohenberger, S.: Improved proxy re-encryption
schemes with applications to secure distributed storage. ACM Trans. Inf. Syst.
Secur. 9(1), 1–30 (2006)

5. Chiu, Y.-P., Lei, C.-L., Huang, C.-Y.: Secure multicast using proxy encryption. In:
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Abstract. Micro Grid (MG) integrated with cloud computing to
develop an improved Energy Management System (EMS) for end users
and utilities. For data processing on cloud new applications are devel-
oped. To overcome the overloading on cloud data centers fog computing
is integrated. Three-layered framework is proposed in this paper to over-
come the load of consumers. First layer is end-user layer which contains
clusters of smart buildings. These smart buildings consist smart homes.
Each smart home having multiple appliances. Controllers are used to
connect with fog. Second and central layer consists of fogs with Virtual
Machines (VMs). Fogs receive user requests and forwards that to MG. If
the request is out of bound then MG requests to cloud using fog. Third
layer contains cloud which consists data centers and utility. For load bal-
ancing three different techniques are used. Round Robin (RR), Throttled
and Shortest Remaining Time First (SRTF) used to compare results of
VMs allocation. Results show that proposed technique performed bet-
ter cost wise. However, RR and Throttled outperformed SRTF overall.
Closest Data Center Service broker policy is used for fog selection.

Keywords: Load balacing · Smart grid · Cloud computing
Fog computing · Virtual machine

1 Introduction

A Micro Grid (MG) integrated with Information Communication Technologies
(ICT) called Smart Grid (SG) is currently a predominant trait. For the improve-
ment of efficiency, reliability and security of system, SG uses digital technology
[1]. Distributed energy resources are fundamental parts which provide the neces-
sary active characteristics to a passive grid. The components of grid are capable
of communicating. Consumers indulge in mitigating demand peaks and spikes
of price [1]. The need of new assets is reduced with more throughputs on exist-
ing assets. computingreduces impact of disturbance. It also facilitates increased
distributed generation and redundancy and decreases time to distinguish events.
c© Springer Nature Switzerland AG 2019
F. Xhafa et al. (Eds.): 3PGCIC 2018, LNDECT 24, pp. 199–211, 2019.
https://doi.org/10.1007/978-3-030-02607-3_19
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SG enhances situational awareness and easier detection of deviations. Better
information enables better decisions, reduces outage propagation and encourages
self-healing characteristics. The cloud-fog integrated computing makes SG more
viable. However, fog computing works with personal devices and local servers
due to which it has low latency [2]. The emergence of fog computing has reduced
security issues, computing cost, hosting of application, delivery and storage of
data [3]. It is more secure than cloud and less prevalent to attacks. It stores data
on a temporary basis and after a specific time sends data to cloud for permanent
storage. Cloud computing offers three major services. Cloud computing consists
of two networks, public and private. Where data and file storage services are
provided along with application infrastructure. Network resources and storage
space service are provided on pay-on demand basis. With the growing number of
requests on cloud it becomes vulnerable and prevalent to security attacks [11].
Figure 1 depicts the cloud computing services.

Fig. 1. Cloud services

Load balancing optimization techniques are important aspect for effective
and efficient resource utilization on fog. These algorithms are used for allocating
Virtual Machines (VMs) to cluster on the basis of storage, RAM, configuration
and requirements. Load balancing techniques are used to achieve response time of
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minimum level and avoid request overloading. In this paper following techniques
are used: Round Robin (RR), Throttled, Shortest Remaining Time First (SRTF).

1.1 Motivation

Authors in [1], used four load balancing techniques; RR, Throttled, Cuckoo
Search and Particle Swarm Simulated Annealing Optimization (CSPSSAO).
Furthermore [1], used three service broker policies; Optimized Response Time,
Proposed Service Broker Policy and Closest Data Center. The authors in [2],
used cloud computing services for efficient information management for SG and
load balancing for efficient resource utilization. Moreover, authors in [2], used
three techniques for load balancing; RR, Throttled and Particle Swarm Opti-
mization (PSO). In [5], the integrated cloud and fog services for efficient energy
distribution of smart buildings. However, [5] presented two techniques; RR and
Throttled for load balancing. Additionally used service broker policies for fog
selection; Service Proximity, Optimize Response Time, Dynamically Reconfig-
ure with the load, New Dynamic Service Proximity. In [6], authors used cloud
computing based architecture for generation on power grid. In [7], used a cloud-
fog computing based system. The fog acts as intermediary link between the
consumers and cloud which reduces the latency. However, in this paper authors
used SRTF algorithm for load balancing. SRTF schedules the requests in VMs
and places them in memory blocks. It incorporates the requests on the basis on
their finishing time. Which request has the shortest finishing time it considers
that first. All the VMs are in the waiting list. A VM is given specific time quan-
tum to process its request. However, when it cannot fulfill the requirement in
the given time it is interrupted. In the next round the VM with the smallest
remaining time are selected. This process continues until when all the VMs with
different processing time remain. Thereafter it starts working like Shortest Job
First (SJF) until all the VMs are catered. Afterwards it sends these requests
to SG for energy utilization. SG then responds to the request and provide the
energy to that cluster. If SG is unable to fulfill the request then it will take that
request to the cloud. Cloud then connects to the utility for energy. The utility
provides the energy to the specific SG. Initially all the memory blocks are free.
When the user requests for energy demand it places that demand in a mem-
ory block on a VM. It incorporates the requests on the basis on their finishing
time. Which request has the shortest finishing time it considers that first. All
the VMs are in the waiting list. A VM is given specific time quantum to process
its request. However, when it cannot fulfill the requirement in the given time it
is interrupted. In the next round the VM with the smallest remaining time are
selected. This process continues until when all the VMs with different processing
time remain. Thereafter it starts working like Shortest Job First (SJF) until all
the VMs are processed.
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1.2 Contribution

In this paper, a fog-based framework integrated with SG is presented. SRTF
algorithm is used for load balancing. It selects the VMs on the basis of least
number of requests. After the specific time burst, it checks for new least number
of requests. If new request is less than the current request, then switched to
that request. Each region consists of large consumers, which sends requests on
fog. The contributions of those are enlisted below: Three regions are considered
for load balancing using fog as an intermediary layer. VMs are installed on the
fogs and SRTF algorithm is used for selecting VMs. Consumer’s data is stored
temporarily at fog, after a specific span of time the data is sent to cloud for
permanent storage. Each apartment includes renewable energy resources. SRTF
is compared with RR and Throttled algorithm. The proposed technique outper-
formed other two techniques for cost. However, RR and Throttled outperformed
proposed technique in response time and processing time.

The remaining part of the paper is organized as follows; Sect. 2 comprises
Related Work, Sect. 3 presents System Model, Sect. 4 has Simulation Results
and Discussion, Conclusion is presented in Sect. 5.

2 Related Work

Sakina et al. in [4], presented Cloud to Fog to Consumer (C2F2C) framework
used for resource management at residential buildings. The framework comprises
of three layers. Fog layer is used to assign the resources. It has low latency and
high reliability as compared to cloud computing. Three optimization techniques
used; Shortest Job First (SJF), RR and Equally Spread Current Execution.
Tradeoff for processing time occurred due to consumers’ increasing demands.
Feyza et al. [7], presented fog based SG model. SGs used for integration of
green power resources with the energy distribution system, control power usage
and load balancing of energy. Fog computing is of distributed nature, which is
helpful for separately collecting private and public data. Authors in [8], talked
about that the need for enhancing SGs data storage and computing resources is
rapidly growing. Moreover, cloud computing is used due to the scalability and
distribution. Authors in [9], presented a Hadoop based model for processing and
storage of massive data for SG. Three level SGs network proposed in [10] with
multi-agent cloud computing, which performed efficiently for data processing. In
[11], authors applied load balancing techniques on data centers of SGs.

Authors in [12], used fog computing for reduced latency and high privacy. In
[13], used three layer architecture: cloud layer, fog layer and SG layer. Fog based
SG is proposed. Fog works as an intermediary layer between the cloud and SG
for instant data retrieval and storage, ultimately making smart meters efficient.
This architecture minimized the communication complexity by taking swift deci-
sions which consumes less time. Authors in [14], proposed cloud computing based
SG for charging and discharging of Electric Vehicles (EVs) at Electric Vehicle
Public Supply Stations (EVPSSs). Proposed model made efficient management
of SG operations, communication between cloud and SG. The priority assigned
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algorithms used for minimizing the waiting to plug-in time of EV at EVPSS.
In [15], the Infrastructure Service clouds Dynamic Instance Provisioning tech-
nique with Large Deviation Principle is articulated for minimizing the number
of running instances regarding desired overburden probability of Quality of Ser-
vice (QoS) demand. Two buying schemes; Combining and On-Demand Scheme
are used. The proposed technique provides a trade-off between QoS demand and
cost saving for dynamic compute demands. Combining scheme is adopted to
minimize the cost. Furthermore AR mode with non-profit point is proposed for
estimation of optimum amount of purchased assigned instances. In [16], authors
used the feasible VM configuration for presenting the physical resource require-
ments of delay optimal scheduling of VMs formulated as a deciding process. SJF
policy; an online low-complexity scheme is used for buffering the arriving jobs
and using Min-Min-Best-Fit algorithm for optimizing. SJF buffering is used with
Reinforcement Learning (RL) to avoid starvation.

3 Problem Formualtion

The nature of cloud computing infrastructure becomes heterogeneous due to
the usage of virtualization, therefore the load balancing becomes complex task.
Physical machines allocate cloud computing resources in an imbalanced way
resulting in cloud services issues. Therefore, scheduling and allocation of cloud
computing resources for VM load balancing in a cloud computing based system
is significant task.

In this paper study of load balancing algorithm SRTF in a cloud computing
environment is done.

VM =
{
vm1, vm2, vm3, . . . , vmn

}
(1)

Suppose there are VMs. Therefore, in Eq. 1 V is the set of n number of VMs.

UB =
{
ub1, ub2, ub3, . . . , ubm

}
(2)

Equation 2 denotes the set of n number of User Base.

Rvk ≤ Ck k ∈ K (3)

where K consists of resources, R is the requested resources and C is the capacity
of VM.
Equation 3 shows the relationship between request for resource generated by
User Base and capacity of VMs. The resource request generated by User Base
must be less than the capacity of the VM.

v∑

i=1

Rik ≤ Ck (4)

The Eq. 4 depicts that the total resource request Rvk cannot exceed the total
capacity of Ck.
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When a data center controller requests for new VM allocation, the algorithm
finds the efficient VM with minimum forecasted response time having least load
for allocation. Then the algorithm returns id of that efficient VM to data center
controller. This results in updation of allocation counter table for that VM.
After the completion of VM processing data center controller gets the response.
Thereafter VM deallocation notification is generated.

RT = Tfin + Tdel − Tarr (5)

The VM is heterogeneous therefore the proposed algorithm finds the expected
response time of all VMs. The Eq. 5 is used to find the response time of VM.

In Eq. 6 total delay time calculation is executed. Delay time includes the sum
of latency and transfer time. It also depicts the delay time when user is located
in different region than the data center.

Tdel = Tlat + Ttrans (6)

Equation 7 shows the total cost of the system. It is calculated as the sum of
data transfer cost, VM cost and MG cost.

TC = DataTC + VMC + MGC (7)

Bandwidthutil =
Bandwidthalloc

NUR
(8)

Equation 8 shows the formula for bandwidth utilization. It dependancy lies on
region, data transfer size and user request. NUR is the number of user request
which is to be transmitted in different regions and also encorporates the user
requests from two regions.

PTDC =
URhour

BWalloc
(9)

The Eq. 9 shows the model of data center processing time. Tdatpro is calculated
based on user request/hour in accordance to bandwidth allocation.

The primary solution for the proposed algorithm is to reduce the execution
time of each task in submitted application requests. ETij of the task Ti that s
running on VMj . Execution task is calculated using following Eq. 10

ETij =
TLi

PSij
(10)

The processing time PT of Ti running on the VMj on the cloud relies on
how many task requests have been depicted to the VM as well as the total
allocated VMj along all its processing elements; Pc. The following Eq. 11 is used
for calculation.

PTij =
Capacityj

n
(11)

Objective functions of the paper are following: Reduce the Cost, Execution
time (ETij) and Response Time (RT).
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4 System Model

This paper modeled a cloud-fog based computing architecture. Fog is used to
minimize the load on the cloud. The fog computing is more secure than cloud
computing. The proposed system comprises 3-layer architecture. The first layer
consists of multiple smart buildings with controllers. The second layer composed
of the fog network along with VMs and the third layer has centralized cloud
as shown in Fig. 2 Smart buildings use controllers to communicate with clus-
ters. Clusters are connected to the fog which is directly linked cloud. Cloud is
connected with SGs. The cloud provides services to consumers using fog as an
intermediary layer. The proposed system includes three regions. Each region has
two fogs and two clusters. Fogs comprise multiple VMs which are used for load
balancing. The proposed system used three algorithms for the load balancing
RR, Throttled and SRTF. Fogs are connected to clusters of smart buildings and
fog and cluster have one-to-one relationship. The cluster contains 20–30 smart
buildings. There is a controller for each cluster to manage demand-supply coming
towards or going from smart buildings. Smart buildings use micro controllers to
send request for electricity to SG through fog. The SG responds to that request
and provides electricity. If SG is unable to fulfill the energy requirements it will
respond back to the fog. The fog will take that request to the nearest available
SG to provide electricity.

4.1 Shortest Remaining Time First Algorithm

SRTF algorithm works on memory blocks. Initially all the memory blocks are
free. When the user requests for energy demand it places that demand in a mem-
ory block on a VM. It incorporates the requests on the basis on their finishing
time. Which request has the shortest finishing time it considers that first. All
the VMs are in the waiting list. A VM is given specific time quantum to process
its request. However, when it cannot fulfill the requirement in the given time it
is interrupted. In the next round the VM with the smallest remaining time are
selected. This process continues until when all the VMs with different processing
time remain. Thereafter it starts working like Shortest Job First (SJF) until all
the VMs are catered.

5 Simulation Results and Discussion

Fog computing facilitates communication efficiently as compared to the cloud
computing. It caters consumers in an easy and efficient way of communication
with minimum delay and without interruption. In this paper, simulation is per-
formed using Cloud Analyst tool. Simulations are performed on the Dell Inspiron
Dual Core with 4 GB of RAM on Windows 7 Operating System. In this paper
fog based architecture is considered which comprises of three regions, six fogs, a
cluster adjacent to each fog and each cluster consists of thirty buildings. After
performing simulations the results are presented in graphs. For experimental
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Fig. 2. System model diagram

results three regions, three fogs, three clusters and a cloud data center are con-
sidered. Three load balancing techniques are used in this paper; RR, Throttled
and SRTF.

Figure 3 shows the minimum, average and maximum response time of clusters
for the proposed algorithm. The maximum values in the graph are just below 110
(ms). The values of average response time are just below 60 (ms). The minimum
response time values are just above 40 (ms).
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Algorithm 1. SRTF
1: SRTF parameters initialization: memory blocks size, process size, iteration
2: for users = 1:n do
3: Initially the block of memory are unassigned
4: Save block id of process
5: initialized memory blocks set free
6: pick each process and find suitable blocks
7: for i=0:n (Iterations) do
8: for j=0:n do
9: if Blocksize>Processsize then

10: allocate block j to p[i] process
11: Reduce available memory in this block
12: end if
13: end for
14: end for
15: for i=0:n (Iterations) do
16: if Allocation �= 1 then
17: Memory Allocation to jobs
18: else if
19: then Memory Not Allocated
20: end if
21: end for
22: end for
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Figure 4 shows the minimum, average and maximum values of response time
of fogs against SRTF algorithm. The values of minimum response time lie below
1 (ms). The average response time values vary from 3 (ms) to just above 20 (ms).
The maximum response time value of fogs is 55 (ms).

Figure 5 shows a comparison of average response time among RR, Throt-
tled and SRTF. Throttled load balancing technique has the minimum average
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response time of 50 (ms). The RR algorithm has just above 50 (ms) whereas
SRTF algorithm has 65 (ms) of average response time.

Figure 6 depicts the average response time of fogs among RR, Throttled and
SRTF. It shows that RR and Throttled have values below 5 (ms) whereas SRTF
has values above 20 (ms).
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Figure 7 shows the overall cost comparison of RR, Throttled and SRTF. It
shows our proposed technique has better cost than RR and Throttled. Throttled
is more expensive than other two techniques.

6 Conclusion

This paper used integrated cloud-fog based platform. Different smart buildings
are considered along with multiple apartments. The apartments consist of various
IoT devices. Consumers send their request to fog for fulfilment of requirements.
These requirements include electricity demand or web access for any IoT devices.
The fog takes that request to the smart grid. If that smart grid is unable to fulfil
the requirement, then fog uses cloud to connect to nearest available SG. The
cloud controls all fogs. For selecting fog the closest data center service broker
policy is used. Cloud analyst on Eclipse is used for performing simulations of the
proposed system. Three load balancing techniques used in this paper. Results
show that by increasing the number of VMs the processing and response time
and cost increases. Round robin and throttle performed better overall, whereas
shortest remaining time first performed better cost wise.
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Abstract. The survivability, concealment and aggression of network protocol’s
stealth attack behaviors are very strong, and they are not easy to be detected by
the existing security measures. In order to compensate for the shortcomings of
existing protocol analysis methods, starting from the instructions to implement
the protocol program, the normal behavior instruction sequences of the protocol
are captured by dynamic binary analysis. Then, the potential stealth attack
behavior instruction sequences are mined by means of instruction clustering and
feature distance computation. The mined stealth attack behavior instruction
sequences are loaded into the general executing framework for inline assembly.
Dynamic analysis is implemented on the self-developed virtual analysis plat-
form HiddenDisc, and the securities of stealth attack behaviors are evaluated.
Except to mining analysis and targeted defensive the stealth attack behaviors,
the stealth attack behaviors are also formally transformed by the self-designed
stealth transformation method, by using the stealth attack behaviors after
transformation, the virtual target machine were successfully attacked and were
not detected. Experimental results show that, the mining of protocol stealth
attack behaviors is accurate, the transformation and use of them to increase our
information offensive and defensive ability is also feasible.

Keywords: Protocol reverse analysis � Stealth attack behavior
Instruction clustering � Stealth transformation

1 Introduction

The stealth attack behavior of network protocol is the attack behavior that can suc-
cessfully achieve the attack target through the network protocol, and is difficult to be
perceived by the existing security devices and technologies. In recent years, stealthy
attack techniques for specific computers and target networks have made great strides. It
has become one of the most important threats to cyberspace security [1]. Stealth attack
implemented by network protocols are also developed from the very beginning of
independent, simple behavior to a huge amount of complex, invisible, malicious
behaviors [2]. Network protocol’s stealth attack behaviors are designed to employ
various stealth technologies, continuously and secretly steal high-value information
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from the target node without being found. Most stealth attack behaviors do not cause
significant damage to the target host’s hardware and software, and they do not spread
like viruses and malicious codes. Instead, they lie dormant for long periods of time,
monitor the behavior of hosts and networks silently, initiate a brief attack only when
conditions are ripe, such as the theft of important documents and raw data, the sensitive
and confidential information, and then quickly recover the latent state [3]. Therefore,
the existing security measures are difficult to perceive and cope with such stealth attack
behaviors. In-depth study found that, the tens of thousands of computers on the Internet
are controlled by the stealth attack behaviors, and averaging at least 15 different types
of stealth attack behaviors are discovered on each detected host. Stealth attack behavior
can complete a complete attack task. It can also collect attack clues and information for
in-depth analysis, deep attack target host and network. For example, stealth attacks can
hijack user browsers, and can also trick users into an attacker’s well designed “normal”
site” (seemingly normal, but actually a trap), thereby they can secretly stealing user
privacy and sensitive information.

All the protocol’s behaviors, including stealth attack behaviors, cannot exceed the
scope of the code that implement the protocol, therefore, it is the most direct, basic,
effective and reliable way to analyze the protocol behavior from the code that imple-
ment the protocol. Through the analysis of 2316 protocol samples, we found that we
can start from the protocol’s instruction sequences, analyzing and mining the hidden
stealth attack behaviors. The most important behavior of network protocols is to receive
and send messages. Through long-term analysis, we have accumulated a large number
of examples of such instruction sequences. The characteristics of these behavior
instruction sequences are also clear and comprehensive. The protocol’s stealth attack
behaviors are varied, so it is also unrealistic to master all the characteristics and
behavior patterns of stealth attack behaviors in the short term. However, compared to
the normal protocol behavior, the stealth attack behavior is significantly different in the
instruction sequences. According to the results of a large number of case analyses, we
propose a method of mining stealth attack behavior by using instruction clustering. The
method can distinguish potential stealth attack behavior from normal protocol behav-
iors in a short time. Different behavior cluster is automatically generated according to
the different characteristics of instruction in type, quantity and execution frequency.

Instruction clustering can mine the potential stealth attack behaviors quickly and
accurately, moreover, it has accumulated the most valuable first-hand information for
further analysis of stealth attack behaviors. These mined stealth attack behaviors are
stored in the form of binary instruction sequences. The specific functions of these
stealth attack behaviors can be mastered by triggering their execution in a closed virtual
execution environment. We are not limited to mining, analyzing and preventing stealth
attack behaviors. These stealth attack behaviors are carefully designed by attackers.
From these mined examples, we can explore the general rules of stealth technology. At
the same time, the stealth attack behavior instruction sequences are implemented by
independent processing and transformation and self-obfuscation. Improve the stealth
ability, you can also use it to attack enemies. We cannot passively defense, we can
attack exchange, that means use our stealth attack to counteract the attacker’s stealth
attack. This will not only enrich our information offensive and defensive technology,
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enhance our information offensive and defensive capabilities, but also combat the
arrogance of the attacker to a certain extent.

2 Related Work

This section focuses on the background of the stealth attack behavior mining problem
and the work involved in this study. In recent years, network protocol’s stealth attack
behaviors, especially the malicious stealth attack behavior of target hosts and networks,
has rapidly developed into one of the major threats to network security [4]. The
protocol’s stealth attack behavior has also quickly developed from the initial single
simple behavior into complex and concealed strong malicious behaviors. The basic
stealth is self obfuscation, that is, the protocol program does not change its original
function, and it is an anti reverse technique to resist reverse analysis by means of code
transformation. Obfuscation techniques can be used many times [5–7]. By repeated
obfuscation, the same protocol can be changed beyond recognition, and cannot see the
inheritance relationship [8]. The implementation of reverse analysis becomes more
difficult, and also more difficult to capture and mine [9]. However, if the protocol’s
stealth attack is to be implemented, the execution of corresponding instruction
sequences is necessary, but the timing of execution of these instruction sequences is
difficult to grasp, and the instruction sequences are also hard to mine [2]. This paper
attempts to study the premise of non-attack self obfuscation technology, mining the
protocol’s stealth attack behavior by instruction clustering, and the study has made
significant progress [10].

The mining analysis of protocol’s stealth attack behaviors is divided into two
categories: static analysis and dynamic analysis. The difficulties lie mainly in: (1) the
types of protocol’s stealth attack behaviors are complex and diverse, it is difficult to
exhaust, therefore, it is difficult to define the characteristics and behavior models of
stealth attack behavior. (2) for different kinds of stealth attack behaviors, especially
after obfuscation, the instruction sequence length, instruction type, call frequency and
so on are different, it is difficult to define and determine the type of behavior. (3) There
may be complex dependencies between behavior instruction sequences. It is difficult to
extract the stealth attack behavior instruction sequences from the mass data and mine it
accurately, and effective triggering and analysis of its execution is more difficult.
Traditional software behavior analysis is mostly manual, low degree of automation,
work strength is large and error prone. Such as the Samba project after 12 years of hard
work, a lot of experiments have been done to reverse analysis of the SMB protocol.

Early detection techniques for malicious behavior using static analysis methods
[11]. Through the aid of debugging tools, disassembly and analysis of protocol pro-
gram and message parsing process, extracting characteristic codes of malicious
behaviors from the analysis results. This method is widely used in antivirus technology
based on static signature scanning; however, the signature-based detection technique
does not recognize the malicious behavior after deformation. As a result, the focus of
research has shifted to the analysis of protocol syntax and semantics, through semantics
the characteristic codes between different variants are analyzed and determined, thus
detecting the deformed malicious behavior. However, these methods do not perform
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well in the analysis of stealth behavior. Later, protocol programs were attempted
against detection by fuzzy techniques, the method of stack analysis system regulation
and code normalization is proposed [12]. At the same time, some scholars have applied
the methodology of engineering to the detection and analysis of protocol code, based
on the detection of anti-malware technology based on signature detection, a data
mining based code detection method is proposed. With the continuous improvement of
protocol design technology, more and more stealth attacks are springing up, foreign
scholars begin to automate the analysis and research of malicious behavior contained in
protocol program, and made some progress. CWSandbox can run protocol samples in a
virtual machine environment, using API Hook technology to trace the protocol
behavior and analyze its malicious nature, and the automation of malicious behavior
analysis is realized. In addition, Anubis and Norman Sandbox use sandbox technology
to provide online analysis services, they run samples of user supplied protocol pro-
grams in the sandbox, and the behaviors of the sample programs are detected, which
has become an effective tool for detecting and analyzing unknown malicious behavior.
However, these methods can only be used to analyze explicit malicious behavior, and
the manpower and material resources are huge. In the face of unknown protocol’s
stealth attack behavior, these methods are difficult to deal with.

At present, the concepts related to protocol behavior analysis are not completely
unified. The main research includes protocol reverse engineering, malware behavior
analysis, network security audit, network behavior analysis and other technologies.
Some scholars have proposed some undisclosed protocol reverse analysis methods, and
developed the corresponding analysis tools and systems. However, there are few public
studies on protocol behavior analysis, especially the stealth attack behavior. This paper
will explore the mining and utilization of unknown protocol’s stealth attack behaviors.

3 Mining of Protocol’s Stealth Attack Behavior

3.1 Description of Protocol’s Stealth Attack Behavior

Network protocol P can be considered as a collection of functional instruction
sequences C, P = {c1, c2,…, cn| n 2 N}, each of these ci represents a sequence of
instructions for a specific function, the collection of all instruction sequences consti-
tutes the full function of the protocol. In these instruction sequences, the normal
behavior instruction sequences that are publicly executed and captured are called the
protocol’s normal behaviors, denoted as Pnormal. The behavioral instruction sequences
that are executed in secret and triggered only under special conditions are called the
protocol’s stealth attack behaviors, denoted as Pstealth. From this we get P = {c1, c2,…,
cn| n 2 N} ffi Pnormal [Pstealth, That is, the protocol’s behaviors are made up of the set of
all instruction sequences, it is also composed of the collection of normal and stealth
attack behaviors. Our task is try to mine the stealth attack behaviors that hidden in the
protocols. This is the basis and premise for analyzing, guarding against and utilizing
the stealth attack behaviors.
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3.2 The Scheme of Mining Protocol’s Stealth Attack Behavior

Although the protocol’s stealth attack behavior is various and difficult to define,
compared with normal behavior, there are significant differences in the characteristics
of instruction sequences. Therefore, it is feasible to mine them from the instruction
sequence level. Since the main functions of the network protocols are around the
sending and receiving messages, and there are not many types of these normal
behaviors, so it is not difficult to master the characteristics and rules of the instruction
sequences. We first capture the normal behavior instruction sequences of the protocol
samples through dynamic analysis, statistical analysis of instruction types, execution
orders, instruction numbers, and execution frequencies, generating the protocol normal
behavior feature vector at the instruction level. Then use our own custom instruction
clustering algorithm, mining potential stealth attack instruction sequences in all pro-
tocol samples. By calculating the characteristic distance between stealth attack behavior
and normal behavior, further dividing the potential stealth attack behaviors, generate
different behavioral clusters. This provides the first-hand valuable information for the
analysis, prevention and utilization of stealth attack behaviors. The scheme of mining
the protocol’s stealth attack behavior is shown in Fig. 1.

The scheme is implemented on our own protocol behavior virtual analysis platform
HiddenDisc. The protocol assembly is a sample of 2316 protocol programs collected in
the past five years.

3.3 Algorithm for Protocol’s Stealth Attack Behavior Mining

Algorithm 1 protocol’s stealth attack behavior mining
mineStealthBehavior()
Input: Captured behavior instruction sequence Protocol assembly
Output: Stealth Attack Behavior Instruction Sequences
Parse(Instruction);

judgeInstType;// Judging instruction type
switch(InstType)
case:”push”,”jmp”,”call”…// If encounter “push”, “jmp”, “call” and other

Fig. 1. The scheme of stealth attack behavior mining
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mark(F);// function call instructions, it will be marked as F
break;

case:”add”,”mul”,”div”…// If encounter “add”, “mul”, “div” and other
mark(D);// data processing instructions, it will be marked as D
break;

case:”cmp”,”inc”,”xor”…// If encounter “cmp”, “inc”, “xor” and other
mark(C);// process control instructions, it will be marked as C
break;

instructionClustering(F,D,C);// Instruction clustering for marked instructions
computeDistance(,);//Calculate the feature distance between the mined

stealth attack behavior and the captured normal behavior
generateBehaviorClusters();//Generate different stealth attack behavior clusters

based on different feature distances

4 Analysis and Utilization of Protocol’s Stealth Attack
Behavior

4.1 Triggering and Analyzing Stealth Attack Behavior

The mined stealth attack behavior instruction sequences are usually difficult to
understand, difficult to run, less semantic, incomplete and so on. There are a large
number of these machine-level instructions. There are no abstract expressions like
functions, types, and variables in high-level languages. And there is no clear separation
between sub-functions. No variables and types are visible, only registers and memory
data. From the instruction opcode we can only grasp the limited function information,
more accurate data structures and information representations are more difficult to
obtain. Machine level instructions do not contain data type information such as strings
and other high-level languages have. To get more accurate data type information
usually requires analysts’ inferences. Due to the deviation in instruction clustering, the
beginning and end of these instruction sequences are not necessarily complete and
accurate. And machine-level instructions often lack the semantic information that high-
level languages have. So how these instruction sequences are executed becomes a
primary and basic problem.

The potential stealth attack behavior instruction sequences and protocol program
samples are both taken as input. Due to the incompleteness, inaccuracy, and difficult to
execute of the mined instruction sequences, they need to be formatted. Through the
analysis of a large number of behavioral instruction sequences, we have developed a
run able framework for instruction sequences. The behavioral instruction sequences
that have been mined are embedded into the run able framework, which can be trig-
gered like a function call. The executable instruction sequences are generated. Another
input protocol program sample also requires some preprocessing. Through the static
instruction sequence identification module, all the protocol program samples are rep-
resented as behavioral instruction sequences. All behavior instruction sequences
become a static representation of protocol program sample behavior. The so-called all
behavior here refers to all explicit behaviors of the protocol, and does not include
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stealth attack behaviors. Executable instruction sequences are dynamically executed on
the virtual analysis platform HiddenDisc. Analyze their behaviors. At the same time,
the executable instruction sequences and all behavioral instruction sequences are
combined together to perform instruction sequence correlation analysis. Finally basic
function module sequence and white box behavior analysis report are generated that
can represent stealth attack behaviors. Based on the results of dynamic behavior
analysis, an evaluation report that evaluates the execution security of stealth attack
behaviors is generated. With these results, you can grasp the specific functions and
execution hazards of protocol’s stealth attack behaviors. And safety precautions can be
carried out specifically. It even took countermeasures against the attackers.

4.2 Utilization of Stealth Attack Behaviors

Most of the stealth attack behaviors are carefully designed ingeniously concealed, and
the harm is long and covert. We cannot be satisfied with detection and prevention for
this kind of ingenious attack. Instead, they should be further studied and utilized to
effectively transform, enrich our means of information attack and defense. Instruction
clustering can mine stealth attack behavior instruction sequences with high efficiency.
However, these instructions usually contain only core attack instructions, which are
incomplete and cannot be put into operation directly. They need to be added to our
running framework. The running framework completes three major functions: The first
is to identify the core instruction sequences of stealth attack behaviors, extract
instruction dependencies and data dependencies, form an independent behavioral
instruction sequences. The second is to use a C compiler to generate a function for each
stealth attack behavior. The stealth attack is used as an inline assembly function body.
The third is to use our autonomous stealth algorithm to implement invisible transfor-
mation of the executable stealth attack behaviors. Let it quickly become our own stealth
attack behavior.

5 Experiments and Analysis

5.1 Experimental Platform Construction

The experimental platform consists of four behavior analysis clients, one control server,
and one analysis server. Since the stealth attack behavior may damage the real physical
hardware and software, we independently developed HiddenDisc, a virtual analysis
platform that can simulate real hardware, operating systems, and various types of
software. All behavior analysis clients deploy the HiddenDisc virtual analysis system.
The execution, analysis and utilization of the protocol samples are all implemented on
virtual analysis platform.

Each behavior analysis client separately analyzes the protocol program sample sent
to it. The protocol behavior analysis raw data is uploaded to the control server. The
control server summarizes all the protocol behavior analysis data of the client. The
behavior analysis data are generated for all the protocol samples, and they are sent to
the analysis server. According to the instruction clustering algorithm and the virtual
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analysis platform, the analysis server executes the protocol program and analyzes the
results. The data of each part are analyzed, and the analysis report of stealth attack
behavior is generated.

5.2 Analysis Examples of Stealth Attack Behaviors

Figure 2 is the analysis of stealth attack behavior instruction sequences of CBot-3530
that we have captured.

Instruction clustering mined the 5 behaviors are different from the normal message
sent and receive behavior that the protocol has. By dynamic execution and Analysis on
the virtual analysis platform HiddenDisc, these 5 behaviors are also found to be normal
communication behaviors. Based on the results of dynamic execution, combined with
the correlation analysis with other instruction sequences, finally, it is determined that
CBot-3530 is a backdoor program under the Windows system. Although it does not
carry out contagious and overt destruction, the data can be secretly stolen from the
target host through remote execution of instructions and code on the network.
Therefore, such stealth attack behaviors appear to be legality on the surface, but the
actual threats and hazards are huge and can be latent for a long time without being
detected. Through the analysis of 2316 protocol samples, it is found that there are
obvious differences in the distribution of normal behavior, malicious behavior and
stealth attack behavior on the distribution of genetic instructions.

Fig. 2. Analysis of stealth attack behavior of unknown protocol CBot-3530
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5.3 Example of the Use of Stealth Attack Behavior

Taking sample CBot-3530 as an example, the stealth attack behavior instruction
sequences mining by instruction clustering is used as an inline assembly, and a running
framework is added. After compiling successfully on the HiddenDisc virtual platform,
a run able attack program is generated. Then we use our self-designed stealth trans-
formation algorithm to encrypt the attack program and generate our own stealth attack
program. The code example before and after the stealth transformation are shown in
Fig. 3.

As shown in Fig. 3, the code after the stealth transformation completely loses its
logical meaning. It is not easy to identify by anti-virus software and intrusion detection
system. Using the stealth attack program to control the target machine of a Windows
operating system, it can secretly steal the data on the virtual target machine without
being intercepted by the firewall, intrusion detection and intrusion prevention system.

6 Conclusions

In this paper, dynamic binary analysis is used to capture the behavioral instruction
sequences exposed by the protocol. A new instruction clustering algorithm is used to
mine the stealth attack behavior instruction sequences. Then the stealth transformation
of self designed is carried out. Use it to enrich our information offensive and defensive
technologies. Experiments show that it is effective to mine the invisible stealth behavior
through instruction clustering. It is also feasible to use this behavior to implement
stealth attacks through autonomous stealth transformation. At present, the research on

Fig. 3. Example codes before and after stealth transformation contrast
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this topic is still in its infancy. The accuracy of instruction clustering and whether we
can mine all the stealth attack behaviors need to be further studied. In addition, it is not
guaranteed that all stealth attack behaviors can be effectively utilized. Some mined
instruction sequences are even difficult to run and analyze. Moreover, our stealth
transformation is only an attack on the virtual target machine. How is the stealth effect,
whether it can escape the detection and tracking of the opponent, has not been fully
tested and verified. These problems are the next direction of research.
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Abstract. In opportunistic networks the communication opportunities
(contacts) are intermittent and there is no need to establish an end-
to-end link between the communication nodes. The enormous growth
of devices having access to the Internet, along the vast evolution of the
Internet and the connectivity of objects and devices, has evolved as Inter-
net of Things (IoT). There are different issues for these networks. One
of them is the selection of IoT devices in order to carry out a task in
opportunistic networks. In this work, we implement a Fuzzy-Based Sys-
tem for IoT device selection in opportunistic networks. For our system,
we use four input parameters: IoT Device’s Number of Past Encounters
(IDNPE), IoT Contact Duration (IDCD), IoT Device Storage (IDST)
and IoT Device Remaining Energy (IDRE). The output parameter is
IoT Device Selection Decision (IDSD). The simulation results show that
the proposed system makes a proper selection decision of IoT devices in
opportunistic networks. The IoT device selection is increased up to 15%
and 27% by increasing IDNPE and IDRE, respectively.

1 Introduction

Future communication systems will be increasingly complex, involving thousands
of heterogeneous devices with diverse capabilities and various networking tech-
nologies interconnected with the aim to provide users with ubiquitous access to
information and advanced services at a high quality level, in a cost efficient man-
ner, any time, any place, and in line with the always best connectivity principle.
The Opportunistic Networks (OppNets) can provide an alternative way to sup-
port the diffusion of information in special locations within a city, particularly
in crowded spaces where current wireless technologies can exhibit congestion
issues. The efficiency of this diffusion relies mainly on user mobility. In fact,
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mobility creates the opportunities for contacts and, therefore, for data forward-
ing [1]. OppNets have appeared as an evolution of the MANETs. They are also
a wireless based network and hence, they face various issues similar to MANETs
such as frequent disconnections, highly variable links, limited bandwidth etc. In
OppNets, nodes are always moving which makes the network easy to deploy and
decreases the dependence on infrastructure for communication [2].

The concept of Internet of Things (IoT) is traffic going through different
networks. Hence, IoT can seamlessly connect the real world and cyberspace
via physical objects embedded with various types of intelligent sensors. A large
number of Internet-connected machines will generate and exchange an enormous
amount of data that make daily life more convenient, help to make a tough
decision and provide beneficial services. The IoT probably becomes one of the
most popular networking concepts that has the potential to bring out many
benefits [3,4].

OppNets are the variants of Delay Tolerant Networks (DTNs). It is a class
of networks that has emerged as an active research subject in the recent times.
Owing to the transient and un-connected nature of the nodes, routing becomes
a challenging task in these networks. Sparse connectivity, no infrastructure and
limited resources further complicate the situation [5,6]. Routing methods for
such sparse mobile networks use a different paradigm for message delivery. These
schemes utilize node mobility by having nodes carry messages, waiting for an
opportunity to transfer messages to the destination or the next relay rather than
transmitting them over a path [7]. Hence, the challenges for routing in OppNet
are very different from the traditional wireless networks and their utility and
potential for scalability makes them a huge success.

In mobile OppNet, connectivity varies significantly over time and is often
disruptive. Examples of such networks include interplanetary communication
networks, mobile sensor networks, vehicular adhoc networks (VANETs), ter-
restrial wireless networks, and under-water sensor networks. While the nodes in
such networks are typically delay-tolerant, message delivery latency still remains
a crucial metric, and reducing it is highly desirable [8].

However, most of the proposed routing schemes assume long contact dura-
tions such that all buffered messages can be transferred within a single contact.
For example, when hand-held devices communicate via Bluetooth that has a
typical wireless range of about 10 m, the contact duration tends to be as short
as several seconds if the users are walking. For high speed vehicles that commu-
nicate via WiFi (802.11g), which has a longer range (up to 38 m indoors and 140
m outdoors), the contact duration is still short. In the presence of short contact
durations, there are two key issues that must be addressed. First is the relay
selection issue. We need to select relay nodes that will contact the messages
destination long enough so that the entire message can be successfully trans-
mitted. Second is the message scheduling issue. Since not all messages can be
exchanged between nodes within a single contact, it is important to schedule the
transmission of messages in such a way that will maximize the network delivery
ratio [9].
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The Fuzzy Logic (FL) is unique approach that is able to simultaneously
handle numerical data and linguistic knowledge. The fuzzy logic works on the
levels of possibilities of input to achieve the definite output. Fuzzy set theory
and FL establish the specifics of the nonlinear mapping.

In this paper, we propose and implement a Fuzzy-based simulation system for
selection of IoT devices in OppNet considering the number of past encounters of
IoT device. For our system we consider four parameters for IoT device selection.
We show the simulation results for different values of parameters.

The remainder of the paper is organized as follows. In the Sect. 2, we present
IoT and OppNet. In Sect. 3, we introduce the proposed system model and its
implementation. Simulation results are shown in Sect. 4. Finally, conclusions and
future work are given in Sect. 5.

2 IoT and OppNets

2.1 IoT

IoT allows to integrate physical and virtual objects. Virtual reality, which was
recently available only on the monitor screens, now integrates with the real world,
providing users with completely new opportunities: interact with objects on the
other side of the world and receive the necessary services that became real due
the wide interaction [10]. The IoT will support substantially higher number of
end users and devices. In Fig. 1, we present an example of an IoT network archi-
tecture. The IoT network is a combination of IoT devices which are connected
with different mediums using IoT Gateway to the Internet. The data transmitted
through the gateway is stored, processed securely within cloud server. These new
connected things will trigger increasing demands for new IoT applications that
are not only for users. The current solutions for IoT application development
generally rely on integrated service-oriented programming platforms. In partic-
ular, resources (e.g., sensory data, computing resource, and control information)
are modeled as services and deployed in the cloud or at the edge. It is difficult to
achieve rapid deployment and flexible resource management at network edges,
in addition, an IoT systems scalability will be restricted by the capability of the
edge devices [11].

2.2 OppNets

In Fig. 2 we show an OppNet scenario. OppNets comprises a network where
nodes can be anything from pedestrians, vehicles, fixed devices and so on. The
data is sent from the sender to receiver by using communication opportunity that
can be Wi-Fi, Bluetooth, cellular technologies or satellite links to transfer the
message to the final destination. In such scenario, IoT devices might roam and
opportunistically encounter several different statically deployed networks and
perform either data collection or dissemination as well as relaying data between
these networks, thus introducing further connectivity for disconnected networks.
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Fig. 1. An Iot network architecture.

For example, as seen in the figure, a car could opportunistically encounter other
IoT devices, collect information from them and relay it until it finds an available
access point where it can upload the information. Similarly, a person might col-
lect information from home-based weather stations and relay it through several
other people, cars and buses until it reaches its intended destination [12].

OppNets are not limited to only such applications, as they can introduce
further connectivity and benefits to IoT scenarios. In an OppNet, due to node
mobility network partitions occur. These events result in intermittent connec-
tivity. When there is no path existing between the source and the destination,
the network partition occurs. Therefore, nodes need to communicate with each
other via opportunistic contacts through store-carry-forward operation. There
are two specific challenges in an OppNet: the contact opportunity and the node
storage.

• Contact Opportunity : Due to the node mobility or the dynamics of wireless
channel, a node can make contact with other nodes at an unpredicted time.
Since contacts between nodes are hardly predictable, they must be exploited
opportunistically for exchanging messages between some nodes that can move
between remote fragments of the network. Mobility increases the chances
of communication between nodes. When nodes move randomly around the
network, where jamming signals are disrupting the communication, they may
pass through unjammed area and hence be able to communicate. In addition,
the contact capacity needs to be considered [13,14].

• Node Storage: As described above, to avoid dropping packets, the interme-
diate nodes are required to have enough storage to store all messages for an
unpredictable period of time until next contact occurs. In other words, the
required storage space increases as a function of the number of messages in
the network. Therefore, the routing and replication strategies must take the
storage constraint into consideration [15].
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Fig. 2. OppNets scenario.

2.3 Number of Past Encounters

Because of the mobility and the unknown states that a OppNet can have at
any point in time, routing packets in these networks can be a difficult task. If
a pattern of the node movements in the network could be found, then we could
predict future connections and construct a route for the packets that need to be
delivered [16]. If nodes are not allowed to exchange any explicit location updates,
then the only local information available to a node about the network topology
is the history of other nodes it has encountered in the past. More specifically, we
assume that every node remembers the time and location of its last encounter
with every other node (i.e., when these two nodes last were directly connected
neighbors) [17].

A more suitable approach is the use of past encounters for the prediction of
future encounters. In some cases, the IoT Device mobility is predictable, since
nodes frequently meet each other as they follow some predefined routes, e.g.
a taxi driver. Devices also may visit the same location many times, e.g. an
employee of company where he is serving, or a public transport bus. History of
encounters of mobile nodes with certain relay nodes (e.g. nodes planted on the
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Fig. 3. A last encounter scenario between two IoT devices

intersection of roads) on the route can have significant impact on decision to
be made for forwarding messages bound to a certain destination. If a node has
met the relay node in the past, then it is more likely to meet it again in the
near future [18]. It should be noted that mobility patterns change in time, since
taxis may take different routes, individuals periodically change their work place
or work assignment. In Fig. 3, let us consider that IoT device 2 has encountered
IoT device 8 in the past and remembers the location of that last encounter. By
keeping a table of past encounters, each node increments the Number of Past
Encounters (NPE), and the higher the number the most likely it is that future
encounters will also happen, predicting in this way a path pattern.

3 Proposed Fuzzy-Based System

3.1 System Parameters

Based on OppNets characteristics and challenges, we consider the following
parameters for implementation of our proposed system.

IoT Device’s Number of Past Encounters (IDNPE): Mobility of the
IoT devices creates uncertainty about their location. IoT device’s history of past
encounters with different devices plays a significant role for making a decision
on IoT Device selection. This is because if an IoT device has encountered other
devices in the past, then it is more likely to meet them again in the future. Past
encounters are probably a good estimate to determine the probability of a future
encounter.
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Fig. 4. Proposed system model.

Fig. 5. FLC structure.

IoT Device Contact Duration (IDCD): This is an important parameter
in mobility-assisted networks as contact times represent the duration of message
communication opportunity upon a contact. Contact durations is the time in
which all buffered messages can be transferred within a single contact.

IoT Device Storage (IDST): In delay tolerant networks data is carried by
the IoT device until a communication opportunity is available. Considering that
different IoT devices have different storage capabilities, the selection decision
should consider the storage capacity.

IoT Device Remaining Energy (IDRE): The IoT devices in OppNets
are active and can perform tasks and exchange data in different ways from each
other. Consequently, some IoT devices may have a lot of remaining power and
other may have very little, when an event occurs.

IoT Device Selection Decision (IDSD): The proposed system considers
the following levels for IoT device selection:

• Very Low Selection Possibility (VLSP) - The IoT device will have very low
probability to be selected.

• Low Selection Possibility (LSP) - There might be other IoT devices which can
do the job better.

• Middle Selection Possibility (MSP) - The IoT device is ready to be assigned
a task, but is not the “chosen” one.

• High Selection Possibility (HSP) - The IoT device takes responsibility of com-
pleting the task.
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• Very High Selection Possibility (VHSP) - The IoT device has almost all the
required information and potential to be selected and then allocated in an
appropriate position to carry out a job.

Table 1. Parameters and their term sets for FLC.

Parameters Term Sets

IoT Device Number of Encounters (IDNPE) Few (Fw), Moderate (Mo), Many (Mn)

IoT Device Contact Duration (IDCD) Short (Sho), Medium (Med), Long (Lg)

IoT Device Storage (IDST) Small (Sm), Medium (Me), High (Hi)

IoT Device Remaining Energy (IDRE) Low (Lo), Medium (Mdm), High (Hgh)

IoT Device Selection Decision (IDSD) Very Low Selection Possibility
(VLSP),Low Selection Possibility (LSP),
Medium Selection Possibility (MSP),
High Selection Possibility (HSP), Very
High Selection Possibility (VHSP)

Fig. 6. Triangular and trapezoidal membership functions.

3.2 System Implementation

Fuzzy sets and fuzzy logic have been developed to manage vagueness and uncer-
tainty in a reasoning process of an intelligent system such as a knowledge based
system, an expert system or a logic control system [19–32]. In this work, we use
fuzzy logic to implement the proposed system.

The structure of the proposed system is shown in Fig. 4. It consists of one
Fuzzy Logic Controller (FLC), which is the main part of our system and its basic
elements are shown in Fig. 5. They are the fuzzifier, inference engine, Fuzzy Rule
Base (FRB) and defuzzifier.

As shown in Fig. 6, we use triangular and trapezoidal membership functions
for FLC, because they are suitable for real-time operation [33]. The x0 in f(x)
is the center of triangular function, x0(x1) in g(x) is the left (right) edge of
trapezoidal function, and a0(a1) is the left (right) width of the triangular or
trapezoidal function. We explain in details the design of FLC in following.

The term sets for each input linguistic parameter are defined respectively as
shown in Table 1.

T (IDNPE) = {Few(Fw),Moderate(Mo),Many(Mn)}
T (IDCD) = {Short(Sho),Medium(Med), Long(Lg)}
T (IDST ) = {Small(Sm),Medium(Me),High(Hi)}
T (IDRE) = {Low(Lo),Medium(Mdm),High(Hgh)}
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Table 2. FRB2.

No. IDNPE IDCD IDST IDRE IDSD No. IDNPE IDCD IDST IDRE IDSD

1 Fw Sho Sm Lo VLSP 41 Mo Med Me Mdm VHSP

2 Fw Sho Sm Mdm LSP 42 Mo Med Me Hgh HSP

3 Fw Sho Sm Hgh MSP 43 Mo Med Hi Lo HSP

4 Fw Sho Me Lo LSP 44 Mo Med Hi Mdm VHSP

5 Fw Sho Me Mdm MSP 45 Mo Med Hi Hgh VHSP

6 Fw Sho Me Hgh HSP 46 Mo Lg Sm Lo VLSP

7 Fw Sho Hi Lo MSP 47 Mo Lg Sm Mdm LSP

8 Fw Sho Hi Mdm HSP 48 Mo Lg Sm Hgh MLSP

9 Fw Sho Hi Hgh VHSP 49 Mo Lg Me Lo LSP

10 Fw Med Sm Lo MSP 50 Mo Lg Me Mdm LSP

11 Fw Med Sm Mdm HSP 51 Mo Lg Me Hgh HSP

12 Fw Med Sm Hgh VHSP 52 Mo Lg Hi Lo MSP

13 Fw Med Me Lo HSP 53 Mo Lg Hi Mdm HSP

14 Fw Med Me Mdm VHSP 54 Mo Lg Hi Hgh VHSP

15 Fw Med Me Hgh VHSP 55 Mn Sho Sm Lo VLSP

16 Fw Med Hi Lo VHSP 56 Mn Sho Sm Mdm VLSP

17 Fw Med Hi Mdm VHSP 57 Mn Sho Sm Hgh VLSP

18 Fw Med Hi Hgh VHSP 58 Mn Sho Me Lo VLSP

19 Fw Lg Sm Lo LSP 59 Mn Sho Me Mdm VLSP

20 Fw Lg Sm Mdm MSP 60 Mn Sho Me Hgh VLSP

21 Fw Lg Sm Hgh HSP 61 Mn Sho Hi Lo LSP

22 Fw Lg Me Lo MSP 62 Mn Sho Hi Mdm MSP

23 Fw Lg Me Mdm HSP 63 Mn Sho Hi Hgh VLSP

24 Fw Lg Me Hgh VHSP 64 Mn Med Sm Lo LSP

25 Fw Lg Hi Lo HSP 65 Mn Med Sm Mdm LSP

26 Fw Lg Hi Mdm VHSP 66 Mn Med Sm Hgh MSP

27 Fw Lg Hi Hgh VHSP 67 Mn Med Me Lo LSP

28 Mo Sho Sm Lo VLSP 68 Mn Med Me Mdm LSP

29 Mo Sho Sm Mdm VLSP 69 Mn Med Me Hgh HSP

30 Mo Sho Sm Hgh LSP 70 Mn Med Hi Lo MSP

31 Mo Sho Me Lo VLSP 71 Mn Med Hi Mdm HSP

32 Mo Sho Me Mdm LSP 72 Mn Med Hi Hgh VHSP

33 Mo Sho Me Hgh MSP 73 Mn Lg Sm Lo VLSP

34 Mo Sho Hi Lo LSP 74 Mn Lg Sm Mdm VLSP

35 Mo Sho Hi Mdm MSP 75 Mn Lg Sm Hgh LSP

36 Mo Sho Hi Hgh HSP 76 Mn Lg Me Lo VLSP

37 Mo Med Sm Lo LSP 77 Mn Lg Me Mdm VLSP

38 Mo Med Sm Mdm MSP 78 Mn Lg Me Hgh LSP

39 Mo Med Sm Hgh HSP 79 Mn Lg Hi Lo LSP

40 Mo Med Me Lo MSP 80 Mn Lg Hi Mdm MSP

81 Mn Lg Hi Hgh HSP
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Fig. 7. Fuzzy membership functions.

The membership functions for input parameters of FLC are defined as:

µLw(IDNPE) = g(IDNPE;Fw0, Fw1, Fww0, Fww1)
µMi(IDNPE) = f(IDNPE;Mo0,Mow0,Mow1)
µHg(IDNPE) = g(IDNPE;Mn0,Mn1,Mnw0,Mnw1)
µSho(IDCD) = g(IDCD;Sho0, Sho1, Show0, Show1)
µMi(IDCD) = f(IDCD;Med0,Medw0,Medw1)
µLg(IDCD) = g(IDCD;Lg0, Lg1, Lgw0, Lgw1)
µSm(IDST ) = g(IDST ;Sm0, Sm1, Smw0, Smw1)
µMe(IDST ) = f(IDST ;Me0,Mew0,Mew1)
µHi(IDST ) = g(IDST ;Hi0,Hi1,Hiw0,Hiw1)
µWe(IDRE) = g(IDRE;Lo0, Lo1, Low0, Low1)
µMo(IDRE) = f(IDRE;Mdm0,Mdmw0,Mdmw1)
µSt(IDRE) = g(IDRE;Hgh0,Hgh1,Hghw0,Hghw1)

The small letters w0 and w1 mean left width and right width, respectively.
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Fig. 8. Results for different values of IDST , IDCD and IDRE when IDNPE is 0.1.

The output linguistic parameter is the IoT device Selection Decision (IDSD).
We define the term set of IDSD as:

{V ery Low Selection Possibility (V LSP ),
Low Selection Possibility (LSP ),

Middle Selection Possibility (MSP ),
High Selection Possibility (HSP ),

V ery High Selection Possibility (V HSP )}.
The membership functions for the output parameter IDSD are defined as:

µV LSP (IDSD) = g(IDSD;V LSP0, V LSP1, V LSPw0, V LSPw1)
µLSP (IDSD) = f(IDSD;LSP0, LSPw0, LSPw1)
µMSP (IDSD) = f(IDSD;MSP0,MSPw0,MSPw1)
µHSP (IDSD) = f(IDSD;HSP0,HSPw0,HSPw1)

µV HSP (IDSD) = g(IDSD;V HSP0, V HSP1, V HSPw0, V HSPw1).

The membership functions are shown in Fig. 7 and the Fuzzy Rule Base
(FRB) for our system are shown in Table 2.

The FRB forms a fuzzy set of dimensions |T (IDNPE)| × |T (IDCD)| ×
|T (IDST )| × |T (IDRE)|, where |T (x)| is the number of terms on T (x). We
have four input parameters, so our system has 81 rules. The control rules have
the form: IF “conditions” THEN “control action”.

4 Simulation Results

We present the simulation results in Figs. 8, 9 and 10. In these figures, we show
the relation between the probability of an IoT device to be selected (IDSD) to
carry out a task, versus IDNPE, IDCD, IDST and IDRE. We consider IDNPE
and IDCD constant and change the values of IDST and IDRE. We see that IoT
devices with more remaining energy, have a higher possibility to be selected for
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Fig. 9. Results for different values of IDST , IDCD and IDRE when IDNPE is 0.9.

carrying out a job. In Fig. 8(a), when IDRE is 0.1 and IDST is 0.7 , the IDSD is
0.16. For IDRE 0.5, the IDSD is 0.28 and for IDRE 0.9, IDSD is 0.55, thus the
IDSD is increased about 12% and 27%, for IDRE 0.5 and IDRE 0.9, respectively.

In Fig. 8(a) and (b), we increase the IDCD value to 0.1 and 0.9, respectively
and keep IDNPE constant. From the figures we can see that for IDST 0.7 and
IDRE 0.9 the IDSD is increased 7%. We see that we have a very small increase
because the duration of a contact is the total time that IoT devices are within
reach of each other, and have thus the possibility to communicate. This param-
eter directly influences the capacity of OppNets because it limits the amount
of data that can be transferred between nodes. A short time of contact means
that two devices may not have enough time to establish a connection. While,
when the contact time is long, the OppNet loses the mobility, but if we have to
choose between the two, we would prefer a longer contact time, assuming that
the entire message is transmitted without intermissions. Also, the neighbor IoT
device remaining buffer capacity will be decreased.

A further increase of IDSD is affected by IDST as shown in Fig. 8(b), because
devices with more storage capacity are more likely to carry the message until
there is a contact opportunity.

We compare Figs. 8(a), 9(b) and 10(a) for IDST 0.8, where IDNPE increases
from 0.1 to 0.5 and 0.9, respectively. For IDRE 0.9, comparing Fig. 8(a) with 9(a)
and Fig. 9(b) with 10(a), we see that the IDSD is increased 19% and decreased
15% respectively. When comparing Fig. 8(b) with 9(b) and Fig. 9(b) with 10(b),
for IDST 0.8 and IDRE 0.9, we see that IDSD is increased 2% and 11%, respec-
tively. It is preferred that an IoT device has previous encounters with another
device, as this increases the chances of predicting a contact opportunity, and a
future connection. The larger the number of past encounters, the highest is the
possibility of IoT device selection. This because a more efficient management of
resources is made by already knowing the presence of another IoT device waiting
to make a connection.
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Fig. 10. Results for different values of IDST , IDCD and IDRE when IDNPE is 0.9.

5 Conclusions and Future Work

In this paper, we proposed and implemented a fuzzy-based IoT device selection
system for OppNets considering number of past encounters of an IoT device.

We evaluated the proposed system by computer simulations. The simulation
results show that the IoT devices with previous contacts, are more likely to be
selected for carrying out a job, so with the increase of IDNPE the possibility
of an IoT device to be selected increases. We can see that by increasing IDCD,
IDST and IDRE, the IDSD is also increased. But for the IDCD parameter, we
need to find an optimal time that IoT devices have contact with each other.

In the future work, we will also consider other parameters for IoT device
selection such as Node Computational Time, Interaction Probability and make
extensive simulations to evaluate the proposed system.
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Abstract. Cloud Computing (CC) concept is an emerging field of
technology. It provides shared resources through its own Data Centers
(DC’s), Virtual Machines (VM’s) and servers. People now shift their
data on cloud for permanent storage and online easily approachable. Fog
is the extended version of cloud. It gives more features than cloud and
it is a temporary storage, easily accessible and secure for consumers.
Smart Grid (SG) is the way which fulfills the demand of electricity of
consumers according to their requirements. Micro Grid (MG) is a part
of SG. So there is a need to balance load of requests on fog using VM’s.
Response Time (RT), Processing Time (PT) and delay are three main
factors which, discussed in this paper with Hill Climbing Load Balancing
(HCLB) technique with Optimize best RT service broker policy.

Keywords: Cloud Computing · Fog Computing · Virtual Machines
Hill Climbing Load Balancing Technique · Smart Grid

1 Introduction

Cloud Computing (CC) technologies are becoming increasingly important since
they provide a wide range of beneficial properties. Smart devices, appliances,
vehicles and social media is connected to each other via internet. It provides
facilities to users to use resources, large storage area and services. Big companies
use their services to store huge amount of data on it. CC provides three type
of services: Platform as a Service (PaaS), Infrastructure as a Service (IaaS) and
Software as a Service (SaaS) [1]. These three services are shown in Fig. 1.

PAAS tells about the platform which using to develop / build different types
of software and applications on it. These platform includes Operating Systems
(OS), Programming Languages, Databases and Servers etc. IAAS is the infras-
tructure means Physical hardware, VMs, Networks, IP addresses and LANs to
compute and migrate on it all those applications which build at PAAS. SAAS is
that part of service which provides the access for software download them from
IAAS. Install and run them on their systems, get services from service providers
and pay them according the services.
c© Springer Nature Switzerland AG 2019
F. Xhafa et al. (Eds.): 3PGCIC 2018, LNDECT 24, pp. 238–251, 2019.
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The term “fog” was firstly introduced by Computer Information System
Company (CISCO) and its concept is just like fog closed to ground. Fog Comput-
ing (FC) enhanced CC and it has the same features as Cloud .FC is introduced
to takes the CC features at the edge of the network with all the edge devices
used. Now-a-days user wants that applications they are using worked quickly
and gives response in very short time when they wants to access any thing.
Consumers access fog easily it reduces the distance between fog and consumers.

For permanent storage, fog shifts the all data of users to cloud.Fog decides
that what type of data is stored at cloud. It provides security and authentic
access to customers. It also introduced the decentralized concept of devices which
covers small areas. It offers four types of communication (1) fog to Cloud (2) fog
to consumer (3) fog to fog (4) fog to SG. Fog has many different concerns, which
makes it more beneficial than Cloud are: locality, proximity, privacy, latency,
geo-distribution, location, awareness and aggregation [2].

Utility handles all the electricity demand-supply requirements in industrial,
commercial and residential areas through Smart Grids (SG) and Micro Grids
(MG). In any traditional grid when we add Information, Communication and
Technology (ICT), it becomes SG. It provides electricity to consumers according
to their demand and manages all the requests. Consumer sends request to SG
through smart meters and they know about bills and consumption of electricity
as well [3].

SG is directly connected and provides electricity to users. When the load of
SG is exceeded from its capacity then it causes some problems i.e, delay, packet
loss of data then the concept of MicroGrid (MG) is introduced. MG is a small
part of SG. MG fulfills the requirements of all user requests due to nearly located
early then SG. This paper is considering the residential areas because almost 60
to 70% electricity is utilized in residential areas. So the generation of electricity
occurred by different renewable resources of solar panels, wind turbines and
thermal power plants [4].

Smart appliances are part of our lives which are known as the Internet Of
Things (IOT’s) These smart devices have some applications which is used to
manage home appliances through internet and they need online connectivity
for operate them through Cloud or fog. We can schedule them through Home
Energy Management System (HEMS).

Through HEMS consumers just used necessary appliances during on peak
hours and other appliances are used in off peak hours. Consumers send their
requests directly to fog for electricity and it gives response back to consumers.
Response Time (RT), Processing Time (PT), delay, network congestion, privacy,
scalability, reliability, cost , interoperability, and adaptability [5],[7], are some
major concerns during fog consumer communication. When the requests are
received on fog, it processed through its profile that it need to take charging
for the battery of electric vehicles [8]. So, there is a need to balance the load of
requests on fog. Moreover, the several load balancing techniques are discussed
in [9], [10]. Therefore, this paper explains the FC environment to maintain load
with a paradigm of residential areas.
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Fig. 1. Services of Cloud Computing

The rest of the paper is organized as: Sect. 2 presents the related work about
different architectures and schemes used to address the load balancing on cloud
and fog. Section 3 tells about the motivation and contributions of work. Section
4 is the proposed framework of this paper. Section 5 about the technique used.
Section 6 are showing the results of simulations. Section 7 tells about the con-
clusion and future work of this study.

2 Related Work

When the concept of FC introduced in the last few years, abundant changing
and new ideas are merged with it. Many scientists are working on different issues
to solve these challenges. However, it reduces the load of Cloud and provides
efficient communication as do comparison between both of them.

As Itrat et al. [1], proposed the new service broker policy and compare it with
two load balancing algorithms Round Robin (RR) and throttled. In [2], authors
discussed the advantages of FC over CC and introduced the SG based model
for it. A new hardware architecture proposed in [3], which implements on MG
system. The system increases the efficiency of FC for SG network. This archi-
tecture used specific RAM, processor and operating system. The new concept
of private and public data cannot be easily decrypted [4], authors considered
the load balancing issue on VMs and implement the Shortest Job First (SJF)
algorithm and RR, equally spread current execution service broker policies used.
Authors in [5], addressed many problems which are: interoperability, scalability,
adaptability, and connectivity between smart devices over FC platform, low-
power and low-cost devices used for computation, storage, and communication
by HEM prototype. In [7], deals with load balancing problem on fog.Authors
implements the algorithm of Particle Swarm Optimization (PSO) technique to
minimize the load of requests on fog. A cloud based platform introduced for
charging from SG to Electric Vehicles (EV’s) and discharging of EV’s to SG in [8].
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Authors in [9], show comparison between Cloud Based Demand Response Model
and Distributed Demand response Model, through which minimize the b total
cost of response time during communication and Peak to Average Load Ratio
that increases the scalability and reliability of communication network. In Mel-
hem et al. [10], addressed the problem of maximum production of energy and
less consumption by proposing a technique of mixed integer linear programming
for scheduling the appliances in residential areas. In [11], authors proposed five
layered architecture which shows the flow of receiving request by making prior-
ity table, give storage and reply of requests. In this paper authors also proposed
cloud load balance algorithm for finding the priority service value. Authors in
[12], considered layered approach for hierarchical and distributed management
architecture implemented on real life experiments on working of resources contin-
uously from edge to cloud. This architecture is used for providing the dew point
and control unit area for traffic and cars. These control elements are respon-
sible for management. The different functional distributed blocks used in this
layered architecture. A Parallel Meta- Heuristic Data clustering Framework for
parallelized the large amount of data in data mining on cloud platform Spark.
Compared three different algorithms in terms of computing input patterns of
solutions through clustering. Solve the running time of data clustering problem
in on different platforms on cloud [13]. In Fan et al. [14], distributed cloudlet
architecture proposed for minimize the computing and networking delay and also
considered the capacity of cloudlets. AREA algorithm provides the offloading of
application request to its closer cloudlet in three different steps. The algorithm
divides the problem into sub problem. It works iteratively choose the applica-
tion with highest Response Time (RT) and relocate this application to nearest
cloudlet with minimum RT. It allocates the resources according to user applica-
tion. In [15], authors work on cloud computing to maximize the revenue of the
cloud data center provider. In this proposed technique two type of controllers
are used to maintain the load of cloud and maximize the revenue of the cloud
provider. Software Defined Network (SDN) controller gives the information of
the network load and cloud controller gives the information of cloud load. In this
work, authors also used a technique WARM to maximize the revenue of cloud
provider. If SDN and cloud controller performs good then WARM generate maxi-
mum revenue. After applying these techniques, this model is compared with other
two models. This model generates maximum revenue than others. Authors in [16]
considered some heterogeneous data centers and wants to achieve the quality of
service through load balancing on cloud. Quality of service (QoS) is based on
the smartness and efficiency of the system. Smartness and efficiency is depends
upon efficient management and allocation of resources. It is not easy to manage
the heterogeneous data centers. Firstly, different types of physical machines are
created with different storage and processing power. When a Physical Machine
(PM) is allocated to a task. This task is not using all the resources of this PM.
Analyze the running PM and get the resources which are not in use and creates
some other PM. Authors also proposed some mathematical analysis through-
put and response time. [17], addressed cloud load balancing.Authors proposed a
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technique which is bio inspired. In this work, VMs are considers as rumens and
anti-grazing principle assigns the tasks to them. Anti-grazing principle analyzed
the task nature and the requirements of the task then assigned the VM according
to the task demand. In this paper, authors also worked on task completion time
and communication delay time. This technique is also worked on heterogeneous
cloud data centers.

3 Problem Formulation:

We are considering a geographical area that contains three layers cloud layer,
fog layer and user layer. We are using bottom to top approach and cloud layer
contains datacenters. DC represents datacenters DC = {dc1, dc2, ...dcn}.

Fog layer is the intermediate layer which has virtual machines and received
requests from consumer side. Fogs also connected with cloud and consumers
through internet. VM = {vm1, vm2, ..., vmi}.

User layer is the end layer in top to bottom approach and present at the
bottom of this hierarchy. Users send requests to fogs according to their electricity
demand. UR represents the set of user requests UR = {ur1, ur2, ...urj}.

The time taken to process a request is called Processing Time (PT). The PT
is calculated as:

PT = Tend − Tstart (1)

where the end represents the finishing time of user request, start shows the
starting time of the user request to fog. “T” represents time. The objective of
this work is to minimize the RT min(RT). To minimize RT first see the status
of VM.

VMstatus =

{
1 for if VM = available
0 for if VM is �= available

(2)

To calculate RT the equation used is :

min(RT ) = FinT − ArrT + TransDelay (3)

Trans delay represents transmission delay is that delay in which distance
between transfer data from one node to another node. In this paper, the problem
is minimize delay with respect to response time and processing time of user
requests.

The equations used to calculate the cost of resources are:

CostVM = CosttVM ∗ VMi (4)

Micro Grid cost is calculated as following:

CostMG = CosttMG (5)

Data Center cost is calculated as following:

CostDC = CosttDC (6)
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Fog layer has resources like VM , MG, DCs and they have some cost to used
them. The cost of resources can be calculated by the sum of their usage according
to requests So, the total cost is calculated through this equation is:

Totalcost = CostVM + CostDC + CostMG (7)

4 Motivation

Cloud and fog based platform provides two way communication with users. Users
send their requests or demands to fog. There is a need to minimize the load of
requests coming from consumer side and utilize resources completely on fogs
without wasting time of any resource. Furthermore, authors [1] worked on the
service broker policy for routing the traffic of requests. However, they do not
mentioned the load balancing algorithm. In [7], authors used the technique of
PSO for load balancing on fog and minimize the PT and RT through it. Authors
in [11], proposed layered architecture of cloud which provides a priority list of
receiving request and sort these request in table. Also gives the “cloud load
balance algorithm” for performance, reliability and increase the PT of servers.
This technique is also used to maintain the traffic load of servers.

Fig. 2. Proposed System Model
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4.1 Contributions

The main contributions of this paper are given below:

• Response Time (RT): This study presents to minimize the RT of requests
from cloud to fog and fog to consumers.When requests are send to fog then,
fog gives reply to these request weather the requirements are fulfilled or not.

• Processing Time (PT): This paper provides load balancing technique to min-
imize the PT. When requests are send by consumers the time required to
process this request.

• Delay Control: Network delay is minimized and reduced the RT and PT of
fogs when the load is distributed on different VM’s to control delay.

• Technique: Hill Climbing Load Balancing (HCLB) technique used with service
broker policy to route the traffic of requests.

5 System Model

In this paper, a framework is proposed for three layered architecture which
consists of centralized cloud layer, distributed fog layer and a consumer layer
in Fig. 2.

Cloud layer is presented at the top of the framework. The second layer is in
the middle of the framework, which is presented as fog layer. The third layer
contains clusters of buildings, homes and smart meter attached to each home.

In the proposed framework four regions are considered because these four
regions are congested and underdeveloped. One region shows for one continent
given in Table 2. Each region contains a fog with cluster of buildings to send
requests on fog located in the same region. Each building contains 80 to 200
homes. After every hour consumers send requests to fog according to its demand
of electricity through smart meter. Fog receives requests and all virtual machines
are allocated to number of requests installed on fog. Fogs receive requests from
consumer side and maintains a log information about consumer through its meta-
data. Metadata means the information about the request location ID from which
region and cluster request has been received. Requests are handled by differ-
ent VMs and they assigned according to availability and ability to handle the
requests. Fog communicates with MG to provide electricity to that home.

If MG doesnot have sufficient energy then fog communicates with cloud to
fulfill the requirement of this area. Cloud easier communicate with SG to fulfill
the demand. SG finds the nearest MG according to that area.

The parameters for residential area are number of buildings in each cluster,
region of cluster with on peak and off peak average consumers to send request in
an hour, which are given in Table 3. On peak hours are those hours in which the
demand and rates of electricity are very high, on peak hours can also be referred
as working hours of a day and off peak hours are those hours during which the
electricity rates and demand are less than working hours.
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Table 2. Region Distribution

Region Region id

Asia 0

Africa 1

North America 2

Oceania 3

Table 3. Parameters of residential area

Clusters

of

build-

ings

Regions Buildings Request

per

hour

Data

size per

request

(MB)

Peak hours

start(GMT)

Peak

hours

end

(GMT)

Average

peak

homes

Average

off peak

homes

C1 0 80 200 128 6 5 1000 100

C2 1 150 200 128 6 11 1000 100

C3 1 30 200 128 6 11 1000 100

C4 2 200 200 128 8 4 1000 100

C5 2 120 200 128 8 4 1000 100

C6 3 50 200 128 7 5 1000 100

6 Load Balancing Algorithm

To handle the requests load from consumer side, many load balancing algorithms
are used to allocate number of requests to available VMs. In this paper, HCLB
technique is used to manage the load among VMs.

6.1 Hill Climbing Working

HCLB algorithm is a mathematical optimization technique for searching. It is
based on random solution to find available VMs. In this algorithm, loop executes
until the best solution is found for a problem. In HCLB, loop is incremented untill
a closest available VM is find out. Then it picks the best VM and assign request
to it for processing.

7 Simulations and Results

After performing the simulations in Cloud Analyst tool with the platform of
Java graphs has been generated. Table 2 shows the division of four regions and
tells that which regions we are taking for this paradigm. These four regions are
representing by their Id.

Table 3 shows the division of six cluster, regions are represented by R, R0
have only one cluster, R1 have two clusters, R2 two clusters and R3 has only
one clusters. This table shows the number of buildings present in each cluster
and how many requests are send by each cluster during one hour. Also defines
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Algorithm 1 Hill climbing Algorithm
1: Start state list of VM =[initial state]
2: while State list not empty do
3: Currentstate = remove state from the state list
4: VM = the list of states visible from current
5: state
6: while VM is not empty do
7: if Nextstate = goal state then
8: return -1
9: end if

10: Allocate current VM
11: Return current VM
12: end while
13: end while

Fig. 3. Response Time by Region

the off peak hours and on peak hours of different regions according to their day
and night timings. The amount of average peak homes and off peak homes are
also defined.

The performance parameters of the simulations are RT, PT and cost. These
graph result shows that by performing simulations on the basis of scenario of
four different regions the RT, PT is reduced. However, there is a tradeoff in cost
of MG and RT by applying Hill Climbing Load Balancing Algorithm (HCLB).

In Fig. 3 This graph shows the graphical representation of RT of clusters
according to their region X-axis shows the number of clusters and Y-axis shows
average, minimum and maximum value of fogs RT to requests on the basis of
regions. Legends shows the different colors of bar values. Table 4 shows the
values of fogs RT to user requests of each clusters presents in each region. C4
shows maximum RT value of fog 68.86 ms. This is the highest maximum value
of RT by fogs in all the fogs. C6 shows the minimum RT value which is 37.7 ms
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and average RT value which is 50.91 ms with respect to all the fogs presents in
different regions. Figure 4 shows the values of average, minimum and maximum
PT of requests.

Figure 4 is the graphical representation of Total cost for physical resources
on fog layer used. The number of fogs are presents on X-axis and average cost of
VMs, Data Transfer cost and MGs cost are showing on Y-axis through different
bars.

Table 4. Userbase Response Time

Userbase Average
Response
Time (ms)

Minimum
Response
Time (ms)

Maximum
Response
Time (ms)

C1 53.50 39.56 66.10

C2 53.40 40.28 68.30

C3 53.32 42.13 67.46

C4 53.32 38.31 68.86

C5 51.04 39.74 63.70

C6 50.91 37.70 63.88

Table 5. Data Centers

Data
Center

Average
Hourly Pro-
cessing Time
(ms)

Min Hourly
Processing
Time (ms)

Max Hourly
Processing
Time (ms)

Fog1 3.86 0.06 5.83

Fog2 3.73 0.06 5.95

Fog3 3.71 0.05 5.82

Fog4 1.31 0.02 3.84

In Table 6 shows the total cost of resources used and shows the costs of VMs
used in each fog and MG cost which shows that what is the cost of MG used
per hour to fulfill the demand of requests. Data transfer cost is already defined
and it calculates according to the how much data is transferred by which speed
from fogs. The total cost is calculated by Eq. (7) by taking the sum of VM cost,
MG cost and Data transfer cost.



Hill Climbing Load Balancing Algorithm on Fog Computing 249

Fog1 Fog3 Fog2 Fog4
0

50

100

150

200

250

300

350

Cost

A
ve

ra
ge

 C
os

t (
$)

 

 
VM Cost($)
Microgrid Cost($)
Data transfer Cost($)
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In Fig. 5: This graph shows the Hourly Average PT of fogs to consumer
requests legends are presents Average, minimum and maximum PT values. The
number of fogs are present on X-axis and Hourly Average Processing Time PT
of requests on Y-axis are shown.

Table 6. Cost

Data Cen-
ters

VM Cost Microgrid
Cost

Data
Transfer
Cost

Total
Cost

Fog1 48.00 148.76 9.30 206.05

Fog2 48.00 273.46 17.09 338.55

Fog3 48.00 306.53 19.16 373.69

Fog4 12.00 259.50 16.22 287.72

In Table 5 shows the average PT, minimum PT and maximum PT values of
fogs which are representing the DCs. Fog 4 takes the average and minimum PT
to requests which are 1.31 ms and 0.02 ms. Fog 2 shows the maximum hourly
PT to process the consumer requests which is 5.92 ms.

8 Conclusion

Fog and cloud based platform is used to give ease to consumers and solve all those
problems which they faced during the traditional grid system. Fogs received a
huge amount of requests from demand side. A load balancing technique which
decreased the RT and PT of fogs to consumers has been proposed in this paper.
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Through simulation results has efficiently reduce the RT and PT. The overall
values of RT is 52.76 (ms) and overall cost of fogs are 1206.01. However, there is
a tradeoff in the cost of MG and RT. In this manner, the purpose of this study
is to provide the load balancing of requests on fogs.
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Abstract. Wireless Mesh Networks (WMNs) have many advantages
such as low cost and increased high-speed wireless Internet connectivity,
therefore WMNs are becoming an important networking infrastructure.
In our previous work, we implemented a Particle Swarm Optimization
(PSO) based simulation system for node placement in WMNs, called
WMN-PSO. Also, we implemented a simulation system based on Sim-
ulated Annealing (SA) for solving node placement problem in WMNs,
called WMN-SA. In this paper, we implement a hybrid simulation sys-
tem based on PSO and SA, called WMN-PSOSA. We analyse the perfor-
mance of WMN-PSOSA system for WMNs by conducting computer sim-
ulations considering two types of mesh clients distributions. Simulation
results show that WMN-PSOSA performs better for Weibull distribution
compared with the case of Chi-square distribution.

1 Introduction

The wireless networks and devises are becoming increasingly popular and they
provide users access to information and communication anytime and any-
where [3,8,10–12,15,21,27,28,30,34]. Wireless Mesh Networks (WMNs) are
gaining a lot of attention because of their low cost nature that makes them
attractive for providing wireless Internet connectivity. A WMN is dynamically
self-organized and self-configured, with the nodes in the network automatically
establishing and maintaining mesh connectivity among them-selves (creating, in
effect, an ad hoc network). This feature brings many advantages to WMNs such
as low up-front cost, easy network maintenance, robustness and reliable service
coverage [1]. Moreover, such infrastructure can be used to deploy community
networks, metropolitan area networks, municipal and corporative networks, and
to support applications for urban areas, medical, transport and surveillance sys-
tems.
c© Springer Nature Switzerland AG 2019
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Mesh node placement in WMN can be seen as a family of problems, which are
shown (through graph theoretic approaches or placement problems, e.g. [6,16])
to be computationally hard to solve for most of the formulations [38]. In fact,
the node placement problem considered here is even more challenging due to two
additional characteristics:

(a) locations of mesh router nodes are not pre-determined, in other wards, any
available position in the considered area can be used for deploying the mesh
routers.

(b) routers are assumed to have their own radio coverage area.

Here, we consider the version of the mesh router nodes placement problem in
which we are given a grid area where to deploy a number of mesh router nodes
and a number of mesh client nodes of fixed positions (of an arbitrary distribution)
in the grid area. The objective is to find a location assignment for the mesh
routers to the cells of the grid area that maximizes the network connectivity
and client coverage. Node placement problems are known to be computationally
hard to solve [13,14,39]. In some previous works, intelligent algorithms have
been recently investigated [4,7,17,19,22–24,32,33].

In our previous work, we implemented a Particle Swarm Optimization (PSO)
based simulation system, called WMN-PSO [25]. Also, we implemented a sim-
ulation system based on Simulated Annealing (SA) for solving node placement
problem in WMNs, called WMN-SA [20,21].

In this paper, we implement a hybrid simulation system based on PSO and
SA. We call this system WMN-PSOSA. We analyse the performance of hybrid
WMN-PSOSA system considering different type of clients distributions.

The rest of the paper is organized as follows. The mesh router nodes place-
ment problem is defined in Sect. 2. We present our designed and implemented
hybrid simulation system in Sect. 3. The simulation results are given in Sect. 4.
Finally, we give conclusions and future work in Sect. 5.

Fig. 1. Relationship among global solution, particle-patterns and mesh routers.

2 Node Placement Problem in WMNs

For this problem, we have a grid area arranged in cells we want to find where to
distribute a number of mesh router nodes and a number of mesh client nodes of
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fixed positions (of an arbitrary distribution) in the considered area. The objective
is to find a location assignment for the mesh routers to the area that maximizes
the network connectivity and client coverage. Network connectivity is measured
by Size of Giant Component (SGC) of the resulting WMN graph, while the user
coverage is simply the number of mesh client nodes that fall within the radio
coverage of at least one mesh router node and is measured by Number of Covered
Mesh Clients (NCMC).

An instance of the problem consists as follows.

• N mesh router nodes, each having its own radio coverage, defining thus a
vector of routers.

• An area W ×H where to distribute N mesh routers. Positions of mesh routers
are not pre-determined and are to be computed.

• M client mesh nodes located in arbitrary points of the considered area, defin-
ing a matrix of clients.

It should be noted that network connectivity and user coverage are among
most important metrics in WMNs and directly affect the network performance.

In this work, we have considered a bi-objective optimization in which we first
maximize the network connectivity of the WMN (through the maximization of
the SGC) and then, the maximization of the NCMC.

In fact, we can formalize an instance of the problem by constructing an
adjacency matrix of the WMN graph, whose nodes are router nodes and client
nodes and whose edges are links between nodes in the mesh network. Each mesh
node in the graph is a triple v =< x, y, r > representing the 2D location point
and r is the radius of the transmission range. There is an arc between two nodes
u and v, if v is within the transmission circular area of u.

3 Proposed and Implemented Simulation System

3.1 PSO Algorithm

In PSO a number of simple entities (the particles) are placed in the search space
of some problem or function and each evaluates the objective function at its
current location. The objective function is often minimized and the exploration
of the search space is not through evolution [18]. However, following a widespread
practice of borrowing from the evolutionary computation field, in this work, we
consider the bi-objective function and fitness function interchangeably. Each
particle then determines its movement through the search space by combining
some aspect of the history of its own current and best (best-fitness) locations with
those of one or more members of the swarm, with some random perturbations.
The next iteration takes place after all particles have been moved. Eventually
the swarm as a whole, like a flock of birds collectively foraging for food, is likely
to move close to an optimum of the fitness function.

Each individual in the particle swarm is composed of three D-dimensional
vectors, where D is the dimensionality of the search space. These are the current
position �xi, the previous best position �pi and the velocity �vi.
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The particle swarm is more than just a collection of particles. A particle by
itself has almost no power to solve any problem; progress occurs only when the
particles interact. Problem solving is a population-wide phenomenon, emerging
from the individual behaviors of the particles through their interactions. In any
case, populations are organized according to some sort of communication struc-
ture or topology, often thought of as a social network. The topology typically
consists of bidirectional edges connecting pairs of particles, so that if j is in i’s
neighborhood, i is also in j’s. Each particle communicates with some other par-
ticles and is affected by the best point found by any member of its topological
neighborhood. This is just the vector �pi for that best neighbor, which we will
denote with �pg. The potential kinds of population “social networks” are hugely
varied, but in practice certain types have been used more frequently.

In the PSO process, the velocity of each particle is iteratively adjusted so
that the particle stochastically oscillates around �pi and �pg locations.

3.2 Simulated Annealing

3.2.1 Description of Simulated Annealing
SA algorithm [9] is a generalization of the metropolis heuristic. Indeed, SA con-
sists of a sequence of executions of metropolis with a progressive decrement of the
temperature starting from a rather high temperature, where almost any move
is accepted, to a low temperature, where the search resembles Hill Climbing.
In fact, it can be seen as a hill-climber with an internal mechanism to escape
local optima. In SA, the solution s′ is accepted as the new current solution if
δ ≤ 0 holds, where δ = f(s′) − f(s). To allow escaping from a local optimum,
the movements that increase the energy function are accepted with a decreasing
probability exp (−δ/T ) if δ > 0, where T is a parameter called the “temper-
ature”. The decreasing values of T are controlled by a cooling schedule, which
specifies the temperature values at each stage of the algorithm, what represents
an important decision for its application (a typical option is to use a propor-
tional method, like Tk = α · Tk−1). SA usually gives better results in practice,
but uses to be very slow. The most striking difficulty in applying SA is to choose
and tune its parameters such as initial and final temperature, decrements of the
temperature (cooling schedule), equilibrium and detection.

In our system, cooling schedule (α) will be calculated as:

α =
(

SA Ending temperature

SA Starting temperature

)1.0/Total iterations

.

3.2.2 Acceptability Criteria
The acceptability criteria for newly generated solution is based on the definition
of a threshold value (accepting threshold) as follows. We consider a succession
tk such that tk > tk+1, tk > 0 and tk tends to 0 as k tends to infinity. Then,
for any two solutions si and sj , if fitness(sj) − fitness(si) < tk, then accept
solution sj .
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For the SA, tk values are taken as accepting threshold but the criterion for
acceptance is probabilistic:

• If fitness(sj) − fitness(si) ≤ 0 then sj is accepted.
• If fitness(sj) − fitness(si) > 0 then sj is accepted with probability

exp[(fitness(sj) − fitness(si))/tk] (at iteration k the algorithm generates
a random number R ∈ (0, 1) and sj is accepted if R < exp[(fitness(sj) −
fitness(si))/tk]).

In this case, each neighbour of a solution has a positive probability of replac-
ing the current solution. The tk values are chosen in way that solutions with
large increase in the cost of the solutions are less likely to be accepted (but there
is still a positive probability of accepting them).

3.3 WMN-PSOSA Hybrid Simulation System

3.3.1 WMN-PSOSA System Description
Here, we present the initialization, particle-pattern, fitness function.

Initialization

Our proposed system starts by generating an initial solution randomly, by ad hoc
methods [40]. We decide the velocity of particles by a random process considering
the area size. For instance, when the area size is W × H, the velocity is decided
randomly from −√

W 2 + H2 to
√

W 2 + H2. Our system can generate many
client distributions. In this paper, we consider Normal and Uniform distribution
of mesh clients.

Particle-pattern

A particle is a mesh router. A fitness value of a particle-pattern is computed
by combination of mesh routers and mesh clients positions. In other words,
each particle-pattern is a solution as shown is Fig. 1. Therefore, the number of
particle-patterns is a number of solutions.

Fitness function

One of most important thing in PSO algorithm is to decide the determination
of an appropriate objective function and its encoding. In our case, each particle-
pattern has an own fitness value and compares other particle-pattern’s fitness
value in order to share information of global solution. The fitness function follows
a hierarchical approach in which the main objective is to maximize the SGC in
WMN. Thus, the fitness function of this scenario is defined as

Fitness = 0.7 × SGC(xij ,yij) + 0.3 × NCMC(xij ,yij).

3.3.2 WMN-PSOSA Web GUI Tool and Pseudo Code
The Web application follows a standard Client-Server architecture and is imple-
mented using LAMP (Linux + Apache + MySQL + PHP) technology (see
Fig. 2). Remote users (clients) submit their requests by completing first the
parameter setting. The parameter values to be provided by the user are classi-
fied into three groups, as follows.
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Fig. 2. System structure for web interface.

Fig. 3. WMN-PSOSA web GUI tool.

• Parameters related to the problem instance: These include parameter values
that determine a problem instance to be solved and consist of number of
router nodes, number of mesh client nodes, client mesh distribution, radio
coverage interval and size of the deployment area.

• Parameters of the resolution method: Each method has its own parameters.
• Execution parameters: These parameters are used for stopping condition of

the resolution methods and include number of iterations and number of inde-
pendent runs. The former is provided as a total number of iterations and
depending on the method is also divided per phase (e.g., number of iterations
in a exploration). The later is used to run the same configuration for the same
problem instance and parameter configuration a certain number of times.

We show the WMN-PSOSA Web GUI tool in Fig. 3. The pseudo code of our
implemented system is shown in Algorithm 1.
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Algorithm 1 Pseudo code of PSOSA.
/* Generate the initial solutions and parameters */
Computation maxtime:= Tmax, t := 0;
Number of particle-patterns:= m, 2 ≤ m ∈ N 1;
Starting SA temperature:= Temp;
Decreasing speed of SA temperature:= Td;
Particle-patterns initial solution:= P 0

i ;
Global initial solution:= G0;
Particle-patterns initial position:= x0

ij ;
Particles initial velocity:= v0

ij ;
PSO parameter:= ω, 0 < ω ∈ R1;
PSO parameter:= C1, 0 < C1 ∈ R1;
PSO parameter:= C2, 0 < C2 ∈ R1;
/* Start PSO-SA */
Evaluate(G0,P 0);
while t < Tmax do

/* Update velocities and positions */
vt+1
ij = ω · vt

ij

+C1 · rand() · (best(P t
ij) − xt

ij)
+C2 · rand() · (best(Gt) − xt

ij);
xt+1

ij = xt
ij + vt+1

ij ;
/* if fitness value is increased, a new solution will be accepted. */
if Evaluate(G(t+1),P (t+1)) ¿= Evaluate(G(t),P (t)) then

Update Solutions(Gt,P t);
Evaluate(G(t+1),P (t+1));

else
/* a new solution will be accepted, if condition is true. */

if Random() > e

(
Evaluate(G (t+1),P (t+1))−Evaluate(G (t),P (t))

Temp

)
then

/* “Reupdate Solutions” makes particle back to previous position */
Reupdate Solutions(Gt+1,P t+1);

end if
end if
Temp = Temp × td;
t = t + 1;

end while
Update Solutions(Gt,P t);
return Best found pattern of particles as solution;

3.3.3 WMN Mesh Routers Replacement Methods
A mesh router has x, y positions and velocity. Mesh routers are moved based on
velocities. There are many moving methods in PSO field, such as:

Constriction Method (CM)
CM is a method which PSO parameters are set to a week stable region
(ω = 0.729, C1 = C2 = 1.4955) based on analysis of PSO by M. Clerc et
al. [2,5,36].
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Random Inertia Weight Method (RIWM)
In RIWM, the ω parameter is changing randomly from 0.5 to 1.0. The C1

and C2 are kept 2.0. The ω can be estimated by the week stable region.
The average of ω is 0.75 [29,36].

Linearly Decreasing Inertia Weight Method (LDIWM)
In LDIWM, C1 and C2 are set to 2.0, constantly. On the other hand, the
ω parameter is changed linearly from unstable region (ω = 0.9) to stable
region (ω = 0.4) with increasing of iterations of computations [36,37].

Linearly Decreasing Vmax Method (LDVM)
In LDVM, PSO parameters are set to unstable region (ω = 0.9, C1 =
C2 = 2.0). A value of Vmax which is maximum velocity of particles is
considered. With increasing of iteration of computations, the Vmax is
kept decreasing linearly [31,35].

Rational Decrement of Vmax Method (RDVM)

In RDVM, PSO parameters are set to unstable region (ω = 0.9, C1 =
C2 = 2.0). The Vmax is kept decreasing with the increasing of iterations
as

Vmax(x) =
√

W 2 + H2 × T − x

x
.

Where, W and H are the width and the height of the considered area,
respectively. Also, T and x are the total number of iterations and a current
number of iteration, respectively [26].

3.3.4 Client Distributions
Our proposed system can generate a lot of clients distributions such as Weibull
(hot-spot), Uniform (not-hot-spot) and Chi-square (semi-hot-spot) models as
shown in Fig. 4. In this paper, we consider hot-spot and semi-hot-spot models
of clients distributions.

Fig. 4. Clients distributions.

4 Simulation Results

In this section, we show simulation results using WMN-PSOSA system. In this
work, we consider Weibull and Chi-square distributions of mesh clients. The
number of mesh routers is considered 16 and the number of mesh clients 48.
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Table 1. Parameter settings.

Parameters Values

Clients distribution Weibull, Chi-square

Area size 32.0 × 32.0

Number of mesh routers 16

Number of mesh clients 48

Total iterations 6400

Iteration per phase 32

Number of particle-patterns 9

Radius of a mesh router 2.0

SA starting temperature value 10.0

SA ending temperature value 0.01

Temperature decreasing speed (α) 0.998921

Replacement method LDIWM

Fig. 5. Simulation results of WMN-PSOSA for Weibull distribution.

Fig. 6. Simulation results of WMN-PSOSA for Chi-square distribution.
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Fig. 7. Visualized image of simulation results for different clients.

The total number of iterations is considered 6400 and the iterations per phase
is considered 32. We consider the number of particle-patterns 9. We conducted
simulations 100 times, in order to avoid the effect of randomness and create a
general view of results. We show the parameter setting for WMN-PSOSA in
Table 1.

We show the simulation results from Figs. 5, 6 and 7. In Figs. 5 and 6, we show
results for Weibull and Chi-square distributions of mesh clients, respectively. For
both client distributions, the performance of WMN-PSOSA system for the SGC
is almost the same. However, WMN-PSOSA performs better for the NCMC
when the client distribution is Weibull compared with the case of Chi-square
distribution. We show the visualized results for WMN-PSOSA in Fig. 7. As
shown in Fig. 7(a), all nodes are covered for the Weibull distribution. However,
we see that some clients nodes are not covered for Chi-square distribution (see
Fig. 7(b)). Therefore, WMN-PSOSA performs better for Weibull distribution
compared with the case of Chi-square distribution.

5 Conclusions

In this work, we evaluated the performance of a hybrid simulation system based
on PSO and SA (called WMN-PSOSA) considering Weibull and Chi-square dis-
tributions of mesh clients. Simulation results show that WMN-PSOSA performs
better for Weibull distribution compared with the case of Chi-square distribu-
tion.

In our future work, we would like to evaluate the performance of the proposed
system for different parameters and scenarios.
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Abstract. Designing and assessing the security of IoT systems is very
challenging, mainly due to the fact that new threats and vulnerabilities
affecting IoT devices are continually discovered and published. More-
over, new (typically low-cost) devices are continuously plugged-in into
IoT systems, thus introducing unpredictable security issues. This paper
proposes a methodology aimed at automating the threat modeling and
risk analysis processes for an IoT system. Such methodology enables to
identify existing threats and related countermeasures and relies upon
an open catalogue, built in the context of EU projects, for gathering
information about threats and vulnerabilities of the IoT system under
analysis. In order to validate the proposed methodology, we applied it to
a real case study, based on a commercial smart home application.

1 Introduction

Over the last few years, the Internet of Things (IoT) has become one of the
prominent emerging technologies for delivering value-added services to end users.

Securing IoT systems presents a number of unique challenges that depend on
many different factors, including: (i) the heterogeneity of the IoT devices (mainly
programmable devices and embedded systems) that have different hardware and
software constraints, (ii) the heterogeneity of communication protocols (ranging
from ad-hoc, low-power connections to wi-fi networks), and (iii) the vulnera-
bilities of the deployment environments, that range from smart homes [16] to
critical infrastructures [4] that widely adopt distributed and remote services in
the cloud. The analysis of the security issues affecting IoT systems has been
object of several surveys published recently (e.g., [1,2,5,15]), which have high-
lighted that the most critical factors are: (i) the need to continuously adapt to
the environment, due to the dynamic introduction and/or removal of devices,
and (ii) the low power and capacity of many interconnected devices, that inhibit
the adoption of complex security mechanisms. Accordingly, systems should be
designed and managed by taking into account the security and the capability of
each new device, which may affect the overall security level of the architecture.
c© Springer Nature Switzerland AG 2019
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Unfortunately, risk analysis and security assessment are costly procedures, and
they are rarely applied in systems where cost is a strict constraint (e.g., smart
home systems).

In this paper, we propose a methodology aimed at automating, as much as
possible, the threat modeling and risk analysis processes for an IoT system. Our
approach enables to easily identify the assets to protect, their vulnerabilities
and the existing related threats, the effective risks they are subject to and the
countermeasures to apply in order to mitigate such risks. In particular, the pro-
posed approach relies (i) on the ISO standard model to describe IoT systems,
(ii) on an open catalogue of well-known threats affecting different assets and
communication protocols to identify the threats of interest for the IoT system
under analysis, (iii) on the STRIDE threat classification and on the OWASP
risk rating methodology for automating the risk analysis, and (iv) on standard
security control frameworks (e.g., NIST800-53 and ISO 27000) to describe the
countermeasure and verify their correct implementation.

The remainder of this paper is structured as follows: in Sect. 2, we briefly
summarize the adopted reference architecture to model IoT systems and its com-
ponents. In Sects. 3, we illustrate the proposed methodology to automate threat
modeling and risk assessment of IoT systems. In Sect. 4, we provide some details
on the modeling activities, by also introducing a case study home automation
system used to better illustrate the methodology. In Sect. 5, we discuss how it
is possible to automatically obtain a threat model for the system, by also giving
some concrete example related to the case study. Finally, in Sects. 6 and 7 some
related work is presented with conclusions and future work.

2 What is an IoT System

In this paper, we adopt the ISO Reference Architecture presented in the ISO/IEC
30141 document [6] as the baseline to model IoT systems and their architecture.
The ISO/IEC 30141 provides a complex reference model, including a conceptual
model describing the entities involved in an IoT system and their relationships,
and several architectural views. These include, among others, the functional
view, which represents, in a technology-agnostic way, the high-level functionali-
ties that are necessary to form an IoT system. The functional view is organized
in domains: at the bottom, there is the Physical Entity domain (PED), with the
Sensing & Controlling domain (SCD) above it. The Operation & Management
(OMD), Application Service (ASD) and IoT Resource and Interchange (RID)
domains are logically positioned at the same level, on top of the Sensing &
Controlling domain and below the User domain (UD).

The functionalities identified in the functional view are implemented by suit-
able components included in the system view : for example, controlled and sensed
physical objects belong to the PED, while sensors, actuators, gateways and local
control systems belong to the SCD.

All the concepts involved in an IoT system are reported in the conceptual
model, which describes the main IoT entities and their relationships. The IoT
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Device is the entity that bridges between real-world Physical Entities and the
other digital entities in the system, and interacts with other entities through
one or more networks. An IoT Device can be either a Sensor, able to monitor a
physical entity and transform some of its characteristics into a digital represen-
tation that can be communicated, or an Actuator, able to act on one or more
properties of a physical entity on the basis of received commands. The Service
entity represents a set of distinct capabilities implemented by one or more soft-
ware components that is directly accessed by a digital user. An Application is a
service that offers a collection of functions that can be accessed by a human user
to perform a task. In the IoT context, it implements the functionalities typical
of the application domain (eHealth, smart home, etc.). The IoT Gateway is a
digital entity that connects one or more IoT Devices to a wide-area network. The
IoT Gateway typically interacts with IoT Devices through short-range networks,
and with Services through high-bandwidth networks. Both IoT Gateways and
Services use a Data Store, which holds data relating to the IoT system, either
derived from IoT devices or resulting from services acting on IoT device data.

As illustrated later in the paper, we will adopt these concepts and components
as the basis to model any IoT system and to perform the risk analysis and
security assessment.

3 Automated Risk Analysis Methodology

As shown in Fig. 1, our risk analysis methodology comprises four main steps,
namely Modeling, Asset Threats Identification, Risk Analysis and Security Con-
trols Identification.

Fig. 1. IoT automated risk analysis methodology

In the Modeling step, the target IoT system is analyzed in order to identify
the architectural assets and their relationships, and is first modeled based on the
ISO reference model discussed in the previous section (ISO System Model gener-
ation sub-step). In particular, the specific components of the IoT system under
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analysis are first mapped onto the entities of the ISO conceptual model, and
then a technology-dependent system view is built for the system according to
the ISO guidelines. Then, the ISO-compliant model is automatically translated
into another formalism, i.e., the MACM graph-based formalism introduced in
[13] (MACM generation sub-step), which enables to easily represent system com-
ponents, their relationships and security features, and to perform an automated
assessment of the security of a system by means of suitable graph manipulations.
In the MACM enrichment sub-step, the MACM model of the target system is
enriched with additional information, obtained by querying the human assessor
and aimed at identifying the threats potentially affecting each asset of the sys-
tem. In particular, the questions posed to the assessor are useful to identify the
specific type of asset, where needed (e.g., is a network asset a radio network,
LAN or a WAN?, is a network asset a wired or a wireless network? is a service
asset a web-based service?, is an IoT device an open-platform device?, etc.), the
type of protocol used in a communication (e.g., XMPP, Zigbee, TLS/SSL, IP,
HTTP, HTTPS, TCP), the role of a node in a communication protocol (e.g.
server node, client node, peer node,...).

Based on gathered information, in the Asset Threat Identification step
all relevant threats are first identified for each node and each relationship in the
graph (Per-Node Search sub-step and Per-Relationship Search sub-step). This
set is then refined based on the answers given by the assessor in the Refinement
sub-step, in order to identify the threats that are actually relevant to the target
IoT system.

In the Risk Analysis step, an estimation of the risk associated with each
identified vulnerability is computed as the combination of the likelihood that the
vulnerability is exploited and the resulting impact, as devised by the Owasp Risk
Rating Methodology [12] (Per-Threat Likelihood estimation, Per-Threat Impact
estimation and Per-Threat Risk estimation sub-steps). The risk values are then
used to evaluate the overall risk severity with respect to the STRIDE threat
categories proposed by Microsoft [9], i.e., Spoofing, Tampering, Repudiation,
Information-Disclosure, Elevation-of-Privileges (Composite Risk estimation sub-
step).

Finally, in the Security Controls Identification step, a list of possible
countermeasures, in terms of security controls (belonging to a standard frame-
work such ad the NIST Security Control Framework [11]), is selected (Per-Threat
Security Control selection sub-step) and mapped to the assets to be protected
(Security Control Asset assignment sub-step). The identified security controls
are then included in the system architecture to refine and finalize the design,
with a subsequent update of the model.

It is worth noting that the above process is almost fully automated, thanks
to the availability of a threat catalogue that suitably maps threats to assets and
to security controls in order to enable the Asset Threat Identification and the
Security Controls Identification steps, respectively. The catalogue was developed
in the context of the FP7 SPECS project and H2020 MUSA project, it is available
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on line1 and is continuously enriched when new threats and vulnerabilities are
discovered. As said, a human intervention is needed only in the Modeling phase,
to build the initial model of the system and to reply to the questions that help
refine the model. In this regard, it is worth mentioning that also the questionnaire
used for model refinement is part of the threat catalogue, as questions are directly
mapped to assets and threats.

4 Modeling

As anticipated, the Modeling step of the proposed methodology relies upon the
MACM formalism, which was introduced in the context of the security assess-
ment of cloud applications [13], and that has been extended in this paper to
include IoT-specific aspects and automate the assessment of IoT systems’ secu-
rity.

The original version of the formalism enables to represent the typical compo-
nents and relationships of a cloud environment, by defining specific node types
to model cloud services (i.e., IaaS, PaaS and SaaS node types) and providers
(i.e., the CSP node type), and by considering relationships like use, host and
provide. The MACM IoT extension introduces further node types and relation-
ships by leveraging the concepts included in the ISO standard briefly described
in Sect. 2. In particular, we introduced the node types IoTDevice, IoTGateway,
Network, Entity. The use relationship has been extended to specify that any
Software-as-a-Service (SaaS) node can use any IoTDevice node. A property may
specify the protocol adopted for such interactions and other protocol-related
features. Even the host relationship, which was originally adopted to describe
an IaaS service hosting any SaaS or PaaS service, has been extended to specify
that an IoTGateway may host a SaaS or PaaS component. Finally, we added the
connect relationship, which links any physical system (IaaS resource, IoTGate-
way or IoTDevice) to the network infrastructure it is connected to. It is worth
noting that, in the IoT environment, different and not connected networks may
be involved, due to the short-range communications typically existing among
devices.
A Case Study: The MicroBees Home Automation System.
In order to illustrate the proposed approach, we will consider a home automa-
tion system built by exploiting the Microbees IoT technology [8]. MicroBees
offers a set of components devoted to offering simple and cheap home automa-
tion functionalities. Such components interact via radio by means of a custom
protocol, and are coordinated by a dedicated gateway that adopts cloud services
to offer advanced user interface and improved automation capabilities. The end
user interacts with the system through a mobile phone, by accessing the cloud
services that communicate with the GateBee component. MicroBees offers four
different devices, namely WireBee, able to monitor different physical features,
SenseBee, acting as both a sensor and an actuator, GateBee, which is the central
gateway that receives commands and data and communicates with SenseBee and
1 www.bitbucket.org/cerict/sla-model.

www.bitbucket.org/cerict/sla-model
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WireBee via wireless, and SecureBee, which is able to track any object moving
in a physical environment.

Fig. 2. Microbees reference architecture in the ISO model

Figure 2 shows the mapping of Microbees components onto the ISO con-
cepts introduced before. In order to analyze a concrete home automation sys-
tem, let us consider a simple deployment consisting of four different Actuator
devices, controlling Garden lights, Entrance lights, Kitchen lights and Thermo-
stat, respectively, and one Sensor, i.e., the Thermometer. The ISO-compliant
system model of such system is depicted on the left of Fig. 3, while on the right
the corresponding MACM model is reported.

5 Risk Analysis Automation

As anticipated, the Asset Threat Identification, Risk Analysis and Security Con-
trols Identification steps of the methodology introduced in Sect. 3 can be auto-
mated thanks to a threat catalogue, which includes several well-known threats
collected from available literature, suitably mapped to the assets identified by
the ISO standard and classified based on the related STRIDE category. As shown
in Fig. 4, which reports an extract of the catalogue, we collected several infor-
mation for each threat, including the specific type of asset to which it applies,
the weakness in the asset configuration that may lead to the threat exploita-
tion, and the security controls that should be enforced as a countermeasure
(we currently support the security controls suggested by the NIST framework
[11]). Moreover, we also collected information on well-known threats targeting
the communication protocols, in order to provide more detailed results during
the Asset Threat Identification step. We currently support ethernet, IP, TCP,
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Fig. 3. MicroBees home automation system - system view and MACM model

Fig. 4. An extract of the table of threats collected per each type of component

TLS, XMPP, OAUTH, zigbee, and bluetooth, and we are continuing updating
the threat collection.

Starting from the MACM representation of the IoT system under analysis,
we are able to automatically build a custom threat model associated with the
system by performing suitable queries to the catalogue. To provide an example,
we report in Table 1 a small extract of the results we obtained from the analysis
of the case study home automation application (the extract is very small due to
an existing non-disclosure agreement with Microbees).

In each raw, we reported the asset to protect (system component), the asso-
ciated threat along with the related STRIDE category, and the security controls
to enforce in order to mitigate the risk of having a threat realized. As said, the
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threats were identified by taking into account both the type of involved assets
and the protocols adopted for communication.

Table 1. Threat and security control identification for the MicroBees deployment

Asset Threat STRIDE Security control

GateBee Data leakage Information dis-
closure, spoofing

IA-3, IA-3(1), SA-18, SC-41, IA-5,
SC-8, SI-2, RA-5(1)

Network Message modi-
fication

Information
disclosure,
spoofing, tam-
pering

AC-17 , SC-8, IA-2(13), SC-23

IoT device Data leakage Information dis-
closure, spoofing

IA-3, IA-3(1), SA-18, SC-41, IA-5,
SC-8, SI-2, RA-5(1)

Service Compromised Spoofing, tam-
pering, repudia-
tion, information
disclosure, denial
of service

IA-9, SA-18, AC-2, AC-1, AC-7,
AC-9, IA-5, SC-8, IA-5(1), SI-2,
RA-5(1)

6 Related Work

The problems highlighted by the recent breaches mentioned in this paper have
boosted the search of manufacturers and researchers for reliable and secure archi-
tectures of IoT devices and networks. Unfortunately, nowadays the picture is far
from complete and a lot of further work will be necessary. As a matter of fact, the
term IoT covers many different technologies and various application domains,
and a single reference architecture is likely to be not adequate for all conceiv-
able environments and applications. As a consequence, there is a great variety of
different solutions, and the terms adopted vary from one technological solution
to the other. The problem of the use of architecture standards for the industrial
Internet and connectivity in the IoT is discussed in the paper [18].

Among the open IoT architectures it is worth mentioning the Industrial Inter-
net Reference Architecture (IIRA), Internet of Things Architecture (IoT-A),
the Standard for an Architectural Framework for the Internet of Things (IoT),
advanced by the IEEE P2413 WG, the ETSI High Level Architecture for M2M,
and the ISO Internet of Things Reference Architecture (IoT RA - ISO/IEC
WD 30141) [6]. In addition, standardization efforts have been published in the
form of white-papers by main vendors (e.g., Microsoft, SAP, Intel). Similarly,
in the academic world, a few survey papers [2,19] have proposed definitions of
IoT systems and outlined the main research issues. Not all these architecture
proposals include security considerations. When it is present, security spreads
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across multiple architectural layers, and this is a very weak model, as pointed
out in [10].

As regards the literature centered on IoT system security, Alaba et al. [1]
propose an IoT security taxonomy that takes into account application, archi-
tecture, and communication. The paper also proposes a set of typical threats
and vulnerabilities of the IoT heterogeneous environment and proposes possible
solutions for improving the IoT security architecture. Zarpelao [20], instead, sur-
veys the intrusion detection techniques useful in the IoT context, pointing out
the difficulties of the adoption of such strategies for low power and performance
devices.

The papers [17] and [15] outline IoT security challenges in multiple security
domains (e.g., authentication, access control, privacy, etc.) proposing an inter-
esting overview of security threats in IoT. Finally, The paper [14] proposes a
systematic view of IoT, identifying the main elements together with their inter-
actions and the main actors together with their relationships in the IoT context.
Then, the security challenges in respect for each element and actor identified are
pointed out.

The risk analysis approach presented in this paper is original, in that nothing
similar has never been pursued in the literature. A notable exception is the work
presented in [7], which follows a technique with some point sin common with the
one presented in this paper, as it relies on the use of graph and graph databases
to evaluate a risk profile of a system configuration. The main difference is that
Lewis uses simple empirical risk metrics and threshold values, while our method
relies on a catalogue gathering information about threats and vulnerabilities.

7 Conclusions and Future Work

In this paper, we introduced a methodology devoted to automating, as much as
possible, the threat model definition and risk analysis execution for IoT systems.
Our approach relies upon the definition of a model of the system under analysis
that is compliant with state of art IoT standards, and on the execution of an
almost fully automated process that enables to identify the threats affecting
system assets and involved communication protocols, to evaluate related risk,
and to identify the countermeasures that should be applied in order to mitigate
existing risk. In future works, we plan to extend the technique in order to support
automated security assessment of an IoT system, by taking into account what
each component is able to provide and by evaluating, in an automated way, if
the introduction of a new (possibly faulty) component may affect the security
of other assets of the system. Moreover, we plan to adopt the framework and
solutions proposed in [3] in order to automate the penetration testing of such
systems.
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Abstract. The smart girds (SGs) are used to accommodate the grow-
ing demand of electric systems and monitor the power consumption
with bidirectional communication and power flows. Smart buildings as
key partners of the smart grid for the energy transition. Smart grids
co-ordinate the needs and capabilities of all generators, grid operators,
end-users and electricity market stakeholders to operate all parts of the
system as efficiently as possible, minimising costs and environmental
impacts while maximising system reliability, resilience and stability. The
users demand for energy varies dynamically in different time slots. The
power grids needs ideal load balancing for supply and demand of elec-
tricity between end-users and utility providers. The main characteristics
of the SGs are its heterogeneous architecture that includes reduce the
costly impact of blackouts, help measure and reduce energy consump-
tion, reduce their carbon footprint and provides the power quality for the
range of needs. The cloud-fog based computing model is used to achieve
the objective of load balancing in the SG. The cloud layer provides on-
demand delivery of resources. The fog layer is the extension of the cloud
that lies between the cloud and end-user layer. The fog layer minimizes
the latency, enhances the reliability of cloud facilities and reduced the
load on the cloud because fog is an edge computing and it analyzing
data close to the device that collected the data can make the difference
between averting disaster and a cascading system failure. The end-users
required electricity through the Macrogrids (MGs) and Utilities installed
on fog and cloud layer respectively. The cloud-fog computing framework
uses different algorithms for load balancing objective. In this paper, three
algorithms are used such as Round Robin (RR), throttled and Hybrid
Genetic Algorithm using Bin Packing Technique for load balancing.

Keywords: Cloud computing · Fog computing · Virtual machine
Load balancing · Micro grids and smart grid
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1 Introduction

SG is an extension of a traditional grid that utilizes information and commu-
nication technology. SG provides the two way communication of consumption
and generation sides. SG provides the demand able energy distribution in which
service providers and end-users are capable to detect, control and monitor their
production, pricing and consumption in almost real-time [1]. The integration
of cloud fog computing with SG used to develop improved energy management
system for utilities and end-users. The cloud computing provides high processing
speed, permanent storage and various network services. The cloud offers three
types of services such as (i) software as a service, (ii) platform as a service and
(iii) infrastructure as a service. The smart meters store and transmitted their
data on cloud data centers. SG needs data privacy, reliability and security. As the
users of SG increases, solution to these problems become necessary [2]. The fog
computing framework is an enhancement of cloud computing environment that
helps in maintaining security, reliability [3] and mitigate the load on cloud data
centers. The features of fog is to provide low latency, location awareness, mobility
and real-time interaction. When end-users send requests for electricity demand
and access web services, then the multiple internet of things (IoT) devices are
used. The end-users send the request for electricity to MG through the fog. The
three-layer architecture based cloud and the fog based platform are proposed in
this paper to schedule the load of end-users and power generation. The end-users
layer consist of clusters of buildings that are connected to fog layer. The inter-
mediate layer is fog layer which contains various virtual machines (VMs). VMs
run the various Operating System on a single hardware platform simultaneously.
The load balancing is a method to distribute the load among various machines
using different scheduling algorithm for efficient data source usage, least process-
ing time and to avoid surplus [4]. The main targets of load balancing algorithms
are to achieve cost-effectiveness, scalability and flexibility, and priority of the
resource. In this paper, Round Robin (RR), Throttle, and Genetic algorithm
using Bin Pack Techniques for load balancing algorithms are used for resource
allocation. The remaining part of the paper is as follows. In Sect. 2, motivation
is described, related work is described in Sect. 3. The proposed system model
and VM load balancing algorithm in Sect. 4. In Sect. 5 Simulation results and
discussions are presented. Section 6 described the conclusion.

1.1 Motivation

The authors in [5], presented the cloud fog based platform for efficient utiliza-
tion of resources. The cloud fog based environment provides a great potential
information management in SG. The authors in [6] proposed the combination
of cloud-fog framework for efficient allocation of energy among smart buildings.
In [7], authors proposed cloud based computing environment for the forthcom-
ing production of power grid. Furthermore, Xing et al. proposed the process
of load shifting opportunity by ideally scheduling the charging and discharg-
ing attitude of Electrical Vehicles (EVs) in a decentralized mode. In paper [8],
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authors described that fog work as the intermediary tier between the end users
and cloud environment. The fog reduces the latency and enhances the reliability
of the cloud services. The fog focus on minimizing the response time, cost of VM,
MG and data transfer. The fog also increased the response time and processing
time of consumer’s request as fog is computing edge. The fog computing concept
is implemented for efficient services and fast response in the real world. The fog
help to reduce the load on cloud and deliver the same services as the cloud effi-
ciency. The fog computing expands the services of the cloud based model to the
edge of the network. The fog computing has some important features such as low
latency, awareness of location, efficient wireless access, real-time streaming, and
mobility. The motivation of this study of using the hybrid Genetic Algorithm
using bin packing that handles the requests/task of end users in such a way the
requests may be allocated to only those VMs that are idle and If requests are
not be serviced, the idle VMs working must be stopped and so that energy can
minimize.

1.2 Contribution

SG is integrated with cloud and fog based framework. The proposed system
consists of three regions with the multiple buildings. The cloud and fog based
environment handles multiple requests coming from clusters of buildings. The
cloud fog based environment provides scalability to the SG.

1. In our proposed scenario, fog devices provide low latency services as being
edge devices and are near to end users. The fog devices handle the multiple
number of requests coming from end-users instead of sending requests to
clouds. In this paper, the main contribution is the use of bin packing. The
bin packing handles the efficient use of VMs and handle the request of end
users. The bin packing allocates the request to the active VMs and determine
the state of VMs .

2. In this research paper, the proposed system used to provide optimized
response time, the request per hour, processing time and cost.

3. MGs are equipped with cloud fog computing to fulfill the energy requirements
while minimizing the total cost for the end users.

2 Related Work

Cloud and fog computing is a type of internet-based computing model that offers
data, information and shared the resource to computers and other devices. Cloud
computing enables ubiquitous computing, for configuring the shared pool of com-
puting resources. The cloud computing framework in which data is sent to cloud
server. Cloud server analyzed and processed the data. During the analysis of
data, cloud server takes high processing time with high internet bandwidth. To
overcome the problem of cloud, authors [9,10] brought the concept of the fog
computing. Cloud computing used with SG but there was some drawback associ-
ated with SG utilities. SG requires immediate, immediate decision regarding the
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real-time computing and storage capacity. There were many matters related to
cloud computing. SG offers benefit to end-users, however, there is crucial need to
make it more safe, data authentic and an expandable system. Cloud computing
is the very important technique for smart grid applications. The integration of
Plug-in Hybrid Electric Vehicles (PHEVs) using cloud computing to relieve the
load demand from MG is one of the best examples of cloud computing. Dur-
ing the peak hours, the end-users have to pay more charges for charging their
vehicles which increases the load on SG [11–13]. The fog computing does not
allow intruders to interfere in its network communication with different smart
devices and meters for processing and store tasks [14]. Therefore, there is always
a minimum need of the cloud operators. MG has distribution electrical energy
resources and loads. MG operates in two modes known as the grid connected
mode and autonomous mode. MG is built to ensure reliable, local affordable
power to critical locations such as hospitals, military equipment, data centers
because they need continuous power supply [15].

Mohsenian-Rad et al. [2] tended to the administrations of routing issue that
discovers load balancing in smart grid for data centers. Byan et al. [16], presented
energy management system on the smart cloud-based framework that has some
characteristics. (1) Overseeing neighborhood sustainable power source, (2) using
cloud computing to adjust the energy, (3) reduction in the energy uses by means
of streamlining, detecting, handling and transmission and giving end user with
user friendly area and circumstance based push energy administration facilities.
In paper the [17], the authors described the scalability is a possible issue in
cloud based environment. The fog computing is used to handle the energy issues.
The adaptability, scalability, and interoperability in the fog computing platform
enables to obtain minimum cost. It is also an environment which may also offer
the IoT with the ability of preprocessing the data while meeting the low latency
requirements. Hence, the IoT has the ability of preprocessing the data while
filling the insufficient latency needs. Hence, Internet of Things provided as a
potential setting for current advancement in science e.g. EMS, smart home and
smart grid [18].

Among the incorporation of Information and Communication Technology,
a modern SG is proficient in facility electricity to consumers in a gradually
effective way. Basically SG architecture extents mainly three distinct technical
domains i.e. transmission side, distribution side, and generation system [6]. The
main objective of load balancing is to transfer load explicitly from overloaded
and some are under load. The process to overcome this issue many researchers
are working. The authors proposed a fog computing based SG model to extend
the abilities of cloud-fog based SG in terms of locality, Secrecy, and latency.
The fog mode collect data from smart meter and estimate the cost on the fog
level aggregation, however, cloud or the utility suppliers calculates the total cost
while aggregating all fogs. The schemes procures the high cost by incorporating
the high demand response scenario. Author presented a cost oriented model for
demand side management by optimally allocated the cloud computing resources
[5]. The efficient placement of VM maintain load changes dynamical, quality of
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service and user experience. The virtual machine placement framework is used
to maximize resource utilization, load balance and robustness [19]. The paper
contribution is scheduling of task problems with awareness of fault tolerance.
The author used DCLCA algorithm that is used to handle the awareness of
fault tolerance one cloud computing. The migration of task and detection of
fault techniques are also used as supplementary fault decreasing component an
effective procedure of scheduling that minimizes the make-span time. The author
contribution of this paper is to make the minimization of the ideal task handling
strategy in the cloud computing. Authors in this paper used the feasible Virtual
Machine (VM) configuration for presenting the physical resource requirements
of suspension of ideal scheduling of VMs formulated as a deciding process. Short-
est Job First policy; an online low-complexity scheme is used for buffering the
arriving jobs and using Min Min Best Fit algorithm for optimizing. Shortest Job
First buffering is used with Reinforcement Learning (RL) to avoid starvation [?].

3 Problem Formulation

The sum of loads of all virtual machines is defined as

L =
k∑

i=1

li, (1)

where i represents the number of VMs in a data center. Te load per unit capacity
is defned as

LPC =
L∑m

i=1 ci
(2)

Threshold Ti = LPC * ci

where ci is the capacity of the node. Let there are n sets of jobs, Task or requests
to be scheduled as:-

T =
{
T1, T2.......Tn

}
(3)

Let the cloud datacenter has number of VM that the manages the jobs or
tasks. V is set the set of m number of VMs.

V M =
m∑

i=1

Vi, V M = V M1, V M2, V M3.............V Mm (4)

Let w is set of userbase (Cluster of Buildings).

U =
w∑

i=1

Ui U = u1, u2, u3, . . . , uw (5)

Processing Time. Let PTij be the processing time of assigning task “i” to VM
“j” and define

Xij =

{
1, Task “i” is assigned..
0, otherwise,.

(6)
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The physical machines consist of a set of VMs. Each data center contains VM
load balancer which responsible for allocation of the next task by finding some
metrics. These metrics are calculated according to Equation as follows:-
Processing time of task by VM:-

PTvm(j) =
∑x

k=1 REQlength(k)
N − PRV M (j) × S − PRV M (j)

(7)

Average processing time of all VMs:-

PTavg−vm =
1
m

m∑

j=1

PTvm(j) (8)

The virtual machine are found in two modes (i) active state and (ii) idle state.
The different types of VMs have different execution time in cloud computing.
The execution time J

th
VM(ETj) is depend on the decision variable Xij .

Xij =

{
1, If Ti allocated to V Mj .

0, If Ti is not allocated to V Mj .
(9)

The makespan time is calculated as maximum of ETJ i.e...,

ETj =
n∑

i=1

Xij x ETCij (10)

Tdel = Tlat + Ttrans (11)

The overall expected response time of the all tasks is shown by using following
equation:-

RT = Tfin + Tdel − Tarr (12)

The unit cost of virtual machine j is the cost of completing all subtasks is defined
as formula:-

TotalCost(i) =
n∑

j=1

V Mcompletetime−j × UCostj (13)

The linear programming model is given as

Minimize Z =
n∑

i=1

m∑

i=1

PTijXij (14)

Subject to :
n∑

i=1

xij = 1, J = 1, 2, 3.............m

Xij = 0 or 1.
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Objective Function
Resource Utilization. Maximizing the resource utilization is another important
objective. Achieving high resource utilization becomes a challenge.

AverageUtilization =

∑
JεV Ms

CTj

Makespane × Number of V Ms
(15)

Makespan time can be expressed as Capacity of a VM. Consider

c =
m∑

j=1

cV Mj (16)

Though Cloud computing is dynamic so load balancing can be formulated as
allocating N number of jobs submitted by cloud users to M number of processing
units in the Cloud. Each of the pu will have a processing unit vector (PUV)
showing current status of processing unit utilization. The MIPS indicating how
many million instructions can be executed by that machine per second,α, cost
of execution of instruction and delay cost L.

PUV = f(MIPS, α, L) (17)

job submitted by cloud user can be shown by a job unit vector (JUV). Thus the
attribute of different jobs can can be indicated as:-

JUV = f(t,NIC,AT,wc) (18)

where, t represents the types of jobs or cloud services. NIC indicate the number
of instructions in the job. Job arrival time (AT) shows wall clock time of arrival of
job in the system and worst case completion time (wc) is the least time required
to fulfil the job by a processing unit.
The Cloud service provider needs to allocate these N jobs among M number of
processors such that cost function γ as indicated as:-

γ = w1 × α
NIC

MIPS
+ w2 × L (19)

where w1 and w2 are pre-defined weights. It is too hard to decide/optimize the
weights, one criterion could be that more general the factor is, larger is the
weight

4 Proposed System Model

The proposed model describes a three-tier architecture. First-tier contains the
controller attached to the smart buildings, second-tier contains fog network and
third-tier has a centralized cloud. The three different regions of the world are
considered in this paper. Each region has 30 buildings and each building has 180
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Fig. 1. System Model.

homes. Cloud has several data centers that are geographically scattered. The
cloud-fog environment has multiple fog data centers, and cloud data centers.
The smart building communicates with the VMs installed on fog layer through
a controller. All the buildings distribute their deficit and excessive power infor-
mation with the help of a controller. As fogs are located in three different regions
of the world. Two fogs are located in each region and fogs in these regions are
capable to respond to the requests of the clusters of buildings. The MG is located
near the cluster and fulfills the user requirement through fogs. Consumers are
unable to directly communicate with MG to fulfill the energy requirement. The
consumers forward their request to fog for energy requirement, the fog sends
these requests to MG. MG responds the request of energy if it is able to fulfil
the requirements. If energy is not available to the MGs, demand is too high and
are unable to fulfill their requirement, then fog sends the request toward the
cloud. The utility is installed on cloud layer. The utility fulfil the requirement
of energy through cloud to fog and then MGs (Fig. 1).
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Load Balancing Algorithm.

Load balancing is playing an important contribution for better utilization of
cloud and fog resources. The cloud and fog based platform has several servers
located at the different location that provide services to the end users efficiently.
The hosts are assigned to one or more VMs based on a VM allocation policy.
This policy is defined by the cloud servicemprovider. One or more application
services can be provisioned within a single VM instance. In the context of cloud
computing it is referred to as application provisioning.. VMs provide the services
of storage, memory, bandwidth requirement, and configuration. In distributed
environment load balancing must handle two important issues:

1. Resource allocation
2. Task scheduling

In this paper, three load balancing algorithms with one service broker policy
are used.

Round Robin Algorithm.

RR Algorithm allocates resources to each host by defining equal time slicing.
RR algorithm allocates the request to VM for equal time slice and balance load
of the request in first in first out manner. RR algorithm is preemptive and it has
effective in time sharing environment. The average waiting time of RR is often
quite long.

Throttle Algorithm.

In this algorithm, a request is sent to load balancer for VM allocation and load
balancer checks which VM is able to fulfill the requirement of the respective
client and VM is assigned to that client. Throttle algorithm basically use to
choose the appropriate the VM.

Hybrid Genetic Algorithm using Bin Packing Technique.

Hybrid Genetic Algorithm using Bin Packing. GA is a optimization tech-
nique that is composed of three operations: selection, genetic operation, and
replacement. GA is a nature-inspired algorithm. The advantage of this tech-
nique is that it can handle a vast search space, applicable to complex objective
function and can avoid being trapping into local optimal solution. In GA, each
chromosome (VM) is used for a conceivable solution for an issue and is made out
of a series of genes. The randomly selected population worked as initial point
of the algorithm. A fit capacity is set to monitor the properness of the chro-
mosomes (VMs) for nature (task). On the basis of fitness value, chromosomes
(VMs) are chosen and crossover and mutation operations are performed. On the
base of fitness value a suitable offspring (select appropriate VM) is created. The
set criteria checks the property of each offspring (VM). This method is carried
out at maximum time and at last best offspring is selected. On the other hand,
Bin packing technique plays a very important role in VM placement. The bin
packing technique shut down the VM if VMs are not in use and make the VM on
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standby state for fog data center. Through Bin Packing technique, two-goals are
achieved, one power based approach and other is a quality of the service based
approach of VM.

Algorithm 1 Hybrid Genetic Algorithm using Bin Packing

Step 1: Population is encoded into
binary strings when random initialize
population is selected[Start].
Step 2 : For each population assess the
population for the fitness value [Fit-
ness].
Step 3: The maximum iteration are
done for finding the optimal Do:
Step 3(a): The minimum fitness chro-
mosomes are considered for twice times
(selection)and remove the chromosome
to build the mating pool with highest
fitness value.
Step 3(b): Single point crossover is
performed by randomly choosing the
crossover point [Crossover] to produce
fresh offspring.
Step 3(c): Alter newly offspring with a
Alteration[Mutation] chances of (0.05).
Step 3(d): New offspring are place as
new population [Accepting]and for next
round of iteration use this population .
Step 3(e):Condition is tested for end
[Test].
Step No.4 Assigned to the Bin Packing
Initialization of Bin Packing
b: size of bin

bl: length of bin
bc:content in bin
c: content of chromosomes
ci: index of chromosome
cl: cannotPackListlength
tr: tries Number
bbi: best bin index
for i do= o to cl do

if c then¡bl and cs + br ¡b then
br+=c

elsecan-not-PackList(i):bc
end if

end for
for r do=0 to cl do

while b dobi¡0 and tr ¡bi do
BFD(c)
if b thenbi¡0 then

can-notPackList(r)=ci;
br++

end if
end while
if t thenr¿bl then return 0;
end if
br+=c
ci=bbr

end for

2

5 Simulation Results and Discussion

Cloud analyst tool is used for simulations in this paper. The window 8 operating
system with 8GB Random Access Memory is used for the simulation. The three
load balancing algorithms are used and one service broker policy. Service broker
policy results with other algorithms are presented for six clusters of building
located in three regions of the continents. Two fogs with two clusters of building
are considered in each region. The cloud is connected to fog for permanent data
storage. The second tier consist of fog that contains VMs, memory and storage
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devices. The fog manages the requests coming from buildings and respond them
by providing appropriate services. The simulation performed for closed service
broker policy with proposed load balancing algorithm Hybrid Genetic Algorithm
using Bin Packing technique and compare the results with other algorithms as
shown in figure.

Fig. 2. A figure with two subfigures

Figure 2a shows about the Response Time (RT) that RT is the total amount
of time it takes to respond to a request for service. The above graph shows the
average, minimum and maximum response time.

Figure 2b shows about the processing i.e. processing time is total amount of
time to service the request, the request of each cluster is managed by two fogs.
There are total six fogs in three regions. Figure shows maximum processing time
of six data centers.

Figure 3a describes the Hybrid Genetic Algorithm using Bin Packing tech-
nique in which data transfer cost is less than MG cost and VM cost. VM cost is
less than MG cost and larger than data transfer cost.

Figure 3b shows the overall average response time of our proposed algorithm
is larger than Round Robin and Throttle. However, the throttle response time
is larger than Round Robin.

Figure 4a describes the average processing time of our proposed algorithm
is very much high as compared to Round Robin and Throttle. However, The
Round Robin processing time is good as compared to throttle. Figure 4b shows
the Hybrid Genetic Algorithm using Bin packing has the lowest cost than Round
Robin and Throttle. However, The Round Robin cost is high than Throttle.
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Fig. 3. A figure with two subfigures

Fig. 4. A figure with two subfigures

6 Conclusion

A model is proposed for fog based platform integrated with SG. The three-layer
framework for the resource allocation are considered in this paper. The fog layer
assigned the resources to the residential buildings through MG. The fog layer has
diminished the latency and expand the insurance of the cloud computing services
as fog computing provides security. There are 30 buildings with multiple apart-
ments in this paper. IoT devices are installed in all apartments. End-users send
requests to fog to fulfill their electricity requirements through the fog platform.
MG is considered to fulfill the electricity requirement of end-users and end-users
get access through the fog. The fogs are controlled by the centralized cloud.
When MG is unable to fulfill the electricity requirements of end-users or MG is
not available, the cloud also provides access to a utility company and provide
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electricity requirement. The parameter considered in this paper are requested
per hour, RT, PT, and cost. In this paper, the cloud analyst simulator is used
for taking simulations of the system model. Simulation is done using three load
balancing algorithms Round Robin, Throttle and Genetic Algorithm using bin
packing technique. Genetic Algorithm managed the VM on fogs and bin packing
technique monitored VM placement. However, it has been analyzed that overall
process time and RT of the HGABP algorithm is better than Round Robin and
Throttle. The cost of Genetic Algorithm using bin packing technique is less as
compared with the values of two others algorithms Round Robin and Throttle.
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Abstract. Matrix multiplication is a very basic computation task in
many scientific algorithms. Recently Lei et al. proposed an interesting
outsource protocol for matrix multiplication in cloud computing. Their
proposal is very efficient, however we find that the proposal is not so
secure from the view of cryptography. Concretely, the cloud can eas-
ily distinguish which matrix has been outsourced from two candidate
matrixes. That is, their proposal does not satisfy the indistinguishable
property under chosen plaintext attack. Finally we give an improved
outsource protocol for matrix multiplication in cloud computing.

1 Introduction

Nowadays more and more people prefer to outsource their computation workload
to the cloud servers. However the privacy of the computation workload can not
be well guaranteed if we directly outsource the data and the computation task
to the cloud. Sometimes this is critical for the applications.

For example, when the medical agency want to test the DNA sequence of
some patient to determine whether the patient has some particular disease. If
the medical agency directly outsource the DNA sequence or the test algorithm to
the cloud, the cloud could know the DNA sequence of the patient and also know
the test algorithm of the medical agency, which is the privacy of the patient and
the property of the the medical agency.

Thus it is critical for designing some secure outsource protocols for these
datum and algorithms. There are many interesting research work in this field
[1–5,9,10]. Recently Lei et al. proposed several interesting outsource protocols
for computation tasks related with matrix, such as matrix determinant, matrix
multiplication, matrix inverse etc. [6–8]. These protocols are very efficient. In this
c© Springer Nature Switzerland AG 2019
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paper we focus on the matrix multiplication proposal. However we find that this
proposal is not so secure from the view of cryptography. Concretely, the cloud
can easily distinguish which matrix has been outsourced from two candidate
matrixes. That is, their proposal do not satisfy the indistinguishable property
under chosen plaintext attack. Finally we give an improved outsource protocol
for matrix multiplication in cloud computing.

We organize our paper as following: in Sect. 2, we review of Lei et al.’s MMC-
Encryption algorithm. In Sect. 3, we give our analysis to show their protocol is
not so secure. In Sect. 4, we give our improved outsource protocol for matrix
multiplication in cloud computing. We conclude our paper in Sect. 5 with many
interesting open problem.

2 Review of Lei et al.’s MMC-Encryption Algorithm

Lei et al.’s MMC-Encryption algorithm [6] for matrix multiplication is as the
following:

Algorithm 1 Procedure MMC-Encryption.
Require: The original MMC problem Φ and the secret key K : {α1, · · · , αm},

{β1, · · · , βn}, {γ1, · · · , γs}, π1, π2, π3.
Ensure: ΦK = (X ′, Y ′).
1: The client generates matrices P1,P2,P3 where P1(i, j) = αiδπ1(i),j , P2(i, j) =

βiδπ2(i),j , P3(i, j) = γiδπ3(i),j .
2: The client computes X ′ = P1XP −1

2 and Y ′ = P2Y P −1
3 . Note here the client can

efficiently compute X ′ and Y ′ via time O(n2).
3: Later the encrypted MMC problem ΦK = (X ′, Y ′) will be outsourced to the cloud.

Lemma 1. In Procedure MMC-encryption, matrices P1, P2 and P3 are invert-
ible, more precisely,

⎧
⎪⎪⎨

⎪⎪⎩

P−1
1 (i, j) = (αj)−1δπ−1

1 (i),j ,

P−1
2 (i, j) = (βj)−1δπ−1

2 (i),j ,

P−1
3 (i, j) = (γj)−1δπ−1

3 (i),j

Theorem 1. In Procedure MMC-encryption, if X ′ = P1XP−1
2 , then it holds

that X ′(i, j) = (αi/βj)X(π1(i), π2(j))

3 Our Analysis

According to the above theorem, we have

X =

⎡

⎢
⎣

x1,1 · · · x1,n

...
. . .

...
xm,1 · · · xm,n

⎤

⎥
⎦
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and

X ′ = P1XP−1
2 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

α1
β1

xπ1(1),π2(1) · · · α1
βj

xπ1(1),π2(j) · α1
βn

xπ1(1),π2(n)

...
. . .

...
. . .

...
αi

β1
xπ1(i),π2(1) · · · αi

βj
xπ1(i),π2(j) · αi

βn
xπ1(i),π2(n)

...
. . .

...
. . .

...
αm

β1
xπ1(m),π2(1) · · · αm

βj
xπ1(m),π2(j) · αm

βn
xπ1(m),π2(n)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

3.1 Our Observation I

By computing the ratio between any two rows for the matrix X ′, we obtain a
new matrix R′ ∈ Rm(m−1)/2×n:

R′ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

α2
α1

xπ1(2),π2(1)

xπ1(1),π2(1)
· · · α2

α1

xπ1(2),π2(j)

xπ1(1),π2(j)
· α2

α1

xπ1(2),π2(n)

xπ1(1),π2(n)

...
. . .

...
. . .

...
αm

α1

xπ1(m),π2(1)

xπ1(1),π2(1)
· · · αm

α1

xπ1(m),π2(j)

xπ1(1),π2(j)
· αm

α1

xπ1(m),π2(n)

xπ1(1),π2(n)
α3
α2

xπ1(3),π2(1)

xπ1(2),π2(1)
· · · α3

α2

xπ1(3),π2(j)

xπ1(2),π2(j)
· α3

α2

xπ1(3),π2(n)

xπ1(2),π2(n)

...
. . .

...
. . .

...
αm

α2

xπ1(m),π2(1)

xπ1(2),π2(1)
· · · αm

α2

xπ1(m),π2(j)

xπ1(2),π2(j)
· αm

α2

xπ1(m),π2(n)

xπ1(2),π2(n)

...
. . .

...
. . .

...
αm

αm−1

xπ1(m),π2(1)

xπ1(m−1),π2(1)
· · · αm

αm−1

xπ1(m),π2(j)

xπ1(m−1),π2(j)
· αm

αm−1

xπ1(m),π2(n)

xπ1(m−1),π2(n)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Note here if any of the denominator of the entries in the above matrix is 0,
we set this entry to be 0.

Similarly, we can obtain a new matrix R ∈ Rm(m−1)/2×n by computing the
ratio between any two rows for the matrix X.

R =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

x2,1
x1,1

· · · x2,j

x1,j
· x2,n

x1,n

...
. . .

...
. . .

...
xm,1
x1,1

· · · xm,j

x1,j
· xm,n

xm,n
x3,1
x2,1

· · · x3,j

x2,j
· x3,n

x2,n

...
. . .

...
. . .

...
xm,1
x2,1

· · · xm,j

x2,j
· xm,n

x2,n

...
. . .

...
. . .

...
xm,1

xm−1,1
· · · xm,j

xm−1,j
· xm,n

xm−1,n

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Note here if any of the denominator of the entries in the above matrix is 0, we
set this entry to be 0.
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3.2 Our Observation II

We also note that in X, every entry in the same row will always lie in one common
permutated row in X ′. And also, every entry in the same column will always lie
in one common permutated column in X ′. Thus there exists the following fact:

for x2,1
x1,1

�= 0, x2,n

x1,n
�= 0 in the first same row in matrix R, there must exist two

entries in the same row in matrix R′ such that
(

x2,1
x1,1

)

(
x2,n

x1,n

) =

(
αi

αi′
xπ1(i),π2(j)

xπ1(i′),π2(j)

)

(
αi

αi′
xπ1(i),π2(j′)
xπ1(i′),π2(j′)

) (1)

this relation also holds for any two entries in the same row in matrix R, that is,
we can generalize the above equation to be the below equation:

(
xi1,j1
xi1′,j1

)

(
xi1,j1′
xi1′,j1′

) =

(
αi

αi′
xπ1(i),π2(j)

xπ1(i′),π2(j)

)

(
αi

αi′
xπ1(i),π2(j′)
xπ1(i′),π2(j′)

) (2)

Thus we can exploit this weakness to attack the scheme. For example, we

first compute

(
x2,1
x1,1

)
(

x2,n
x1,n

) , and then search all the results of

(
αi
α

i′
xπ1(i),π2(j)
x

π1(i′),π2(j)

)

(
αi
α

i′
x

π1(i),π2(j′)
x

π1(i′),π2(j′)

) in

matrix R′ which satisfy they are being equal, there must exist such an i, j, i′, j′.
Once find such an i, j, i′, j′, we can then find the correlated relationship between
original matrix and the disguised matrix, which can break the IND-CPA security
property.

3.3 Our Attack

We show Lei et al.’s MMC-Encryption algorithm can not satisfy the IND-CPA
security notion which is important for encryption schemes. IND-CPA security
notion is defined as following:

“The adversary chooses two original matrix X1,X0 and sends them to the
challenger, the challenger chooses randomly one of them and encrypt it via the
disguise algorithm. Assume the result is X ′, the challenger returns it to the
adversary, and the adversary need to guess which original matrix was encrypted.”

We show that the adversary can always guess correct the original matrix if
using Lei et al.’s MMC-encryption algorithm. Concretely the steps is the follow-
ing:

1. Assume the original matrix X1,X0 are

X1 =

⎡

⎢
⎣

x11,1 · · · x11,n

...
. . .

...
x1m,1 · · · x1m,n

⎤

⎥
⎦
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and

X0 =

⎡

⎢
⎣

x01,1 · · · x01,n

...
. . .

...
x0m,1 · · · x0m,n

⎤

⎥
⎦

2. By using above strategy, we can easily break the IND-CPA property of Lei et
al.’s MMC-encryption algorithm. Here we give an example to illustrate our
attack.

4 Our Improved Algorithm

Our improved algorithm is based on Atallah et al.’s secure outsourcing scheme
for matrix multiplication, but their scheme also suffering from the above attack
for the result of matrix multiplication. We improve it to resist this attack even
for the result of matrix multiplication.

1. Compute matrices X = P1M1P
−1
2 and Y = P2M2P

−1
3 as in Lei et al.’s

algorithm.
2. Select two random n×n matrices S1 and S2 and generate four random num-

bers β, γ, β′, γ′ such that (β + γ)(β′ + γ′)(γ′b − γβ′) �= 0
3. Compute the six matrices X + S1, Y + S2, βX − γS1, βY − γS2, β′X −

γ′S1,β′Y − γ′S2. Outsource to the agent the three matrix multiplications

W = (X + S1)(Y + S2) (3)
U = (βX − γS1)(βY − γS2) (4)
U ′ = (β′X − γ′S1)(β′Y − γ′S2) (5)

which are returned.
4. Compute the matrices

V = (β + γ)−1(U + βγW ) (6)
V ′ = (β′ + γ′)−1(U ′ + β′γ′W ) (7)

Observe that V = βXY + γS1S2, and V ′ = β′XY + γ′S1S2.
5. Compute the matrices

(γ′β − γβ′)−1(γ′V − γV ′)

which equals XY
6. Compute M1M2 from XY by

P−1
1 XY P3 = P−1

1 (P1M1P
−1
2 )(P2M2P

−1
3 )P3 = M1M2

Note in the original Atallah’s secure outsourcing scheme for matrix multipli-
cation, Step 5 is outsourced to the cloud. We think this is not unnecessary and
secure. The client can compute (γ′β − γβ′)−1(γ′V − γV ′) himself with compu-
tation complexity O(n2). Furthermore, if the client outsources this step to the
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cloud, the cloud can know XY , which is P1M1M2P
−1
3 , which suffer the above

attack we proposed. That is, the adversary can easily distinguish two candi-
date output matrices (one of them is M1M2 and the other is a random matrix)
from XY , which can not be tolerated by some privacy-preserving data mining
applications.

5 Conclusion

In this paper, we show one recent proposal on outsource protocol for matrix
multiplication is not so secure from the point view of cryptographic research. We
remark this does not say their proposal can not be used in actual applications
for many applications only require the cloud can not recover the original matrix
from the outsourced matrix. There are many open problems leaved, such as
proving the security of our proposal, proposing more secure (such as IND-CPA
secure) outsource protocol for matrix multiplication and prove their security,
especially how to design efficient and IND-CPA secure outsource protocol for
matrix multiplication is very challenge.
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Abstract. In smart grid (SG) fog computing based concept is used.
Fog is used to minimizing the load on cloud. It stores data temporarily
by covering small area and send data to cloud for permanent storage.
In this paper, cloud and fog are integrated for the better execution of
energy in the smart building. In our proposed framework from interest
side a demand created which oversaw by haze. Three unique districts
which contains six mists. Fog is associated with a cluster. Include the
quantities of structures each fog is associated with each fog. Each cluster
contained thirty buildings and each building comprises of 10 homes. SGs
are put close to the buildings and used to satisfy energy request. These
SGs are set adjacent to the buildings. For productive use of vitality in
smart buildings, Virtual Machines (VMs) are used to overcome the load
on fog and cloud. Throttled, Round Robin (RR) and Professional Ser-
vice Scheduler (PSS) are used as load balancing algorithms and these
algorithms are compared for closest data center service broker policy. It
is used for best fog selection. Using this policy the results of these algo-
rithms are compared. Cost wise policy outperforms are shown. However,
RR and throttled performing better overall.

Keywords: Load balancing · Cloud computing · Smart grid
Virtual machine

1 Introduction

Electricity is the basic need of the world. It needs an efficient management sys-
tem. The basic four levels of electricity system are generating, transporting,
distributing and marketing. In this paper, we focused on generating, transport-
ing and distributing of electricity from grid to consumer. We know about SG,
anyhow some people don’t know about it. The SG is a network of electricity
communication lines, substations, transformers, for delivery of electricity from
generating plants to residential areas and business areas. It is a much better
system for the controlling the power requirements. It provides us supportability,
c© Springer Nature Switzerland AG 2019
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reliability, and less cost [1,2]. During this transmission, it will be important for
testing. Efficient transmission, restoration of electricity, reduces peak demands;
security is the features of a SG. SG address resiliency to our electric power sup-
ply system. It allows automatic rerouting when equipment fails. Combination of
SG and internet of things IoT can also be called internet of energy IoE. It can
work as SG [3]. IoE is basically a model. It is used for energy dealings among
consumers. The IoE will allow the power trading between sources and power
storage. In fact, SG is not a particular concept but a composition of technolo-
gies and methods to improve the present grid flexibility and reliability manners.
To tackle its increased complexity and a huge amount of data that is generated
a sheer practice of devices can be tackled by cloud computing. You have no need
of enormous speculation with the working of cloud computing. You can get to
those assets which are required and pay for those you are utilizing. It gives us
simplest approach to get to servers, storage, and a better management of uses
and administrations of the internet. Cloud computing working relies on the sup-
plier. Numerous suppliers give it neighborly, a program based dashboard which
makes it less demanding for clients. Cloud computing can be incorporated with
IoE. By expanding the number of keen gadgets reacting time and holding up in
distributed computing increments. This makes the sitting tight time for some
savvy gadgets. To vanquish these obstacles mist processing is recommended [4].
Fog computing is a concept of network fabrics that is enhanced from the outer
edge. Fog is layer Geographical handlings moveability, real-time operation; a
very large number of devices are the main features of fog computing [5]. It is
closely associated with cloud computing. It is a concept of distributed network.
It provides the missing way to data which needs to access the cloud. While smart
devices may face some issues that are network transmission capacity and cyber
objective architecture. When these machines are interconnected to internet their
security problems are increases which are not satisfied by cloud computing. In [6]
the fog computing is a networking framework which assigns computing resources
nearer to the consumers. Subsequent paragraphs, however, are indented.

2 Motivation

Authors in [7] utilized four load adjusting strategies ; RR, throttle, cuckoo search
and particle swarm simulated annealing optimization. Besides utilized [7], three
service broker policies; optimized response time, proposed service broker pol-
icy and closest data center. The authors in, [7] utilized distributed computing
administrations for productive data administration for SG and load adjusting
for proficient asset usage. Moreover, for balancing the load three techniques was
used by authors in [7] RR, throttle and particle swarm optimization (PSO). In [7]
the incorporated cloud and mist administrations for productive vitality appro-
priation of brilliant structures. However, [8] presented two techniques; RR and
throttle for load balancing. Furthermore [8] utilized administration agent strate-
gies for mist determination; benefit nearness, advance reaction time, powerfully
reconfigure with the heap, new unique administration vicinity benefit. In [8] cre-
ators utilized distributed computing base engineering for age control framework.



302 M. Asad Zaheer et al.

Paper [9] utilized a cloudfog processing base framework. The fog goes about as
mediator between the buyers and cloud which decreases the dormancy. However,
we motivated from all other previous related work and decided to implement it
in a new way by using PSS and comparing the results of RR and throttle.

2.1 Contribution

In this paper, a mist based system incorporated with SG is exhibited. PSS is
used for load balancing. It chooses the VMs based on minimum number of solic-
itations. After the particular time burst, it checks for new minimum number
of solicitations. On the off chance that new demand is not exactly the present
demand, at that point changed to that demand. Every area comprises of vast
customers, which sends asks for on mist. The commitments of those are enrolled
underneath: Three districts are considered for stack adjusting utilizing mist as
a mediator layer are introduced on the hazes and most limited remaining time
first calculation is utilized for choosing [10]. VMs are introduced on the hazes
and most limited remaining time first calculation is utilized for choosing VMs.
Purchaser’s information is put away briefly on haze, after a particular traverse
of time the information is sent to cloud for perpetual capacity. Every flat incor-
porates sustainable power source assets. PSS to start with is contrasted and RR
and throttle calculation. The proposed method beat other two strategies on cost.
In any case, RR and throttled beat proposed procedure accordingly time and
handling time [11]. In this paper, SG is presented with fog based framework. PSS
algorithm is used for balancing the load. This algorithms select the VMs on the
basis of minimum number of desire requests. It checks for new desire requests
after a specific time. It will switch to that request, if number of new requests are
less than the number of current requests. Every region contains a large number
of consumers, and fog receives those desire requests [12]. Its improvements are:
For the purpose of balancing the load three regions are considered and this is
done by using fog. Fogs are using VMs and PSS algorithm is used for selecting
VMs.

3 Related Works

To handle with real time, power competence and cost efficiency issues many
scheduling algorithms are available. A SG can be indicated in two way trans-
mission system [13]. SG is efficient for facilitating electricity. This framework
extends mainly three different domains [14]. Monitoring the electricity at con-
sumer end is an important efficiency of SG [15]. The usual and cloud computing
assessment is present in [14] which handles with both procedural and non pro-
cedural problems. It is improving day by day. It is facing some issues which
need to be resolved; which are high rate of latency, less reliability. So another
framework is available to solve these issues. Many researchers are working to
handle SG with cloud computing. Which provide us the benefits of handling and
gathering of data [16]. The energy utilization of servers has fixed and changing
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attribute. The fixed energy utilization acquires the power utilization of parts
like storage, platter, and system interfaces, whereas the changing attribute of
energy utilization compared to the PC energy consumption that is more vulner-
able on the working voltage. Energy utilization of CMOS cycles utilized as a part
of microchips in extent to the recurrence and square of working potential [17].
Lower the CPU potential will lessen the energy utilization. Nonetheless, lower
the supply voltage affects the performance interval of CPU. The quantity by
hosts inside a rack extents for twenty to forty. Changing the setup of the servers’
space to make stalk the wind stream, using approach devices, for example, com-
puting liquid flow frameworks to assign the wind stream, apply irregular hasten
devotees being refreshing the providers, modifying natural set focuses to take
into account more huge breadth for climate, moreover stickiness inside the scope
granted through providers are surrounded by effort to enhance vital contribu-
tions stock in refreshing framework. The prescribed temperature in server farms
has been extended to sixty five to eighty F, from sixty eight to seventy seven F.
Nevertheless, numerous information focuses generally set their climate as fifty-
five F. CRAC units utilized for keeping up mugginess, in this manner, unwinding
the adequate mugginess range would prompt extensive vitality dampness contri-
bution budget [17]. Introducing in side economizer allow dealings outside air by
interior scorching air to less load upon refreshing framework. In an evidence for
idea displayed through Intel information technology, an inside economist utilized
for refreshing providers for just utilizing outer air at climate almost of ninety F
and non unique judgment within disappointment values of providers that were
refreshed utilizing such strategy vary with providers that were refreshed by the
HVAC frameworks. The economist may replace cooler during freezing weather
for lessen the chilling cost almost seventy percent [17].

The genuine efficiency of an urgent power supplier UPS based upon the
control utilization of information technology resources provided by that. The
capacity of UPS shrinks automatically in lower burden due to established burden.
In view of estimation improve the efficiency of UPS. Power distribution unit
changes the strong and becoming power from UPS to the servicers, managing the
hardware. Maintaining up high voltage levels in UPS allow the authority to find
the PDU near to the servers and electronic components. The high-voltage control
transfer by UPS is changed over. Utilizing high-capacity transformers is critical,
to limit the power burden transformers must have to work most effectively.
when they are accumulated in half of their obvious farthest point additionally,
the adequacy possibly reduces as the accumulating outperforms [16].

Their regional messaging services apply to routing messages to the right chain
depends upon on their headers and information based on routing. It is made
to assign serial communication among parts. Moreover, new ways and many
other options can be combined to the gateway but not involving changing any
application. The messaging service is created with doubtful exchange array. For
components sending a message in a generic format the routing is designed and
the interchanges can path these communications depending on the algorithms of
the gateway. The interchange that provide the path to messages to other parts
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save the components group name and made the route to gather messages relat-
ing to resolve components. The passing message created for flexibility for the
purpose to support the insertion of new parts. Resolver interchange allows the
messages to be routed in their particularly order including the header informa-
tion. These are the main changeable parts which help in the routing service in
the communication [17].

When updation on starting nodes or ending nodes take place then the burden
of redesigning the components become reduce. The controlling part is a special
component because it does not interact with other parts by the communication
model ; however, maintaining them on distribution case with the exception of
the cloud nodes which is used to send and form the information and control
specification. The sectional portion is comprised by the container and cloud
component [18,19].

4 Problem Formulation

In this paper load balancing of cloud computing is done by using PSS algorithm
is done.

We have userbase in our system here which can be denoted by Eq. 1.

U ′ =
{
u1, u2, u3, . . . , un

}
(1)

Secondly we have VMs there to show them we have Eq. 2.

V ′ =
{
v1, v2, v3, . . . , vn

}
(2)

Td = Tl + Tt (3)

The Eq. 3 shows that Td total delay time which is equal to the total latency time
which is denoted by Tl plus which is equal to the total transfer time which is
denoted by Tt.

The Eq. 4 shows the cost per VM. Vms is computed as total cost of VMs
divided by total number of VMs [?].

VMs =
Total cost of VMs
TotalnumberofVMs

(4)

The Eq. 5 shows we have n number of fogs which are used at second layer in our
proposed system model.

F ′ =
{
f1, f2, f3, . . . , fn

}
(5)

In Eq. 6 total delay time calculation is executed. Delay time includes the differ-
ence of arrival and response time [?]. It also depicts the delay time when user
is located in different region than the datacenter. Tcom represents the total task
completion time and Te represents supposed time allotted before the start of
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task. Tarr shows the time when the request reaches the datacenter. Tdp shows
processing time.

Td =

(

Tcom − Te

)

−
(

Tarr − Tdp

)

(6)

The VM is heterogeneous in this way the proposed calculation finds the
response time of a VMs. The Eq. 7 is used to find out the reaction time of VM.

Rt = Tcom − Tarr + Td (7)

The Eq. 9 shows the model of datacenter handling time. Tdatpro is computed
in light of client ask for/hour in understanding to transfer speed designation.

PTD =
URph

BWa
(8)

In our objective function we assume that SLB, SEE are the objective values
of load balance and energy efficiency corresponding to a solution that achieves
some tradeoffs between the two, then, the solution is Min fair iff

SLB , SEE = argmin

LBworst − S1

LBworst − LBbest
,

EEworst − S2

EEworst − EEbest
(9)

Min reasonable arrangement expands the relative execution change of the
target who gets less relative execution change, and in like manner, attempts to
limit the execution hole between the two target capacities efficient solution if
this SLB, SEE solution is proportional fair (Fig. 1).

5 Proposed System Model

The system model proposed in this paper is consists of three-layered architecture.
Which are cloud layer, fog and cluster layer. The proposed system model carries
numerous data centers. The cluster layer which we assume lowest layer contains
30 buildings with 10 homes. Each home may have many smart appliances. Every
appliance needs a specific amount of electricity for its working. This layer must
have to contact cloud for its resources. The buildings will contact cloud using
smart controllers (SC). The second layer is fog layer, which manages suspension
issues and resource assigning in an effective way. The fog layer is connected to
each building. In the fog layer, fog devices are virtualized for the better use of its
hardware resources. VMs are installed for the better allocation of its hardware
resources. VM work as a bridge between the hardware resources and operating
system OS.

The upper layer is a most important layer which is cloud layer. The major
part of this layer is data center. It ensures the storing and computation demands.
In this layer we hope for the efficient management of all tasks related to com-
putational a load profiling. Three different techniques are used for load manage-
ment. These techniques are throttled, RR and PSS. The first two algorithms are
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Fig. 1. System model

performing well than PSS. Reproduction is performed in cloud expert tool and
results are shown in simulation section. For tests six patches of mists and six
groups, are taken and each bunch comprises of numerous quantities of structures
and mists with information. In addition, three distinctive load adjusting proce-
dures are processed in this paper. These three strategies shows us the preparing
time, reaction time and cost. The cluster layer which is the most minimal layer
contains 30 buildings with 10 homes. Each home may have a wide range of keen
machines. Each appliances needs a particular measure of power for its working.
This layer must need to contact cloud for its assets.
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Algorithm 1 PSS
1: BEGIN PSS
2: Calculate ranku(ni)
3: RdyTskLst ← StartNode
4: while RdyTsk is NOT NULL do
5: ni ← Node in the RdyTskLst with maximum ranku
6: EST(ni, pj) = max(Tavail[j],maxnm∈pred(ni)EFT (nm, pk) + cm, i))
7: EFT(ni, pj) = wi, j + EST(ni, pj)
8: if prmax - pr(ni, pj) > 0.5 then
9: EFTpr(ni, pj) = EFT(ni, pj) * prmax/pr(ni, pj)

10: else
11: EFTpr(ni, pj) = EFT(ni, pj)
12: end if
13: Allocate node ni on processor pj with atleast EFTpr
14: Update TAvail[pj ] and RdyTskLst
15: end while
16: END PSS

6 Simulation and Discussion

Simulation is performed in cloud analyst and results are shown in graphs. For
experiments six patches of fogs, six clusters, are taken and every cluster consists
of multiple numbers of buildings and clouds with data centers are considered.
Moreover, three different load balancing techniques are computed in this paper.
These three techniques compare request processing time, response time and cost.

In Fig. 2 cluster response time is shown. The figure tells us the respond-
ing time according to all techniques. The strategies which are utilized are RR,
throttled and PSS. Where in this figure the consequences of these three methods
are appeared. On this base, we can state that the cluster response time of RR,
throttled and PSS is same.

In the Fig. 3 it is shown that the response time for each fog. The figure
describes the max responding time, min responding time and average responding
time for all the fogs as the figure showing the highest bar shows the max response
time, the lowest bar shows min response time, and the bar which is in middle
show the average responding time for all the fogs.

The Fig. 4 describes the cloud response time of the proposed technique of
the paper for all clusters. The figure shows the maximum responding time, min-
imum responding time and average responding time for all the clouds as the
figure describes the highest bar show the maximum response time, the lowest
bar shows minimum response time, and the bar which is in centre shows the
average responding time.

In Fig. 5 fog total cost is described according to data centre based in our
proposed system. The figure gives us the average, minimum, and maximum total
cost of all three techniques which are used in our work which describes precisely
our work. The techniques which are used are same as above. Where this figure
shows that total cost of these three algorithms are same.
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Fig. 2. Processing time for cluster

Fig. 3. Overall response time for fog

In the Fig. 6 overall costs are described. An interconnected fog and cloud
arrangement is proposed for the vitality calculation of private structures. The



Load Balancing on Cloud Using Professional Service 309

Fig. 4. Response time for cluster

Fig. 5. Cost for fog

principle capacity of this paper is to deal with the energy necessity of structures.
The costs which are described are for VMs, SGs and for the cost for data trans-
ferring. At the last, the total cost for a specific fog is described. This graph shows
us the variation between costs of VMs, SGs, and data transfer costs for different
fogs. An interconnected fog and cloud development are proposed with the end
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Fig. 6. Overall cost of VMs

goal of energy calculation in private structures. The fundamental capacity of this
paper is to deal with the vitality prerequisite of structures. The administration
of energy is imperative for private structures and SGs

7 Conclusion

An interconnected fog and cloud arrangement is proposed with the end goal of
energy calculation in private structures. The primary capacity of this paper is
to deal with the energy necessity of structures. The administration of energy
is critical for private structures, and SGs. Due to this reason, another energy
administration framework is proposed and executed as work balance over fog
and cloud computing stage. This execution gives us continuous highlights for
administration of vitality, flexibility, accessibility. JAVA based stage is utilized
for performing recreation. The nearest benefit merchant approach is utilized for
profitable outcomes. Where customers get a brisk reaction with least holding up
time. Be that as it may, PSS isn’t performing great with the exception of on
account of VM.
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Abstract. With the dynamism of data intensive applications, data can be
changed by the insert, update, and delete operations, at all times. Thus, the
privacy models are designed to protect the static dataset might not be able to
cope with the case of the dynamic dataset effectively. m-invariance and m-
distinct models are the well-known anonymization model which are proposed to
protect the privacy data in the dynamic dataset. However, in their counting-
based model, the privacy data of the target user could still be revealed on
internally or fully updated datasets when they are analyzed using updated
probability graph. In this paper, we propose a new privacy model for dynamic
data publishing based on probability graph. Subsequently, in order to study the
characteristics of the problem, we propose a brute-force algorithm to preserve
the privacy and maintain the data quality. From the experiment results, our
proposed model can guarantee the minimum probability of inferencing sensitive
value.

1 Introduction

When data are released to another business collaborator for utilization purpose, the
privacy violation is an issue that must be addressed carefully. Before the release,
common privacy protection techniques to blind the sensitive information by removing
all explicit identifier attributes, such as name and social security number, are to be
applied. However, only removing the explicit identifier attributes are insufficient to
address the privacy violation because of the remained information which still can be
used by the adversary to re-identify the owner of the target sensitive information in the
dataset. k-anonymity [1] is a well-known privacy model which is proposed to protect
the sensitive information in the released datasets. A dataset is said to satisfy the k-
anonymity constraint, if for each tuple in the dataset, there are another k - 1 tuples
which are indistinguishable from it for all “linkable” attributes. However, k-anonymity
can be attacked by using homogeneity attack [2]. For this reason, in [2], the authors
propose a privacy protection model, l-diversity, to address the homogeneity attack i.e.
each indistinguishable tuple, equivalence class, have to contain at least sensitive values.
However, the dataset can be dynamic, subjected to insert, update, and delete operations,
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at all the time and it can be published multiple times, so called the re-publication of
dataset. Both privacy models are designed for static data might not be able to cope with
this situation.

For example, suppose that the dataset in Table 1 (a) is original that the data holder
needs to release to the data analyst at time ts1. With the l-diversity constraint, Table 1
(b) is a released version of Table 1 (a) which is satisfied by 2-diversity. That is, it can
be seen that Table 1 (b) cannot be attacked by the homogeneity attack. Subsequently,
the values in Table 1 (a) are updated as shown in Table 1 (c), i.e. the tuple of Evan and
Frank are added. Also, the data holder needs to release Table 1 (c) to data analyst at

Table 1. Sequence of datasets

(a)
Zip Disease

Adam 12630 Dyspepsia
Bob 35620 Glaucoma

Cindy 12630 Flu
Dian 35270 HIV

(b) first released dataset of (2-diversity)
Zip Disease

Adam 12*** Dyspepsia
Cindy 12*** Flu

Bob 35*** Glaucoma
Dian 35*** HIV

(c) second original dataset
Zip Disease

Adam 12630 Dyspepsia
Bob 35620 Glaucoma

Cindy 12630 Flu
Dian 35270 HIV
Evan 35250 Flu

Frank 35620 HIV

(d) second released dataset of (2-diversity)

Zip Disease
Adam 126** Dyspepsia
Cindy 126** Flu

Dian 352** HIV
Evan 352** Flu
Bob 356** Glaucoma

Frank 356** HIV

(e) second released dataset of (2-invariance)
GID Zip Disease Number of artificial tuples

Adam 1 1263* Dyspepsia
0 

Cindy 1 1263* Flu
2 3527* Glaucoma

1 
Dian 2 3527* HIV

3 3525* Dyspepsia
1 

Evan 3 3525* Flu
Bob 4 3562* Glaucoma

0 
Frank 4 3562* HIV
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time ts2. For protecting the sensitive values in Table 1 (c), it is transformed to Table 1
(d). When we consider Table 1 (b) and Table 1 (d) in the difference time, we observe
that they cannot have the issue of the privacy violation with the 2-diversity constraint.
However, the adversary can still reveal the sensitive value of target user by using
similarity attack [3].

With similarity attack, if the adversary knows that Dian’s zip value, he can infer-
ence Dian’s disease is Glaucoma or HIV on Table 1 (b) also he can inference Dian’s
disease is Flu or HIV, called update signature, on Table 1 (d). After comparing both
inference results, he can inference Dian’s disease is HIV.

m-invariance [4] is a privacy model which can address the similarity attack. With
the m-invariance constraint, each equivalence class must contain at least m tuples with
distinct sensitive values that values do not repeat themselves likely l-diversity, and each
equivalence class on each release associated with individual tuple must contains same
set of sensitive value. Then the dataset of Table 1 (c) will be generalized to be Table 1
(e) for r01 and r02 are artificial tuple. With m-invariance, the adversary cannot use
similarity attack or related technique i.e. difference attack [3] to inference sensitive
value.

However, m-invariance cannot cope with the problem when the data are modified
[5]. Thus, m-distinct is proposed, it applies the same concept of m-invariance but
instead of using exact value of sensitive value it uses the groups of updatable sensitive
value analyzed by using Sensitive attribute Update Graph (SUG) [5] to update sig-
nature. However, its counting-based model ignores the probability of appearance of
sensitive value when it reuses SUG with probability properties to analyze anonymized
dataset. This leads to the privacy violation that some sensitive values are higher
probability than another.

In this paper, we focus on privacy preservation on re-publication dataset. An
example of an anonymous dataset satisfying the conditions of our techniques is the
same as Table 1 (e), but the maximum probability occurs on it is guaranteed. First, we
propose a new privacy model for dynamic data publishing based on probability graph.
Then for studying the characteristics of the problem, we propose a brute-force algo-
rithm which preserves the privacy and maintain the data quality for evaluate the
characteristics of the problem. Finally, the experiment results are presented.

The organization of this paper is as follows. Section 3 presents the problem defi-
nitions addressed in this paper. Subsequently, the proposed algorithm for such the
problem is present in Sect. 4. Our focused problem is then evaluated by experiments in
Sect. 5. Finally, we present the conclusion and future work in Sect. 6.

2 Attacking on Re-publication Dataset

In this section, the concept of attacking re-publication dataset is presented. The situ-
ation is when an adversary knows quasi-identifier of the target on all release and
compares similarity or differential between each release then he can inference sensitive
value of target [2, 3, 5]. The method to protect privacy on re-publication dataset is
keeping target’s update signature to be the same on all release, e.g. if target’s record
appears in equivalence class that {Flu, Lung Cancer, Pneumonia} are sensitive value in
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it called update signature then target’s record must appear in equivalence class has
same update signature, {Flu, Lung Cancer, Pneumonia} on the next release. The
definition of ‘update signature’ depends on type of re-publication dataset, it will be the
set of sensitive value in equivalence class called Candidate Sensitive Set (CSS) for
external dynamic dataset [3, 4] and Update Set Signature (USS), the set of Candidate
Update Set (CUS) for internal/fully dynamic dataset [5].

Figure 1 illustrates the probability of sensitive value updating. The arrow pointing
out represent probability for sensitive value update to, e.g. Flu have probability 0.1875
for update to Lung Cancer. That means the summation of arrow pointing out for each
node equals to 1.

Figure 2 illustrates the Sensitive attribute Update Graph (SUG) that is a probability
path. The arrow pointing out represent the probability of updating, e.g. the probability
of updating Pneumonia from the first release to Lung Cancer in the second release is
0.2500 calculated from w v1;1; v2;1

� � ¼ 0:1875
0:1875þ 0:5625 ¼ 0:2500 by using Fig. 1 data. And

if sensitive value is independent of target then w v1;x1
� � ¼ 1

ECT�
1
targetð Þ

���
���
.

Fig. 1. Probabilistic graph of sensitive
value updating

Fig. 2. SUG of target

Table 2. Probability path in SUG of Fig. 2.
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The existed privacy models for re-publication dataset are based on counting-based
model that does not consider the probability of sensitive value updatable. When
adversary has more knowledge, he/she has probabilistic graph of sensitive value
updating, Fig. 1. And he/she creates SUG of target, Fig. 2. Then he/she analyses SUG
and creates probability path table, Table 2, that the weight of path, w pkð Þ, is calculated
by [5] Eq. (1). Finally, he/she can inference target’s sensitive value is Pneumonia with
probability 0.7500 in the second release by using [5] Eq. (2), shown in Table 3.

3 Problem Definition

In this section, the basic notations and the problem definition are presented.

Definition 1 (Dataset).
Let population X, U ¼ u1; u2; � � � ; unf g�X, the set of attributes A ¼ A1;A2; � � � ;Amf g,
table T ¼ t1; t2; � � � ; tnf g be a set of tuples related with U and A, ti 2 T; ui 2 U;Aj 2
A; ui Aj

� �
represents the value of attribute Aj for ui, ui A½ � ¼ ui A1½ �; ui A2½ �; � � � ; ui Am½ �ð Þ

represents the projection of ui into A and U A½ � denotes the domain of the projection of
all elements in U into A such that a tuple ui A½ � ¼ ti be an element in T. We said that T is
a dataset of U.

Definition 2 (Sensitive attributes).
Let S ¼ S1; S2; � � � ; Sq

� ��A denotes the set of attributes that hold the private values
classified by data holder. We said that S is a set of sensitive attributes.

In our paper, we simplify the problem by assigning Sj j ¼ 1. For multiple sensitive
attributes, the problem can be more complicated such as S1 relates with S2 but in the
case of all sensitive attributes are independent, however, our model can still be adapted
by checking legal of updating for all sensitive attributes.

Definition 3 (Quasi-identifier).
Let QJ ¼ QI1;QI2; � � � ;QIp

� ��A denotes the set of attributes where QJ \S ¼ ;
and T related with U, including generalized dataset. We said that QJ is quasi-identifier
if there are functions fq : U QJ½ � ! P Tð Þ and ti 2 fq ui QJ½ �ð Þ.

Table 3. Probability of sensitive value for each release of target
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Definition 4 (Equivalence class).
We said that a tuple, t 2 T , and another tuple, t0 2 T , are in same equivalence class if
and only if t QJ½ � ¼ t0 QJ½ � and EC uð Þ denotes equivalence class of u.

In our paper, we generalized T QJ½ � within equivalence class by using local
generalized.

Definition 5 (Domain Generalization Hierarchy).
Let QIlj be a generalized domain of QIj at level l where QI0j ¼ U QIj

� �
and fDGHl :

QIlj ! QIlþ 1
j be a generalized function from level l to level lþ 1 such that all QI-

values in level l must be more specific than level lþ 1 and the value of each level must

not be overlapped. A tree created from fDGH0 to fDGHL where QILj

���
��� ¼ 1 is called

Domain Generalization Hierarchy of QIj, DGH in short.
Figure 3 illustrates the DGH that in level 1 “ab” is a generalization of “a” and “b” in

level 0 and “*” in level 2 is a generalization of all values in domain.

Definition 6 (Sequence of datasets).
The population X was changed overtime when we consider at timestamps
ts1; ts2; � � � ; tsr, we got the snapshot values of X represented by X1;X2; � � � ;Xr related
with timestamps respectively. Let U1�X1;U2�X2; � � � ;Ur�Xr and T1; T2; � � � ; Tr is
dataset of U1;U2; � � � ;Ur respectively. We said that T1; T2; � � � ; Tr are sequence of
datasets and uk;i represents ui on timestamp tsk.

ForUkþ 1 is the next timestamp version ofUk , we defineUkþ 1 \Uk be the set of u that
appear in both Ukþ 1 and Uk without value and same behavior for the other operators.
From the definition of sequence of datasets, the tuples were removed from Tk are in the set
of Tk � Tkþ 1, the tuples were added to Tkþ 1 are in the set of Tkþ 1 � Tk and Tkþ 1 \ Tk is
the set of changed tuples and we call this kind of sequence of datasets are fully dynamic
datasets. In the case ofU1 ¼ U2 ¼ � � � ¼ Ur, we call internal dynamic datasets. Finally, in
the case of X does not change overtime, we call external dynamic datasets.

Definition 7 (Probability graph for updating sensitive value).
Let S 2 S, directed graph GPS V ;Eð Þ, V represents sensitive values in S, v 2 V ; v0 2 V
and E represents all pair of the updating sensitive value from v to v0, including v ¼ v0,
denoted by v; v0ð Þ such that wGPS v; v0ð Þ represents probability of updating from v to v0 so

Fig. 3. An example of domain generalization hierarchies

318 P. Tinamas et al.



w v; v0ð Þ � 0 and
P

v02V wGPS v; v0ð Þ ¼ 1. We said that GPS is probability graph for
updating sensitive value of S.

Definition 8 (Re-publication dataset).
Let T1; T2; � � � ; Tr are sequence of datasets of U1;U2; � � � ;Ur, Ukþ 1 is the next
timestamp version of Uk; S 2 S;GPS is probability graph for updating sensitive value
of S such that uk;i QJ½ � independently update to ukþ 1;i QJ½ �; uk;i S½ � be updated related
with GPS to ukþ 1;i S½ �. We said that T1; T2; � � � ; Tr are re-publication dataset.

Definition 9 (Sensitive attribute Update Graph).
Let S 2 S; T�

1 ; T
�
2 ; � � � ; T�

r are generalized re-publication dataset, u 2 Sr
k¼1 Uk, GPS is

probability graph for updating sensitive value of S, Xu;k be the set of index of tuple in
equivalence class of u on tsk, directed graph SUGS;u V ;Eð Þ, V represents the appearing
of sensitive value in each tsk of u denoted by vk;xk where xk 2 Xu;k such that label vk;xk

� �
represents sensitive value and w vk;xk

� �
represents probability of appearing of sensitive

value so
P

xk2Xu;k
w vk;xk
� � ¼ 1, E represents all pair of the updating from vk;xk to

vkþ 1;xkþ 1 denoted by vk;xk ; vkþ 1;xkþ 1

� �
such that w vk;xk ; vkþ 1;xkþ 1

� �
represents proba-

bility of updating from label vk;xk
� �

to label vkþ 1;xkþ 1

� �
in context of SUGS;u and

probability is based on GPS so
P

xkþ 12Xu;kþ 1
w vk;xk ; vkþ 1;xkþ 1

� � ¼ 1. We said that

SUGS;u is sensitive attribute update graph, SUG in short, for S of u.
In the case of S is independent of u, S?u, the w vk;xk

� �
can simply calculate by using

Eq. (1) that means each equivalence class 8xkw vk;xk
� �

are the same. For
w vk;xk ; vkþ 1;xkþ 1

� �
, if we keep all tuples in same equivalence class updated to same

equivalence class then it can be calculated by using Eq. (2).
From the definition, we must create one SUG for one u for calculating probability

of sensitive value. The SUG is a probability path that can formulate the following
equation to determine probability of sensitive value for each timestamp of u.

w vk;xk
� � ¼ 1

Xu;k

�� �� ð1Þ

w vk;xk ; vkþ 1;xkþ 1

� � ¼ wGPS label vk;xk
� �

; label vkþ 1;xkþ 1

� �� �
P

x0kþ 12Xu;kþ 1
wGPS label vk;xk

� �
; label vkþ 1;x0kþ 1

	 
	 
 ð2Þ

w plð Þ ¼ w vr;xr
� �Yr�1

k¼1
w vk;xk
� �

w vk;xk ; vkþ 1;xkþ 1

� � ð3Þ

spr;k;xk S; uð Þ ¼
PLxk

l0¼1 w pl0ð ÞPL
l¼1 w plð Þ from SUGS;u ð4Þ
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Notation Description

L All feasible paths
pl The path l
w plð Þ The weight of pl
r Number of releases
vk;xk The vertex in SUG on tsk such that xk indicate index of vertex relates

with path

w vk;xk
� �

The probability of vk;xk on tsk

w vk;xk ; vkþ 1;xkþ 1

� �
The probability of updating label vk;xk

� �
to label vkþ 1;xkþ 1

� �

S The sensitive attribute
u The target user
spr;k;xi S; uð Þ The probability of sensitive value with index xk of u on tsk for number of

releases r
Lxk All paths that pass xk

Definition 6 (Re-publication privacy preservation).
Given upper bound probability p and sensitive attribute, S 2 S, we said that generalized
re-publication datasets T�

1 ; T
�
2 ; � � � ; T�

r satisfy privacy preservation on attribute S if and
only if 8u8k8xk spr;k;xk S; uð Þ� p.

Definition 7 (Legal updating sensitive value set).
Let sensitive attribute S 2 S, multi set S� sjs 2 X S½ �f g, generalized re-publication
datasets T�

1 ; T
�
2 ; � � � ; T�

r ; sprþ 1;k;xk S; uð Þ is sp when we try to add S into SUGS;u and
given upper bound probability p, we said that S is legal updating sensitive value set of
T�
r if and only if expression (5) is true.

8u02ECT�r uð Þ8k8xk sprþ 1;k;xk S; u0ð Þ � p

and 8u02ECT�r uð Þ8k8xk sprþ 1;k;xk S; u0ð Þ[ 0
ð5Þ

The last constrain is for preventing eliminating sensitive value that forces SUGS;u to
be recalculated.

Definition 8 (Legal updating).
Let sensitive attribute S 2 S, multi set S� sjs 2 X S½ �f g, generalized re-publication
datasets T�

r , generalized dataset T�
rþ 1, given upper bound probability p, we said that

T�
rþ 1 is legal updating of T�

r if all tuple in equivalence class of T�
r update to same

equivalence class of T�
rþ 1 and all equivalence class in T�

rþ 1 is legal updating sensitive
value set of T�

r .
This definition for make sure that T�

rþ 1 satisfies privacy preservation on attribute
S. And, after the required concepts are introduced, the focused problem is defined as
follows.
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Problem statement

Given an upper bound probability, p, sensitive attribute, S 2 S, probability graph for
updating sensitive value, GPS, generalized re-publication dataset, T�

1 ; T
�
2 ; � � � ; T�

n where
each release from T�

1 to T�
n satisfies re-publication datasets preservation on S, and a

dataset which is to be released Tnþ 1, generalize it to be the dataset T�
nþ 1 which is the

legal update of T�
n .

The problem assumes that the adversary has known the quasi-identifiers on all
timestamps of the target. In the worst case, the targets may be all of population in X,
but the adversary does not have any background knowledge about sensitive value of
the target, S?u. Moreover, the adversary has the probability graph for updating sen-
sitive value GPS. We must create the generalized re-publication datasets that satisfy re-
publication privacy preservation on each release.

4 Algorithm

In this section, we present a brute-force algorithm to solve and evaluate the charac-
teristics the defined problem from the previous section.

Algorithm 1 shows the pseudo code of how to generalize original dataset when
gave maximum allowed probability and probabilistic graph of sensitive value updating.
First, we create SUG for each tuple from previous generalized re-publication dataset.
Then we create the combination of sensitive value to form the possible sensitive value
set, because in many cases, some sensitive value set cannot update to any set, so they
are removed. Subsequently, we assign all legal updating sensitive value set to each
tuple using SUG from the first step, because we want to reduce processing time on such
computing since it requires the highest computation resource. Moreover, we use the
number of legal sensitive value set to determine the set that has less probability to
assign. Then we sort Tnþ 1 in the order of the number of duplicate sensitive value, and
then the number of legal sensitive value set, because we force tuple update to the same
equivalence class. So, the high frequency sensitive value will cause large equivalence
class size that leads to the larger size on the next release.

The main part of our algorithm is to group tuples into equivalence class. We
determine the group of updated tuples first, if there are remaining sensitive value then
we assign new tuple into it and finally, we assign artificial tuple. In the case of
assigning artificial tuple, we determine the group that produces the minimum number
of artificial tuples. For duplicated sensitive value group, we add the whole of sensitive
value, using svgremain :¼ svgremain [ svg, to make it satisfies privacy constrain and keeps
the probability ratio since we do not want to recalculate legal updating sensitive value
again. For last of this part, we assign new tuple if it remains. Finally, we will generalize
each equivalence class to be T�

nþ 1.
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5 Experimental Evaluation

In this section, we present the experiments to validate the proposed algorithm both in
terms of effectiveness and efficiency. The effectiveness of the proposed algorithm is
validated by the probability of sensitive value is not greater than the given upper
bound. For the efficiency, the execution time of the proposed algorithm is evaluated.
We evaluate our proposed work using the Adult dataset [6].

We pre-process the dataset by removing the tuples with unknown values, and we
select occupation to be sensitive attribute then randomly generate probabilistic graph
for it with updating to same value is the highest probability. Then we select age, sex,
hours-per-week and education-num to be quasi-identifier. Then we generate 10 release
of dataset, T1 start with 1,000 tuples and the next release will be randomly removed 400
tuples and added 500 tuples. For quasi-identifier, age update with 1 year, sex does not
update, hours-per-week randomly update 	 1; 10½ � and education-num update with
probability 0.10 for 1 higher level. For sensitive attribute, we update by using prob-
abilistic graph. The experiments are conducted on an Intel(R) Core(TM) i5-5200 CPU
@ 2.20 GHz notebook with 8 GB of RAM.

When we experiment for percent of violation, shown in Fig. 4, that analyzed by
using SUG for the anonymous dataset ignoring re-publication privacy preservation. In
the experiment, we force the minimum size of equivalence class to 1

p þ 1 otherwise all

updated tuples always breached, because in the case of p ¼ 0:25, if the first release has
size of equivalence class is 4 that means all probability of sensitive value is 0.25 then
the next release is nearly impossible to keep probability less than or equal 0.25 with the
same size caused by the difference probability on updating. From the result, p ¼ 0:125
and on the second release, the violation is 60% that means all updated tuples, 600
tuples, are breached.

In our experiments, the ratio of artificial tuples to the non-artificial tuples, shown in
Fig. 5, is very high, because we force tuple updating to same equivalence class that
when tuples are updated to the same value, it forces algorithm to extend equivalence
class size that leads to high number of artificial tuples. In Fig. 5, we use ratio because
number of artificial tuples may be greater than number of tuples. The result presents

Fig. 4. Violation on unprotected dataset
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that ratio of artificial depends on size of equivalence class, 1
p, shown on after the third

release the ratio is smooth. We can decrease number of artificial tuples by changing the
grouping method.

The execution times, shown in Fig. 6, of our algorithm grows on the number of
releases and size of equivalence class, 1

p, that is the result of SUG computing.

For our work, we put the data utility on low priority than privacy violation, so the
experiment just represents effect when we do not manipulate the data utility. We use
total loss of information [7] to measure our result. The result, shown in Fig. 7, presents
very high total loss of information that means data utility must be concerned when
preserving privacy on re-publication dataset.

Fig. 5. Artificial/Tuple ratio

Fig. 6. Execution time

Fig. 7. Total loss of information
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6 Conclusions and Future Work

In this paper, we propose a new privacy model for dynamic data publishing based on
probability graph. Subsequently, we propose a brute-force algorithm to preserve the
privacy. From the experiment results, our proposed approach can guarantee the min-
imum probability of inferencing sensitive value.

For future work, we will adapt SUG for calculating across equivalence class,
supporting larger number of sensitive values, improve the grouping method to reduce
the number of artificial tuples. Last, the data utility issue is to be focused.
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Abstract. When watching videos, many people receive the data by
broadcasting. In general broadcasting systems, even though servers can
concurrently deliver data to many clients, they must wait until the first
portion of the data is broadcast. In division based broadcasting, although
several researchers have proposed scheduling methods to reduce the wait-
ing time for delivering multiple video, they failed to consider cases where
the data size of each video is not the same. In division based broadcasting
systems, we have proposed a scheduling method that delivers multiple
video called multiple-video broadcasting method considering data size
(MV-D). The MV-D method divides the data and produces an effective
broadcasting schedule based on the data size of each video. In addition,
the server can reduce the required bandwidth for delivering multiple
video. In this paper, we evaluate the MV-D method and confirm the
effectiveness of reducing the waiting time with conventional methods.

1 Introduction

Due to the recent popularization of digital TV broadcasting systems, different
formats of watching multiple video concurrently such as YouTube [1] are attract-
ing great attention. In general broadcasting systems, the server broadcasts the
same data repetitively. Although the server can concurrently deliver the data to
many clients, they have to wait until they have finished receiving their desired
data. To reduce the waiting time, many studies employ the division based broad-
casting technique, which reduces waiting time by dividing the data into several
segments and frequently broadcasting the precedent segments. In division based
broadcasting, many researchers have proposed scheduling methods to reduce
waiting time. We proposed several scheduling methods for continuous media
data broadcasting that clients play without interruption [2,3].

When the server broadcasts multiple video that are watched concurrently, the
broadcast schedule is complicated and interruptions occur while watching them.
In continuous media data broadcasting in which clients play multiple video,
several researchers proposed scheduling methods that reduce waiting time. In
actual environments, the server broadcasts multiple video when the data size of
c© Springer Nature Switzerland AG 2019
F. Xhafa et al. (Eds.): 3PGCIC 2018, LNDECT 24, pp. 329–339, 2019.
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each video is not the same. However, since conventional scheduling methods do
not consider this case, we need to consider a scheduling method that considers
the data size of multiple video.

In division based broadcasting systems, we have proposed a scheduling
method that delivers multiple video called multiple-video broadcasting method
considering data size (MV-D) [4]. The MV-D method divides the data and pro-
duces an effective broadcasting schedule based on the data size of each video. In
addition, the server can reduce the required bandwidth for delivering multiple
video. In this paper, we evaluate the MV-D method and confirm the effectiveness
of reducing the waiting time with conventional methods.

The remainder of the paper is organized as follows. In Sect. 2, we explain
division based broadcasting for multiple video. Related works are introduced in
Sect. 3. Our proposed method is explained in Sect. 4 and evaluated in Sect. 5.
Finally, we conclude the paper in Sect. 6.

2 Division Based Broadcasting

2.1 Basic Idea

IP networks have two main types of delivery systems: Video on Demand (VoD)
and broadcasting. In such broadcasting systems such as multicast and broadcast,
the server delivers the same contents data to many clients using a constant
bandwidth. Although the server can reduce the network load and the required
bandwidth, clients have to wait until their desired data are broadcast.

VoD systems are used for delivering many kinds of movies. Clients can watch
movies in on-demand services such as YouTube [1] and NHK WORLD [5]. In
VoD systems, the server requires adequate bandwidth and starts delivering data
sequentially based on client requests. Although clients can get their desired data
immediately, the server’s load becomes higher as the number of clients increases.

In broadcasting systems, the server concurrently delivers data to many
clients. In general broadcasting systems, since the server broadcasts data repet-
itively, clients have to wait until their desired data are broadcast. Accordingly,
various types of methods for broadcasting contents data have been studied [6–9].
In contents data broadcasting, clients must play the data without interruption
until their end. By dividing the data into several segments and scheduling them
so that clients receive the segment before playing next, many methods reduce
the waiting time.

In division based broadcasting systems, since the waiting time is propor-
tional to the data size of the precedent segment, we can reduce waiting time
by shortening the data size of the precedent segments. However, when the rate
of the precedent segments is small, the client can not start the segment that is
played next until it finishes playing the segment that it has already received. In
this case, an interruption occurs while playing the data and the waiting time
increases. Therefore, we need to consider the data size of the precedent segment.
Several methods employ division based broadcasting that reduces waiting time
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by dividing the data into several segments and frequently broadcasting precedent
segments.

Fig. 1. Broadcast schedule under FB method

In the conventional Fast Broadcasting (FB) method [10], the broadcast band-
width is divided into several channels. The broadcast schedule under the FB
method is shown in Fig. 1. The bandwidth for each channel is equivalent to the
consumption rate. In this case, the server uses three channels. In addition, the
data are divided into three segments: S1, S2, and S3. When the total playing time
is seven min., the playing time of S1 is calculated to be one min., S2 is two min.,
and S3 is four min. In Fig. 1, the server broadcasts Si (i = 1, 2, 3) by broadcast
channel Ci repetitively as shown. Clients can store the broadcasted segments in
their buffers while playing the data and play all segments after receiving them.
When clients finish playing S1, they have also finished receiving S2 and can
play S2 continuously. In addition, when they have finished playing S2, they have
also finished receiving S3 and can play S3 continuously. Since clients can receive
broadcasted segments from their midstream, the waiting time is the same as the
time needed to receive only S1, and the average waiting time is one min.

2.2 Waiting Time for Delivering Multiple Video

In delivering services for multiple video, the server concurrently delivers data
and the clients watches them. For example, in Japan, there is a karaoke service
whose server delivers multiple video concurrently to users. A karaoke bar dis-
plays a video of a user’s room on the screen based on his request. In addition,
the user receives several video of the rooms with his friends and displays them
concurrently on the screen.
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When the server repeatedly broadcasts multiple video, since the data size
increases, the waiting time for loading the data are lengthened. Therefore, we
need to propose a scheduling method that reduces the waiting time for delivering
multiple video.

2.3 MV-B Method

The basic multiple-video broadcasting scheme (MV-B) [11] reduces the waiting
time for delivering multiple video. When the nth segment of the mth movie is
set to Sm,n, the MV-B method has scheduling conditions under which the server
needs to broadcast Si,j until Tj . For example, the server needs to schedule Si,j

using at least one channel until Tj . The scheduling process under the MV-B
method continues as follows:

1. The server sequentially schedules S1,j , · · · , Sm,j using fm channels (fm =
�m/j�).

2. The server broadcasts Si,j in Ci at Tj . hi,j is calculated as follows:

hi,j =
j−1∑

k=1

f(k) + �i/j�, 1 ≤ i ≤ m, j ≥ 1. (1)

Fig. 2. Example of broadcast schedule under MV-B method

In the MV-B method, the broadcast schedule has a time slot in which the
server does not schedule a segment in the channel. An example of a broadcast
schedule produced by the MV-B method is shown in Fig. 2. We assume a situ-
ation where the number of video is five and the number of channels is 15. The
time slot that is labeled idle shows the idle time, which occurs in channels 8, 10,
12, 14, 15, 16, 17, and 18.
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3 Related Works

3.1 Scheduling Method for Delivering Multiple Video

Multiple-video broadcasting scheme with repairing (MV-R) [11] schedules other
segments in the idle time described in the MV-B method, which reduces the
waiting time more than the MV-B method. In the MV-R method, the server
schedules segments in order from C1. If idle time occurs at a time slot, the
server schedules other segments in that time slot.

There are two ways to supply other segments in idle time: full complement
and forced supplement. If the assigned segment can maintain the scheduling con-
dition described in formula 1, the server chooses the full complement. Otherwise,
chooses the forced supplement.

An example of a broadcast schedule produced by the MV-R method is shown
in Fig. 3. In the MV-R method, the server supplies other segments at the idle
time with the MV-B method. In Fig. 3, the MV-R method reduces the waiting
time more than the MV-B method.

Fig. 3. Example of broadcast schedule under MV-R method

3.2 Scheduling Methods in Division Based Broadcasting

Several scheduling methods to reduce waiting time in contents data broadcasting
have been proposed. In these methods, by dividing the data into several segments
and producing an efficient broadcast schedule, the waiting time is reduced.

In BroadCatch [12], the server divides the data into 2K−1 equal segments
and broadcasts them periodically using K channels. The bandwidth for each
channel is the same as the data consumption rate. By adjusting K based on the
available bandwidth for clients, the waiting time is effectively reduced. However,
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since the available bandwidth is proportional to the number of channels, when
an upper limit exists in the server’s bandwidth, the server might not be able to
acquire enough channels to broadcast the data.

In Heterogeneous Receiver-Oriented Broadcasting (HeRO) [13], the data are
divided into different sizes. Let J be the data size for the first segment. The data
sizes for the segments are J, 2J, 22J, ..., 2K−1J . However, since the data size of
the Kth channel becomes half of the data, clients may experience waiting time
and interruptions.

4 Proposed Method

4.1 Basic Idea

In division based broadcasting systems, we have proposed a scheduling method
that delivers multiple video called multiple-video broadcasting method consid-
ering data size (MV-D) [4]. The MV-D method reduces the average waiting time
for multiple video based on the data size of each video. In this paper, we eval-
uate the MV-D method and confirm the effectiveness of reducing the waiting
time with conventional methods.

4.2 Assumed Environment

Our assumed system environment is summarized below:

• Bandwidth for each channel is equivalent to the consumption rate.
• Clients wait to start playing a bit of data until they can continuously play it

from beginning to end.
• The server broadcasts segments repetitively using multiple channels.
• Once clients start playing the data, they can play them without interruption.
• Clients have adequate buffer to store the received data.

Table 1. Variables for formulation

Valuable Explanation

m Number of video

Vi Video data, i = 1, · · · ,m
S(i, j) jth segment data for Vi

Mj Number of jth segments

for all Vi, j ≥ 2

Tk Time slot, k ≥ 1

L Queue

When clients receive the data using several channels, even if they have not
received the beginning of the segment, clients can play it after receiving its
playing time. We assume that all channels can receive segments in time-sharing.
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4.3 Modeling to Reduce Waiting Time

In conventional scheduling methods, clients can watch videos without inter-
ruption by setting channels and scheduling the segments of each video. How-
ever, when idle time occurs, conventional scheduling methods can not effectively
reduce the waiting time. Since our proposed method makes a schedule consider-
ing the data size of each video, the server can reduce the necessary bandwidth
for delivering multiple video.

4.4 Scheduling Process

We explain the scheduling process under the MV-D method. The formulation
values are summarized in Table 1.

1. For all videos, store S(i, j) that has a total of Mj in queue L from the low
number of i.

2. Set newly �Mj

j � channels, and iteratively schedule S(i, j) in order of j from
L in each channel.

3. If the number of segments scheduled for the �Mj

j �th channel is less than j, go
to step 4. Otherwise, go to step 5.

4. For all Tk that the segment is not scheduled, when k ≤ (2 × j), if the server
has undelivered S(i, 2j), S(i, 2j) Schedule S(i, 2j) to Tk in order from the
lowest number of i. Otherwise, schedule undelivered S(i, j) in order from the
smallest number of i and j.

5. Repeatedly schedule S(i, j) by j segments scheduled in steps 2, 3 and 4 for
each channel.

6. After adding the value of j, schedule S(i, j) by repeating steps 1 to 5 for the
next segment in each video. If all the segments are scheduled, the scheduling
is finished.

Fig. 4. Broadcast schedule under MV-D method
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4.5 Implementation

An example of a broadcast schedule produced by the MV-D method is shown in
Fig. 4. We assume a situation where the number of video is five and the number
of segments of each video is 10, 9, 8, 7, and 6. In step 1, S(1, 1), · · · , S(5, 1) are
stored in queue L. In step 2, the server sets newly � 5

1� channels and repeatedly
schedules S(1, 1), · · · , S(5, 1) for C1, · · · , C5. In step 3, since the server have
scheduled S(5, 1) for C5, go to step 5. In step 5, after scheduling five S(i, 1) for
C1, · · · , C5 repeatedly, go to step 6. In step 6, j = 2 and go to step 1.

When j = 2, in step 3, since the number of segments that is already sched-
uled for C3 is less than 2, go to step 4. In step 4, when k ≤ 4 at T2 and T4,
the server schedules S(1, 4) for T2 and S(2, 4) for T4. When j = 3, in step 4,
the server schedules S(1, 6) for T3 and S(2, 6) for T6. When j = 4, in step 4,
the server schedules S(1, 8) for T4 and S(2, 8) for T8.

When j = 6, in step 4, since the server has no S(i, 12) that is not delivered,
the server schedules S(1, 7) for T4, S(2, 7) for T5, and S(3, 7) for T6. Finally, the
server the rest of segments for all channels.

In Fig. 4, the number of channels used by the server can be reduced from 18
to 14 by scheduling segments in idle times that occurs in the MV-B method.

5 Evaluation

5.1 Outline

In this section, we evaluate the performance of the MV-D method with a compu-
tational simulation. In this evaluation, we compared our proposed MV-D method
and MV-B method [11]. Waiting time in this evaluation is the average waiting
time from receiving the data to starting to play it.

Fig. 5. Average waiting time and data size of video
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Fig. 6. Average waiting time and number of channels

5.2 Effect of Data Size

Since the waiting time accepted by users varies, we show that it is reduced with
the MV-D method compared with conventional methods. The result is shown in
Fig. 5. The horizontal axis is the data size of S1. The vertical axis is the average
waiting time divided by the number of videos. The number of channels is 14,
and that of videos is 5.

In Fig. 5, the average waiting time under the MV-D method is shorter than
the conventional MV-B method. The MV-D method can reduce the waiting
time by scheduling segments in idle time. For example, when the data size
of 22.2 MBytes, the waiting time is 5.92 s under the MV-D method and 8.65 s
under the MV-B method. The average waiting time under the MV-D method
is reduced 31.5% compared to the MV-B method. When the data size of each
video increases, since the idle time is lengthened, the average waiting time under
the MV-D method can be reduced.

5.3 Effect of Number of Channels

We calculated the waiting time under different number of channels. The result is
shown in Fig. 6. The horizontal axis is the number of channels, and the vertical
axis is the average waiting time. The data size of each segment is 22.2 MBytes,
and the number of videos is 5.

In Fig. 6, when the number of channels is 8 or more, the average waiting
time under the MV-D method is shorter than the conventional MV-B method.
In the MV-B method, when the number of channels is 8 or more, the idle time
occurs. The MV-D method can reduce the waiting time by scheduling segments
in idle time. On the other hand, when the number of channels is 7 or less, since
the idle time does not occur, the waiting time of the MV-D method and the
MV-B method are the same. For example, when the number of channels is 10,
the waiting time is 9.87 s under the MV-D method and 19.7 s under the MV-B
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Fig. 7. Average waiting time and number of videos

method. The average waiting time under the MV-D method is reduced 49.9%
compared to the MV-B method.

5.4 Number of Video

We calculated the waiting time under different number of videos. The result is
shown in Fig. 7. The horizontal axis is the number of videos, and the vertical
axis is the average waiting time. The data size of each segment is 22.2 MBytes,
and the number of channels is 14.

In relation to the number of videos m and the number of segments ni, we set
ni = 10 − (i − 1) (1 ≤ i ≤ m) for the video Vi. For example, when m is 3, n1 =
10, n2 = 9, and n3 = 8.

In Fig. 7, when the number of videos is 4 to 7, the average waiting time under
the MV-D method is shorter than the conventional MV-B method by scheduling
segments in idle time. On the other hand, when the number of videos is 8 or
more, since the idle time does not occur, the broadcast schedules of the MV-D
method and the MV-B method are the same.

6 Conclusion

In this paper, we proposed and evaluated the MV-D method for multiple video.
In the MV-D method, the server can reduce the necessary bandwidth for deliv-
ering multiple video by making a broadcast schedule based on the data size of
each video. In our evaluations, we confirmed that the MV-D method reduces the
waiting time more than the conventional method.

A future direction of this study will involve creating a scheduling method
considering the ratio of dividing videos.
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Abstract. With the recent popularization of omnidirectional cameras, multi-
viewpoint live videos are now often broadcast via the Internet. However, in
multi-viewpoint Internet live broadcasting services, the screen images will differ
according to the viewpoint selected by the viewer. Thus, one of the main
research challenges for multi-viewpoint Internet live broadcasting is how to
reduce the computational load of adding effects under different screen images.
Processes for distributed multi-viewpoint Internet live broadcasting systems
have some types. The processes can be executed effectively for distributed
computing environments by considering the types. In this paper, we design
hierarchical ECA rules for distributed multi-viewpoint Internet live broadcasting
systems. Hierarchical ECA rules are suitable to describe the processes since they
are simple and can realize complex processes by their combinations.

1 Introduction

With the recent popularization of omnidirectional cameras, multi-viewpoint live videos
are often broadcast through the Internet. In multi-viewpoint Internet live broadcasting
services, viewers can arbitrarily change their viewpoints. For example, major live
broadcasting services such as YouTube Live and Facebook provide 360° videos in
which each user can select their desired viewpoint. In recent Internet live broadcasting
services, viewers or broadcasters have been able to add video or audio effects to the
broadcast videos. To reduce the computational load associated with adding such effects,
some of distributed Internet live broadcasting systems have been developed ([1, 2]).

In multi-viewpoint Internet live broadcasting services, the screen images differ
according to the viewpoint selected by the user. Thus, the processes for adding effects
are usually executed on the users’ computers. On the other hand, general processes for
Internet live broadcasting such as video encoding, video distribution are executed on
the broadcaster’s computer or the distribution servers. This means that processes for
distributed multi-viewpoint Internet live broadcasting systems have some types.
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However, our previously proposed different world broadcasting system do not focus on
the types and designs rules for processes uniformly. Therefore, it is difficult to deter-
mine appropriate computers for executing rules. The processes can be executed
effectively for distributed computing environments by considering the types.

In this paper, we design hierarchical ECA rules for distributed multi-viewpoint
Internet live broadcasting systems. Hierarchical ECA rules are suitable to describe the
processes since they are simple and can realize complex processes by their combina-
tions. The remainder of this cpaper is organized as follows. In Sect. 2, we introduce
some related work. We describe the design and theory of our design in Sect. 3 and
discuss it in Sect. 4. Finally, we conclude this paper in Sect. 5.

2 Related Work

Some Internet live broadcasting systems have been proposed in [3], [4] and [5]. Dif-
ferent from these systems, our proposed system focuses on distributed servers and uses
PIAX for load distributions [7]. Also, some communication traffic reduction methods
are proposed such as [6]. These methods do not depend on the contents of data and our
designed rules in this paper can work on these methods.

In [1] and [2], we proposed a distributed Internet live broadcasting system. The
system is for single-viewpoint Internet live broadcasting. However, as we explained in
the introduction section, multi-viewpoint Internet live broadcasting is getting attrac-
tions ([8]) and the systems for this are required.

3 Distributed Internet Live Broadcasting System

This section explains our previously developed distributed live broadcasting system
using ECA (event, condition, action) rules. We then describe the multi-viewpoint
Internet live broadcasting system proposed in this paper.

3.1 Different World Broadcasting System

3.1.1 Summary of Different World Broadcasting System
In our previous research [1], we constructed a different-world broadcasting system
using virtual machines (VMs) provided by a cloud service. These machines work as the
different world broadcasting servers that add video effects. In general, a number of
VMs can easily be used in a cloud service. Therefore, the use of multiple VMs as
different world broadcasting servers should enable the high-speed addition of effects,
while distributing the load among different world broadcasting servers. Therefore, we
implemented a distributed live Internet broadcasting system using the cloud service and
evaluated its performance. In our developed system, video effect additions are executed
on the VMs provided by the cloud service.

The clients consider the load distribution when selecting a server. In conventional
systems, load distribution is established by connecting processing servers via a load
balancing mechanism such as a load balancer. In this method, when the load
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distribution mechanism needs to switch to another server while the video is being
transmitted, the connection is interrupted. For this reason, it is difficult to smoothly
switch servers while continuing with video distribution. Therefore, in our system, the
load balancing mechanism selects a different world broadcasting server based on the
requests. The clients select a server considering the load distribution. In conventional
systems, load distribution is established by connecting processing servers via a load
balancing mechanism such as a load balancer. In this method, when the load distri-
bution mechanism needs to switch to another server while the video is being trans-
mitted, the connection is interrupted. For this reason, it is difficult to smoothly switch
servers while continuing the video distribution. Therefore, in our system, the load
balancing mechanism selects a different world broadcasting server based on the
requests.

3.1.2 System Architecture
The system architecture of the different world broadcasting system is shown in Fig. 1.
There are three types of machine. The first is the client, which has cameras and records
live videos. The second is the different world broadcasting servers, which execute
processes for videos such as encoding, decoding, or video effect additions. The third
type is the viewer, which plays the live videos. Each client selects a different world
broadcasting server that executes the desired video effect, and transmits the video effect
library and the recorded video to the different world broadcasting server. The different
world broadcasting server is a VM of the cloud service that executes video processing
on the video transmitted from the clients according to their requests. The video pro-
cessed by the different world broadcasting server is delivered to the viewers via the
video distribution service. In the system, viewers receive the processed video after
selecting the server or channel of the video distribution service.

3.2 Design of Hierarchical Rules

As explained in the introduction section, processes for distributed multi-viewpoint
Internet live broadcasting systems have some types. We design three types for ECA
rules.

Fig. 1. System architecture of the different world broadcasting system
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The first type is rules for effects. In the cases that the broadcast video is multi-
viewpoint, the executions of these rules on the viewers’ computers do not need to
transmit their screen images to the DWB servers. Therefore, we suppose that the
executions on the viewers’ computers are appropriate for this type.

The second type is rules for communications. Viewers, DWB servers, and clients
communicate with each other and these rules run on their computers. Therefore, this
type of rules should be executed on the appropriate computers for the event, the
conditions and the actions of the rules.

The last type is rules for processing. Especially, processing here means processes
related to video distributions. Therefore, this type of rules is executed on DWB servers
and are appropriate for them.

The ECA rules are stored to the DWB clients and DWBS. Tables 1, 2, 3, 4, 5, 6, 7,
8, 9 shows example of Design of ECA rules.

Table 1. Events in effect-type rules

Event name Description

None Always check conditions.
Find_Objects Occurs when objects are found in frames.
Check_In Occurs when devices enter into checking-in points.
No_Change Occurs when images do not change.
Large_Change Occurs when images change largely.
Loud_Audio Occur when records loud audio.

Table 2. Variables for conditions in effect-type rules

Variable name Description

Time Current time
Position Current position
Object_Name The class name of found objects
Object_Position The position of found objects
Check_In_Place The name of the checked-in place
Specific_Person_ID Match with a specific person ID
Human_Or_Not Human detection status
Fisheye_Status Spherical coordinate or not status

Table 3. Actions in effect-type rules

Action name Description

Blur (region) Blur the region.
Play (movie/sound) Play movie/sound
Transformation (fisheye/plane) Perform full spherical coordinate transformation
Detection_H (region) Human detection
Detection_P (region) Match with a specific person
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Table 4. Events in communication-type rules

Event name Description

Receive_Data Occurs when receives data.
Finish_Transmission Occurs when data transmission finishes.
Computer_Request Occurs when recommend server request.
Change_Server Occurs when DWS server is busy

Table 5. Variables for conditions communication-type rules

Variable name Description

Data[] Received data
Transmission_Result Result of transmission
Turn-around-avg Turn around time average
T-around-avg-diff Turn around time average previous differential

Table 6. Actions in communication-type rules

Action name Description

Dispatch

Table 7. Events in processing-type rules

Event name Description

Finish_Dispatching Occurs when server dispatching finishes
Change_Region Occurs when change region of DWS

Table 8. Variables for conditions in processing-type rules

Variable name Description

Server_IP IP address of dispatched server
Dispatcher_IP IP address of dispatche
Piax-req Turnaround time of Piax request

Table 9. Actions in processing-type rules

Action name Description

Request_Change Request changing processing server
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(a) Events:

Table 1 shows types of events that can be described as events in the rule. Receive_Msg
indicates notification data transmitted to the DWB client or DWBS from other termi-
nals in the same network. The message can transmit instructions for video processing
or the like, to another terminal, using a message ID number. Check_In indicates that a
sensor connected to the terminal, such as a temperature or position sensor, has acquire
sensor data.

(b) Conditions:

Table 1 shows the types of conditions that can be set as conditions in the rule. The
condition variable is a variable that can be referenced in the description part of the
condition, for condition comparison. For example, the Find_Object variable indicates
the number of faces in the image data, if using a face detector. These conditions can
combine if complex comparison is needed.

(c) Actions:

Table 2 shows the types of actions that can be set as actions in the rule. These might
include, for example, such video processing actions as blurring, mosaicing, or super-
imposing rectangles around objects. Basic live Internet broadcasting behavior, such as
starting or finishing the broadcast, can also be incorporated as actions. Details of the
actions can be described by parameters; and actions, like conditions, may be used in
combination.

(d) Processing method of the ECA rules:

The DWBS and/or DWB client monitor the occurrence of events according to the rules
they hold. When an event occurs, the server or client determines whether the conditions
are satisfied, and if so, performs the requisite action. To describe the ECA rules, we use
the JSON (JavaScript Object Notation) format used in many Web applications.
Determines the number of faces in the image data, using a “Num_Find_Object”
condition-type with a human face classifier specified in the “object” parameter. If this
value is greater than or equal to 1, a blur effect is applied to the face as the action.

3.3 Implementation of Hierarchical Rules

We previously developed a distributed live Internet broadcasting system using
Microsoft Azure as a cloud service. The system uses ECA rules as the same as the
design of hierarchical rules in this paper, though they are for single-viewpoint videos.
Therefore, the implementation of ECA rules are similar to the previous system.
However, we determine types for rules and the system should manage types of rules.
This is easy since the implementation is adding the meta data related to types to ECA
rules.
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One of the difficult points to hierarchical and distributed ECA rules is finding the
execution loops of ECA rules. In the cases that the action of an ECA rule causes an
event of another ECA rule and the action of the ECA rule causes the event of the first
ECA rule, the execution loop occurs. For this, our designed hierarchical ECA rules
should be examined so as not to cause execution loops before deploying them to the
system.

4 Discussion

In previous research, we implemented a distributed Internet live broadcasting system
using a cloud service and evaluated its performance. In the installed system, the pro-
cessing of additional effects is performed using the VM provided by the cloud service.
By determining which processing should be allocated to the VM using the ECA rule, it
is possible to flexibly change the computer that performs the processing. In this paper,
we have proposed grouped three-stage rules. After the rules have been prepared, the
location for their processing is selected to be either: (1) a local client, (2) edge com-
puting, or (3) cloud computing. In this rule system, the different world broadcasting
server that adds the video effects changes as the performance of the current server
varies.

Cloud computing service, the turnaround was measured to determine whether the
load is concentrated on one virtual server. By comparing the widths of this turnaround
time, a boundary value of 1000 ms is identified for rule attachment. In past research,
we also measured the turnaround time to identify the recommended worldwide
broadcasting server. The average enquiry time over 50 trials was only 16.28 ms. Based
on this value, we determined the boundary between cloud computing and edge com-
puting to be the reception of a response within 20 ms.

5 Conclusion

In this paper, we design hierarchical ECA rules for distributed multi-viewpoint Internet
live broadcasting systems. Hierarchical ECA rules are suitable to describe the processes
since they are simple and can realize complex processes by their combinations.

In future work, we plan to exploit edge computing environments in which com-
puters on the edge of the Internet can execute video processes. This could reduce the
processing time, because edge computers have short turnaround times.

Acknowledgments. A part of this work was supported by JSPS KAKENHI (Grant Number
JP15H02702, JP17K00146, and JP18K11316) and by Research Grant of Kayamori Foundation
of Informational Science Advancement.

346 S. Matsumoto et al.



References

1. Matsumoto, S., Ishi, Y., Yoshihisa, T., Kawakami, T., Teranishi, Y.: Different worlds
broadcasting: a distributed internet live broadcasting system with video and audio effects. In:
Proceedings of IEEE International Conference on Advanced Information Networking and
Applications (AINA 2017), pp. 71–78 (2017)

2. Matsumoto, S., Ishi, Y., Yoshihisa, T., Kawakami, T., Teranishi, Y.: A design and
implementation of distributed internet live broadcasting systems enhanced by cloud
computing services. In: Proceedings of the International Workshop on Informatics (IWIN
2017), pp. 111–118 (2017)

3. Gotoh, Y., Yoshihisa, T., Taniguchi, H., Kanazawa, M.: Brossom: a P2P streaming system for
webcast. J. Netw. Technol. 2(4), 169–181 (2011)

4. Roverso, R., Reale, R., El-Ansary, S., Haridi, S.: Smooth-Cache 2.0: CDN-quality adaptive
HTTP live streaming on peer-to-peer overlays. In: Proceedings of the 6th ACM Multi-media
Systems Conference (MMSys 2015), pp. 61–72 (2015)

5. Dai, J., Chang, Z., Chan, G.S.H.: Delay optimization for multi-source multi-channel overlay
live streaming. In: Pro-ceedings of the IEEE International Conference on Communications
(ICC 2015), pp. 6959–6964 (2015)

6. Yoshihisa, T., Nishio, S.: A division-based broadcasting method considering channel
bandwidths for NVoD services. IEEE Trans. Broadcast. 59(1), 62–71 (2013)

7. Yoshida, M., Okuda, T., Teranishi, Y., Harumoto, K., Shimojyo, S.: PIAX: a P2P platform for
integration of multi-overlay and distributed agent mechanisms. Trans. Inf. Process. Soc. Jpn./
Inf. Process. Soc. Jpn. 49(1), 402–413 (2008)

8. Jeong, J., Kim, H., Kim, B., Cho, S.: Wide rear vehicle recognition using a fisheye lens
camera image In: IEEE Asia Pacific Conference on Circuits and Systems (APCCAS),
pp. 691–693 (2016)

A Design of Hierarchical ECA Rules 347



An Evaluation on Virtual Bandwidth
for Video Streaming Delivery in Hybrid

Broadcasting Environments

Tomoki Yoshihisa(B)

Osaka University, Mihogaoka 5-1, Ibaraki, Osaka 567-0047, Japan
yoshihisa@cmc.osaka-u.ac.jp

Abstract. Most of the recent set-top boxes for digital video broadcast-
ing connect to the Internet. They can receive data from broadcasting
systems and from the Internet. Such hybrid broadcasting environments,
in which clients can receive data from both broadcasting systems and
communications systems, are suitable for video streaming delivery since
they complement their demerits with each other. To reduce interrup-
tion time for hybrid broadcasting environments, I have proposed data
piece elimination technique. However, the influence on interruption time
of virtual bandwidth, a parameter of the technique, has not been well
investigated. In this paper, I evaluate this and discuss how to determine
appropriate virtual bandwidth.

1 Introduction

The recent expansion of communication bandwidth has led to the streaming
delivery of video or audio becoming extremely popular. In streaming delivery,
the data are often divided into several pieces. These pieces include the data
required for a few seconds of streaming. Clients start receiving pieces when their
users request the streaming data to be played. The clients then play the pieces
sequentially at the appropriate time. If the client has not received a piece by the
time it should be played, an interruption occurs. Interruption time reduction
are a major area of research in the field of streaming delivery [1–6]. Here, the
interruption time is the total time for which the playing of a video or audio is
interrupted.

Most recent set-top boxes for digital video broadcasting can connect to the
Internet, allowing them to receive data from broadcasting systems and from the
Internet. Such hybrid broadcasting environments, in which clients can receive
data from both broadcasting systems and communication systems, are pop-
ular. To reduce the interruption time in hybrid broadcasting environments, I
have proposed the SHB (Streaming for Hybrid Broadcasting) scheme in [7]. The
scheme eliminates some pieces from the broadcast schedules although the broad-
cast schedules of conventional schemes include all pieces of data. By eliminating
pieces, the interruption time can be further reduced because the total amount
of data to be broadcast decreases.
c© Springer Nature Switzerland AG 2019
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To determine how many pieces are eliminated from the broadcast schedules,
the SHB scheme uses virtual bandwidth. In the scheme, it is assumed that the
communication bandwidth for each client is the same as the virtual bandwidth.
Considering the pieces that is assumed to be received from the communication
system of that bandwidth is the same as the virtual bandwidth, the scheme
determines the number of pieces to be eliminated. However, the server selects a
random value for the virtual bandwidth and it is difficult to find an appropriate
value of the virtual bandwidth that reduces the interruption time further.

Hence, in this paper, I investigate the influence of the virtual bandwidth for
the interruptions and discuss how to determine appropriate virtual bandwidth.
In Sect. 2, I will introduce some related work and explain my previously proposed
SHB scheme in Sect. 3. I will show some simulation results in Sect. 4 and discuss
them in Sect. 5. Finally, I will conclude the paper in Sect. 6.

2 Related Work

Some methods to reduce interruption time in hybrid broadcasting environments
have been proposed in [8–10]. These conventional methods for hybrid broad-
casting environments adopt NVoD systems. That is, they only delay the start
time of each broadcast channel, and their scheduling methods are very simple.
By dividing data into several segments and broadcasting them according to an
effective schedule, we can reduce interruption time further than these methods.
The SHB scheme adopts this technique.

3 The SHB Scheme

3.1 System Architecture

Figure 1 presents a hybrid broadcasting environment. The server stores contents.
Clients receive data both from the broadcasting system and the communications
system. Regarding the broadcasting system, the server can broadcast data to
clients using broadcast equipment. All clients can receive data from the broad-
casting system. Regarding the communications system, clients can communicate
with each other. They can receive pieces from the other clients. The system has
some servers. The servers can provide all pieces. The system knows the clients’
IP addresses that connect to the communication network, the bandwidth, and
the current interruption time. Most of researches for P2P streaming delivery
assume the same environment and this is a general environment.

3.2 Algorithms Summary

The strategies can be divided into that for the communications system and that
for the broadcasting system.

In the communications system, the interruption time can be reduced by
enabling clients to receive pieces that could interrupt playing if they had waited
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Fig. 1. A hybrid broadcasting environment

to receive them from the broadcasting system. Clients require these pieces to
other clients which already have them. Because it is highly probable that clients
can receive pieces via the communications system faster than via the broadcast-
ing system, the SHB scheme can reduce the interruption time.

In the broadcasting system, the server produces a broadcast schedule such
that clients can receive all pieces by the time they need to play them if the com-
munications bandwidth is the same as the parameter, virtual bandwidth. Because
interruptions rarely occur, the interruption time can be reduced. To investigate
the effectiveness of eliminating some pieces from the broadcast schedule, i.e.
piece elimination, the SHB scheme includes four scheduling methods, each with
different eliminated pieces.

The first one is the SHB-F (SHB-First) method. In the SHB-F method,
preceding segments are eliminated from the broadcast schedule. The next one is
the SHB-M (SHB-Middle) method. In the SHB-M method, midstream segments
are eliminated from the broadcast schedule. In the SHB-L (SHB-Last) method,
later pieces are eliminated from the broadcast schedule. The last one is the SHB-
N (SHB-No elimination) method. The SHB-N method does not eliminate any
pieces. This is a basic method for the SHB scheme. The detail of each method
is written in [7].

3.3 Example

Figure 2 illustrates a situation under the SHB-F method. This situation is for
the case where bv < r.

The upper area shows the data broadcast by the broadcasting system and the
data sent by the communications system. The time proceeds from left to right.
The figure shows only two broadcast channels to make it be easily seen. In the
broadcast channel 1, which bandwidth is b1, the server broadcasts S1 repeatedly,
and in broadcast channel 2, the server broadcasts S2 repeatedly. The client that
requests playing the video at the time t receives pieces from the communications
system from t. As I explained in the previous subsection, I assume that the
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Fig. 2. A situation under the SHB-F method (bv < r)

communication bandwidth is bv. bv is the value of the virtual bandwidth. The
gray part indicates pieces received from the communications system. The lower
area shows the playing position of the client. The client waits for a while for the
continuous play, and after that, starts playing Sc. After the client finishes playing
Sc, it starts playing S1. A situation for the case where b1 ≥ r is illustrated in
Fig. 3. In the case where bv < r, clients cannot finish receiving each piece when
they finish playing each previous piece since bv < r. Therefore, clients delay the
start of playing the first piece in order that they start playing the last piece in
Sc just after they receive it.

Fig. 3. A situation under the SHB-F method (bv ≥ r)

4 Evaluation

4.1 Simulated Environment

Table 1 shows parameter values for the simulation. This is the same as them in
[7]. The request for playing the video data is a Poisson process, and I give the
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Table 1. Simulation parameters

Item Value

Bit rate 2 [Mbps]

Playing time 30 [min.]

Piece size 125 [Kbytes]

Simulation time 3 [hours]

Number of broadcast channels 4

Bandwidth for broadcast channel 1.4 [Mbps]

Number of seeders 3

Average request arrival interval, Ta 20 [sec.]

request arrival interval by a Poisson distribution. The bandwidth between clients
has been analyzed well in [11]. Therefore, I assigned the bandwidth between
clients based on Fig. 8(A) in the paper. The average bandwidth is 1072 Kbps,
and the variance is 1.012 Kbps2. Clients disconnect from the network when they
finish playing the video.

I compare the SHB scheme with the “conventional” method. In the con-
ventional method, the streaming data is not divided and broadcast via each
broadcast channel delaying the start of the broadcast cycle. The algorithm for
the communications system under the conventional method is the same as that
under the SHB scheme.

4.2 Interruption Time

To evaluate my proposed SHB scheme, I simulated interruption time for clients.
The histogram is shown in Fig. 4.

Fig. 4. Histogram for total interruption time
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The horizontal axis is the range of total interruption time. Total interruption
time is the total of the interruption time while a client plays a video. The vertical
axis is the number of clients for each range. The virtual bandwidth is 1.9 Mbps
since this value gives the shortest average interruption time under the SHB-
N method as shown in Sect. 4.3. For example, the number of the clients those
interruption times are less than 100 under the SHB-N method is 484.

From Fig. 4, we can see that the total interruption times for most clients
under the SHB-N method are less than 100 s. On the other hand, those under
other methods including the conventional method are greater than 100 s. This
is because the broadcast schedule under the SHB-N method is created so that
clients finish receiving the next segment until finishing playing a segment.

4.3 Virtual Bandwidth

Since the virtual bandwidth uniformly represents the communication bandwidth
for all clients, the interruption time is not reduced effectively if the virtual band-
width is not set appropriately. Therefore, I simulated the interruption time under
different virtual bandwidths. The average interruption time is shown in Fig. 5.
The vertical axis is average interruption time and the horizontal axis is the
virtual bandwidth.

Fig. 5. Virtual bandwidth and average interruption time (Ta=20 [sec.])

From Fig. 5, we can see that the interruption time depends on the vir-
tual bandwidth under the SHB scheme because the broadcast schedule changes
according to the virtual bandwidth. In the SHB-N method, the interruption
time is the minimum when the virtual bandwidth is 1.9 Mbps, and this gives the
shortest interruption time. On the other hand, in the SHB-M method, the inter-
ruption time is the minimum when the virtual bandwidth is 1.0 Mbps. Therefore,
the system has to choose an appropriate virtual bandwidth.
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Fig. 6. Virtual bandwidth and average interruption time (Ta=30 [sec.])

In the SHB-F, the SHB-M, and the SHB-L methods, the average interrup-
tion time increases sharply when the virtual bandwidth exceeds a certain value.
This is because a more pieces are eliminated from the broadcast schedule under
these methods as the virtual bandwidth increases. Since clients cannot receive
eliminated pieces until the time to play it when the virtual bandwidth is rel-
atively large compared with the real communication bandwidth, the average
interruption time increases sharply. For instance, when the virtual bandwidth is
1.9 Mbps, the average interruption time under the SHB-N method is 39 s and
that under the conventional method for the same environment is 169 s.

The average interruption time depends on the arrival interval of requests.
Therefore, I simulated another case. Figure 6 shows the average interruption time
when the average arrival interval is 30 s. In this case, the SHB-M method gives the
minimum average interruption time for all methods when the virtual bandwidth
is 1.4 Mbps. This is because the broadcast interval for the SHB-M method is
shorter than that for the SHB-N method since some pieces are eliminated from
the broadcast schedule. However, clients can receive the eliminated pieces from
the communications system since the network traffic for the communications
system is lower compared with the case where Ta = 20. Since the number of
eliminated pieces under the SHB-M method is the largest of all method, the
SHB-M method gives the shortest interruption time. In this way, the average
arrival interval influences the average interruption time.

5 Discussion

5.1 Virtual Bandwidth Setting

As shown in Fig. 6, the virtual bandwidth that gives the shortest average
interruption time differs from the average communication bandwidth. This is
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because the actual communication bandwidth changes dynamically. The SHB
scheme produces the broadcast schedule so that clients can finish receiving Si+1

(i = 1, · · · , N−1) when they finish playing the last piece included in Si. However,
actually, clients do not always receive pieces until the time to play them since
the bandwidth changes and interruptions of the playing can occur. Therefore,
the virtual bandwidth that gives the shortest average interruption time differs
from the average communication bandwidth.

Hence, it is difficult to find the most appropriate virtual bandwidth that
gives the shortest average interruption time. Although the simulation does not
represent the actual situation, the virtual bandwidth found by the simulation
is close to the virtual bandwidth that gives the shortest average interruption
time. The SHB methods can reduce the average interruption time even when the
virtual bandwidth is not the same as that gives the shortest average interruption
time.

5.2 Waiting Time for Starting Playing

Interruptions occur during the playing of the video data. However, if clients want
to play the data continuously from the beginning to the end, they can realize
this by delaying the start of the play. For example, when the total interruption
time is It, clients can play the data continuously by delaying the start of playing
the data for It.

6 Conclusion

To investigate the influence of virtual bandwidth for interruptions in hybrid
broadcasting environments, I simulated the interruption time changing the value
of virtual bandwidth. The result show that virtual bandwidth has an appropriate
value that gives the shortest average interruption time. Also, I discussed how to
set virtual bandwidth.

In the future, I will consider the collaboration of multiple video data delivery.
Also, I will consider dynamic broadcast schedule creation.

Acknowledgements. A part of this work was supported by JSPS KAKENHI (Grant
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Abstract. In the Internet of Things (IoT), various devices (things)
including sensors generate data and publish them via the Internet. We
define continuous sensor data with difference cycles as a sensor data
stream and have proposed methods to collect distributed sensor data
streams. In this paper, we describe a skip graph-based collection system
for sensor data streams considering phase differences and its evaluation.

1 Introduction

In the Internet of Things (IoT), various devices (things) including sensors gen-
erate data and publish them via the Internet. We define continuous sensor data
with difference cycles as a sensor data stream and have proposed methods to
collect distributed sensor data streams as a topic-based pub/sub (TBPS) sys-
tem [1]. In addition, we have also proposed a collection system considering phase
differences to avoid concentrating the data collection to the specific time by the
combination of collection cycles [2]. These previous methods are based on skip
graphs [3], one of the construction techniques for overlay networks [4–12].

In our skip graph-based method considering phase differences, the collection
time is balanced within each collection cycle by the phase differences, and the
probability of load concentration to the specific time or node is decreased. This
paper also provides the simulation results as the evaluation of the proposed
method.

2 Problems Addressed

2.1 Assumed Environment

The purpose of this study is to disperse the communication load in the sensor
stream collections that have different collection cycles. The source nodes have
sensors so as to gain sensor data periodically. The source nodes and collection
c© Springer Nature Switzerland AG 2019
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node (sink node) of those sensor data construct P2P networks. The sink node
searches source nodes and requires a sensor data stream with those collection
cycles in the P2P network. Upon reception of the query from the sink node, the
source node starts to delivery the sensor data stream via other nodes in the P2P
network. The intermediate nodes relay the sensor data stream to the sink node
based on their routing tables.

2.2 Input Setting

The source nodes are denoted as Ni (i = 1, · · · , n), and the sink node of sensor
data is denoted as S. In addition, the collection cycle of Ni is denoted as Ci.

In Fig. 1, each node indicates source nodes or sink node, and the branches
indicate collection paths for the sensor data streams. Concretely, they indicate
communication links in an application layer. The branches are indicated by dot-
ted lines because there is a possibility that the branches may not collect a sensor
data stream depending on the collection method. The sink node S is at the top
and the four source nodes N1, · · · , N4 (n = 4) are at the bottom. The figure
in the vicinity of each source node indicates the collection cycle, and C1 = 1,
C2 = 2, C3 = 2, and C4 = 3. This corresponds to the case where a live camera
acquires an image once every second, and N1 records the image once every sec-
ond, N2 and N3 record the image once every two seconds, and N4 records the
image once every three seconds, for example. Table 1 shows the collection cycle
of each source node and the sensor data to be received in the example in Fig. 1.

Fig. 1. An example of input setting

2.3 Definition of a Load

The communication load of the source nodes and sink node is given as the total
of the load due to the reception of the sensor data stream and the load due to
the transmission. The communication load due to the reception is referred to
as the reception load, the reception load of Ni is Ii and the reception load of
S is I0. The communication load due to the transmission is referred to as the
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Table 1. An example of the sensor data collection

Time N1 (Cycle = 1) N2 (Cycle = 2) N3 (Cycle = 2) N4 (Cycle = 3)

0 � � � �
1 �
2 � � �
3 � �
4 � � �
5 �
6 � � � �
7 �
... ... ... ... ...

transmission load, the transmission load of Ni is Oi and the transmission load
of S is O0.

In many cases, the reception load and the transmission load are proportional
to the number of sensor data pieces per unit hour of the sensor data stream to
be sent and received. The number of pieces of sensor data per unit hour of the
sensor data stream that is to be delivered by Np to Nq (q �= p; p, q = 1, · · · , n)
is R(p, q), and the number delivered by S to Nq is R(0, q).

3 Skip Graph-Based Collection System Considering
Phase Differences

3.1 Skip Graphs

In this paper, we assume the overlay network for the skip graph-based TBPS
such as Banno, et al. [13].

Skip graphs are overlay networks that skip list are applied in the P2P
model [3]. Figure 2 shows the structure of a skip graph. In Fig. 2, squares show
entries of routing tables on peers (nodes), and the number inside each square
shows a key of the peer. The peers are sorted in ascending order by those keys,
and bidirectional links are created among the peers. The numbers below entries
are called “membership vector.” The membership vector is an integral value and
assigned to each peer when the peer joins. Each peer creates links to other peers
on the multiple levels based on the membership vector. In skip graphs, queries
are forwarded by the higher level links to other peers when a single key and its
assigned peer is searched. This is because of the higher level links can efficiently
reach the searched key with less hops than the lower level links. In the case of
range queries that specifies the beginning and end of keys to be searched, the
queries are forwarded to the peer whose key is within the range, or less than the
end of the range. The number of hops to key search is represented to O(logn)
when n is denoted as the number of peers. In addition, the average number of
links on each peer is represented to log n.
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3.2 Phase Differences

Currently we have proposed a large-scale data collection schema for distributed
TPBS [1]. In [1], we employ “Collective Store and Forwarding,” which stores and
merges multiple small size messages into one large message along a multi-hop
tree structure on the structured overlay for TBPS, taking into account the deliv-
ery time constraints. This makes it possible to reduce the overhead of network
process even when a large number of sensor data is published asynchronously. In
addition, we have proposed a collection system considering phase differences [2].
In the proposed method, the phase difference of the source node Ni is denoted
as di (0 ≤ di < Ci). In this case, the collection time is represented to Cip + di
(p = 0, 1, 2, ...). Table 2 shows the time to collect data in the case of Fig. 1
where the collection cycle of each source node is 1, 2, or 3. By considering phase
differences like Table 2, the collection time is balanced within each collection
cycle, and the probability of load concentration to the specific time or node is
decreased. Each node sends sensor data at the time base on his collection cycle
and phase difference, and other nodes relay the sensor data to the sink node. In
this paper, we call considering phase differences “phase shifting (PS).” Figures 3
and 4 show an example of the data forwarding paths on skip graphs without
phase shifting (PS) and with PS, respectively.
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Fig. 2. A structure of a skip graph

Table 2. An example of the collection time considering phase differences

Cycle Phase Diff. Collect. Time

1 0 0, 1, 2, 3, 4, ...

2 0 0, 2, 4, 6, 8, ...

1 1, 3, 5, 7, 9, ...

3 0 0, 3, 6, 9, 12, ...

1 1, 4, 7, 10, 13, ...

2 2, 5, 8, 11, 14, ...
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Fig. 3. An example of the skip graphs-based method without PS

Fig. 4. An example of the skip graphs-based method with PS

4 Evaluation

In this section, we describe the evaluation of the proposed skip graph-based
method with phase shifting (PS) by simulation.

4.1 Simulation Environments

In this simulation environments, the collection cycle of each source node denoted
as Ci is determined at random between 1 and 10. The simulation time denoted
as t is related to the combination of the collection cycles and between 0 and
2519. In addition, this simulation has no communication delays among nodes
although there are various communication delays in the real world. As compar-
ison methods, we compare the proposed method with skip graph-based method
without PS shown in Fig. 3, the method in which all source nodes send data to
the destination node directly (Source Direct, SD), and the method in which all
source nodes send data to the next node for the destination node (Daisy Chain,
DC). Figures 5 and 6 show an example of SD and DC with PS, respectively.
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Fig. 5. An example of Server Direct (SD) method

Fig. 6. An example of Daisy Chain (DC) method

4.2 Simulation Results

Figures 7 and 8 show the results for the maximum instantaneous load and total
loads of nodes by the number of nodes, respectively. The number of node is the
value on the lateral axis, and the allowable number of stream aggregation is
under 11. Figure 7, the proposed method, skip graphs (SG) with PS, has a lower
instantaneous load compared to SD-based methods where the destination node
receives data directly from the source nodes. Although the larger the allowable
number of stream aggregation in DC-based methods, the smaller the number of
transmission and reception. In this simulation environment, however, the pro-
posed method has a lower instantaneous load than the results of DC-based meth-
ods. In addition, the proposed method has a lower instantaneous load compared
to SG without PS because each node has different transmission and reception
timing by its phase difference even if another node is configured the same col-
lection cycle. In Fig. 8, on the other hand, SD-based methods have the lowest
total loads. However, the proposed method has lower total loads compared to
DC-based methods in this simulation environment.

Similar to the results for the maximum instantaneous load and total loads
of nodes, Figs. 9 and 10 show the results for the average number and maximum
number of hops by the number of nodes under 11 streams aggregation, respec-
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tively. In Figs. 9 and 10, SD-based methods have only one hop as the average
number and maximum number although those instantaneous loads described in
Fig. 7 are high. The proposed method has logn as the average number of hops
while n is denoted as the number of nodes and DC-based methods are affected
linearly by n.

Figures 11 and 12 show the results for the maximum instantaneous load and
total loads of nodes by the allowable number of stream aggregation, respectively.
The allowable number of stream aggregation is the value on the lateral axis, and
the number of node is 200. SD-based methods have a constant value as the
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maximum instantaneous load not affected by the allowable number of stream
aggregation because the source nodes send data to the destination node directly.
In Figs. 11 and 12, most of the results decrease by the increase of the allowable
number of stream aggregation. The proposed method, SG with PS, has lower
results for both of the maximum instantaneous load and total loads even in the
realistic situation, 41 streams aggregation, compared to DC-based methods that
require many streams aggregation to reduce those loads. In addition, the average
number and maximum number of hops are the same to the results of 200 nodes
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in Fig. 9 and 10 because they are not affected by the allowable number of stream
aggregation.

5 Conclusion

In this paper, we proposed a skip graph-based collection system for sensor data
streams considering phase differences. Our method uses phase shifting to avoid
the load concentration to the specific time. Our simulation results shows that
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our proposed system can equalize the number of the nodes targeted to collect
data at each time.
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Abstract. In this research, we propose an inbound zoo navigation application
using augmented reality technology by markerless image processing. This
application provides animal guide board in multiple languages by AR tech-
nology, and distributes animal quiz to zoo visitors by using beacon. Zoo visitors
can enjoy animal book, zoo navigation, animal character collection, etc. via this
mobile application. Moreover, the zoo keepers can freely update various con-
tents provided by the mobile application via the content management web
application.

1 Introduction

In recent years, in facilities such as zoos and aquariums, the number of visitors is
decreasing due to diversification of leisure and entertainment facilities, aging of
facilities and declining birthrate. Along with the decrease in visitors, the number of
zoos and aquariums affiliated with the Japanese Association of Zoos and Aquariums
(also known as JAZA) is decreasing [1]. On the other hand, the number of foreign
tourists visiting Japan in recent years has increased, and the Japanese tourism bureau
(JNTO) announced in 2016 the number of inbound tourists exceeded 20 million [2].
“Multilingual Basic Concept [3]” indicates guide display/signboard etc. in
tourism/service facilities such as restaurants and accommodation facilities as target
facilities for multilingualization. In addition, this concept indicates various media such
as voice guidance, pamphlets, ICT tools as target tools for multilingualization.
Therefore, tourism facilities such as zoos and aquariums are also required to increase
the number of visitors by multilingualization. In these circumstances, cellular phones
have spread rapidly due to recent broadbandization and development of communication
technology. Currently, mobile terminals such as smartphones and tablets with high
processing capability are widely spread. The augmented reality (AR) that overlaps
virtual contents on the actual scenery is attracting attention by utilizing cameras sensors
such as GPS and gyro installed in these terminals.
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2 Research Objective

We construct the inbound zoo navigation application using the markerless image
processing augmented reality technology in this research. The smartphone application
mainly provides the following functions.

• Multilingual function of animal guide board using markerless image processing AR
technology.

• Collection function of animal characters hidden in the zoo
• Animal quiz distribution function by Beacon

In addition to these functions, this system also provides animal book function and zoo
navigation function. Furthermore, we construct the management system for adminis-
trators to manage the content of mobile application. With this content management
system, the zoo staff and keepers can freely update the contents provided by the mobile
application.

3 System Architecture

The mobile agent that provides contents to zoo visitors consists of the user interface,
fragment page manager, beacon detection manager, web view manager, GPS reception
manager, activity control manager, camera control manager, data view manager, image
processing manager, asynchronous task manager, and network interface. The contents
management agent that manages contents consists of the data edit manager, data show
manager, user interface, and network interface. The application server that manipulates
the information of the database according to the request of the mobile agent and
contents management agent consists of the database edit manager, data output manager,
and network interface.

(A) Mobile Agent

• User Interface

The user interface of the mobile agent is the interface between the user and the
smartphone application. This interface provides the user with various functions of the
smartphone application.

• Fragment Page Manager

The fragment page manager manages the page for each function of the smartphone
application. The user can switch pages by flick operation or tool bar selection.

• Beacon Detection Manager

The beacon detection manager detects beacon by Bluetooth low energy commu-
nication installed in the user’s terminal. Since this process runs in the background of
the terminal, beacon can be detected without activating the smartphone application.
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When the user’s terminal detects Beacon, it receives the ID identification of the beacon
and the radio wave strength.

• Web View Manager

The web view manager reads and displays the web page of the specified URL.

• GPS Reception Manager

The GPS reception manager acquires the current position by using the GPS
function installed in the terminal. The acquired current position is treated as numerical
data of latitude and longitude.

• Activity Control Manager

The activity control manager uses an intent in accordance with the operation of the
smartphone application by the user and the passage of time, and performs screen
transition and information exchange. An intent is a function that transitions between
activities and applications.

• Camera Control Manager

The camera control manager manages camera startup, suspension, stop, and release
of the mobile terminal. This manager also provides a camera preview image to the
image processing manager.

• Data View Manager

The data view manager analyzes the JSON file received from the asynchronous task
manager and displays the data.

• Image Processing Manager

The image processing manager compares the camera preview image received from
the camera control manager with the search target image received from the asyn-
chronous task manager. The BRISK feature quantities of the OpenCV library are used
for image comparison.

• Asynchronous Task Manager

The asynchronous task manager acquires images stored in the DB server by
transmitting parameters to the application server by asynchronous communication. This
manager also analyzes the acquired data.

(B) Contents Management Agent

• User Interface

The user interface of the contents management agent is an interface between the
content management user and the administrator web page, and the content management
user intuitively manages the information stored in the DB Server.
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• Data Edit Manager

The data edit manager transmits updated contents of data entered by the content
management user to the application server.

• Data Show Manager

The data show manager displays a list of information stored in DB Server.

(C) Application Server

• Database Edit Manager

The database edit manager issues a query that manipulates the database based on
the information transmitted from the contents management agent, and returns the
execution result.

• Data Output Manager

The data output manager encodes the information stored in the DB Server in the
JSON format and provides the information to the mobile agent.

Fig. 1. The architecture of this system. This system consists of mobile agent, contents
management agent, application server, and database server.
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(D) Database Server

The DB Server stores the content used by the mobile agent and the administrator ID
and password used by the contents management agent. The DB Server manipulates the
stored information according to the query sent from the application server and returns
the execution result.

4 Prototype System

This system consists of the mobile application used by zoo visitors and the content
management web application used by zoo staff and keepers.

4.1 Startup Screen and HP/News Confirmation Function

When the user activates the mobile application, the start screen is displayed, and an
animal book list, an animal quiz list, a beacon information distribution list, a translation
guide board list, and a character list are received as JSON format data. After acquiring
the list of JSON format, transition to the HP/news confirmation screen by intent. In
addition, when the mobile application is started for the first time, after acquiring the list
of JSON format, acquire animal image thumbnail for use in an animal book from the
application server and save it in the terminal. The HP/news confirmation screen pro-
vides the user with a list page of event information and news information published on
the Kamine Zoo website. The startup screen and HP/news confirmation screen are
shown in Fig. 2.

4.2 Zoo Book Function

The animal book screen first provides the user with a world map. When the user selects
an arbitrary continent, the animal book screen transits to the animal list screen
inhabiting the continent selected by the user. The user can browse the detailed infor-
mation of the animal selected on the animal list screen. The animal book screen is
shown in Fig. 3.

4.3 Animal Quiz Function

When the user selects the “START” button displayed at the center of the screen of the
animal quiz screen, the animal quiz question setting screen is displayed. The quiz is
randomly chosen from the questions registered in the database. When the user selects a
quiz, the mobile application acquires a quiz image from the application server and
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stores the image in the terminal’s cache. After acquiring the quiz image, the title of the
quiz, question sentence, image, option buttons are displayed. The animal quiz screen is
shown in Fig. 4.

4.4 Guide Board Translation Function

The guide board translation function provides the user with an animal guide board
translated into Chinese or English by directing the camera of the smartphone to the
actual guide board in the zoo. The guide board translation screen is shown in Fig. 5. By
acquiring the current position at the time of generating the screen, the thumbnail list of
the guide board registered near the current position is displayed on the start screen of
the translation function. By pressing the “UPDATE” button, the translation target guide
board list existing near the zoo visitor is updated. When the user selects the :“START”
button displayed at the center of the screen, the translation guide board is displayed.
Figure 6 shows the execution screen of the guide board translated into Chinese.

Fig. 2. The startup screen and HP/news confirmation function of the zoo navigation AR
application.
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Fig. 3. When the user selects the continent on the animal book screen, a list of animals
inhabiting in the selected continent is displayed.

Fig. 4. The animal quiz start screen and animal quiz question setting screen. The zoo visitors
can experience various animal quizzes.
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4.5 Quiz Distribution Function Using Beacon

In the quiz distribution function using the beacon, the administrator registers the quiz
associated with the beacon’s id via the contents management web application. Zoo
visitors can receive the quiz associated with the beacon as a push notification when
approaching the beacon. Distribution of quiz using beacon allows the zoo visitors to
experience quiz related to animals in front of them in real time and also expects to
stimulate animal observation by answering quiz while watching real animals.

Fig. 5. The user can select either English, Chinese, or Japanese on the guide board translation
screen.
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5 Conclusion

In this research, we proposed the inbound zoo navigation application using the
markerless image processing augmented reality technology. This system consists of the
mobile application and the content management web application. We implemented the
following functions in the mobile application.

• Multilingual function of animal guide board
• Animal character collection function
• Animal quiz distribution function
• Animal book function
• Zoo navigation function

Moreover, the zoo staff and keepers freely update various functions provided by the
mobile application via the content management web application. We are expecting the
development and revitalization of the zoo with the spread of the inbound zoo navi-
gation application using the markerless image processing augmented reality technology
in this research.

Fig. 6. The execution screen when the user selects Chinese in the guide board translation screen
and displays capybara information as AR.
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Abstract. The Virtual Reality (VR) has become a popular technology for
general people caused by low cost VR devices. However, there is difficult to
keep playing the VR contents because of limitations on the network perfor-
mances during rush hours on the Internet. For this reason, the VR content should
keep the QoS (Quality of Service) and the QoS parameters should be changed
simultaneously without being noticed by the user. We have already introduced a
QoS Management Framework for VR contents to gives priorities and change the
QoS parameters according to the limitation of available resources and the user’s
requests. In this paper, we present the implementation of a VR streaming
software to find the appropriate reduction of data size for QoS parameters in
different types of video formats.

1 Introduction

Nowadays, the Virtual Reality (VR) has become a popular technology for general
people caused by low cost VR devices. Many users can play VR contents such as VR
videos and VR games over the Internet and can have higher immersive experiences in a
virtual space. These VR contents are used for a stereo image to give a parallax feel
sense of 3D expression (IE1) and an omnidirectional viewing synchronized with head
direction (IE2) as shown in Fig. 1. However, it is difficult to keep playing the VR
contents because of limitations on the network performances during rush hours on the
Internet. For this reason, the VR content should keep the QoS (Quality of Service) and
the QoS parameters should be changed simultaneously without being noticed by the
user [1].

There are some studies proposed for streaming of virtual reality content to mobile
users. In [2], the VR content can be reduced when there is a deterioration of quality of
the content which is played at high bit rate for Region of Intensity (ROI) and at a low
bit rate for other regions in an immersive omnidirectional content provided to control a
viewpoint. In [3], a framework is introduced for a resource allocation to construct a VR
model and optimize QoS parameters in the VR contents. However, these studies have
not investigated the effects of immersive experience in streaming contents.
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In our work, we focus on the streaming framework of VR contents for keeping the
immersive experience reflected by QoS parameters in the Internet environment. We
have already introduced a QoS Management Framework for VR contents to gives
priorities and change the QoS parameters according to the limitation of available
resources and the user’s requests [4]. This paper discussed about the influence on
immersive experience related to some elements of VR devices and VR content by
considering the QoS parameters.

In this paper, we present the implementation of a VR streaming software to find the
appropriate reduction of the data size for QoS parameters in different types of video
formats.

This paper is organized as follows. The VR streaming software is overviewed in
Sect. 2. The development environment and the application software are presented in
Sect. 3. Finally, Sect. 4 concludes the paper.

2 System Overview

Our VR streaming software can play both a live video and a video file as a streaming
video as shown Fig. 2. The software is organized as a client-server software. The server
is a video sender to send a video stream from a video file or live video. The client
software is a video receiver to receive and display a video stream. The client software
also supports the 3D display function by receiving SBS (Side by Side) video and an
omnidirectional viewing synchronized with head direction during receiving omnidi-
rectional video. The software can be used to evaluate the performances of QoS
parameters in VR streaming by putting the video files with different parameters on the
server.

3 Implementation Issues

Our software is implemented as a Web application running on a WebRTC. The
implementation is organized as the server, the client and a signaling server. Especially,
on the server, the video sender sends a video file to the video receiver and display the
video file simultaneously.

A MacBook is used as the server as shown in Table 1. A smartphone is used for the
client as shown in Table 2. Mac mini is used as a server software for establishment of
P2P connection constructed on a virtual desktop environment and developed by a
Node.js and an Express as shown in Tables 3 and 4, respectively.

In the implementation, we use SBS videos as shown in Fig. 3. The default frame
size is QHD (2560 � 1440[pixel]) for a MacBook and FHD (1920 � 1080 [pixel]) for
a smartphone. The default frame rate is set to 60 [fps]. The frame size and frame rate
are changed to other parameters by loading different video files manually as shown in
Table 5.
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(IE2) Interactivity(IE1) 3D Expression
Fig. 1. Important factors of VR content

Fig. 2. System overview
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The starting process of video streaming is divided into 7 steps. This process is
carried out by (1) Accessing a Signaling Server, (2) Displaying a Web page at the client
and the server, (3) Loading a video at the server, (4) Selecting a Peer for a destination

Fig. 3. A video file (SBS format) in implemented by our software

Fig. 4. Starting process of the implemented VR Streaming Software
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of video streaming, (5) Signaling the signaling server (as a Web RTC signaling server),
(6) Establishment of P2P connection with a Peer and (7) Starting to play a video
streaming in order. The starting process of the implemented VR Streaming Software is
shown in Fig. 4.

Table 1. Server environment.

Function Video sender

Hardware MacBook
(Retina, 13-inch, Late 2013)

OS mac OS Sierra
CPU Intel Core i5
GPU Intel Iris 1536 MB
RAM DDR3 16 GB 1600 MHz
Display 2560 � 1600 pixel

Table 2. Client environment.

Function Video receiver

Hardware AQUOS SERIE mini SHV38
OS Android7.0
CPU Snapdragon617
GPU Adreno 405
RAM 16 GB
Display 1080 x 1920 pixel

Table 3. Signaling server environment.

Hardware Mac mini (Late 2014)

OS macOS Sierra
Processor Intel Core i5
Memory DDR3 16 GB 1600 MHz

Table 4. Implementation of virtual server as signaling server.

Type of software Product

Virtualization software Virtual Box 5.0.40r115130
Management software for guest OSs Vagrant 1.7.4
Guest OS Ubuntu 16.04.3 LTS
Java script environment on the server Node.js v6.11.1
Web application frame work Express 4.13.0
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4 Conclusions

In this paper, we presented the implementation of a VR streaming software for network
performance evaluation. This software is implemented as a video streaming Web
application running on a WebRTC and can be used to evaluate the network perfor-
mance by accessing video files. Also, the implemented software can evaluate different
video types such as SBS video, omnidirectional video and general 2D video to prepare
each video files.

Currently, we are performing to a preliminary evaluation using above mentioned
video parameters in SBS video files.

In the future, we will develop a framework for VR streaming to keep a QoS in bad
computer network conditions.
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Table 5. Video parameters of implemented software.

Frame size [pixel] Frame rate [fps] Bit rate [Mbps] File size [MB]

HD
1280 � 720

15 3.59 27
30 3.59 26.9
60 3.59 27

FHD
1920 � 1080

15 8.08 60.7
30 8.07 60.6
60 8.08 60.6

QHD
2560 � 1440

15 14.37 107.9
30 14.35 107.7
60 14.34 107.6
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Abstract. The automatic operating system of automobiles has rapidly devel-
oped in recent, but it is expected that there are various subjects for the devel-
opments of the new applications. One of the subjects is the wireless stable
connections between the automobiles because it is necessary to concern that
automobiles run so fast. Moreover, there might be radio obstacles such as trees
or buildings along roads. Therefore, the Delay Tolerant Network System with
the Adaptive Array Antenna controlled by the image recognition is proposed in
this paper. The proposed system consists of the image recognitions for the target
automobiles, and the proper directions of the Antenna is calculated by the
Kalman Filter Algorithm. Then, the antenna direction is controlled by the dif-
ferential of the given voltages between the antenna elements. The paper espe-
cially reports the implementations and the experimental results of the voltage
controls for the Adaptive Array Antenna, and the future research subjects are
discussed.

1 Introduction

The automatic operating system of automobiles has rapidly developed in recent, but it
is expected that there are various subjects for the developments of the new applications.
One of the subjects is the wireless stable connections between the automobiles because
it is necessary to concern that automobiles run so fast. Moreover, there might be radio
obstacles such as trees or buildings along roads, and they might cause the serious radio
noise for the data transmission. Besides, the current data consists of the broadband
contents such as movies or pictures for the application, and it is necessary to apply the
high frequency radio bands that is easily affected by the radio noise for the systems.

In fact, the IEEE802.11p [1] is concerned as the future standard of the V2V
(vehicle-to-vehicle) communication method, but the high frequency of 5.9 GHz is
easily affected by the obstacles and the transmission range is shorter as a couple of
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hundred meters. Moreover, the LPWA (Low Power, Wide Area) [2] has the longer
transmission range because it consists of the lower frequency such as 920 MHz, but the
throughput is not enough for the transmission of movies or pictures. Even if cellular
systems such as W-CDMA [3] or is used for the V2V communication, it is necessary to
consider the network difficulties in the mountain areas. Especially, this research is focus
on the new applications of winter surveillance system for the mountain areas on the
way to go skiing or visit hot spa, there are some network difficulty areas on the way to
visit in the actual fields.

Therefore, the Delay Tolerant Network System with the Adaptive Array Antenna
controlled by the image recognition is proposed in this paper. The proposed system
consists of the image recognitions for the target automobiles, and the proper directions
of the Antenna is calculated by the Kalman Filter Algorithm. Then, the antenna
direction is controlled by the differential of the given voltages between the antenna
elements. The paper especially reports the implementations and the experimental
results of the voltage controls for the Adaptive Array Antenna (AAA) [2], and the
future research subjects are discussed.

In the followings, the proposed systems consisted of the AAA, the Machine
Learning based image recognitions with the Kalman Filter [4, 5], and the voltage
control methods are explained in Sect. 2. The prototype system is presented in Sect. 3,
and the implementations of the remote voltage controls functions for the adjustments of
the antenna direction is presented in Sect. 4. Then, the experiments for the evaluation
of the proposed methods is presented in Sect. 5, and the conclusions and the future
researches are discussed in Sect. 6.

2 Proposed Systems

The proposed systems is presented in Fig. 1. The system consists of the AAA on the
automobiles that has multiple antenna elements for the beam-forming of the radio
direction controls, the camera for the image recognitions of the target automobiles, and
the Delay Tolerant Networking (DTN) protocol for the data transitions.

Fig. 1. The proposed systems for the road surveillance system during the winter. The
automobiles exchange the road data by the DTN routing, and the road data are acquired from the
sensors on the each automobile.
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In the systems, the automobiles firstly detects the target automobiles from the image
recognitions with the Machine Learning algorithm by the camera, and the angle of the
target direction is calculated by the differential pixels of the images. Then, in order to
avoid the obstacles or the future location of the automobiles, the adjustments of the
target angle is confirmed by the Kalman Filter algorithm. Therefore, it is considered
that the radio noise can be reduced by the proposed methods even if the automobiles
usually move so fast on the roads. At last, the antenna direction is controlled by the
differentials of the given voltages for each antenna element, and the DTN routing is
confirmed for the exchange of the sensor data on the automobiles.

Usually, although the radio directional controls of the AAA is confirmed by the
MMSE (Minimum Mean Square Error) or CMA (Constant Modulus Algorithm) [6], it
is supposed that the convergence of the calculation might take longer periods such as
the couple of minutes. Also, there is another approach to estimate the antenna direction
by the optimization algorithm such as the LMS (Least Mean Square) or the RLS
(Recursive Least Square), but the complexity of the calculations might be a problem
[7]. Therefore, the AAA controls with the image recognitions with the Machine
Learning algorithm is introduced in this paper, and the Kalman Filter algorithm is
introduced the reduction of the radio noises from the rapid movements of the auto-
mobiles on the roads.

Besides, the DTN routing [8] is introduced in the proposed network communica-
tions. The DTN is the stored-and-carried typed protocols for the robust network con-
ditions such as the interplanetary communications originally, and it is necessary to
consider the mountain areas in the proposed systems. Here, the previous studies [9, 10]
are used for the implementations of the prototype systems.

3 Implementations of Prototype Systems

For the evaluations of the proposed systems, the prototype system is implemented as
shown in Fig. 2.

Fig. 2. The picture of the prototype system. The AAA is consisted of two antenna elements, and
their given voltages are remotely controlled by the voltage meter from the LAN connected note
PC. Then, the each voltage is calculated from the image recognitions of the automobiles.
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In the prototype system, the captured images are firstly used for the estimations of
the distance for the target automobile by Formula (1).

d1 ¼ d2

ffiffiffiffiffi
S2
S1

r
ð1Þ

Here, the total area of the field vehicle is S1, and the total pixels in the captured
image is S2. The distance of the actual field stands for d1, and the distance of the
captured image is d2 as shown in the left figure of Fig. 3.

Then, the angle from the center point h is calculated by Formula (2) as the right
figure of Fig. 3.

h ¼ tan�1 x1
d1

¼ tan�1 x2
d2

ð2Þ

In the prototype system, the Haar-Like classifier API in the OpenCV [11] is used
for the implementation of the Machine Learning, and the calculations for the target
angle is confirmed by these Formula (1) and (2). Then, the API of the Kalman Filter
calculation in the same OpenCV used for the predictions of the near future angle in the
system.

4 Implementations of Remote Voltage Controls for AAA

In the prototype system, the remote voltage control functions are implemented in this
paper. Figure 3 shows the voltage meter that is PMX18-5A by KIKUSUI Corporation
in the prototype system, and the voltage can be controlled by the RS232C, USB, LAN
interfaces.

As the explanation in the previous section, after the calculation of the proper AAA
angle h, the given voltages for each antenna elements are decided by Table 1.

Table 1 is the previous setting for the beam-forming controls by the previous
studies [12, 13], and Fig. 4 shows the previous experimental results of the beam-
forming angles in the implemented AAA system.

Fig. 3. The calculations of the distance and the angle for the target vehicle by the proposed
monocular image recognitions.

390 N. Uchida et al.



In this paper, the voltages are controlled by the TCP packets from the note PC and
the voltage meter, and the implementations are held by Windows 10, and Visual C++
in the MS Studio 2013 in the prototype system. Also, the Logicool Web camera c270 is
used for the image recognitions.

5 Experiments

The field experiments are held for the evaluations of the AAA directional controls by
the remote TCP packets by the prototype system. Here, the spending time for the
voltage controls are experimented in these experiments. The following Table 2 is the
experimental scenarios in the experiments, and the calculated voltages are given for the
only right antenna elements in the AAA system.

Also, Fig. 5 shows the results of the remote voltage controls through the LAN cable
in each time.

Table 1. The given voltages for the right and left antenna elements in the prototype system.
With the differentials of each element, the phase shifter in the implemented AAA produce the
proper angle of the beam-forming.

Radio direction (degree) Voltage (right antenna element) Voltage (left antenna element)

−45 0V +15V
−30 0V +10V
−15 0V +5V
0 0V 0V
+15 +5V 0V
+30 +10V 0V
+45 +15V 0V

Fig. 4. The voltage meter in the prototype system. As shown in the left figure, the given voltage
can be controlled through the RS232C, USB, or LAN.
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According to the results, the remote controls for the voltage meter properly give the
voltages for the antenna elements in the prototype AAA system, and it is supposed that
the directional controls of the beam-forming is confirmed for the target automobiles.
The error range of the actual voltages is with 0.006 V, and the error angle of the radio
directions are not so much effective because the implemented AAA originally have the
directional range from −15 to +15 degrees (Fig. 6).

However, it spends more than one second for the time duration for the target
voltages. Although it spends about 0.0014 s to receive the RECV commands from the
voltage meter after the transition of the control order from the note PC, it is concerned
to take most of the duration within the voltage machine. In fact, it takes more than one
seconds to reach the 5.00 V even if the manually controls, and it is supposed for the
future research subjects if the rapid controls are required for the field usage in the
prototype system. Also, the smaller beam-forming angle is concerned for the actual
usages in the V2V communications, and the additional implementations are planning
for the future works.

Table 2. The experimental scenarios of the remote voltage controls for the AAA system. The
given voltages are changed by each five seconds, and the actual voltage for the right antenna
elements are observed in the experiment through time.

Time[seconds] Calculated voltages in the prototype system[V] Observed voltages[V]

0 5 0
5 10 4.998
10 15 9.998
15 10 14.997
20 5 10.006
25 0 4.999
30 0 0

Fig. 5. The results of the voltage differentials for each antenna element in the implemented
AAA system. These results are used for Table 1, and the proper voltages are given for the each
antenna element.

392 N. Uchida et al.



6 The Conclusion and Future Study

The automatic operating system of automobiles has rapidly developed in recent, but
one of the subjects is the wireless stable connections between the automobiles because
it is necessary to concern that automobiles run so fast. Moreover, there might be radio
obstacles such as trees or buildings along roads. Besides, the current data consists of
the broadband contents such as movies or pictures for the application, and it is nec-
essary to control the beam-forming angles by such a higher frequency radio bands for
the new applications in the V2V communication.

Therefore, this paper proposed the DTN with the AAA controlled by the image
recognitions. The proposed system consists of the image recognitions for the target
automobiles, and the proper directions of the Antenna is calculated by the Kalman
Filter Algorithm. Then, the antenna direction is controlled by the differentials of the
given voltages between the antenna elements. The paper especially discussed the
implantations of the remote voltage controls for the AAA beam-forming through the
LAN networks, and the evaluations of the proposed methods are confirmed by the
experiments by the prototype system.

The experimental results indicates the effective controls of the beam-forming angles
in the AAA system, and the system is effective methods for the supposed winter road
surveillance system during the winter. However, it spends more than one second for the
reach of the target voltages because of the voltage meter in the prototype system, and
the field experiments are considered to need for the field usages for the future works.
Moreover, the additional implementations of the smaller angle differentials of the given
voltages are concerned to be necessary for the actual fields, and we are planning these
works in the future.

Acknowledgement. This paper is the extend version of “Adaptive Array Antenna Controls with
Machine Learning Based Image Recognition for Vehicle to Vehicle Networks” in the 21th

Fig. 6. The results of the given voltages from the note PC and the observed voltages in the AAA
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Abstract. In recent years, it has become possible for anyone to purchase high-
performance Drones at low price. The Drones are equipped with a unit of high-
vision camera, multiple compact cameras for flight control, gyroscope, infrared
sensor, GPS, and a processor for processing video images and sensor infor-
mation for controlling the flight. Relatively stable flight is available for Drones
by operating within human’s sight. In this paper, we introduced our collabo-
rative security flight control system for multiple drones. We considered the case
of weak wind. To deal with weak wind, we propose that the drones change the
formation. We added the Caution level for the safety level. In the case of weak
wind, the Caution level is activated and the drones change the position (for-
mation) in order to keep the distance between them.

1 Introduction

In recent years, it has become possible for anyone to purchase high-performance
Drones at low price. Among Drones which have been spread, Quad-copter is common
due to its flight stability and product cost. The Drones are equipped with a unit of high-
vision camera, multiple compact cameras for flight control, gyroscope, infrared sensor,
GPS and a processor for processing video images and sensor information for con-
trolling the flight. The Drone except for entertainment will have many other applica-
tions, so it is useful to record topographic data taken with a high-performance camera.

Presently, relatively stable flight is available for Drone by operating it within
human’s sight. However, scope of shooting is narrow and precision of the images is
poor by human’s operation within his or her sight. Therefore, studies on automated
operation of Drone are very important. Therefore, new mechanisms for automated
operation and safe flight of Drone in are needed.

Generally, drones consist of multi-propeller, so it is easy to control the body in the
air. Also, with the recent development of the M2M (Machine to Machine) technology,
some drones consist of the wireless IP network, GPS and cameras. Thus, they can be
controlled by mobile PC or smartphones and they automatically can fly toward the
target GPS points. Therefore, drones are recently used not only for hobbies but also for
various researches such as surveillance system or ad hoc networks. There are some
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previous approaches that drones are controlled by the pattern recognition with cameras
[1]. In this paper is introduced the implementations of the specific signs of the images
and it discussed about the additional necessities for the drone control.

In [2], the authors proposed the guidance control with collision avoidance for
multiple drones under restricted communication. If drones are out of communication
ranges, they acquire GPS points and avoid other drones by using distributed nonlinear
model predictive control.

Bills and et al. [3] discussed the problem of autonomously flying drones in indoor
environments such as homes and office buildings. The primary long range sensor in
these drones is a miniature camera. The method neither attempts to build nor requires a
3D model. Instead, the method classifies the type of indoor environment and then uses
vision algorithms based on perspective cues to estimate the desired direction to fly.

Ito and et al. [4] introduced a highly efficient space searching method that is flexible
to environment and independent of data-handling capacity. With onboard camera and
image processing technique, the Drones can locate their position. The method is
applicable for multiple Drones.

However, with the wide spread of drones, the accidents or crimes by them are
rapidly increasing, and the stereotype of drones has become somehow dangerous. For
example, in January 2015, the drone flew into the White House and it crashed on the
ground.1 The drone was a common product that anyone can buy at usual stores. This
accident strongly influenced the regulation of the drone in the U.S. Also, in Japan, a
crashed drone was found on the rooftop of the prime minister’s official residence in
April 2015.2 Furthermore, in December 2017, a drone dropped on an area where many
people were participating in a festival held in Gifu, Japan.3

To solve these problems, we proposed a collaborative safety flight control system
for multiple drones [5–7]. The proposed methods mainly consist of the drone forma-
tions and the image recognition from the camera images, collaborative drone controls
by multiple drones, and emergent controls in uncontrollable situations. Then, we
defined the safety of drone flight and presented the performance evaluations of the
collaborative safety flight control system for multiple drones [8].

However, on the presented collaborative flight control system with multiple drones,
the distance between the drones was measured by the image of these drone, thus the
precision of the distance decrease if there is wind in the forward axial direction of the
drones.

In this paper, to solve this problem, we present a new approach to deal with weak
wind by changing drones formation in the collaborative safety flight control system
with multiple drones.

1 The New York Times, “A Drone, Too Small for Radar to Detect, Rattles the White House”, January
26, 2015, https://www.nytimes.com/2015/01/27/us/white-house-drone.html.

2 The New York Times, “Drone, Possibly Radioactive, Is Found at Office of Japan’s Prime Minister”,
April 22, 2015, https://www.nytimes.com/2015/04/23/world/asia/drone-possibly-radioactive-is-
found-at-office-of-japans-prime-minister.html.

3 The Asahi Shinbun Company, “A Crashed Drone was Hurt Six Children”, https://www.asahi.com/
articles/ASKC45FD4KC4OIPE00J.html.
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The paper structure is as follows. In Sect. 2, we introduce the proposed collabo-
rative safety flight control system with multiple drones. The improvement the safety
levels and the actions for the drone flight are defined in Sect. 3. Then, the conclusions
and future study are discussed in Sect. 4.

2 Collaborative System with Multiple Drones

In this paper, we consider the case when drone fly safely over the obstacles. The drone
flies above the obstacles at a height of 10 m (see Fig. 1).

In our proposed collaborative flight control system with multiple drones (see
Fig. 2), it is used the drone formation and image recognition method to observe the
drone status. It is considered that drones have autonomous flight functions toward the
target GPS points.

For multiple drones, it is more difficult to control the flight. Therefore, we con-
sidered the flight control of two or three drones. However, we found that we could not
control multiple flights safely. Thus we decided to use two drones: one as host drone
and another one as slave drone (see Fig. 3).

In our previous collaborative multiple drones’ safety flight control system, in order
to detect the slave Drone, we used image thresholding of the image recognition and the
machine learning API of OpenCV.4 The processing time was about 200 ms/frame on
the standard computer (CPU: Intel core i7 3.5 GHz, including image transfer time).

In our system, the moving speed of drones is about 30 km/h, and the wind is
blowing at 8 m/s maximum (=28 km/h). In the maximum case, the drone move 1.7 m
during 1frame processing (200 ms). Therefore, the image size needs to be 8 m times

10m

Drone

Fig. 1. Drone safety flight case over obstacles.

4 OpenCV (Open Source Computer Vision Library), https://opencv.org/.
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8 m and the distance between two drones needs to be about 5 m for tracing anther
drone. When the width is 8 m, the drone size (real size: 0.3 m) is 30 pixels for 800
pixels image resolution. Thus, it is difficult to detect the drone. Then, to trace the drone,
the acceleration of image recognition should be performed.

To solve this problem, we proposed a simple template matching algorithm for
detecting and tracing the drone. In comparison to the conventional method, this method
has three advantage: first, this method do not need the filtering process (edge detection

GPS 

Control Server 

Wi-Fi 
Network 

Drone 

GPS 

Access Point 

Drone 

Sensor Information 
Camera Image 

Sensor Information 
Camera Image 

Fig. 2. Proposed collaborative safety flight control system with multiple drones.

5m

5m
Max. Move

1m/frame  
(100msec.)

Host Drone

Slave Drone
(Observer)

Image Area (800x800pixels)

4m

Forward axis 
(Optical axis of the 
drones’ camera)

Fig. 3. Image area of the slave drone and the distance between drones.
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and so on); second, the parallelizing is easy; third, the drone tracing is easy. In addition,
this method can deal flexibly with the back and forth movement of the drone by
multiple resolution. By this method, image processing time for detecting and tracing
the drone is 100 ms/frame.

We consider the recognition rate when we vary the distance between two drones
and the resolution of the drones’ camera image. The width of the image is 5 m, because
the maximum moving distance is 1 m (Maximum speed: 30 km/h) during 1frame
processing (100 ms/frame). When the resolution is 1024 pixels, the image processing
time is over 150 ms/frame. Therefore, when the image resolution is 800 pixels and the
distance between two drones is 4 m is the most optimum solution (See Fig. 3).

3 Improvement of Safety Levels for Drone Safety Flight
to Deal with Weak Wind

In this section, we define the safety levels of the drone flight for deciding the drones’
actions. Table 1 shows the causes and the contents of Fine, Caution, Bad and Danger
levels. The causes of Bad and Danger levels are the strong wind, the motor fault, the
propeller fault, bad or miss control and crash with birds or other drones. The causes of
Caution level is the weak wind. In the case when there is wind in the forward axial
direction of the drones, the precision of the distance between drones decreases. In the
presented collaborative safety flight control system with multiple drone, the distance
between the drones is measured by the image of these drone. Therefore, the precision
of the distance decreases (see Fig. 4).

Table 2 shows the drones’ action for four safety levels. When Safety level is Fine,
Drone can fly continuously. When the safety level is “Bad” and in this case the Drone

Weak Wind

Image range

Forward axis 

Fig. 4. A case when there is a weak wind in the forward axial direction of the drones.
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may crash, then, the Drone should send beep alerts to the persons who are near the
Drone. In addition, Drone should try to go to home position or to land on the ground.
When Safety level is Danger, the Drone should send strong beeps and the Drone should
land on the ground as quickly as possible.

When Safety level is Caution, because of the weak wind in the forward axial
direction of the drones, the drones should change their position (formation) as shown in
Fig. 5. Thus, the precision of the distance between the drones is improved.

Table 1. The causes and the contents of Fine, Caution, Bad and Danger level.

Safety
level

Causes Contents (Drones’ status)

Fine None None
Caution -Weak wind -Drone can keep the position, but the precision of the

distance between the drones decreases.
Bad -A strong wind

-Motor fault
-Propeller fault
-Bad or Miss control

-Drone cannot keep the position.
-There is Wi-Fi connection to the drone
- Low battery (less than 30%)
-There are persons near the Drone (less than 20 m)

Danger -A strong wind
-Motor fault
-Propeller fault
-Bad or Miss control
-Crash (with Birds, other
Drones etc.)

-Drone lost the position.
-There isn’t Wi-Fi connection to the drone.
-Short battery (less than 10%)
-There are persons near the Drone (less than 10 m)

Table 2. The causes and the contents of Fine, Caution, Bad and Danger level

Security level
(Status)

Drones’ action for the security

Fine
(Drone can fly.)

-No action (Fly Continue)

Caution
(Drone can fly.)

-Changing the drone formation.

Bad
(Drone may crash.)

-Beeps (Alert to persons near Drone)
-Try to go to the home position (Start
position)
-Emergent landing (when can’t go home)

Danger
(Drone is in condition to take an emergency
action.)

-Strong Beeps (Alert to persons near the
Drone)
-Emergent landing
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4 Conclusions and Future Work

In this paper, we introduced our conventional collaborative security flight control
system for multiple drones. The proposed method mainly consists of the pattern
recognition from the drones’ camera images and collaborative drone control to trace
other drones. Our proposed image processing method can detect the drone when the
processing time is 100 ms/frame, and we found that the observation drone could trace
the host drone.

We considered the case of weak wind. To deal with weak wind, we proposed that
the drones change the formation. We added the Caution level for the safety level. In the
case of weak wind, the Caution level is activated and the drones change the position
(formation) in order to keep the distance between them.

In the future work, we will perform experimental evaluation of our collaborative
safety flight control system with multiple drones.
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Abstract. Biological research often tracks animal using collars contain-
ing a wireless sensor that transmit telemetry or positional data. However,
when dealing with small animals, the size and weight of conventional
telemetry is often an obstruction and can alter animal behavior. In this
study we take a look at the the viability of Bluetooth Low Energy (BLE)
to develop a low power contact logger which tracks contacts between
small rodents. Using the BLE Discovery Process, a contact logger can
reliably detect nearby loggers without the need to set up an actual con-
nection. We manufactured a prototype with an extremely small footprint
to demonstrate the feasibility.

1 Introduction

In the past, biologists had to dedicate a large amount of time to visually observe
their subjects and had to take manual measurements. A substantial part of this
time-consuming work has recently been off-loaded to sensors which are capable
of transmitting this data through a wireless link [7,9,14]. In such cases, a form
of telemetry has been attached to the animals. For small animals, the weight
of a sensor can become a severe impediment. Widespread guidelines impose a
weight limit of 5% of the total body mass on telemetry [3,4]. Applying the 5%
rule on animals of 50 g allows a maximum telemetry weight of 2.5 g. There is
hardly any commercial sensor that approaches this weight [11,18] Bats have
already outfitted with light contact loggers [18], but information on the wireless
technologies used is extremely limited.

Bluetooth Low Energy (BLE) stands out between existing technologies in
terms of energy efficiency [6,19]. It is able to operate in high interference environ-
ments [12] and is supported by modern smartphones and laptops, which allows
users to configure contact loggers without the need for complex hardware. In this
paper we will examine if BLE is able to operate on an extremely small battery
for prolonged periods of time.
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The Bluetooth Special Interest Group (Bluetooth SIG) develops BLE. In
comparison to classic Bluetooth, BLE shifts its focus towards energy efficiency.
We will discuss BLE basics, especially those relevant towards our application. A
more in depth summary of the technology can be found in [2,10].

Every BLE device is capable of transmitting messages designed to notify
other devices about its presence, called advertisements. When sending an adver-
tisement, the device will transmit messages on three specific channels by default.
The transmit frequency of advertisements is determined by the advertisement
interval and a random back-off interval. This random back-off interval prevents
successive collisions when two BLE devices have the same advertisement interval
and are transmitting simultaneously. Advertisement packets are capable of hold-
ing application data which allows the device to publish data to its environment
without requiring a connection.

To receive an advertisement, a device has to be listening for them, which
is called scanning. The length of this scan period is determined by the scan
window. The frequency at which a device scans is defined by the scan interval.
After each scan, the BLE device will hop to the next advertisement channel. In
this paper, scan interval and measurement interval will be used interchangeably
since for our purposes a scan for nearby loggers can be seen as a measurement.

Up to 26 bytes can be added to the advertisement payload by the user. In
our application this space is used to broadcast a simplified log identifier of one
byte. Other interesting information such as battery percentage and sensor data
can be appended as well to further expand the functionality of the logger.

Figure 1 shows the sensor network consisting of a fixed amount of BLE log-
gers attached to small rodents. The loggers are periodically scanning for adver-
tisements from other nearby loggers. When another logger is detected, the node
stores the ID, signal-strength and a time-stamp of the received signal in memory.
When the storage is reaching its maximum size, the recorded data is off-loaded
to a nearby base station (BS). These BS can in turn off-load harvested data to
a mobile BLE device which is handled by the user, or can store this data onto
an SD card.

The remainder of this paper continues as follows. First, Sect. 2 discusses the
power consumption of the BLE device in terms of the advertisement interval.
Then, Sect. 3 reviews different battery solutions. Subsequently, Sect. 4 studies the
reliability of contact detection through the advertisements. Section 5 describes
the prototype of the contact logger that is manufactured for this research.
Finally, Sect. 6 concludes the paper.

2 Power Consumption

For our application, a contact logger has three parameters that will affect power
the most: the advertisement interval, scan interval and scan-window length. To
ensure a logger detects all nearby nodes, the scan-window has to be equal to
the advertisement interval. If the scan-window is smaller than the advertisement
interval, a logger may miss an advertisement. The window does not have to
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Fig. 1. A practical set up of a contact-logger network.

be bigger because an equal advertisement interval ensures the logger will have
received all nearby advertisements.

Transmitting advertisements consumes less power than scanning. During a
scan the radio is powered continuously for a prolonged amount of time while
advertising powers the radio in very short bursts. Decreasing the scan-window
and thus the advertisement interval will reduce scan-length but increase adver-
tisement frequency. A balance of advertising and scanning will result in the
lowest power consumption. Figure 2 shows this specific advertisement-interval
where power consumption reaches a minimum, between 400 ms and 500 ms.

We estimate the average current draw of a logger by adding the charge con-
sumed by all advertisements and the scan in a cycle and dividing that by the
length of the cycle:

I =
Is ∗ Ts + Ia ∗ Ta ∗ Na

Tsi
, (1)

where Is is the average scan current, Ia is the average advertisement current, Ts

is the length of the scan time, Ta is the length of the advertisement time, Tsi is
the scan interval, and Na is the number of advertisements per cycle. We assume
sleep current to be insignificant compared to operating current. Multiple power
measurements have been done using the Simplicity Energy Profiler to evaluate
the accuracy the model. Figure 2 shows the model applied on the BGM111 BLE-
module, accompanied with actual measurements at set intervals. We conclude
that this model is an effective means of predicting the average current draw of
a logger when the device enters a sleep-mode during inactive periods.
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Fig. 2. Power consumption vs advertisement interval/scan length when scanning every
60 000ms.
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Fig. 3. Ideal power consumption vs scan interval on a BGM111, operating on all chan-
nels

Building further upon the same model, Fig. 2 indicates that some
advertisement-intervals consume less power than others. Differentiating Eq. (1)
and calculating its roots gives us the most favorable advertisement interval for
a certain scan interval:

T ∗
ai =

√
Tsi ∗ Ia ∗ Ta

Is
, (2)

where T ∗
ai is the ideal advertisement interval. This interval dependents on the

scan-window. Figure 3 plots Eq. (2) for scan intervals between 30 s and 5 min
using the parameters of the BGM111-module. These values are further evaluated
using Simplicity Energy Profiler and measured values are marked on the graph.

Using the BGM111, a 30 s measurement interval gives a current draw of
225µA while a 5 min measurement interval gives 71µA. Using a 250 mA h bat-
tery, this respectively translates into 46 days and 146 days of operation.

Recall that BLE will by default send send advertisements on channels 37,
38 and 39 in rapid succession. By defining channel masks it is possible to omit
one or two channels. Limiting advertisements to one channel will cut the active
time during an advertisement to a third of the original period. When limiting
the advertisements to channel 37 on the BGM111 and recalculating the ideal
parameters, a significant drop in current is observed. At a scan interval of 30 s
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the current dropped to 181µA and at the 5 min interval it dropped to 57µA.
When operating the loggers in low interference environments, such rural areas
or wildlife sanctuaries, it makes sense to omit two channels from the advertising
scheme.

3 Battery Technologies

When designing contact loggers at a very small scale, the weight of the electron-
ics is negligible in comparison to batteries. It is important to select a battery
with a high energy density to employ the little available weight as efficiently
as possible. Table 1 compares some commercially available batteries. The Li-
Air battery seems very promising because of its extremely high energy density.
Unfortunately, Li-Air batteries do not come in small form factors such as coin
cells. The Zn-Air batteries seem like a good replacement, still having a relatively
high density. However, this energy density is achieved by using oxygen retrieved
from the atmosphere in its chemical reaction. This means the sensor can not
be sealed off or waterproofed, making it only viable for indoor applications. It
should also be noted that the actual voltage delivered is around 1.4 V, which is
below the minimum voltage-threshold of most BLE-modules, thus requiring at
minimum two cells to reach the required voltage.

The Lithium Polymer (LiPo) battery can deliver a high energy density and
is available in small form factors. The draw-back of the LiPo battery is its self
discharge-rate of 5% per month. When used in a long term,low power application,
this battery loses a quarter of its capacity in three months, making this battery
unsuitable for devices that run for a prolonged amount of time. The nominal
voltage of a LiPo cell is 3.7 V, but at full capacity it can deliver up to 4.2 V, which
is above the maximum voltage-threshold of the BGM1XX series. Such voltage
must be regulated to a suitable level. In comparison to most batteries, the LiPo
does not have a flat discharge curve with a drop at the end, but a relatively linear
curve. This curve can be used to estimate the remaining capacity of the cell by
measuring its voltage. This could be used to send out a preliminary warning
before the battery is completely drained. Everything considered, we choose a
LiPo battery for our prototype.

Table 1. Comparison of battery-types, from [1,5,8,13,15,17].

Battery Rechargeable V Wh/kg Wh/L % discharge per month

Lithium-ManganeseOxide Yes 3.9 150 420

Ni-Cd Yes 1.2 60 150 15

Lithium Polymer Yes 3.7 265 730 5

Alkaline No 1.5 105 250 <1

Zn-Air No 1.65 442 1673 <1

Li-Air No 1.9 1800 1600

Lead-acid Yes 2.1 42 110 20
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While lead-acid batteries have a relatively low energy density compared to
other options, they should not be overlooked. These usually come in considerable
sizes, such as car batteries. When using contact loggers in remote areas where a
dedicated power source for a gateway is not readily available, car batteries can
become a cost effective and simple solution.

4 Reliability

The reliability of the logger largely depends on the ability of the BLE device to
successfully transmit and receive advertisements from other loggers. While hav-
ing a correct scan length ensures that a logger is listening during an advertise-
ment of a nearby logger, other factors still may prevent a logger from successfully
receiving an advertisement. Depending on the hardware used, a BLE module may
temporarily halt scanning while processing incoming advertisements [16]. Since
the logger is going to be attached to animals, wave absorption by the body will
reduce range significantly [20]. Although BLE is rather resilient against interfer-
ence from other communication protocols which operate in the same band [12],
improperly configured Wi-Fi networks can still interfere communication. Lastly,
when two or more BLE devices simultaneously transmit on the same channel, a
collision occurs and the messages sent will never arrive.

The probability of a collision occurring between loggers depends on the adver-
tisement parameters and amount of devices in range of the scanner. Statistically,
this probability is modeled by [16]:

PN = 1 − (1 − P2), (3)

where PN is the probability for N BLE devices and:

P2 =
2 ∗ Ta

Tai
. (4)

Figure 4 plots these probabilities at certain measurement intervals for 2, 5,
10 and 20 devices in range of the scanning device. The graph shows that one
will observe a substantial, albeit expected, amount of collision when there is
a high amount of BLE devices in range of a scanning logger. There are three
ways to minimize the impact of this effect. Reducing the transmit-power of all
loggers will reduce the range at which an advertisement is received thus reducing
collisions. Secondly, increasing the measurement interval will result in a higher
advertisement interval which in turn translates into fewer collisions. Lastly, if
increasing the measurement interval is not an option, one can deviate from the
ideal advertisement interval at a specific measurement interval at the cost of
energy efficiency.
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Fig. 4. Calculated collision rate versus measurement interval for various cases of nearby
loggers.

5 Prototype

While our initial proof of concept consisted of a Silicon Labs BGM111 module, we
use the BGM121 in our prototype. The BGM121 has equal power specifications
to the BGM111, but a smaller footprint. Figure 5 shows the Printed Circuit
Board (PCB) with the BLE module.

The PCB for the prototype was modeled in EAGLE and the final design
measured 9.9 mm by 16.18 mm. The board employs a 6-pin TagConnect connec-
tor which exposes the pins required for programming and debugging to minimize
connector footprint. Two battery terminals have been placed at the bottom of
the board on which a rechargeable battery can be soldered. This battery can
be recharged by applying a suitable charging voltage to the charging pads. The
voltage regulator protects the BGM121 module against high voltages coming

Fig. 5. The contact logger prototype (9.9mm × 16.18mm).
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from a fully charged battery or the charging circuit. The PCB contains a ground
loop to tune the antenna to maximize transmit efficiency.

The software is written using Simplicity Studio, an IDE based on Eclipse
specifically tuned for use with Silicon Labs devices. It includes a debugger and
an energy profiler which is able to measure power consumption of custom boards
when used in conjunction with a supported development kit.

The contact logger will employ a custom application advertisement, designed
to aid communication with other loggers, the gateway and the Android app. The
first byte consists of a unique logger ID. Other loggers will store this byte instead
of the 6 byte BLE address. This reduces data size and can be used to keep an
ID tied to an animal when replacing a logger. The second and third byte contain
the amount of contacts that have been logged. This is used by the gateways
to determine if enough data has been gathered before connecting. Downloading
data from loggers which have few contacts logged will decrease the lifetime of a
logger. The fifth and last byte has been reserved for the battery status, although
this byte has been set to a hard coded value due to a l imitation in the API of
the module accessing the ADC.

The base station is simulated by a smartphone running an Android app,
developed in Android Studio. The app can be used to configure the contact log-
gers by setting their ID and scan interval and is compatible with every smart-
phone having BLE support. Nearby loggers can be detected and their advertised
data is displayed on screen. Data can be downloaded by connecting and can
be exported to a file suitable for spreadsheet software. The app can be toggled
into gateway mode which will continuously scan for nearby loggers. Whenever
a logger comes into range that has logged a substantial amount of contacts the
data is automatically downloaded and wiped from the logger to free up memory.

For validation, three contact loggers are placed within two meters of each
other, each given a separate ID with a scan-interval of one minute. Two loggers
successfully recorded all 180 contacts while the third logger missed a contact at
the beginning, presumably due to it having started first, missing the advertise-
ments of the other two.

By measuring the average current-draw estimations have been done using
various battery capacities in Fig. 6. Using a 250 mA h battery, scanning every
30 s translates into a lifetime of 46 days, while scanning every 5 min translates
into a lifetime of 146 days. When employing a 50 mA h battery, scanning every
30 s gives a lifetime of 12 days, while scanning every 5 min gives a lifetime of
37 days.

The absolute range of the logger in a open field is around 60 m. When placed
against skin, the range dramatically decreases to about 10 m. When placed
against skin near tall grass the range further decreases to a few meters. For the
intended application, a range of 1 m is enough for logging contacts, but received
signal strength should not directly be correlated with distance because of the
impact the environment has on reception (foliage, tall grass, water, . . . ). When
communicating with a gateway, such ranges are not desirable. Possible solutions
are increasing the transmit power of the loggers to increase range, placing gate-
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Fig. 6. Logger life-time estimations vs measurement interval

ways significantly above the ground to increase reception, or by placing numerous
gateways in a field to increase coverage.

6 Conclusion

Our research shows that BLE is a viable wireless technology to develop light-
weight miniature contact loggers which rely on communication over short dis-
tances. The developed prototype shows robust communication and detection of
nearby loggers. The neighbor discovery process of advertising and scanning is
ideal for the application of logging contacts between small rodents. Using BLE,
it is possible to achieve the energy efficiency needed to limit battery weight while
maintaining reliable and robust communication. The broad support of BLE and
the many BLE solutions on the market allows for great compatibility. Its abil-
ity to interface with smartphones makes deploying the contact loggers swift
and straightforward for anyone, even those without a technical background. We
acknowledge that the range of a contact logger will decrease drastically when near
organic tissue, though this applies to many wireless technologies. Consequently,
the coverage of gateways will be limited when deploying the logger network in
areas with dense foliage and large amounts of water. Further testing on actual
animals in non-ideal environments is needed to efficiently evaluate the impact of
this attenuation.
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Abstract. Safe and responsive hard real-time systems require the
Worst-Case Execution Time (WCET) to determine the schedulability
of each software task. Not meeting planned deadlines could result in
fatal consequences. During development, system designers have to make
decisions without any insight in the WCET of the tasks. Early WCET
estimates will help us to perform design space exploration of feasible
hardware and thus lowering the overall development costs. This paper
proposes to extend the hybrid WCET analysis with deep learning mod-
els to support early predictions. Two models are created in TensorFlow
to be compatible with our COBRA framework. The framework provides
datasets based on hybrid blocks to train each model. The feed-forward
neural network has a high convergence rate and is able to learn a trend
in the features. However, the error of the models are currently too large
to predict meaningful upper bounds. To conclude, we summarise the
problems we need to tackle to improve the accuracy and convergence
issues.

1 Introduction

Cyber-physical systems (CPS) are physical machines controlled by control logic
which are capable of sensing and interacting with their environment. These
machines play an important role in modern society, e.g. assembly robots, cars,
avionics, etc. The design of CPS requires hard constraints compared to gen-
eral purpose computers. These constraints depend on the application context in
order to create affordable, reliable and safe systems. For instance, the energy
consumption for battery powered sensors or real-time behaviour of an airbag
system.

In case of hard real-time CPS, it is important that these systems are respon-
sive in addition to having correct behaviour. For example, a car contains dozens
of Electronic Control Units (ECU) that control specific (critical) systems. The
ECU of the braking pedal should respond instantaneous to prevent fatal events.
In order to design a real-time system, the software tasks need to be scheduled on
the hardware platform, so they meet their corresponding deadlines. However, to
c© Springer Nature Switzerland AG 2019
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determine the schedulability of each task we need to know the longest possible
time required to execute each task [4]. This value is the Worst-Case Execution
Time (WCET).

To gain insight in the WCET of software, there exist three main types of
WCET analysis methodologies, i.e. static, measurement-based and hybrid app-
roach [14,17]. With each of these techniques we need to make a trade-off between
accuracy and computational complexity. We believe a hybrid approach is the
best solution as it provides the possibility to shift the balance between accuracy
and computational complexity depending on the developer’s needs and resources
[10]. This approach is therefore integrated in our COde Behaviour fRamework
(COBRA) to perform code behaviour analysis [12].

A major shortcoming of currently used WCET analysis tools is the complex-
ity or even inability to acquire insight in the WCET during the early stages
of the development process. For example, the hybrid methodology relies on the
physical hardware and binary code to perform timing measurements. In order to
overcome this problem, we propose to extend the hybrid analysis with machine
learning techniques to predict the WCET instead of physically measuring it on
the hardware [11].

In previous research, we have proposed a first implementation of this tech-
nique and performed an experiment based on eight different regression models
[11]. The results of those experiments were promising. However, further research
on feature engineering and parameter tuning is required. Besides regression mod-
els, there exist other machine learning techniques. In this paper, we examine the
use of deep neural networks to estimate the WCET of small code entities called
hybrid blocks.

In Sect. 2 of this paper, we start with disclosing the need for early stage
WCET predictions. In Sects. 3 and 4, we elaborate on how we want to approach
the early stage predictions using deep learning by further extending the hybrid
WCET analysis and compare it with our previously conducted research. In the
final sections we discuss some early results of this methodology.

2 Early Stage WCET Analysis

During the development phase of a time-critical system, it is difficult to gain
early insight in the WCET. The analysis is typically performed on the compiled
binaries of a specific hardware platform, which implies that a compilable version
of the application and the physical hardware must be available [7,16,18]. There-
fore, the analysis can only be performed at the (late) implementation stage as
illustrated in Fig. 1. At this point in time, the system design is already fixed.
Changing the design due to hardware that is unable to schedule all tasks, results
in an increasing cost as the system needs to be redesigned [2], i.e. moving back
up the V-model.

The main cause of this problem is the lack of early insight in the WCET.
The first steps in the development process are the planning and design steps that
define the requirements and details of the project as shown on the left side of the
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Fig. 1. V-model - Development and verification process model [11].

V-model in Fig. 1. To tackle this problem, we believe it is possible to characterise
each system right from the start.

In order to characterise a system, we need to create a high-level abstraction
model of the soft- and hardware components that can be translated in sets of
attributes. These abstract attributes create the opportunity to train a predic-
tor model to estimate the WCET according to relations between the different
attributes. Early stage WCET predictions provide the system engineers with the
insight required to make excelling decisions throughout the process. During the
early ‘project definition’ stages when there is little to no source code available,
other more abstract attributes will be required to feed into the predictor. Nev-
ertheless, each design decision will add extra details to the project specifications
and thus more system attributes that are usable for the analysis, e.g. used algo-
rithm, magnitude of code instructions, hardware mode, etc. The final WCET
prediction will get more accurate as more design decision get fixed in the pro-
cess. By predicting the WCET early on, we will be able to use these estimates
to reduce the design space of suitable hardware, i.e. design space exploration.

3 Machine Learning-Based Hybrid Analysis

Three main types of WCET analysis methodologies exist, i.e. static,
measurement-based and hybrid approach [14,17]. Each of these techniques
requires us to make a trade-off between accuracy and computational complex-
ity. The static analysis calculates highly accurate WCET estimates based on
mathematical models. However, creating these models is difficult and becomes
computationally expensive for large code bases and complex hardware, e.g. hard-
ware optimisations. The measurement-based analysis on the other hand is less
complex to compute as it does not require any advanced models. Nevertheless,
extensively testing each system state to find the WCET is not feasible for large
and complex systems. An arbitrary number of measurements will never guaran-
tee that the real WCET is found!

The hybrid analysis combines the static and measurement-based methodolo-
gies. This approach allows us to find an optimal balance between accuracy and
computational complexity. In order to achieve this balance, we split the source
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code into smaller entities which we call ‘hybrid blocks’ [11]. Each block contains
a path of consecutive instructions with exactly one entry and exit point similar
to regular ‘basic blocks’. The difference between these two blocks is their size. A
basic block resembles the largest contiguous path possible without instruction
jumps, whereas the hybrid block has a variable size from a single instruction
up to entire functions or programs depending on the accuracy and complexity
that is requested. Our hybrid approach consists of two steps. First, performing
measurements on the different hybrid blocks and then statically combining all
the measured results to estimate the execution upper bound.

The implementation of the hybrid analysis is developed as an extension of
the COBRA tool [12]. This open source tool is created by the IDLab research
group in order to evaluate the performance and behaviour of software to optimise
its resource consumption on different platforms, i.e. WCET analysis, scheduler
optimisation and design pattern based performance optimisation for multi-core
processors. In previous research, we have shown a significant reduction in anal-
ysis effort while keeping sound WCET predictions with this approach [10,12].
However, the effort required to perform the measurements on the target plat-
form is high. Additionally, the measurements do not allow us to provide early
stage estimates. Therefore, we replaced the measurements of hybrid blocks with
machine learning which will predict the WCET of each block.

As stated in Sect. 2, we need to create an abstract representation of all
instructions and interactions in the systems that would lead to the longest exe-
cution path of the software task. These characteristics can be modelled as a
collection of attributes. We believe that machine learning is a valuable solution
as it is able to learn to estimate the WCET based on these system attributes.
In order to integrate the machine learning model into the hybrid methodology,
we need to determine the values of the defined soft-/hardware attributes from
the system. These values are the features of the system. The prediction model
needs to be trained first by providing labelled datasets of which the WCET is
known and thus applying a supervised training strategy [6]. After the training,
the model is ready to provide a numeric output that estimates the WCET. In
previous research, we trained and validated a first prototype with eight different
regression models [11]. The results showed promising results without any predic-
tion model optimisation or feature engineering. These models are an appropriate
first attempt to address this regression problem. However, other techniques can
be applied to further improve these results, such as feature extraction, hyperpa-
rameter tuning, ensemble methods, etc. In this paper, we want to look into the
possibilities to incorporate deep neural networks (DNN) as prediction models.

4 Deep Neural Networks

Deep learning is a technique in the machine learning domain which is gaining
popularity in the field [6]. The concept of deep learning techniques is based
on the inner workings of the human brain. The predictor model consists of an
interconnected network of neurons that communicate by passing signals to each
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other. Therefore, the models are referred to as neural networks. The goal of this
approach is to feed the network with reference data instead of rules in order
to allow the model to learn how to solve the problem itself. Machine learning
techniques can be categorised according to the data problem that needs to be
solved, for example:

• Classification labels the data with predefined meaningful classes;
• Regression labels the data with a numeric value based on the input data;
• Clustering groups the data into an unknown number of unlabelled classes;
• Rule extraction determines propositional rules based on relations between

attributes in the data;
• Anomaly detection determines if data is conform to the expected pattern in

the dataset.

Depending on the strategy to handle the problem, we classify each tech-
nique as (semi-)supervised or unsupervised learning [6]. Supervised strategies
use labelled data to train a mapping between in- and output, in contrast to
unsupervised strategies that only receive unlabelled data, i.e. input sets with no
corresponding output. The latter requires the model to learn the data distribu-
tion/structure on its own. In order to determine the WCET, we need a predictor
model which is able to estimate a numeric value, i.e. WCET, based on features.
To train such a model, we provide training sets which are annotated with the cor-
responding output WCET. For this case, a supervised learning model is required
that can solve a regression problem.

Oyamada et al. [15] study the possibility to apply deep learning for predicting
the WCET of software applications. They divided the assembly instructions
into four different categories, i.e. integer, floating point, branches and load/store
operations. These categories were used to predict the number of clock cycles. For
their experiment, they used two feed-forward neural network (FFNN) with one
input, one hidden and one output layer. The training data was classified in two
groups according to their control flow graph (CFG), namely ‘data-dominated’
and ‘control-dominated’ applications [15]. The distinction is made by the ‘CFG
weight ’ that they define as a threshold of 1.95 for the division of the weighted
arcs and the number of nodes in the CFG [15]. This separation is performed
because the processor features respond differently to the structure of the CFG,
e.g. branch prediction, caches, etc. For each type, a separate FFNN was trained.
The generic estimator had an error ranging between −31% and 33%. For the
specialised estimators however, they improved the error slightly to a range of
−32% and 26% with a lower mean error. These results look promising, but the
errors are rather large to be used as upper bound. However, obtaining such
results during (early) development stages would provide a large benefit for the
system developers. Therefore, we are performing analysis on code level instead
of assembly instructions.

In other research, Bonenfant et al. [3] propose a methodology to perform early
stage WCET prediction based on machine learning. Their approach consists of
finding a formula to characterise the behaviour of software on a specific target
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platform for a compiler toolchain. To model the software, a list of worst-case
event counts is extracted from the code. These events are classified as count
attributes (e.g. number of arithmetic operations, function calls, etc.) or style
attributes (e.g. lines of code, auto-generated or handwritten code, loop nesting,
etc.). First, a static analysis determines the features of each attribute that would
lead to the worst-case result. Then, these features are used to train the machine
learning model to match the event counts with a labelled WCET value of the
training applications. This methodology is a high potential solution to perform
early WCET estimation. Nevertheless, the approach as described by Bonenfant
et al. will probably underperform as code characterisation by event counting
makes a high abstraction of the CFG which results in losing valuable code flow
information. Modelling the code flow and hardware interactions will eventually
become too complex to perform and thus infeasible.

We believe a methodology can be created based on machine learning that is
able to provide early insight into the WCET of software for any given architec-
ture. Therefore, we will enhance the hybrid analysis approach with deep learning.
In this paper, we train and compare two deep neural networks based on software
related attributes.

Feed-Forward Neural Networks (FFNN). A FFNN network consists of
an input layer, one or multiple hidden layers and an output layer of neurons,
as shown in Fig. 2. Each neuron is connected to a number of neurons of the
previous layer. A weight (W) is assigned to each connection while each neuron
receives a bias (b). During a forward pass, the output of the previous neurons is
multiplied with the weight of the connection plus the bias of the target neuron.
This value is then inserted into the neuron’s activation function to become the
final output of the neuron. In order for the network to learn something, we apply
a back-propagation algorithm to optimise each weight and bias in the network
according to the error made, e.g. gradient descent, particle swarm optimisation,
hill climbing, etc.

Tree Recursive Neural Networks (TRNN). The CFG of a software applica-
tion can be translated into a hierarchical tree structure that represent the order
of each block. This representation makes it straightforward to create higher
abstraction blocks. The TRNN is an approach to incorporate this hierarchical
information into a neural network. A TRNN consists out of normal FFNNs that
are reused in different nodes of a treelike structure. In order to achieve this tree
structure, we require two different networks, i.e. analysis- and synthesis-network.
A schematic representation of these two networks is shown in Fig. 3. The func-
tionality of the TRNN analysis-network is identical to the FFNN. The TRNN
approach has an added value due to its hierarchical approach of the synthesis-
network. This network performs the combination step of the WCET results of
each child block without the need to perform a static analysis and thus lowering
the computational complexity of the analysis.
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Fig. 2. Feed-forward neural network
with activation function.

Fig. 3. Tree recursive neural net-
work.

5 Experiment

The first step of implementing the neural networks into the hybrid analysis is the
training process. The data in this experiment is acquired from the TACLeBench
benchmark suite [5]. This benchmark is a collection of selected test applications
of which the correct WCET has been determined for different platforms. It is
therefore used to validate and benchmark the performance of WCET analysis
tools. A total of 532 hybrid blocks were generated from random TACLeBench
applications. All time measurements were performed on an ARM Cortex-M3
CPU on the EZR32 Leopard Gecko board of Silicon Labs. The WCET of each
block was obtained with the original hybrid analysis technique in order to acquire
labelled data.

The input neurons of neural networks require features which are numeric val-
ues. These features are extracted from the code of the generated hybrid blocks
by the COBRA framework. Then, the feature selector extracts the requested
features for each block. The tool creates an easy interface to define the desired
attributes based on a configuration file. This allows us to quickly generate differ-
ent possible attribute sets to test on different prediction models. In this experi-
ment, we generated one attribute set which is listed in Table 1.

Table 1. Code attributes extracted with the Feature Selector. (No. of operations)

Additive Multiplicative Division Modulo Logic

Bitwise Assign Shift Comparison Evaluation

Before the acquired features of the feature selector are effective for neural
networks, some pre-processing on the data is required. Most features are coun-
ters that resemble the number of occurrences a certain attribute is present.
These features are natural numbers with a range between [0, 2.147.483.647] (i.e.
32-bit). However, this range does not perform well for deep learning as most
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activation functions will saturate for large numbers. Therefore, we will scale our
data between 0 and 1 with the following equation, where xn is the scaled value
of xo and Xo is the collection of all features of attribute X:

xn =
xo −min(Xo)

max(Xo) −min(Xo)
(1)

The implementation of the data pre-processing and neural network mod-
els are performed with the TensorFlow framework [1]. This framework is an
extended open source library to create and train machine learning models
in Python. To evaluate our models, we calculate the root-mean square error
(RMSE) for the training and validation step [13]. For the experiment, we con-
ducted two variations with different hybrid block sizes to compare the perfor-
mance. The size of the blocks is determined by its abstraction level. Each level
represents the block’s hierarchical position in the block model tree, which can
be compared with the line indentation in well structured code. The first set
is created with the smallest blocks without abstraction (Set A). The second
set contains large abstract blocks of the code (Set B). The actual training and
validation on these sets is performed through a 5-fold cross-validation process.
In order to find the best performing network configuration, we experimentally
iterated over different designs to minimise the RMSE error on the validation
set. The configurations of the best network configurations used are shown in
Tables 2 (FFNN) and 3 (TRNN). The RMSE scores of our current networks are
summarised in Table 4.

Table 2. Layers and properties of the FFNN models and the analysis-network for the
TRNN.

Dataset A Input Layer 1 Layer 2 Layer 3 Layer 4 Properties

No. neurons 10 32 32 32
1

(output)

Learning rate

Optimiser

0.001

Adam

Activation f. n/a σ
Leaky

ReLU

Leaky

ReLU

Leaky

ReLU

No. epochs /

batch size
40 / 20

Regularisation n/a
L2

(β=0.01)

L2

(β=0.01)

L2

(β=0.01)

L2

(β=0.01)

No. samples

(train / test)
348 / 86

Dataset B Input Layer 1 Layer 2 Layer 3 Layer 4 Properties

No. neurons 10 32 128
1

(output)
n/a

Learning rate

Optimiser

0.001

Adam

Activation f. n/a σ
Leaky

ReLU

Leaky

ReLU
n/a

No. epochs /

batch size
40 / 10

Regularisation n/a
L2

(β=0.01)

L2

(β=0.06)

L2

(β=0.06)
n/a

No. samples

(train / test)
79 / 19
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Table 3. Layers and properties of the synthesis-network for the TRNN.

Input Layer 1 Layer 2 Layer 3 Properties

No. neurons 11+1
128 (Dataset A)

32 (Dataset B)
128

1

(output)

Learning rate

Optimiser

0.001

Adam

Activation f. n/a
Leaky

ReLU

Leaky

ReLU

Leaky

ReLU

No. epochs /

batch size

400 /

variable

Regularisation n/a
L2

(β=0.05)

L2

(β=0.05)

L2

(β=0.05)

No. programs

(train / test)
14 / 3

Table 4. RMS errors of the training neural network models.

Network
Abstraction

level

Average error (RMSE)

Training / Test

Min. error (RMSE)

Training / Test

Max. error (RMSE)

Training / Test

FFNN Set A (-) 23.4% 36.6% 22.4% 33.8% 25% 39.8%

FFNN Set B (+) 52% 79.2% 51.2% 72.6% 53.2% 84.8%

TRNN Set A (-) 23.6% 24.8% 16.4% 16.2% 47% 45.4%

TRNN Set B (+) 520.2% 539.8% 357% 385.4% 732% 728.8%

6 Discussion and Future Work

The results in Table 4 are beneath what was initially anticipated. The FFNN
network for small hybrid blocks (Set A) has the smallest RMS errors (40%) on
the validation set. However, the error on the number of clock cycles is equal
to a factor x20 when taking the scaling factor into account. This deviation is
still too large to obtain any useful upper bound on the WCET. We notice that
the models converge to a minimum at around 40 training iterations. Further
increasing the number of epochs does not improve the results. When evaluating
the test sets after each training batch, we observe that the models are converging.
Nevertheless, the minimum it converges to is definitely not a global one.

During the experiments, we have noted that our best network for dataset A
is not always the best network to solve dataset B with bigger abstract blocks.
Therefore, we continued the experiments with different networks for each dataset.
Nevertheless, the results for the bigger blocks of set B are remarkably worse than
set A. Due to the higher abstraction level, the number of blocks and thus the
training set is much smaller (98 blocks) compared to the other set. Additionally,
the feature distribution of the datasets was not good enough for the models. Some
features were scarcely present in the sets, such as modulo and logic operations.
Lastly, the size of the blocks is limited by the benchmark programs used. As a
result, the number of blocks with small WCETs make up a larger part of the
dataset.

The concept of TRNNs replacing the entire analysis is an interesting research
track, but requires a lot of additional exploration in finding the best model con-
figuration and parameter modelling before it will become feasible. The synthesis-
networks had problems with converging. Verifying the results revealed that the
models barely learned something. The worse performance of the TRNNs is prob-
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ably because of the lack of hierarchical information of the CFG. The synthesis-
network receives WCETs values of its child nodes, but it does not know how to
combine these results to a final upper bound. Incorporating flow facts, such as
loopbounds, recursion conditions, etc. and block type information (e.g. iteration
block, function block, etc.) to the model is definitely a track we need to explore
further.

In future research, we need to increase our dataset (1000+ blocks) first to
ensure that the models are able to learn the attribute relations [6]. The second
step is selecting systematic optimal attributes (feature engineering) and hyper-
parameters for the networks [8,9]. Furthermore, other deep learning models exist
that are able to perform this task, such as Convolutional and Long Short-Term
Memory (LSTM) networks.

7 Conclusion

The introduction of neural networks in the hybrid analysis approach proves to
be a promising addition. Previous research successfully integrated regression
models. The addition of deep neural networks with TRNNs can potentially fur-
ther lower the computational complexity of the analysis. To validate this new
method, we integrated the functionality of neural networks into COBRA with
TensorFlow. The input features of the network are generated from hybrid blocks
with COBRA according to our hybrid approach. We iterated on a first model for
a FFNN and TRNN. The FFNN are converging to a minimum quickly. However,
the errors are too large to predict meaningful upper bounds. Nevertheless, we
believe that DNNs can be applied as we further improve our dataset, the selected
attributes and hyperparameters.
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Abstract. More and more devices are connected to the internet. These
devices could be used to help execute applications that otherwise would
need to be executed on the cloud or on a system with more computa-
tional resources. To execute the application on multiple devices, we will
split it up into multiple application components that stream events to
each other. In this paper we present a framework that allows application
components to stream events to each other. On top of this we present
a coordinator system to move application components to other devices.
This elasticity allows the coordinators to run application components
on different devices based on the context, in order to optimize resources
such as network usage, response times and battery life. The coordinators
use an adapted version of the Contract Net Protocol which allows them
to find a local minima in resource consumption. In order to verify this,
three use cases are implemented.

1 Introduction

Traditionally, the computational resources of Internet of Things (IoT) [2,3]
devices are extended with computational resources from the cloud [1]. This
approach allowed more complex applications on devices with limited compu-
tational resources. But when the amount of connected devices and the amount
of generated data by these devices increases, the cost to send all this data over
the network will increase. A solution to this problem would be to increase the
computational resources of the IoT devices, so every device can process the full
application and only send the final processed data to the cloud. The disadvantage
of this method is that the cost and the energy consumption of the IoT device will
increase. Another approach is to use other IoT devices that are geologically close
together and use their resources to execute the application. In order to handle
the highly dynamic edge computing environment with a lot of constraints such
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as network usage, response times and battery life, adaptations are needed to the
traditional computing approach. To achieve this, we envision a future in which
the network as a whole is responsible to manage this complex environment.

In this paper we introduce the Distributed Uniform Streaming (DUST)
Framework which provides the first steps towards a streaming platform that
will optimise the consumption of resources in a fog environment. The DUST-
core provides methods to allow event streaming between the different devices.
On top of this a distributed coordinator system is build which will optimise
the resources of the distributed system and create a system that can flexibly
adapt to changes in the streaming rate. The paper is organised in the follow-
ing order. First, Sect. 2 will discuss the related work. Next, the DUST-Core for
Event Streaming is described in Sect. 3. Section 4 will describe the coordinator
that is used to optimise the resources in the network. Section 5 analyses the
results of the experiments for the different use cases. Finally, Sect. 6 ends with
a conclusion and a description of the future work.

2 Related Work

Karim Habak et al. [4] describe the FemtoCloud project in which a cluster of
mobile devices was created. The location of these mobile devices will be used
to determine its cluster (e.g. all mobile devices in a smart home will form a
cluster). Every group of devices will have a controller to manage the available
resources and schedule the different tasks. The FemtoCloud client on the mobile
devices will determine the computational resources that can be used by the
cluster. Other similar edge computing platforms like FemtoCloud are discussed
and compared by Pan et al. [10].

In an IoT environment we need to process a continuous stream of high volume
data that needs to be processed in real time. A method to process this stream-
ing data with multiple application components is to use the event processing
model (as described by Moxey et al. [7]). This processing method defines events
(e.g. GPS location) that are being streamed from the event producer to the
event processors and finally to the event consumer (see Fig. 1). This processing
model allows us to split an entire application into multiple application compo-
nents. By running the application components on the correct device the resource
usage can be optimised. A problem with event streaming processing is that it is
prone to overload situations because the processing requirements are based on
the amount of received events. These overload situations could be mended by
allowing application components to move to a system with more computational
resource. Hummer et al. [6] describe the concepts of elastic stream processing
in a cloud environment. Multiple techniques can be used to handle the dynamic
stream processing such as event dropping, prioritisation, adaptation of QoS.

Teranishi et al. [13] describe a method to dynamically process event streams
in an Edge Computing environment that is closer to our approach. The system
is able to change the structure of the data flow and replicate processes. They
define two changes to the structure of the application graph. The first change is
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Fig. 1. The event streaming graph from producer towards the consumer.

called scale in/out. This mechanism will add a new computational node when
the computational load exceeds a threshold (scale out). If the computational
load drops below the threshold, the scaled out node will stop running (scale in).
The second change is called computation offload. When the system detects that
it uses too much resources, the system will optimise the computational load and
network usage by offloading an application component.

In this paper, we will also change the structure of the data flow. Our approach
differs from the state of the art by using distributed coordinators to negotiate
over which device will execute an application component. This allows the sys-
tem to optimise the resources of the computing devices without the need for
predetermined thresholds.

3 DUST-Core for Event Streaming

The DUST-Core library implements the standard behaviour for every streaming
component (see Fig. 1). The first functionality, the library needs to implement, is
the event streaming between the different application components. The DUST-
Core supports unprocessed event from a source device and events from a proces-
sor with a more complex structure. A variety of message protocols are available
which can be used to stream events. Every protocol has its own advantages
and use cases. To support all these protocols, the DUST-Core makes abstrac-
tion of these protocols. The conversion between the protocol implementation and
the interface is handled by a protocol specific 3rd party DUST-library which will
implement the conversion. The DUST-Core requires that the used messaging pro-
tocol is able to deliver bytes from all the senders to all the receivers. By making
this abstraction, the used messaging protocol is transparent to the application
which allows easy experimentation between different protocols. This behaviour
will allow the coordinator (see Sect. 4), in the future, to change the messaging
protocol to optimize the network usage or CPU usage (e.g. change from sockets
to shared memory when source and receiver are on the same device). In this
paper we used the messaging protocols DDS [8], MQTT [9] and ZeroMQ [15].

The achieved Quality of Service (QoS) is a combination of the messaging
protocol and on the DUST implementation on top of this. The DUST framework
will add an ID to every message which is checked at the receiver side to notify the
application if a message got lost. The QoS level and other messaging protocol
specific properties (like a discovering mechanism) can be further adapted by
using a different messaging protocol or by changing the configuration of the
protocol.
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Fig. 2. The global DUST architecture.

In addition to the streaming functionality, the DUST-Core library also imple-
ments the behaviour required for the component monitoring. The library makes
measurements such as CPU usage, RAM usage and the amount of messages sent
between application components. These measurements are send to the DUST-
Coordinator to be used in the distributed resource optimisation.

4 DUST-Coordinator for Distributed Resource
Optimisation

Every device in the network that needs to participate in the application distri-
bution will have at least one coordinator (see Fig. 2) and all the application com-
ponents. It is the responsibility of the coordinator to start and stop application
components on the device and to communicate with other coordinators. This
communication is implemented by using the DUST-Core library (see Sect. 3).
The amount of connected coordinators is limited by allowing common cloud
servers to run multiple coordinators (see Fig. 2). This allows a coordinator to
only be connected to other coordinators that are in the same application space
(e.g. limit to all coordinators in a single smart home and one cloud instance.)

The set of connected coordinators will try to optimise the location of the
event streaming components by using an adapted version of the Contract Net
Protocol (CNET) [12,14], a task sharing protocol from the multi-agent research
domain. The general principle of CNET is that every agent makes an offer based
on an estimation of how well it can perform a task. In our case the task will
be the event streaming component. The agent with the highest offer is awarded
with the task. The CNET algorithm is adapted to allow for new organizer phases
on top of the CNET algorithm. The adapted CNET algorithm has the following
phases.

Organizer auction. In this phase, every coordinator that wants to become the
organizer will make a random offer. The coordinator with the highest offer
will get a vote from the other coordinators. The offer is randomly generated
to make sure every coordinator will become the organizer at some point in
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time. When a coordinator receives an offer to become the next organizer, it
will verify if this offer is the highest offer that it received so far. If this is the
case the coordinator will send a vote to the coordinator that made the offer.

Organizer announcement. When a coordinator receives a vote from all other
coordinators, it will become the organizer of the next auction. When the coor-
dinator has received a vote from all other coordinators, this means that the
coordinator has sent the highest offer and should become the next organizer.
The organizer will send a message to announce it has become the next orga-
nizer.

Task announcement. Next, the organizer will be able to organize an auc-
tion for a component that is running on its device and is controlled by that
coordinator. The organizer will do this by sending the requirements of the
component to all other coordinators. These requirements are generated by
the application component.

Task bidding. Every coordinator will create an offer based on the requirements
of the component on the auction and based on the requirements of the event
streaming components that is running on the device. This offer will represent
how well the coordinator expects that the device is able to run the application
component.

Task awarding. The coordinator with the highest offer will be awarded with
the streaming component. If the component that needs to be moved is a
stateful component, the coordinator will request the state and send it to the
new coordinator.

Organizer release. When the organizer has no more application components
to create an auction, it will release the organizer state. The other coordinators
will again be able to make an offer to become the next organizer.

A key element within the CNET algorithm is how an agent can evaluate its
own state and map this to an offer. This offer is created based on the requirements
of the software component and the available resources of the device. Sharif et al.
[11] described an equation (see Eq. 1) to determine the total cost of all the
application components. They go over every Key Performance Indicator (KPI)
for every application component and calculate the total weighted cost. Every
KPI (e.g. CPU usage) will limit itself to a single metric of the system. By adding
them together we get a global overview of the entire system.

C =
#Components∑

i=1

#KPI∑

j=1

wijCij (1)

When we adapt Eq. 1 to a single application component and use the inverse
cost for every KPI, we get a method to calculate a weighted offer (see Eq. 2).

Offer =
#KPI∑

j=1

1
wjCj

(2)

In this paper we used the KPIs CPU usage and the amount of network
communication between the application components. The weight w is determined
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empirically for every KPI. In the future we could extend this approach by adding
other KPIs such as memory usage, energy consumption.

5 Experiments

In this section we will run experiments to determine how well the DUST-
coordinators are able to optimise the resources required for the application com-
ponents. First we will define Key Performance Indicators (KPIs) to be able to
compare different situations and conclude if the DUST-coordinators made the
correct decision. The following KPIs are used.

• CPU Usage
• Network Usage
• Number of received messages

The first two KPI’s are very similar to the KPI’s used to calculate the offer
of a coordinator. The number of received messages is added to show that the
chain of application components in the system is able to handle the message
load. When the amount of received messages drops, the device was not able to
process all the application components in real time.

For all the experiments in every use case, we ran the system for 15 min to
give the system enough time to stabilize and to give the DUST-coordinators the
opportunity to move application components to other devices. The different use
cases used different configurations so the results of the use cases are not mutually
comparable.

5.1 Use Case 1: Sensor to Cloud Streaming

The first configuration (see Fig. 3) is a sensor that streams event data to the
cloud. The producer will generate more data than the consumer requires so a
filter is placed between the producer and consumer. The filter will only let one
in two messages pass. It is not possible to move the producer component or the
consumer component to a different device because the data is generated at the
sensor and the events need to be delivered to the cloud. The filter can be placed
on the sensor or on the cloud server. The DUST-coordinators will try to find an
optimal device within the network to run the filter. The Sensor is a Raspberry
Pi 3 B+ with only a single core enabled. The cloud server is a system with an
Intel i7-7700HQ processor.

In the first case, the sensor will produce 100 messages per second. Table 1
shows the four experiments to determine what the optimal device is to run the
filter and how the DUST coordinators will handle this configuration. The first
two experiments show the effect of running the filter on the sensor or on the cloud.
In the results we see that the network load is reduced when the filter is executed
on the sensor. The last two experiments show that the DUST-coordinators will
choose to run the filter on the sensor and by doing so reduce the network usage.
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Fig. 3. The streaming configuration from sensor to cloud. The filter can be placed on
the sensor or on the cloud depending om de devices and the applications.

Table 1. Network optimisation of use case 1.

Managed
by DUST

Filter start
location

Filter end
location

CPU usage of
sensor/cloud (%)

Messages
received

Total network
usage (MB)

✗ Sensor Sensor 29, 2/1, 1 44420 5, 20

✗ Cloud Cloud 16, 3/2, 0 44560 7, 44

✓ Sensor Sensor 29, 2/1, 5 44460 5, 48

✓ Cloud Sensor 29, 2/1, 9 43940 5, 63

The time it takes the DUST-Coordinators to move a block can vary because the
offer to become the organizer is determined randomly.

In the second case, the amount of messages is increased to the point where
the sensor is no longer able to run the producer component and the filter com-
ponent. The first two experiments (see Table 2) show that when the filter is
executed in the cloud the system is able to deliver more messages to the con-
sumer component. The last two experiments show that the DUST coordinators
will also choose to move the filter to the cloud to increase the throughput of the
entire system.

Table 2. CPU optimisation of use case 1.

Managed
by DUST

Filter start
location

Filter end
location

CPU usage of
sensor/cloud (%)

Messages
received

Total network
usage (MB)

✗ Sensor Sensor 89,1a/2, 6 192040 12, 81

✗ Cloud Cloud 89, 7a/13, 2 409960 43, 87

✓ Sensor Cloud 89, 3a/5, 3 326340 34, 28

✓ Cloud Cloud 86, 9a/5, 8 380060 40, 90
a The remaining CPU cycles used by kernel.

5.2 Use Case 2: Fog Computing

In the second use case we will look into a more complex optimisation problem
with multiple edge devices on which we can run multiple application components.
The configuration is shown in Fig. 4. Two sensor will send data to the processor.
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The result of the processor is sent to the actuator, which can do an action with
the processed data. The output of the first sensor is also sent to the cloud after
the average of 3000 samples is taken. Sensor 1 and the Actuator are executed on
a Raspberry Pi 3 B+ with only a single core enabled. Sensor 2 is executed by a
Raspberry Pi 3 B+ with all cores enabled. The cloud node is a system with an
Intel i7-7700HQ processor.

Fig. 4. The streaming configuration from sensors to the actuator. The events from
sensor 1 are also averaged over time and send to the cloud.

In the first experiment the software components are locked to a device. The
first four rows of Table 3 show the performance of the system without optimisa-
tions. We see that the CPU usage of the Actuator is high while there are com-
putational resources available in the network. The network usage of the Cloud
is also very high which is something we want to avoid because this connection
often has a higher cost attached to it. The last four rows of Table 3 show the
same configuration as the first four rows but with DUST coordinators active.
We can see that the DUST coordinators moved to Processor component and
the Average application component to the actuator with more computational
resource to limit the network usage to the cloud and to minimize the CPU load
on the Actuator and Sensor 1.

5.3 Use Case 3: Global Optimisations

In the final use case we show that the DUST-coordinators are not always
able to find a global minima in resource consumption with the current auction
implementation. Figure 5 shows the configuration where a sensor is sending two
streams of events to the actuator. The sensor information is first filtered before
it is send to the consumer. Producer 1 will send 200 messages per second and
producer 2 will only send 100 messages per second. The sensor and the actuator
are only able to run 3 components at the same time (due to limited computa-
tional resources). The Sensor and the Actuator are executed on two Raspberry
Pi 3 B+ with only a single core enabled.

Table 4 shows the result of the three experiments. The first two experiments
show that the best device to run filter 1 is on the sensor and filter 2 on the
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Table 3. Fog computing results of use case 2.

Managed
by DUST

Device Running compo-
nents on the Device

CPU Usage
of Device
(%)

Messages
received

Device net-
work usage
(MB)

✗ Sensor 1 Source 59, 9 n.a. 33, 16

✗ Sensor 2 Source 19, 2 n.a. 11, 54

✗ Actuator Processor, Sink 77, 9 237045 25, 18

✗ Cloud Average, Sink 37, 8 88 20, 56

✓ Sensor 1 Source 61, 2 n.a. 33, 97

✓ Sensor 2 Source, Average,
Processor

191, 5 n.a. 49, 90

✓ Actuator Sink 57, 1 291620 25, 75

✓ Cloud Sink 20, 3 87 8, 240

Fig. 5. The streaming configuration from sensor to actuator. The filters can be placed
on the sensor or on the actuator.

actuator based on the network usage. The last experiment shows that the DUST
coordinators are not able to switch the components because they can only move
one component at a time. This experiment shows that the DUST-Coordinators
are not always able to find the global minima in resource consumption.

Table 4. The global optimisation results.

Managed by

DUST

Filter1/2 start

device

Filter1/2 end

device

CPU usage

of sen-

sor/actuator

(%)

Messages

received

Total network

usage (MB)

✗ Actuator/Sensor Actuator/Sensor 63, 4/64, 3 133270 38, 40

✗ Sensor/Actuator Sensor/Actuator 81, 6/46, 2 133130 32, 60

✓ Actuator/Sensor Actuator/Sensor 64, 5/63, 4 132718 39, 00

6 Conclusion

The DUST framework can be used to divide the application into multiple
application components which will stream events to each other. The DUST-
Coordinators will try to optimise the distributed resources by moving application
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components to the most suitable device. We showed that the DUST-coordinator
is able to optimize the CPU usage and network usage but cannot guarantee that
it will always find the most optimal device for all application components.

In future research a global optimizing algorithm could be combined with the
Contract Net Protocol. This would guarantee that the coordinators will always
find the most optimal device for all streaming components. Another improvement
would be to implement a recovering system for component failure. The current
organizer could create an auction for the streaming components on the failed
device. This would allow the system to recover from a single device failure.
Further research can investigate when the coordinator should try to become the
organizer to find a better location for an application component. Heinze et al.
[5] researched when an application component should be moved using different
techniques. These techniques could be used to determine when a coordinator
should become the organizer. To allow for a system that can handle peaks in
the amount of received events, a scale in/out system could be implemented
as described by Teranishi et al. [13] and combine this with the Contract Net
Protocol.

References

1. Armbrust, M., Fox, A., Griffith, R., Joseph, A.D., Katz, R., Konwinski, A., Zaharia,
M.: A view of cloud computing. Commun. ACM 53(4), 50–58 (2010)

2. Atzori, L., Iera, A., Morabito, G.: The internet of things: a survey. Comput. Netw.
54(15), 2787–2805 (2010)

3. Gubbi, J., Buyya, R., Marusic, S., Palaniswami, M.: Internet of things (IoT): a
vision, architectural elements, and future directions. Futur. Gener. Comput. Syst.
29(7), 1645–1660 (2013)

4. Habak, K., Ammar, M., Harras, K.A., Zegura, E.: Femto clouds: Leveraging mobile
devices to provide cloud service at the edge. in: 2015 IEEE 8th International Con-
ference on Cloud Computing (CLOUD), pp. 9–16. IEEE (2015)

5. Heinze, T., Pappalardo, V., Jerzak, Z., Fetzer, C.: Auto-scaling techniques for
elastic data stream processing. In: 2014 IEEE 30th International Conference on
Data Engineering Workshops (ICDEW), pp. 296–302. IEEE (2014)

6. Hummer, W., Satzger, B., Dustdar, S.: Elastic stream processing in the cloud.
Wiley Interdiscip. Rev. Data Min. Knowl. Discov. 3(5), 333–345 (2013)

7. Moxey, C., Edwards, M., Etzion, O., Ibrahim, M., Iyer, S., Lalanne, H., Stewart,
K.: A Conceptual Model for Event Processing Systems. IBM Redguide Publication
(2010)

8. OpenSplice DDS: Adlink OpenSplice DDS Community Edition. http://www.
prismtech.com/dds-community/software-downloads

9. Paho-mqtt: Eclipse Paho MQTT Python client library. https://pypi.org/project/
paho-mqtt/

10. Pan, J., McElhannon, J.: Future edge cloud and edge computing for internet of
things applications. IEEE Internet Things J. 5(1), 439–449 (2018)

11. Sharif, M., Mercelis, S., Hellinckx, P.: Context-aware optimization of distributed
resources in internet of things using key performance indicators. In: International
Conference on P2P, Parallel, Grid, Cloud and Internet Computing, pp. 733–742.
Springer, Cham (2017)

http://www.prismtech.com/dds-community/software-downloads
http://www.prismtech.com/dds-community/software-downloads
https://pypi.org/project/paho-mqtt/
https://pypi.org/project/paho-mqtt/


436 S. Vanneste et al.

12. Smith, R.G.: The contract net protocol: high-level communication and control in
a distributed problem solver. IEEE Trans. Comput. 12, 1104–1113 (1980)

13. Teranishi, Y., Kimata, T., Yamanaka, H., Kawai, E., Harai, H.: Dynamic data flow
processing in edge computing environments. In: 2017 IEEE 41st Annual Computer
Software and Applications Conference (COMPSAC), vol. 1, pp. 935–944. IEEE
(2017)

14. Wooldridge, M.: An Introduction to MultiAgent Systems. Wiley (reprint) (2009).
ISBN-978-0470519462

15. ZeroMQ: ZeroMQ Distributed Messaging. http://zeromq.org

http://zeromq.org


Context-Aware Distribution In
Constrained IoT Environments

Reinout Eyckerman1(B), Muddsair Sharif2, Siegfried Mercelis2,
and Peter Hellinckx2

1 University of Antwerp, Faculty of Engineering, Groenenborgerlaan 171,
2020 Antwerp, Belgium

reinout.eyckerman@student.uantwerpen.be
2 University of Antwerp - imec - IDLab, Faculty of Engineering,

Groenenborgerlaan 171, 2020 Antwerp, Belgium
{muddsair.sharif,siegfried.mercelis,peter.hellinckx}@uantwerpen.be

Abstract. The increased adoption of the IoT paradigm requires us to
take a good look at the network weight it creates. As adoption increases,
so does the network load and server cost, causing a jump in required
expenses. A solution for this is Fog Computing, where we distribute the
cloud load over the network devices so that the tasks get pre-processed
before reaching the cloud level, or might not even have to reach the
cloud level. To aid with this research, we wrote a simulator that calcu-
lates the optimal spread of the application over the network devices, and
shows us how this spread will occur. This spread will be based on con-
text, where for example processor-bound machines get smaller tasks and
energy-bound machines get energy-efficient tasks. We use this simulator
to compare algorithms used for placing the application.

1 Introduction

We are rapidly approaching an era where we track everything that happens and
does not happen, and where we make things respond to these events. Exam-
ples of this are the upcoming smart cars and smart cities. Let us illustrate this
with the industry: a chemical company creates multiple chemicals and exports
these. Different zones have different chemical manufacturing plants, and thus
have different corresponding risks. Every zone contains edge devices, and people
working in these zones have wearables tracking their vitals. Depending on the
zone, different vitals get checked, and different actuators get used. If a plant
has loud machinery, employees need to be warned by the use light sources, since
sound alarms might not be heard. The cornerstone to this system is the Internet
of Things (IoT), where we add sensors and actuators to virtually anything, so
we can measure the data it generates and create proper responses to this data.
However, all this generated information will need to be processed before we can
do anything useful with it. This typically happens at remote, centralized servers,
also known as the cloud. However, as the amount of IoT devices increases, the
amount of data generated increases as well. All this data has to arrive at the cloud
c© Springer Nature Switzerland AG 2019
F. Xhafa et al. (Eds.): 3PGCIC 2018, LNDECT 24, pp. 437–446, 2019.
https://doi.org/10.1007/978-3-030-02607-3_40
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for processing, requiring a considerable bandwidth. It is however more expen-
sive to increase bandwidth than it is to increase processing power. Although the
cloud is created with scalability in mind, using it for this purpose will make
it very costly to effectively create and maintain an IoT application. To solve
this problem, we propose to distribute the task load of the application across
all IoT devices and higher laying network devices. Looking for an optimal place-
ment has to happen while adhering to constraints such as bandwidth, processing
power and memory. This allows for preprocessing the data, reducing the network
load, and, if the application allows it, bypassing the cloud servers completely.
Solutions for this problem already exist. These were created for the world of
cloud and grid computing, where servers need to distribute tasks/VM’s in the
most efficient way possible, such as, for example, the ViNEYard algorithm [1].
However, these solutions are not readily applicable onto an IoT network. This is
because the existing solutions only track static and homogeneous networks. In
the IoT world, this is different: Nodes can move and switch routing device (for
example wearables) and often have different kind of hardware (different kinds of
sensors requiring different kinds of processing power). To efficiently distribute
these tasks amongst the devices, we need to know in what context these devices
work. Is it a fast device, but does it need a lot of processing power for its own
application? Is it a mobile device, so does it need to preserve energy? The con-
text thus defines the available resources and corresponding constraints the device
has. To distribute the tasks according to these constraints, we have developed a
simulator. We apply existing algorithms to the mapping problem with the added
constraints, and validate their efficiency and accuracy. These results allow for
further research in the domain of task distribution. The rest of the paper is
structured as follows. In Sect. 2 we describe the state of the art. Section 3 states
our problem, and in Sect. 4 we describe how we try to tackle this problem. In
Sect. 5 we display our results, and use these in Sect. 6 to draw our conclusions.
Finally, in Sect. 7 we describe possible future improvements to this simulator.

2 State of the Art

Sharif et al. proposed a context-aware multi-objective Key Performance Indi-
cator (KPI) optimization methodology for using all available IoT devices and
their resources [7]. Their initial aim is to optimize static environments, contin-
uing with dynamic environments in later research. Cost estimation is based on
certain KPI, which are context dependent. A weighted model is used for cal-
culating best performance for certain application components, distributing the
load across multiple devices, which are e.g power or memory constrained. Gupta
et al. developed a framework for modeling and simulating Fog computing envi-
ronments [3]. This framework, named iFogSim, can be used for testing resource
management techniques, allowing the developer to keep track of certain met-
rics such as latency and operational cost. Additionally, the framework also has
the possibility to test applications against the simulation model. The framework
however does not appear to be very scalable and is focused onto simulating the
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hardware features and signal transmission. These are features we try to abstract
away since they do not contribute to our simulator. Mohan et al. presented a
IoT load distribution algorithm that does not make use of Cloud devices, fully
decentralizing the processing [6]. The data is still stored on a central datastore.
They handle the differences between Edge and Fog devices, and implement a
Network Cost algorithm for network cost calculation, which is a NP-hard prob-
lem. However, they require that the amount of jobs is less than or equal to the
amount of nodes. Otherwise the algorithm will split nodes into virtual nodes
so it can assign multiple jobs. The algorithm also is not very usable with the
dynamic approach. It does not think of multiple jobs coming in at different inter-
vals. Wang et al. implemented a graph solving technique which resembles the
problem we are trying to solve [11]. They present a solution for placing multi-
component application on a network where Mobile Edge-Clouds are placed to
reduce the load of the cloud layer. This solution is presented in a very clear and
structured way, but utilizes different constraints and uses a different objective
function. Talbi et al. propose both a Hill Climb (HC), Simulated Annealing and
Genetic Algorithm (GA) solution for the mapping problem [10]. They purposely
only chose general-purpose heuristics. Here they try to map a parallel program
onto a parallel supercomputer. They present the basic solutions which can be
used for the same problem we are trying to solve. They also provide us with a
comparative study of the algorithms. A lot of research has already been done
in this field, but it has often been insufficient for what we are trying to achieve.
This is either due to lack of constraints or due to a different focus. Thus we
present a simulator that is able to calculate application mapping on a network
with several algorithms according to multiple different constraints. This allows
us to create a comparative study of these algorithms on this specific problem.

3 Problem Statement

Let us consider a network, consisting of the following layers:

1. Cloud: This is the topmost layer, containing the computing power required
for processing the data generated by the IoT devices.

2. Edge Nodes: This is the middle layer, containing the networking devices on
which the tasks will be distributed.

3. End Nodes: This is the bottommost layer, containing all the sensors & actu-
ators. This layer can process and store a minimum of data.

Every end node will generate/receive information that should be processed. This
processing needs to be done by an application, which then stores or uses the data.
This application has to be subdivided in separate but dependent tasks. This
allows us to model the application as a linear graph with a start and end task.
This start and end task is usually either on the cloud or on a node, depending
on what needs to be done with the processed data. An example of these graphs
is displayed in Fig. 1. In current IoT networks, the entire application is being ran
on the cloud, forcing us to transport all the data the device generates over the
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network. This increases latency, bandwidth and server cost. Thus, we want to
process the data generated by the IoT device while it travels toward the cloud
server or to the target node to reduce bandwidth, server cost and latency. This
should happen based on several contexts, which place weights on device metrics
such as processing power and memory usage. Our goal is to create a simulator
which calculates optimal distribution of these tasks across the path starting at
the start device, which can be any end node or the cloud, toward the end device,
so that a minimal weight and thus optimal distribution is found. Mathematical
optimization algorithms will be used to calculate optimal placement of these
applications over the network. The simulator will process given networks and
software tasks, place them across the nodes and visualize the distribution. The
next step will then be the moving of nodes/changing of contexts and visualizing
the change of the task placement over the network. Let us illustrate this with a
use-case, shown in Fig. 2. We take as an example a restricted area in an industrial
plant. We have a camera monitoring the area for any problems occurring, such
as fire, and using facial recognition to look for trespassers. In case of problems,
alerts are sent to every other device in the visualized network. Our application
will preprocess the data before reaching the cloud, where the cloud will account
for data checking. Afterwards, data compression and conversion happens before
finally reaching the target device. We will work with four different contexts,
where the cloud, edge devices, actuators and monitoring devices have a different
context. The metrics taken into account are link bandwidth, processing power,
memory usage and transfer speed. There is a limited device heterogeneity since
the current task/resource model is quite simple.

Fig. 1. Example application and network

4 Methodology

As mentioned before, we will be working with tree graph networks and linear
graph applications. This allows us to utilize the properties of these graphs, like
having a single path between two devices on a network. Before rolling ahead in
the problem, let us first define our constraints.
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1. Every machine has a maximum of resources that cannot be exceeded. No
machine will be running above capacity.

2. For every task, every subsequent task has to be either on the same device
or on a directly neighboring device. It is therefore not allowed to route data
through one or more machines to reach the next task.

3. Cyclic communication between devices is not allowed. If task A is on machine
1 and task B is on machine 2, it is not allowed to place task C on machine 1
again. This relieves congestion onto the communication links.

4. At least one of the two ends of the application graph has to be positioned
on an end node, the other one either at an end node or at the cloud. The
applications do not start nor end at an edge device.

First, the graphs get loaded through pre-made XML files. Up to 120 devices were
tested with HC and GA. Although our application graphs are linear of nature, we
can still model multiple types of applications in them. Communication between
any node and the cloud is allowed. The only types not allowed are applications
starting or ending at an edge device, as defined by the last constraint. We process
these loaded applications so they can be used by our simulator for its calculations
in the following fashion: If the task is supposed to both start and end at a node,
we split it into two graphs based on the position of the cloud node. We then
root these two graphs at the cloud node, so every application gets calculated in
the same fashion. The final placement will be represented as a partition, where
any amount of tasks are placed onto a device. Our actual goal is to minimize
the cost of the application placement, based on the formula as defined by Sharif
et al. [7].

Fig. 2. Plant use case

C =
#Components∑

i=0

#KPI∑

j=0

wijCij (1)

Here, the final goal is to minimize the cost of the placement of the application
components i onto the machines according to the KPI, representing machine
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resources such as memory or processing power based on the context. For this we
have implemented three algorithms. The simulator executes these algorithms on
the given network with the given application, and displays the total weight and
the amount of tasks placed on each device. The actual placement can be found
in the log file. Plug-in of different algorithms is currently not supported.

4.1 Brute Force

The first algorithm we implemented was a brute force algorithm, guaranteeing
us of finding the lowest possible weighted partition and allowing us to check
the results of other algorithms against the best possible result. But by checking
every viable combination on the network it is also the least efficient memory and
computational wise. We could approach this by checking each and every possible
task placement, but due to the constraints this was not necessary. We split this
task up in subtasks, so we can easily adapt it if we were to change a constraint.
We define a branch of the network as a linear graph from the root node to a leaf
node. We can group these branches so that the first successor of the root node is
the same. We will call these branch group. We solved this in a layered fashion by
first solving all branches in a branch group, then solving this branch group, and
after solving the next branch group merging both groups. We with all possible
viable partitions, and we then select the best one out of it. The way we solve a
branch for a single task by selecting all placements adhering to the constraints.
Once we solve another set of partitions, we merge these with the previous set.
The way these get merged is by finding all possible combinations between the
two cloud-placed tasks. Then we merge all partitions in these combinations, and
keep them if they still adhere to constraints, otherwise throw them away. Once
we merged all applications in a branch group, we optimize this branch group.
This is done by checking all applications corresponding to a certain set of tasks
on the cloud, and only keeping the single best one for every set of tasks. The
only placements that are important for another branch group are the tasks on
the cloud, which is why we keep all possible cloud placements. After calculating
and merging all branch groups, we once more iterate over all possible partitions,
and keep the best one.

4.2 Hill Climbing

This algorithm is based on the steepest descent HC [9]. The HC algorithm also
works in a branch-oriented fashion. Every application on a branch is defined as
its own design space, where we can move around and shift the tasks to improve
the placement. We start this algorithm by generating a viable pseudo random
position. This cannot be completely random, since we have to keep in mind
the constraints, which make a large part of the design space impossible. Once
a start position is found for every branch, we start improving this position.
We do this by finding all possible improvements for every design space. An
improvement is the moving of a task to one of its neighbors, where the partition
weight decreases while still considering all constraints. This may cause us to get
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stuck in local optima. We take the best improvement for every space and check
if it still adheres constraints when put into the start position. If it does, we move
towards it, otherwise we take the next possible improvement. We keep doing this
until all spaces are merged. Then we take this new position as start point for
another improvement, until we can no longer improve this position, giving us
our optimum.

4.3 Genetic Algorithm

The last implemented algorithm was the GA. It is based on the MathWorks
implementation [5]. A chromosome is defined as an application on a branch,
similarly to the HC algorithm. An individual is thus the combination of all these
chromosomes for the full application set. We start by generating a population
of unique individuals. If it is not possible to get a population as large as the
defined requested population size, this population gets decreased in size. First,
we rank our population according to importance. The rank is based on the
weight. The lower the weight, the higher the rank. This rank is scaled according
to the formula 1/

√
n, where n is the normalized position of the individual in the

ranking. Then we take the best individuals and put them in the next generation
as elite children. Next we take two parents by roulette wheel selection, and
cross these using single-point crossover. Last we mutate by moving a single task
to a neighboring node. If the found mutation is not adhering the constraints,
we throw it away and try again. These three steps give us a new generation.
We keep creating new generations until there have been no improvements for
25 generations. Then we take the fittest individual of this generation as final
partition.

Fig. 3. Algorithm running time for six
tasks

Fig. 4. Algorithm running time for
10 tasks

5 Results

The hardware this was tested on had an i7-6700 processor with 16 Gb available
RAM. This was extended with a swap partition, allowing slightly more RAM
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in exchange for greatly decreased speed. We gave the JVM 20 Gb of available
memory, with 13 Gb RAM and 7 Gb swap. The tests were created with a worst-
case scenario for the simulator in mind. This means that the applications were
designed so that the machine constraint could be ignored due to the light task
requirements, greatly increasing the amount of possible placements. Worst case
scenarios guarantee that the algorithm performs equally bad or better in other
cases. Noticeable is that the Brute Force algorithm’s speed greatly depends on
the amount of tasks. This is due to the fact that there are less possible placements
the closer the task size is to the maximal branch size. We defined our trees to
have a max depth of six devices. This way we can easily see the effect of larger
applications onto the calculation time. As we measured graph size by number of
end nodes, the actual amount of devices in the graph is larger, since the cloud
and the edge devices are no end nodes. These graphs are randomly generated
and reused between tests. We first put two different Node-Cloud applications on
the network, and compared their results. We calculated every result three times,
and then averaged this result. Brute force is not shown since it was not able
to provide results due to calculations taking several hours for a simple 10 end-
node graph, and larger graphs were uncomputable due to memory constraints.
When we look at Fig. 3, we can see that HC takes considerably less time to
reach a solution. Figure 5 shows us how much more efficient the weights are
calculated by the HC algorithm than they are by the GA. We can see that the
HC also provides us with better results, albeit marginally. If we then increase
our application’s length, we can see that performance starts shifting. Looking at
Fig. 4, we see that the time required to execute HC starts becoming the same as
the time required to execute the GA. But in Fig. 5 we also start seeing that the
HC starts producing considerably better results than the GA. We also tested
our use case in a realistic scenario. This gives us a better view of the algorithm
performance. In Fig. 6, we can see multiple runs of the heuristics compared to
each other and the brute force. Due to the small network and the constraints,

Fig. 5. Weight calculation improve-
ment of Hill Climb to genetic algorithm

Fig. 6. Comparison of calculated
weight on use case



Context-Aware Distribution In Constrained IoT Environments 445

the heuristics always come very close to the optimal result. However, the hill
climbing tends to get stuck in local optima once in a while, something the GA
suffers from less.

6 Conclusion

Our goal was to find an optimal placement of tasks in a highly constrained IoT
network. The main challenges were the amount of constraints and the varying
contexts. To find an optimal placement, we created a simulator which utilizes
graphs to represent our network and application. With these graphs, three dif-
ferent algorithms were implemented, tested, evaluated and compared to find an
optimal solution. This currently happens in a static context. One of the algo-
rithms was a Brute Force, which can be used as a ground truth. Due to the
constraints, we work with a sparse design space. We can currently conclude that
the HC algorithm surpasses the GA on more constrained graphs in speed, and
on the less constrained graphs in optimal weight. It does however suffer from
getting stuck in local optima, whereas the GA gives more consistent results.
Thus, we created a system which can find an optimal task distribution for a
given constrained IoT network.

7 Future Work

This paper presents an initial step towards building an advanced network sim-
ulator. A foundation has been created, but changes have to be done before all
the possible cases can be covered. Focus should first be on improving the cur-
rent implementation. Due to the design of the Brute-Force technique, it is not
implemented in an optimal fashion. A more mathematical approach is recom-
mended to improve speed and memory usage of the simulator while brute forcing
a network. This would allow us to calculate a baseline for task distribution over
larger scaled networks. The GA could do with an optimization of its parameters
to further prevent premature convergence. Another improvement is to increase
the amount of parameters to make more realistic machines, by for example cal-
culating energy cost as well as differentiating uplink cost from downlink cost.
More realistic tasks and KPI are also required. This would not be a trivial task
however, due to the large amount of parameters. Next to this we could have
the simulator handle multiple online applications at the same time, and another
feature would be to add improved context handling, by for example creating
‘zones’ that contain a context to make a more realistic simulator when moving
nodes. Beneficial to this would be to give nodes coordinates, so we can add paths
that the device should follow. Next could be adapting the current simulator to
be able to work with graphs other than trees for the network, such as mesh
networks, and to work with graphs other than linear graphs for the application,
such as tree graphs, where the application splits into multiple different data
streams. This would increase the amount of use cases this simulator could be
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applied to. We could also extend the current simulator to add other mathemati-
cal optimization algorithms, such as Simulated Annealing, Tabu Search and Ant
Colony Optimization [8]. This would give us a better view of the behavior of
these algorithms on given applications. These calculations should also be imple-
mented on a testbed to validate the results. An example testbed to use for this
is the FED4FIRE testbed [2]. If we want to test the simulator on a testbed,
it would aid to do our calculations in a distributed manner, so as to not have
a single point of failure. It would also help to make a graph creation tool for
creating network and application graphs. This would increase the adoption of
the tool, since manually editing XML files is too abstract and time consuming.
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Abstract. The rising popularity of autonomous cars is asking for a safe
testbed, but real-world testing is costly and dangerous while simulation-
based testing is too abstract. Therefore, a hybrid simulator is needed in
which a real car can interact with many simulated cars. Such a simulator
already exists, but is far from scalable due to a centralised architecture,
thus not deployable on many vehicles. Therefore, this paper presents a
more distributed and scalable architecture that solves this problem. We
assessed the overall performance and scalability of the new system by
conducting four experiments using a 1/10th scale car. The results show
that this new distributed architecture outperforms the previous approach
in terms of overall performance and scalability, thus paving the way to
a safe, cost-efficient and hyper scalable testing environment.

1 Introduction

Nowadays, robots are executing plenty of human tasks. This occurs in a wide
range of applications and domains. Nevertheless, most of interest goes out to
robots that perform tasks with a high degree of autonomy, for example, the
indoor cleaning robot. Lately, there has been a considerable amount of research
in self-driving cars as well. This type of car does not necessarily require a driver
behind the steering wheel, depending on the level of automation. SAE (Society of
Automotive Engineers) international, the global association for aerospace, auto-
motive and commercial industries, classified six levels of automation going from
no automation to full automation where the user does not have to interact [5].
Obviously, there is a need for a way to test these autonomous vehicles and their
interaction. On the one hand, testing many of those cars in a real environment
could cause a considerable amount of damage and cost due to unforeseen imper-
fections. On the other hand, fully testing them in a simulated environment will
abstract away many important factors such as physical properties. Therefore,
there is a need for a hybrid simulator in which a real vehicle can interact with
many simulated vehicles in the same environment.

Such a hybrid simulator already exists and is presented in our previous work
[1]. In here, the vehicles (both real and simulated) are able to interact with each
c© Springer Nature Switzerland AG 2019
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other in the same environment, in real-time. This is accomplished by modifying
the sensor data of each vehicle with information of other vehicles. In this way,
the real vehicles are now aware of simulated vehicles. The main drawback of this
simulator is the fact that this architecture is not scalable; the sensor modification
process for each vehicle happens on a central node. This also inherently results
in sending the sensor data back and forth for each vehicle, thus requiring a high
network bandwidth. Therefore, this simulator has been tested with only one real
and one simulated vehicle due to the lack of scalability.

This paper addresses the main drawback of the previous architecture by
presenting a new, distributed one. In this new approach, the computing power
required by the central node in our previous approach is now distributed over
the different vehicles in the environment.

The rest of this paper is structured as follows. First, the architecture pre-
sented in our previous work is discussed in detail in Sect. 2. Second, the new
architecture is proposed in Sect. 3. Third, Sect. 4 discusses the experimental
setup and the gathered results. Finally, Sect. 5 draws a conclusion and forms
suggested topics for future research.

2 Previous Work

As mentioned in the introduction, this paper continues on our previous work
[1]. In this work, a distributed real-time hybrid simulator, consisting of mul-
tiple layers, already exists and is shown in Fig. 1. The first one is the model
layer, which consists of the vehicle itself. This vehicle can either be a simulated
or real one; each simulated vehicle is accompanied with a dedicated simulator.
These vehicles, both real and virtual, are able to interact with each other via
the next two layers: the Virtual Sensor Implementation-layer (VSI -layer) and
Vehicle Synchronisation & Management Service (VSMS ). Note that these lay-
ers are tightly coupled. Per vehicle, we provided awareness of other vehicles in
order to accomplish interaction between them. The VSMS processes the sensor
data of each vehicle and returns a representation of the other vehicles, while
the VSI -layer implements the link between the vehicle and the VSMS -layer by
providing this returned data to an API; this is used by high-level layers such as
navigation systems. In case of a simulated vehicle, the VSI -layer places a dummy
representation of each other vehicle into this simulated environment. Therefore,
the simulated vehicle senses the dummy ones, thus awareness is achieved. In case
of a real vehicle, the raw sensor data is modified according to the information
of the other simulated vehicles, thus also achieving awareness. Both cases are
shown in Fig. 2a, b.

The biggest drawback about this proposed architecture is the fact that the
vehicles share the same VSI - and VSMS -layer. That is, these layers carry out the
sensor adaptation for each vehicle. Therefore, if the number of vehicles increases,
the computational complexity of these layers increase as well, which means that
this architecture is not scalable. Another drawback is the fact that the VSI -
layer and VSMS are both located on the same machine that contains the virtual
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Fig. 1. This figure shows the architecture of the hybrid simulator proposed in our
previous work [1].

vehicle. Therefore, the computational load of both layers has an influence on
the performance of the simulator and vice versa. Additionally, the raw sensor
data of real vehicles needs to be sent to the VSI -layer on another machine,
whereafter the modified data is sent back to the vehicle. This method uses a lot
of bandwidth, which also does not benefit the scalability of this system.

It is clear that these drawbacks have a negative impact on the performance
and scalability of the aforementioned system. Hence, this paper proposes a new
architecture that takes these flaws into account.

3 Scalable Hybrid Simulation Architecture

As mentioned in Sect. 2, this new concept continues on our previous work [1].
Based on the aforementioned drawbacks, we determined four design goals:

(1) The system needs to support multiple vehicles, therefore taking scalability
into account; (2) the sensor data adaptation has to be located on the vehicle
itself in such manner that the workload is distributed and the network bandwidth
is reduced; (3) the architecture has to be multi-layered to ease interoperability
and component independence, the system should not be able to distinguish a
real vehicle from a simulated one; (4) the simulator has to interact seamlessly
with both real and simulated vehicles.

Figure 3 shows the new architecture, which consists of four layers: the model
layer, the VSI -layer, the VSMS and a visualisation layer. The model layer con-
tains the part of the vehicle that navigates autonomously and can operate inde-
pendently with its own behavior. Note that this layer is fully abstracted from
the other layers; it does not know the origin of the sensor data and whether it is
modified or not. For a vehicle to interact in the system, it needs the VSI -layer to
link both the VSMS and the vehicle together. Unlike the previous architecture,
the VSI -layer is not located on the server but on every vehicle. In this way, the
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Fig. 2. (a) and (b) show the interaction with respectively simulated and real vehicles.
In case of the latter, sensor adaptation takes place.

Fig. 3. This figure shows the different layers of the proposed system.

layer performs its own sensor adaptation in order to have no more influence on
the simulated vehicles, distribute the computational resources and reduce the
bandwidth usage. The VSI -layer is fed with its own sensor data, along with
information about other vehicles, which is provided by the VSMS. After sen-
sor adaptation took place, the VSI -layer sends the modified data back to the
model layer. The VSMS allows vehicles to subscribe to certain services, such
as a positioning service which holds location information about the vehicles in
the environment. The visualisation layer is optional as the system should work
both with and without this layer. Though, optional static objects can be added
through this visualisation layer.

The VSMS operates as follows: a vehicle registers itself to the service, where-
after it can send information about itself (e.g. its current location). The VSMS
then replies with a status update of the different vehicles in the same environ-
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Fig. 4. (a) This image shows the flow in the software. (b) The green box represents the
driving F1/10-car. The blue boxes are representing the static agents in the ecosystem.

ment. The VSMS distinguishes two different cases. First, a real vehicle sends
information about itself and only receives data of virtual vehicles in the same
entourage; a real one is already capable of detecting other real vehicles with
its own sensor. Second, when a virtual vehicle sends information about itself,
it will receive an overview of both real and virtual ones. To decrease the band-
width even more, the information sent by the VSMS is only from vehicles that
are nearby. From the moment that the vehicle has gathered information of the
others, the VSI -layer performs the sensor modifications; it mocks instances of
the other vehicles by combining its own sensor data with the information of
the others. The VSI -layer is the same for both real and virtual vehicles as the
differences are abstracted away.

4 Experiments

To evaluate the performance of the system, an experimental setup is conceived.
This setup is discussed in the first subsection. Next, the results per experiment
are discussed in the next subsection.

4.1 Experimental Setup

This setup for these experiments is the same as described in our previous research
[1]. That is, Robotic Operating System (ROS) is used as middleware software,
exactly the same F1/10-car is used for both the real and simulated vehicles and
Gazebo is used as simulator [2,4,6]. Additionally, as described in [1], the same
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navigation algorithm and method for interaction between vehicles (i.e. the ray
tracing method) are used.

The architecture of the system is represented by Fig. 4a. Both the VSMS
and VSI -layer are built in Java and Rosbridge provides a link between this
VSI -layer and the vehicle [3]. To maintain portability to other types of vehicles,
the VSMS is fully independent of ROS and holds positions in an abstract format.
As mentioned before, we opted for a distributed approach for the sensor data
adaptation to decrease the required computational power and limit the data flow
over the network. This means that the aforementioned ray trace method is now
located in the VSI -layer on each vehicle.

In order to test the system, four Key Performance Indicators (KPIs) are
defined and will illustrate the performance of the system: (1) The computational
time for the ray tracing mechanism, (2) the Round Trip Time (RTT), which
represents the time needed to get an overview of the vehicles in the environment,
(3) the network bandwidth used by a navigating vehicle and (4) the CPU load
of the VSMS and VSI.

Due to the lack of multiple real vehicles, this experiment will be done com-
pletely on a cloud environment with multiple Virtual Machines (VMs), each
containing a simulated vehicle. These VMs are equipped with 6 gigabytes of
RAM and 8 CPUs. To communicate with each other, they are connected over
the Internet. It is important to note that the VSMS will not distinguish between
a simulated or real one in the setup. Hence, the Adaptive Monte Carlo Local-
isation (AMCL), used for the localisation of the vehicle, needs sufficient refer-
ence points to localise itself. Adding multiple vehicles to the environment could
confuse the localisation. Therefore, a small map is used (displayed in Fig. 4b)
to remain enough boundaries as reference points. Undoubtedly, this limits the
amount of vehicles that can be placed in the environment and their movement.
Therefore, in this experiment we opted to place multiple statically placed vehi-
cles and monitor the KPIs from one that is driving amongst them. For this,
multiple setups are tested with a different amount of vehicles; i.e. one, two and
four static ones. Each test has been repeated multiple times.

4.2 Results

4.2.1 Computational Time of Ray Tracer
The computational time of the ray trace mechanism is shown in Fig. 5. It can be
seen from the analysis that the mechanism is consuming a lot of computational
time. When adding vehicles into the environment, this time increases as more
data needs to be processed. The VSI -layer needs an average computational time
of 301.31 ms for ray tracing one vehicle. The computational time increases to
355.96 ms when processing two and 399.77 ms with four vehicles.

In order to create an accurate hybrid simulator, it is important to remain
the real-time factor. Therefore, we could not add more than four vehicles into
the system without getting major delays. To prove that this limitation is caused
by the ray tracer, we created an optimised but less accurate version of the ray
tracing mechanism. In this version, every other laser beam is ray traced instead
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of the whole range of beams. That is, when a hit with a virtual vehicle occurs,
both this beam and the following one are changed to the value of the intersection
point.

To validate this optimisation, the same experiment was conducted for both
six and eight static vehicles. The results of these experiments are indicated by a
(*) on the same plots as the initial experiment (Figs. 5, 6 and 7). Undoubtedly,
the results are favourable as the ray trace mechanism is even less time-consuming
with eight static vehicles in comparison to the unoptimised ray trace mechanism
working with only one static vehicle. As stated before, the average computational
time for ray tracing a single one is 301.31 ms, while the needed computational
time for ray tracing eight vehicles with the optimised mechanism results in an
average of 119.43 ms. When ray tracing six agents with the optimised ray tracer,
the VSI -layer needs an average of 112.96 ms. Though, there is still room for
improvement; these results need to be much lower in order to deploy the system
on many high-speed vehicles. Therefore, further improvements on the sensor
adaptation method (e.g. enabling GPU acceleration, global and vehicle-specific
optimisations, ...) will highly benefit the overall performance.

Fig. 5. These plots show the needed time to ray trace and modify the laserdata, without
(Fig. 5a) and with (Fig. 5b) an optimised ray trace mechanism.

4.2.2 Round Trip Time
In this section we will discuss the results of the RTT (shown in Fig. 6). RTT
represents the time needed for the VSI to get an update of the vehicles located
in the environment. Obviously, this value needs to be as low as possible; high-
speed vehicles must be able to acquire environment information at a high refresh
rate. As shown in Fig. 6, the RTT increases slightly when adding vehicles into
the system, which is due to the rising amount of positions the VSMS has to
send. When only one static vehicle is placed in the environment, the average
RTT is only 4.56 ms. The RTT equals 6.22 ms when conducting the experiment
with eight static vehicles. Although the current RTT is nearly neglectable, it can
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highly increase when deploying on many vehicles. Future research can optimise
this for hyper scalable systems.

Fig. 6. These plots show the needed network bandwidth, along with the time needed
to request the positions of the other vehicles from the server. The results in Fig. 6a are
gathered without an optimised ray tracer mechanism, while the sray trace mechanism
in Fig. 6b is optimised.

4.2.3 Network Bandwidth Consumption
The needed bandwidth is displayed on Fig. 6. As shown on the plot, the band-
width used to send positions from a vehicle to the server remains approximately
equal in all the experiments. The average values are in a range from 2.68 kB/s to
3.5 kB/s. However, it is remarkable that the bandwidth is slightly higher for the
experiments with the optimised ray tracer (the values are higher than 3.2 kB/s).
The vehicle is now able to update its position at a higher rate, resulting in
a slightly higher bandwidth usage. Additionally, the bandwidth consumption
from the server to a vehicle rises accordingly with the amount of vehicles in the
environment. Nevertheless, the bandwidth usage in this concept is nominal in
comparison with the required bandwidth of our previous system; the maximum
was approximately 700 kB/s, due to sending the sensor data back and forth. We
can conclude that the distributed approach of this architecture is more beneficial;
the aforementioned RTT will mainly determine the performance and scalability
of the system.

4.2.4 CPU Load of VSI and VSMS

To finalise, Fig. 7 represents the CPU load of both the VSI and VSMS. First,
it is remarkable that the VSMS has a constant load of 100%. The exact cause
needs to be clarified and it is unclear if this forms a bottleneck for the overall
performance of the system. When looking at the CPU load of the VSI -layer,
one can see that the load decreases slightly when adding multiple vehicles into
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the system, for both the original and optimised experiments (Fig. 7a, b). This
phenomenon could be due to the bottleneck created by the VSMS, as the VSI
needs to acquire the environmental information from there. The exact cause
is however not identified. Therefore, future research should indicate whether
the current VSMS should be optimised and if a distributed approach of this
component is more appropriate. In case of the latter, the current Single Point
Of Failure (SPOF) is eliminated.

Fig. 7. This plot shows the CPU load of both the VSI -layer and VSMS. The exper-
iments in Fig. 7a are executed without an optimised ray trace mechanism, while the
experiments in Fig. 7b are executed with an optimised mechanism.

5 Conclusion

The rising popularity of autonomous vehicles is asking for a safe test environ-
ment, as unforeseen imperfections could cause a considerable amount of damage
and costs. Therefore, a hybrid simulator which can interact with both real and
simulated vehicles is needed. Since we are looking for a simulator that has a
distributed, real-time, scalable and widely compatible approach, we propose a
different concept, as none of the existing simulators meet the aforementioned
requirements.

The new concept consists of four different layers: the model layer, the VSI -
layer, the service layer and the non-mandatory visualisation layer. The model
layer contains the autonomous driving mechanism that can operate indepen-
dently. The VSI -layer, located on each vehicle, adapts the sensor data by
mocking-up instances of virtual vehicles into the data. In this way, the vehi-
cle will be aware of the virtual surroundings. The central service layer (VSMS )
keeps track of all positions of the vehicles in the environment. To evaluate this
approach, an experimental setup is conceived where multiple virtual vehicles
are put into the system. Following the experiments, the distributed approach is
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more beneficial as the bandwidth consumption decreased drastically in compar-
ison with our previous work. Additionally, the required centralised computing
power of our previous work is now distributed over the different vehicles, result-
ing in the fact that every vehicle modifies its own sensor data. However, this also
requires the vehicles to have more computing power. Another drawback is the
central service layer, which is a potential Single Point Of Failure (SPOF) and
bottleneck of the architecture.

Future research includes the optimisations of the VSI -layer and the sensor
adaptation method as these are currently very computationally intensive. Addi-
tionally, the VSMS should be optimised or even distributed to eliminate global
bottlenecks and the SPOF of the current system. Finally, we aim to benchmark
our approach and its performance in terms of maximum reachable speed of a
vehicle while retaining a completely safe test environment.

To conclude, this approach is certainly more scalable and performs better
than the previous one. However, further research is needed to obtain an even
higher level of scalability.
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Abstract. With the rise of complex Internet of Things systems we see
an increasing need for testing and evaluating these systems. Especially,
when we expect emergent complex adaptive behavior to arise. Agent
based simulation is an often used technique to do this. However, the
effectiveness of a simulation depends on the quality of individual mod-
els. In this work we look in depth what the characteristics are of Internet
of Things devices, actors and environments. We look at how these char-
acteristics can be used to find appropriate, performance optimized mod-
eling techniques and formalisms. During the course of this work we will
extensively refer to a custom-developed Internet of Things simulation
framework and to relevant related literature.

1 Introduction

The Internet of Things (IoT) paradigm has gained a lot of attention in the last
years. Both in an academic context as in the industry. This has lead to many
innovative solutions improving the lives of citizens and workers for the better.
Examples of such solutions can be in found in areas such as smart health-care
where sensors can be used to measure certain health parameters of a user or in
areas such as smart grids where the power consumption of consumers are moni-
tored in order to better match the supply of energy. However, we are still at the
start of the revolution that IoT might bring. At the moment, many solutions
rely on centralized processing of sensor data in order to perform some actions
in a reactive manner. This form of centralized decision making can lead to per-
formance bottle necks when applied to ultra large scale IoT environments such
as smart cities. Instead, a decentralized decision making strategy will be much
more powerful as it could lead to a dynamic, adaptive emergent behavior. This
type of behavior is characterized by the fact that it emerges from interaction
of individual (IoT) entities that interact with each other and with a changing
environment, leading to a preferably optimized global behavior. Actually, this
type of IoT systems can be seen as Complex Adaptive Systems (CAS), which
is defined as a system characterized by apparently complex, adaptive behaviors
c© Springer Nature Switzerland AG 2019
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that results of often nonlinear spatio-temporal interactions among a large num-
ber of component systems at different levels of organization [8]. This field of
study has mostly been applied to studying the emergent behavior of biological
or economic systems such as the immune system or the stock market, but can
also be applied to studying the emergent behavior of a decentralized large-scale
IoT system [4,15].
In order to study the emergent behavior of such complex adaptive IoT systems,
simulation is key. The required cost and effort to deploy the vast amounts of IoT
entities in the real world would otherwise be too high. Simulation techniques can
be used to validate and verify if the demonstrated emergent behavior is prefer-
able [6]. In this paper we will often refer to a Python IoT simulation framework
that can be used to test both virtual and real-life, large-scale, complex adaptive
IoT systems and allows for integration [5] with a real-life IoT environment. We
pay special attention to study the domain-specific characteristics of IoT systems
and try to leverage those as much as possible in the simulation framework in
order to reduce the required modeling efforts. In Sect. 2, we look at the charac-
teristics of modeling IoT entities and the IoT environment. Section 3 zooms in
on various modeling strategies that can be applied and Sect. 4 discusses the high
level architecture of the simulation framework.

2 Characteristics of Modeling the Internet of Things

The contribution of the simulation framework that we present in this paper is
the fact that we add domain knowledge into the framework. This has two major
advantages: (1) Reducing the modeling effort: This is possible because we can
include domain specific features in the framework. (2) Improve the opportunity
to scale: when, in a later phase, the simulation architecture moves from a mono-
lithic architecture to a parallel and distributed (PADS [11]) architecture, we can
leverage IoT domain specific assumptions in our favor to include prebuilt simu-
lation partitioning and scaling strategies. In this section we look into more detail
what the high-level characteristics of IoT systems are.
As mentioned in the introduction, from a behavioral perspective, we consider
a large-scale IoT system as a complex adaptive system. This is because on
an abstract basis an IoT system consists of many individual, heterogeneous,
autonomous components that have the ability to interact with each-other and
with the environment. Furthermore, the behavior of these components is prefer-
ably adaptive, given that the environment in which they operate is chaotic and
quickly changing. Examples of such systems are smart cities, smart grids, smart
buildings etc. Therefore, more reactive, low-scale IoT systems such as body sen-
sor networks are not taken into consideration in the scope of this work. From
a modeling perspective, we can look at IoT systems, and also CAS systems
in general, as multi-agent systems (MAS) [24]. MAS systems are defined from
the bottom-up, whereby the individual entities and the environment define the
dynamics of the entire systems. It is therefore vital to better understand the
characteristics of the different types of IoT entities and environments.
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2.1 IoT Device Characteristics

The key entities of IoT systems are of-course the devices itself, for example,
sensors such as GPS sensors, temperature sensors or air quality sensors. But
also actuators such as smart traffic lights or autonomous vehicles. Most of these
entities interact with their direct environment. The spatio-temporal properties
are an important characteristic of these devices. Furthermore, these devices often
employ a level of intelligence, apart from standard reactive behavior they can
also demonstrate some advanced planning behavior, for example, a smart traffic
light could adapt its light toggling behavior when an emergency vehicle is nearby.
This requires coordination and integration of the traffic light with a number of
sensors and middleware systems.
In many cases IoT devices are limited in terms of the power they can consume.
As a result, their processing power and their connectivity properties are limited.
Furthermore, IoT devices are characterized by the heterogeneity of underlying
operating systems and their hardware properties. Most of the IoT simulators
described in literature focus on testing and modeling these low-level resource-
related properties, both on a small scale [19,22] and on a larger scale [9]. However,
in the scope of this work we are less concerned about these aspects, because we
don’t consider them vital for testing the emergent behavior of the entire system.
The spatio-temporal properties and the intelligence employed by the device are of
more concern to the emergent behavior, therefore the focus of our simulator will
be on modeling and simulating these characteristics. But of-course, the modeler
is free to integrate low-level aspects into the simulation models, this will however
require additional effort.

2.2 IoT Actor Characteristics

Apart from the sensors and actuators, another important, however often ignored,
component of an IoT simulator is the human actor. As argued by Nunes et al.
humans are an essential part of cyber physical systems (CPS) or IoT systems,
but should no longer be considered an external or unpredictable factor [20].
Instead, they should become a key part of the overall system. Especially, when
looked at the system for an emergent behavior perspective, we will see that
the human actor, and the interaction of the human with the devices leads to
emergent behavior. For example, it would be extremely difficult to optimize a
distributed traffic light optimization system without taking actual traffic, which
is generated by human behavior, into account. Therefore, when modeling a real-
istic simulation of a large-scale Internet of Things systems, we cannot ignore
individual behavior of human actors.

2.3 IoT Environment Characteristics

Finally, the dynamics of the environment must be taken into account. The envi-
ronment will mainly define how IoT entities are related to each other and how
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they can interact with each other. We take following IoT environments into con-
sideration:
Network environment: A network environment defines the relations between
individual entities based on an undirected graph datastructure. For example,
a mesh network of sensors can be represented by a network environment. The
interactions of individual sensors are based on how the devices are connected to
each other in the graph. This type of environment can also be used to represent
smart grid systems where different households are connected to various energy
providers.
Street network environment: Within a street network the interactions of
entities are based on both the direction and the street where an IoT entity is
positioned. A street network is similar to a network environment, in the sense
that it is represented by a graph datastructure, however, instead of an undi-
rected graph a directed graph is used. This type of environment is mostly used
for smart city or smart traffic use cases.
Continuous space environment: Finally, an IoT environment can also be
represented by 2D or 3D continuous space. Here the interaction of IoT entities
relies on the spatial relationships between the entities in 2D/3D space. This type
of environment can for example be used to represent smart buildings or smart
offices.
Combined environment: The environment types described above can also be
combined. In many cases this is even preferable. For example in the case of a
smart city system, a smart traffic light should be able to interact with other
smart traffic lights to improve overall traffic flow, in this case a network envi-
ronment seems most appropriate to model the relations of the traffic lights. On
the other hand, mobile cars should also interact with the traffic lights, in this
case a street network is more appropriate.

3 IoT Modeling Strategies

In this section we look at how the characteristics of IoT devices, which we defined
in the previous chapter, can be leveraged in our framework in order to reduce the
modeling effort without sacrificing too much computational efficiency. In some
cases the ease of modeling and maintaining performance leads to a trade-off. For
example, our modeling framework is built in python. This allows for an easy
development and modeling environment which leads to faster prototyping. How-
ever, given that Python is an untyped interpreted language, a lot of efficiency is
lost and as a result performance is drastically lower compared to other high-level
programming languages such as Java and C++. We solve this in our framework
by leveraging python’s capability to closely interact with pre-compiled C libraries
by means of the Cython compiler. Parts of the framework that are critical for
performance are compiled to C or are implemented by C-based libraries wrapped
in Cython. The goal of the framework is to match these two factors as good as
possible, this is done by providing the modeler with domain specific functionality
which is optimized and easy to implement using a high-level API. The domain
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specific functionality that we offer is based on the IoT modeling characteristics
presented in the previous section. In the remainder of this section we discuss
some of the domain-specific modeling techniques that the framework offers.

3.1 Agent Based Modeling

As pointed out by K. Batool et al. [2] there is currently no standard methodology
available for modeling complex real-world IoT scenario’s. However, when looking
at the literature, many practical IoT applications are modeled using a discrete
event simulation (DES) approach [7,23], an agent based simulation (ABS) app-
roach [13,19,24], or a combination of both [9,10]. As mentioned in the previous
Sects. 2.1 and 2.2, IoT devices and actors are characterized by their heterogene-
ity, their individual and adaptive behavior, and consequently their unique inter-
actions with the environment. Based on these characteristics the Agent Based
Modeling (ABM) paradigm allows for a very expressive way to model both IoT
device and IoT actor behavior. With ABM a bottom-up modeling approach is
taken, whereby individual entities are implemented as an individual agent. Each
agent has individual properties and has the ability to communicate with other
agents or with the environment [17]. As noted by G. Fortino et al. agents rep-
resent a very expressive paradigm for modeling dynamic distributed systems.
Their primary features (autonomy, social ability, responsiveness, pro-activeness,
and mobility) perfectly fit both generic and specific requirements of IoT systems
[10]. G. Fortino also notes that the ABM paradigm isn’t suitable for dealing with
certain low-level network aspects, in their work they propose a combination of
ABS and DES, where a DES simulator is responsible, and better suited, to simu-
late these low-level aspects. Since the scope of the simulation framework that we
present in this work is limited to simulating overall behavior, without directly
taking low-level aspects into account our framework is limited, and build around
the agent based simulation approach.

3.2 Domain Specific Environment Capabilities

Based on the IoT environment characteristics described in Sect. 2.3 we can con-
clude that a proper representation of a physical environment is important when
developing IoT applications. Especially in the context of smart city applications,
knowledge of street networks must be taken into account. We offer this function-
ality in our framework by means of a Geographic Information System (GIS)
engine. More specifically, an Open Street Map (OSM) [12] parser was included
in the GIS engine of the framework. Open street map is an open source project
that collects street and other geographical data of the world. The OSM parser
in our framework extracts streets data and loads it into a directed graph so that
it can be used and queried efficiently by modelers from an environment object.
It offers functionality to calculate routes between locations and it allows to eas-
ily determine which entities are located on a street or crossing. Optimization
is of course key in the domain specific functionality that the framework offers.
Therefore all environments are driven by optimized data structures. Especially,
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locality information is an important feature in the context IoT modeling, for
example a modeler often wants to know what the nearest neighbors of a given
entity are, or in other words which entities are in closest proximity of another
entity. Proximity in this context is an abstract notion, as the way to find this
locality information depends on the type of environment that is used. In a street
network or graph network, proximity between entities depends on the distance
between graph vertices. This information can quite easily be determined by using
a graph data-structure and traversing the graph using breadth- or depth-first-
search. While in a 2D or 3D environment locality depends on the distance in
continuous space determined by Euclidean distance for example. In the latter
case we could naively calculate the distance between all agents, this would how-
ever lead to a very inefficient and unscalable solution. Instead, we optimize this
by implementing an R*-tree data-structure [3] that allows nearest neighbor or
range queries to performed in logarithmic time versus linear time.

3.3 Modeling IoT Agent Behavior

Based on the characteristics of IoT devices we look at three different approaches
to model IoT device and actor behavior. All of the approaches have been imple-
mented and tested in the framework that we present. Overall, we assume a
discrete time-stepped simulation, whereby behavior is updated at each time-
step interval. Therefore each agent implements a step method, which is called
by the simulation kernel at a fixed interval. During the execution of this step
method agents are able to interact with each other, with the environment and
consequently update their internal state.
Reactive Modeling: The most basic behavior to model is that of simple ‘if-
then’ reactive rules [1]. This can either be implemented directly in code as part of
aforementioned step method or via an additional domain specific language on top
such as state charts. Reactive modeling is thus mostly appropriate for modeling
simple, reactive behavior. This type of behavior often occurs in IoT devices, take
for example a smart traffic light that toggles lights based on perceived traffic or a
predefined schedule. A problem however is that modeling more complex behav-
ior often gets complex and unmanageable. Take for example the modeling of a
(smart) vehicle, many different behaviors and states need to be tracked: driving
behavior, collision avoidance, adhering to traffic regulations such as speed limits,
stopping for a red light etc. In such case it is often preferable to split up behavior
in logic classes to maintain both readability and maintainability. This is called
a layered modeling approach. For example the behavior to drive at a certain
speed on a given route can easily be isolated. Actually, since modeling driving
behavior often occurs in smart city applications the framework offers predefined
driving behavior classes that can easily be reused by other applications. This
layered approach offers a clean decomposition of overall functionality or behav-
ior, however, it is not always clear how to decompose such behavior of a system,
and also it requires interactions between layers [16].
Belief Desire Intent (BDI) Modeling: A major shortcoming of reactive
modeling is that more advanced and high-level human-like planning behavior
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is hard to implement in such formalism. This will however be required when
implementing increasingly complex reasoning in either advanced IoT devices or
human IoT actors. Since the goal of the framework is to test and evaluate IoT
systems as a whole, this type of complex, not always deterministic behavior will
need to be taken into account. This is definitely the case when our goal is to
evaluate complex adaptive behavior. A technique that allows modeling of such
planning behavior, is the belief-desire-intent (BDI) architecture. This model is
based on practical reasoning that we do in everyday life. The modeler needs to
declare the beliefs, desires and intents of system. A belief, represents the infor-
mation an agent holds about the environment, these beliefs exist by perception
of the environment or by interaction with other agents. The desires represents
the goals of an agent. Finally, intents are the actions that can be taken based
on the current desires and beliefs. In other words, the intents represent a plan
of action that an agent can take in certain scenario’s. Note, that often part of
the plan has to be implemented in a reactive way, often by more low-level pro-
gramming languages. Various BDI engines have been implemented in the past,
many of them based on AgentSpeak, a programming language that combines the
ideas of logic programming and the BDI architecture in order to model abstract
reasoning behavior in agents [21].
Lom et al. demonstrate in their work by means of example how BDI and AgentS-
peak can be used to model behavior of smart city entities. For example, they
model the behavior of a smart street lantern. The beliefs of the lantern are its
current states, its energy consumption, its schedule and its maintenance sta-
tus. It desires are to measure or predict its consumption, send its status to
maintenance companies, fulfill actions based on its schedule and send its energy
consumption predictions to a smart power grid system. Based on the current
belief state of the smart lantern, many plans of actions can be taken to accom-
plish its desires. These plans of actions are not necessarily deterministic, and its
sequence of actions can change based on changes in its beliefs.
BDI is a technique that has been researched in-depth for years in the context of
modeling multi-agent systems. It should however be also very useful for describ-
ing complex reasoning behavior in Internet of Things agents. Although, the idea
of AgentSpeak was to allow for an easy modeling approach that is also accessible
for people without a computer science background. We see that in practice, the
complexity of the architecture and the programming language is high and as a
consequence an in-depth knowledge is required to get started with it. Also, BDI
lacks the capability to adapt its behavior over time. This prevents us from fully
adopting this technique. However, in literature initiatives are described to make
the BDI idea less complex to implement.

Data driven Modeling: Finally, another approach to modeling behavior of IoT
entities is using a combination of data mining and machine learning techniques.
This approach is especially useful when the behavior of IoT entities needs to
resemble that of already observed data which is stored in a data stream. In
consequence it leads to implicitly validated behavior when the trained model’s
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accuracy is appropriately high. Kavak et al. [14] demonstrate in their work how a
data-driven modeling approach can be used to create realistic mobility patterns.
They use geo-tagged twitter data to predict certain movement patterns and use
this to drive high-level decision making of individual agents. Just like BDI, also
this data driven approach is ideal for modeling high level behavior and planning
but still requires low-level modeling in order to implement reactive behavior.
For example, in the example of Kavak et al. it the data driven model can be
used to decide when and where an agent will navigate to, but the actual driving
behavior still needs to be implemented by another more appropriate formalism.

In this section we presented various modeling approaches that can be used
when modeling behavior of IoT entities. This list is driven by the characteristics
of Internet of Things devices. When each formalism should be used will depend
on the type of behavior that needs to be modeled. The BDI and data driven
modeling approach are most appropriate when modeling complex behavior and
decision making. Whereas reactive modeling is used to represent more simple
behavior patterns.

Fig. 1. High level architecture of agent based simulation framework

4 High Level Framework Architecture

Figure 1 shows the architecture of the IoT simulation framework. Most of it
is based on the Mesa simulator [18]. Mesa is a generic agent based simulation
framework. It aims to enable users to quickly build agent based simulations
and can be seen as the Netlogo and Repast alternative for the Python lan-
guage. We leveraged many of the architectural ideas and extended them with
IoT domain-specific models and a more in-depth functionality to integrate a run-
ning, real-time simulation with an existing IoT environment. As shown in Fig. 1
the simulator component is the main component and is used to configure overall
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simulation information like the models and the environments that are be used. It
implements a step method, which, when triggered, cascades down to trigger the
model and agent step methods. The model component is responsible to initial-
izing and managing the individual agents of a certain type, for example the car
model will initialize all car agents. Furthermore, it interacts closely with the data
collector component to collect and modify state data of one or more agents.The
Agent implements the behavior of the individual agent and will update its state
when the step method is triggered. Various behavior modeling strategies can be
taken, as explained in Sect. 3.3. The environment component allows interaction
with agents and between agents. Various environments are already implemented
based on the overview in Sect. 2.3. Finally, the Web based GUI component, the
Rest interface and Pub/sub interface communicate with the data collector to
visualize and collect state information of the agents.

5 Conclusion

In this work we presented the characteristics of Internet of Things devices, actors
and environments. We looked at how we can optimize simulation related imple-
mentations of these entities using an agent based simulation approach. Opti-
mization is possible by including domain knowledge in the simulation engine,
by means of optimized data-structures and techniques. Finally, the advantages
and disadvantages of a reactive, data-driven and belief-desire-intent modeling
approach were discussed. We looked at how each of these modeling approaches
can be applied to Internet of Things modeling. In future work, we will pay spe-
cial attention to the simulation architecture that is used and how we can move
from a monolithic architecture to a distributed architecture so that large-scale
simulations can be included.
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16. Lom, M., Přibyl, O.: Modeling of smart city building blocks using multi-agent
systems. Neural Netw. World 27(4), 317 (2017)

17. Macal, C.M., North, M.J.: Tutorial on agent-based modelling and simulation. J.
Simul. 4(3), 151–162 (2010)

18. Masad, D., Kazil, J.: Mesa: an agent-based modeling framework. In: Proceedings
of the 14th Python in Science Conference (SCIPY 2015), pp. 53–60 (2015)

19. Mehdi, K., Lounis, M., Bounceur, A., Kechadi, T.: Cupcarbon: a multi-agent and
discrete event wireless sensor network design and simulation tool. In: 7th Interna-
tional ICST Conference, pp. 126–131. ICST (2014)
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Abstract. The cyber threat landscape is changing rapidly thus making the
process of scientific classification of incidents for the purpose of incident
response management difficult. Additionally, there are no universal method-
ologies for sharing information on cyber security incidents between private and
public sectors. Existing efforts to automate the process of incident classification
do not make a distinction between ordinary events and threatening incidents,
which can cause issues that permeate throughout the entire incident response
process. We describe a machine learning model to determine the probability that
an event is an incident using contextual information of the event.
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1 Introduction

According to Symantec’s 2018 Internet Security Threat Report, there was a 600 percent
increase in IoT attacks, 8,500 percent increase in cryptojacking attacks, 200 percent
increase in malware implants, and 54 percent increase in mobile attacks in 2017 [1]. In
fact according to the same report, “2017 provided us with another reminder that digital
security threats can come from new and unexpected sources. With each passing year,
not only has the sheer volume of threats increased, but the threat landscape has become
more diverse, with attackers working harder to discover new avenues of attack and
cover their tracks while doing so” [1]. Indeed, the phrase “cryptojacking attack” did not
even exist 10 years ago. Additionally, individual attacks have so many different
variations nowadays that they require their own taxonomies. A taxonomy is a col-
lection of scientific classifications of objects or events such as cyber security incidents
[5]. The bigger and the more sophisticated the threat landscape becomes, the bigger the
taxonomy of possible cyber incidents becomes, and the harder it gets to distinguish
between ordinary system events and cyber incidents.

In this paper we define the difference between an event and an incident in terms of
the urgency and the context of a situation. ITU-T X.1056 defines a security incident as
“any adverse event whereby some aspect of security could be threatened” whereas an
event is simply an occurrence “which can not be completely predicted or controlled”
[2]. ITU-T X.1056 further warns against failure to distinguishing between an event and
an incident in an incident response management policy because “focusing on event
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management without additional context will result in poor coordination, time wasted on
events that are “false positives”, and operations that are reactive and unfocused” [2].
Differentiating between cyber events and security incidents is the first step in incident
response management and it is the most crucial one in the sense that it dictates whether
any further actions should be taken. If the event is flagged as an incident, then it is sent
for further investigation.

Our motivation for this paper is to discuss the feasibility of a comprehensive
taxonomy of cyber events for the purpose of incident response management and to
identify whether there is a need for such a taxonomy in order to distinguish between
events and incidents. We study what types of methods for automating incident clas-
sification are currently available, and then we identify whether these methods are a part
of an event management methodology or an incident management methodology as
defined in [2]. The different types of taxonomies of cyber incidents are described in
Sect. 2. The challenges related to the process and management of incident response in
different organizations are presented in Sect. 3. In Sect. 4 we review existing auto-
mated solutions. We further discuss future work in Sect. 5 and draw a conclusion in
Sect. 6.

2 Types of Taxonomies for Incident Classifications

In the past efforts have been made to create a unified language to describe cyber
incidents because typical approaches in cyber incident classification require a universal
set of phrases to describe them. To our knowledge, the last paper to attempt creating a
universal language for all cyber incidents was from 20 years ago [3] and around the
same time Cohen described the first taxonomy of cyber incidents, which contained over
90 different possible ways an electronic system can go down [4].

Howard and Longstaff survey the existing approaches to classifying cyber incidents
and identify the need for a universal set of common phrases in order to standardize the
different types of attack and make it easier to recognize them before they cause too
much destruction [3]. They propose classifying events based on the keywords that their
descriptions contain and comparing each keyword to a universal set of “action” words.
This would be a great idea if the threat landscape was not constantly evolving.
Cryptojacking is certainly not included in this list from 20 years ago. But also the list is
missing crucial action verbs such as deny and leak, which did exist back then and can
be strongly correlated with cyber incidents. Table 1 shows the action verbs described in
[3] with our additions to the list including the verbs “leak” and “deny” and some
synonyms associated with these action verbs. Note that this is not an exhaustive list but
rather it serves to illustrate how easy it is to keep adding keywords to a list like that. It
is not just the threat landscape that evolves; human language evolves as well. In
addition, different taxonomies for different languages are needed as well.

Some of these action words may be used as nouns or in conjunction with adjectives,
which completely change their meaning. The verb “access” by itself is neutral but the
phrase “unauthorized access” has a strictly negative connotation. The adjective
“unauthorized” is modifying the action noun “access”. Table 2 shows a list of possible
modifying action adjectives in the context of information security arranged from
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positive to negative sentiment and a list of neutral action objects. This is also not an
exhaustive list of possible modifiers and objects and it does not include all synonyms
but it serves to illustrate that certain linguistic components can alter the overall sen-
timent of a phrase.

Table 1. Action verbs and their synonyms as described here and in [3]

Action Action synonyms

Probe Inquire, gather, try out,…
Scan Read, examine, check,…
Access Authenticate, enter, get in,…
Discover Catch, detect, unearth,…
Copy Obtain, pirate, plagiarize,…
Modify Change, alter, edit,…
Bypass Circumvent, avert, deflect,…
Steal Loot, swipe, embezzle
Spoof Trick, forge, impersonate,…
Attack Breach, violate, exploit,…
Leak Disclose, reveal, release,…
Flood Overwhelm, overflow, overload,…
Deny Ban, refuse, reject,…
Destroy Damage, impair, dismantle,…

Table 2. Action nouns and modifiers
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In recent years researchers have focused on creating more rigorous taxonomies of
cyber incidents based on similar characteristics. To our knowledge, the last compre-
hensive survey of existing taxonomies is from 10 years ago. In it Igure and Williams
study existing scientific classifications of computer security incidents and analyze each
one in terms of its suitability to the process of incident response [5]. Prior to 2008 it
appears that there was more effort put into centralizing and unifying different tax-
onomies whereas in more recent years it appears that researchers are focusing on
decentralizing and building domain specific taxonomies. One reason for this is the fact
that different organizations describe incidents differently. Another reason is the fast
changing threat landscape.

For example, there are so many different types of database attacks that they all
require their own taxonomies. In [6] Sadeghian et al. describe a taxonomy specifically
for SQL injection attacks, which are a particular type of a database attack using a
particular database language. In [7] Lai et al. discuss a taxonomy of web attacks, which
are a type of a network attack and so are attacks on Mobile Ad Hoc Networks
(MANETs) as described in [8] by Meddeb et al.

Clearly, taxonomies can be subdivided based on their physical medium. Some
taxonomies are more concerned with data in any physical medium including big data
processing and digital information processing in general as described by Miloslavskaya
et al. in [9, 10] while other taxonomies deal specifically with attacks on critical
infrastructures [11, 12]. A general taxonomy of network attacks is proposed in [13]
where Hunt and Slay also recognize the fact that no taxonomy can ever be compre-
hensive enough. Below is a table of cyber incident taxonomies we examined in this
paper from 2008 until 2018. A comprehensive list of all taxonomies prior to 2008 is
given in [5]. The list in Table 3 is not a complete list; it merely serves to show the
current trends in the scientific classification of incidents.

Table 3. A summary of the incident taxonomies studied in this paper

Title of taxonomy Author Year Medium

Designing a taxonomy of web attacks Lai et al. 2008 Internet
A new approach to developing attack
taxonomies for network security

Hunt and Slay 2011 Network

A taxonomy of SQL injection attacks Sadeghian
et al.

2013 Database

Taxonomy of attacks on industrial control
protocols

Drias et al. 2015 Industrial control
systems

Taxonomy for unsecure digital information
processing

Miloslavskaya
et al.

2016 Network

A survey of attacks in mobile ad hoc networks Meddeb et al. 2017 Mobile network
Taxonomy for unsecure big data processing in
security operations centers

Miloslavskaya
et al.

2018 Security operation
center (SOC)
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3 Incident Classification in Different Organizations

The key observation from studying the various taxonomies of cyber incidents is that
they tend to grow large as the threat landscape grows and diversifies, and are therefore
difficult to manage by individual companies in the private sector. Yet another road-
block to a comprehensive taxonomy of cyber incidents lies in the fact that different
organizations categorize incidents differently and often do not share information on
incidents [3, 14]. To address these issues, in [15] Onwubiko and separately in [16]
Kowtha et al. propose outsourcing the cyber security operations of a company to
dedicated security operations centers (SOCs). A SOC is still essentially an organization
that oversees security incidents and offers security services to other organizations and is
therefore unlikely to share information on cyber security incidents with other SOCs
because it would need to keep a competitive edge.

Overall, there appears to be a need for a secure system for sharing and pooling of
information in order for a comprehensive taxonomy of cyber incidents to exist. There
are existing cyber threat intelligence sharing standards but unfortunately there are no
general analysis methodologies to implement these standards thus reducing their
usability [17]. Currently, government organizations are not required to share infor-
mation with the private sector about the types of cyber attacks that they encounter. [18].
This information is crucial in identifying vulnerabilities with systems that are typically
built by companies in the private sector and are typically used by employees working in
government organizations.

Incidents associated with critical vulnerabilities need to be reported to the system
manufacturers as soon as possible but some government organizations may choose to
use these vulnerabilities to their advantage [18, 19]. An unreported incident can
sometimes lead to a cyber crisis, which could have devastating effects on any orga-
nization [20], especially in a high-risk private sector such as finance or fuel industries
but also in public sectors that deal with control systems.

For example, a few years ago Kaspersky Labs detected malware in the control
systems of a nuclear facility in Iran. Researchers now refer to this malware as Stuxnet
based on analysis of its source code. This malware used several different zero-day
vulnerabilities to infiltrate the private network of a government organization and
physically shut down its operations. A zero-day vulnerability is a type of a vulnera-
bility, of which the system manufacturers are unaware. It is believed that the facility
became infected with the malware after an employee brought a USB drive containing
the virus and plugged it into their work machine [21, 22].

As another example, in [23] Dehlawi and Abokhodair showcase a study on a
malware attack that crippled the largest oil company in the world for several months
and yet very little information about it was released to the public and so other oil
companies could not benefit from the lessons learned. Around the world government
organizations that are focused on intelligence gathering tend not to release information
on vulnerabilities they encounter so that they can use these vulnerabilities to build tools
for the purpose of espionage. Unfortunately, when these tools fall into the wrong hands
everyone suffers. This was the case with the incident described in [19] where a flaw in a
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Microsoft product was used by a government security agency in a tool, which was later
stolen and repackaged and unleashed by criminals in 2016.

This lack of transparency between different organizations further contributes to the
issues surrounding the creation of a universal taxonomy on cyber incidents, and of the
incident response management process in general.

4 Solutions Using Machine Learning

Automating the process of cyber incident response management using machine
learning could potentially eliminate the problem of having to constantly update tax-
onomies of cyber incidents as new attacks emerge. However, such an incident response
management system must take into account the urgency and the context of incoming
events for reasons described in [2]. In other words, it must make a clear distinction
between an event and an incident first and foremost; otherwise it would produce
inefficient and time-wasting procedures and many “false positives” [2].

To our knowledge, there is no previous work on differentiating between cyber
events and incidents using machine learning but there are several papers on incident
categorization using machine learning where the words event and incident are used
interchangeably. In [24] Gupta et al. utilize “information integration techniques and
machine learning to automate various processes in the incident management workflow”
but neither of these techniques involve the differentiation between events and incidents
so therefore their system is a part of an event management system rather than an
incident management system. In [25] Silva et al. describe a method for categorizing IT
incidents based on the department which should resolve them using machine learning
and text categorization. They mention that the severity of the incident is obtained prior
to the categorization but they do not discuss at which point and how it happens.
Furthermore, in the last section of the paper the authors conclude that the severity of the
event is not as important as its description after trying both as features of their machine
learning model. They base this conclusion on the model’s accuracy. However, a
machine learning model’s accuracy alone is not a sufficient indicator of its efficacy
[26].

Furthermore, in [25] the motivation behind choosing the particular features of the
model is not clear. In particular, it is not clear how these features relate to the definition
of a cyber security incident as described in the ITU-T X.1056 standard in [2]. Features
such as caller ID and the medium used to report the incident are not relevant to the
definition of an incident. The only feature in their model that is relevant to the defi-
nition of an incident is the severity feature.

5 Future Work

Current methods for automating incident response management using machine learning
do not include the very first step in incident management - determining the severity of
the incident and deciding whether it is an incident or just an ordinary event. This crucial
step does not necessarily require text categorization because the distinction between an
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event and an incident depends on the context of the situation. This context includes
details about the event such as determining whether the event is a positive, neutral, or
negative occurrence by using sentiment analysis on the description; whether it attacks
the fundamental principles of security: namely the confidentiality, integrity, and
availability of data and services; whether the event affects more than a certain amount
of units; whether the event is confirmed or not, and so on. A supervised machine
learning model, in particular a binary classifier such as logistic regression model [27]
can be used to find the probability that an event is an incident based on the details
described above as features. Figure 1 describes an automated system for classifying
events using a trained model. A heuristic-based feature selection algorithm can be used
to identify the most relevant features.

6 Conclusion

A comprehensive taxonomy of cyber incidents is crucial to automating incident
response using text categorization and pattern matching. However, a comprehensive
taxonomy is not currently feasible as a direct result of factors such as the lack of
universal methodologies for sharing of information between different governments,
public organizations, and the private sector; the ever-changing cyber threat landscape;
and the sheer complexity of human language. Efforts have been made to automate
incident categorization using machine learning but these efforts do not include the
crucial first step of classifying the event based on its severity. Without this first step
incident management is simply event management, which is a more time and resource

Fig. 1. Our proposed ML model for incident classification
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wasting process than incident management because it involves chasing after false
positives, and it leads to an unfocused management. In addition, most of these efforts
rely on text categorization and pattern matching so their proposed systems are
dependant on taxonomies for their initial training and they are language and organi-
zation specific.
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Abstract. Outsourcing heavy storage and computation to the cloud
servers now becomes more and more popular. How to secure share the
cloud storage is an important problem for many mobile users. Proxy re-
encryption is such a cryptographic primitive which can be used to secure
share cloud data. Until now there are many kinds of proxy re-encryption
schemes with various properties, such as conditional proxy re-encryption,
proxy re-encryption with keyword search etc. However until now there
exists no work focus on proxy re-encryption for mobile cloud storage
sharing. In mobile cloud storage, almost all the users are mobile ones,
they only have resource-restricted equipments. In this paper we try to
initialize this research, we give a very basic outsourced online/offline
proxy re-encryption scheme for mobile cloud storage sharing and leave
many interesting open problems as the future work.

1 Introduction

Nowadays cloud computing become more and more popular, many enterprises
and persons prefer to outsource their data to the cloud servers. For secure cloud
storage how to secure share the cloud data is critical for its wide adapting.
Proxy re-encryption (PRE) is such a cryptographic primitive which can solve
this challenge problem. PRE which introduced by in 1998, Blaze, Bleumer and
Strauss [1] can be used to solve this challenge problem. In PRE, a semi-trusted
proxy can transform a ciphertext for the delegator into another ciphertext for
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the delegatee, while the proxy can not know the corresponding plaintext. Until
now there are many kinds of proxy re-encryption schemes with various proper-
ties, such as conditional proxy re-encryption, proxy re-encryption with keyword
search etc. However until now there exists no work focus on proxy re-encryption
for mobile cloud storage sharing. In mobile cloud storage, almost all the users
are mobile ones, they only have resource-restricted equipments. In this paper
we try to initialize this research, we give a very basic outsourced online/offline
proxy re-encryption scheme for mobile cloud storage sharing and leave many
interesting open problems as the future work.

1.1 Related Work

Since the PRE introduced, this primitive have found many interesting applica-
tions, such as, key escrow [2], distributed file systems [3,4], simplification of key
distribution [1], multicast [5], anonymous communication [8], and most impor-
tantly the cloud computation [9,10]. Recently, the cloud storage system has
become more and more popular in business as it allows enterprises to rent the
cloud SaaS service to build storage system with less costs and maintenance efforts
[11–14]. There are many variants of proxy re-encryption, such as conditional
proxy re-encryption [17,23], CCA-secure proxy re-encryption [16,19], proxy re-
encryption with keyword search [18,22], identity based proxy re-encryption
[7,15], attribute based proxy re-encryption[20], proxy broadcast re-encryption
[6], PRE+ [21] etc.

In 2007, Green et al. [7] proposed the first identity based proxy re-encryption
schemes. In this paper, we show their proposal is not CCA-secure in the security
model of CCA-secure time-realised conditional proxy broadcast re-encryption.

1.2 Organization

We organize our paper as following. In Sect. 2, we give the system model and def-
inition of online/offline proxy re-encryption. In Sect. 3, we first review the Green-
Hohenberge PRE scheme and then give our concrete outsourced online/offline
identity based proxy re-encryption scheme. In the last section we conclude our
paper with many interesting open problem.

2 System Model and Definition

2.1 System Model

The system model is the following Fig. 1:
There are five parties in the system, the encryptor, the delegator, the proxy,

the delegatee and the cloud computing servers. Note here all the parties except
the cloud computing servers are only resource-restricted equipments, like mobile
computers, mobile phones, tablets etc. Doing encryption, re-encryption key gen-
eration, re-encryption and decryption are all very costly. They need outsourced
the heavy computation load to the cloud servers. The outsourced online/offline
proxy re-encryption scheme runs as follows:
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Fig. 1. System model

1. First the encryptor runs online/offline encryption to send ciphertext to the
delegator, to save the cost of encryption it outsources the online encryption
to the cloud.

2. Then the delegator runs the re-encryption key generation algorithm. After
the re-encryption key has been generated, the delegator outsources part of
the re-encryption key and sends it to the proxy.

3. Then the proxy runs the re-encrypt algorithm, also to save the cost of re-
encryption it outsources part workload of re-encryption to the cloud. After
the cloud returns the re-encrypted ciphertexts to it, it sends them to the
delegatee.

4. Finally the delegatee outsource the decryption of re-encrypted ciphertext to
the cloud, and after the cloud returns the outsourced decrypted result, with
own partial private key, it can get the final plaintext.

2.2 Definition

Definition 1.
Outsourced online/offline PRE (Dual of proxy re-encryption) scheme is consist-
ing of algorithms PRE.KeyGen, PRE.Online.Enc, PRE.offline.Enc, PRE.ReKeyGen,
PRE.OutsourceReKey, PRE.OutsourceReEnc, PRE.ReEnc, PRE.OutsourceKey,
PRE.OutsourceDec2, PRE.Dec2), PRE.OutsourceDec1, PRE.Dec1:

PRE.KeyGen: On input the security parameter, this algorithm outputs the dele-
gate’s public key/secret key pair and the delegatee’s public/secret key pair.
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PRE.offline.Enc: On input a public key, some ephemeral randomness, a message,
this algorithm (the cloud) outputs the temp encrypted ciphertext which can
be used to generated the final ciphertext. Note this algorithm can be costly.

PRE.Online.Enc: On input a public key, some ephemeral randomness, a message,
and the temp online ciphertext, this algorithm (the encrypter) outputs the
final second-level encrypted ciphertext. Note this algorithm needs to be very
cheap.

PRE.ReKeyGen: On input the delegator’s private key, ephemeral randomness, the
delegatee’s public key, this algorithm (the delgator) outputs a re-encryption
key.

PRE.OutsourceReKey: On input the re-encryption key, the proxy’s temp key,
this algorithm(the proxy) outsources a temp re-encryption key for the cloud.
The tempt key is kept private by the proxy locally.

PRE.OutsourceReEnc: On input a temp re-encryption key and a second-level
ciphertext, this algorithm (the cloud) outputs a temp first-level ciphertext or
the error symbol ⊥. Note this algorithm can be costly.

PRE.ReEnc: On input the proxy’s temp key and a temp first-level ciphertext, this
algorithm (the proxy) outputs a first-level ciphertext. Note this algorithm
needs to be cheap.

PRE.OutsourceKey: On input the delegator or delegatee’s private key, the dele-
gator or delegatee’s temp key, this algorithm(the delegator or the delegatee)
outsources a temp private key for the cloud. The delegator or delegatee’s
tempt key is kept private by the delegator or delegatee locally.

PRE.OutsourceDec2: On input the delegator’s temp private key and a second-
level ciphertext C2, this algorithm (the cloud) outputs a temp decrypted
result or ⊥.

PRE.Dec2: On input the delegator’s temp key and a temp decrypted result, this
algorithm (the delegator) outputs the message or ⊥.

PRE.OutsourceDec1: On input the delegatee’s temp private key and a first-level
ciphertext C1, this algorithm (the cloud) outputs a temp decrypted result
or ⊥.

PRE.Dec1: On input the delegatee’s temp key and a temp decrypted result, this
algorithm (the delegatee) outputs the message or ⊥.

3 Our Proposal

3.1 Review GA’s IBPRE Scheme

1. Setup. Let e : G × G → G be a bilinear map, where G1 =< g > and GT have
order q. Let H1,H2 be independent full-domain hash functions H1 : {0, 1}∗ →
G1 and H2 : GT → G1. To generate the scheme parameters, selects s ←R Z∗

q ,
and output params = (G1,H1,H2, g, gs), msk = s.

2. KeyGen (params,msk, id). To extract a decryption key for identity id ∈
{0, 1}∗, return skid = H1(id)s.

3. Encrypt(params, id,m). To encrypt m under identity id, select r ←R Z∗
q and

output cid = (gr,m · e(gs,H1(id))r).
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4. RKGen(params, skid1 , id2). Select X ←R GT and compute

< R1, R2 >= Encrypt(params, id2,X)

Return
rkid1→id2 =< R1, R2, sk

−1
id1

H2(X) >

5. Reencrypt(params, rkid1→id2 , cid1). To re-encrypt a level-l ciphertext from id1
to id2, first parse cid1 as (C1, · · · , C2l) and rkid1→id2 as (R1, R2, R3). Next:
a. If l = 1, output cid2 =< C1, C2 · e(C1, R3), R1, R2 >
b. If l ≥ 1, treat the elements < C2l−1, C2l > as a first-level ciphertext

δ. Compute < C ′
1, C

′
2, C

′
3, C

′
4 >= Reencrypt(rkid1→id2 , δ). Output the

ciphertext cid2 =< C1, · · · , C2l−2, C
′
1, C

′
2, C

′
3, C

′
4 >

6. Decrypt(params, skid, cid). Parse the level-l ciphertext cid as (C1, · · · , C2l).
Next:
a. if l = 1 output m = C2/e(C1, skid).
b. if l ≥ 1, treat the pair < C2l−1, C2l > as a first-level ciphertext cid′ , and

compute Xl = Decrypt(skid, c′
id). For i = (l−1) descending to 1, compute

Xi = C2i/e(C2i−1,H2(Xi+1)). Finally, output X1 as the plaintext.

3.2 Outsourcing Online/offline Proxy Re-encryption

We only consider single-hop proxy re-encryption:

1. Setup. Let e : G × G → G be a bilinear map, where G1 =< g > and
GT have order q. Let H1,H2 be independent full-domain hash functions
H1 : {0, 1}∗ → G1 and H2 : GT → G1. To generate the scheme parameters,
selects s ←R Z∗

q , and output params = (G1,H1,H2, g, gs), msk = s.
2. PRE.KeyGen(params,msk, id). To extract a decryption key for identity id ∈

{0, 1}∗, return skid = H1(id)s.
3. PRE.Offline.Encrypt(params, id). Select r1 ←R Z∗

q and output

coffline = (r1, gr1 , e(gs,H1(id)))

4. PRE.Online.Encrypt(params, id,m). Select r ←R Z∗
q , based on coffline this

algorithm computes C1 = r − r1, C2 = gr1 , C3 = me(gs,H1(id))r

5. PRE.ReKeyGen(params, skid1 , id2). Select X ←R GT and compute <
R1, R2, R3 >= Encrypt(params, id2,X). Return

rkid1→id2 =< R1, R2, R3, sk
−1
id1

H2(X) >

to the proxy.
6. PRE.OutsourceReKey(params, skid1 , id2). The proxy first chooses a random

z1 ←R Z∗
q and outsource his re-encryption key as following

rkoutsource
id1→id2

=< R1, R2, R3, [sk−1
id1

H2(X)]1/z1 >

the proxy stores rkoutsource
id1→id2

and z1 locally.
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7. PRE.OutsouceReEnc(params, rkoutsource
id1→id2

, cid1). To re-encrypt a level-1
ciphertext from id1 to id2, first parse cid1 as (C1, · · · , C3) and outsource
< C1, C2 > to the cloud, the cloud parse rkoutsource

id1→id2
as (R1, R2, R3, R4) and

do as the following:
a. The cloud computes T = e(gC1C2, R4) and returns it to the proxy.

8. PRE.ReEnc(params, rkid1→id2 , cid1). After obtaining the returned T , the
proxy runs as following:
a. The proxy computes OT = C3e(gC1C2, R4)z1 and outputs

cid2 =< C1, C2, C3, OT,R1, R2, R3, R4 >

9. PRE.OutsourceKey. The delegator chooses randomly z2 ←R Z∗
q and out-

sources sk
1/z2
id1

= (H1(id1)s)1/z2 to the cloud. The delegatee chooses ran-

domly z′
2 ←R Z∗

q and outsources sk
1/z′

2
id2

= (H1(id2)s)1/z
′
2 to the cloud.

10. PRE.OutsourceDec2.After obtaining the original ciphertext (C1, C2, C3),
the decryptor outsource C1, C2 to the cloud, the cloud computes T =
e(gC1C2, sk

1/z2
id1

) and returns it to the user.
11. PRE.Dec2. The delegator computes m = C3/T z2 to get the plaintext.
12. PRE.OutsourceDec1. After obtaining the re-encrypted level-1 ciphertext cid

as (C1, C2, C3, OT,R1, R2, R3, R4), the decryptor outsource R1, R2 to the
cloud, the cloud computes T = e(gR1R2, sk

1/z′
2

id2
) and returns it to the user.

13. PRE.Dec1. The delegatee computes X1 = R3/T z′
2 andm = OT/e(gC1C2,

H2(X1)) to get the plaintext.

4 Conclusion

In this paper, we try to initialize the research on outsourced online/offline proxy
re-encryption. We give the basic system model and definition, and a basic con-
struction based on the GA07 IBPRE scheme [7]. However, these results are very
basic, there are many open problems need to be solved, such as the formal secu-
rity for this new primitive and prove the security of our proposal formally etc.
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Abstract. Generally speaking, healthcare service providers, such as
hospitals, maintains a large collection of data. In the last decade, health-
care industry becomes aware that data analytics is a crucial tool to help
providing a better services. However, there are several obstacles to pre-
vent a successful deployment of such systems, among them are data
quality and system performance. To address the issues, this paper pro-
poses a distributed data-as-a-service framework that help to assure level
of data quality and also improve the performance of data analytics. Pre-
liminary evaluation suggests that the proposed system is scale well to
large amount of user requests.

Keywords: Distributed systems · Data analytics · Business
intelligence · Healthcare

1 Introduction

Healthcare industry becomes aware that data analytics is a crucial tool to help
providing a better services [1,2,13,17]. For instance, eHealth, Well-being, and
Ageing commitee of European commission has dictated a digital transformation
policy and health care for European citizen and one of the top priority is to
provide shared European data infrastructure [4]. This policy allows researchers
to pool resources, e.g., data and computing process, across Europe. However,
there are two obstacles, among the others, to prevent healthcare personals to
access such system. First, the quality of collected and stored data is poor [6,11].
Second, high performance data analytics platform is not easy to implement and
maintain [1,2,7,13].
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2 Problems in Healthcare Data Analytics

2.1 Data Quality

In the first issue, the data quality includes, but not limit to, reliability, acces-
sibility, accuracy, consistency, precision, and timeliness. These properties are
required in order to allow meaningful analysis on the data. According to a report
by World Health Organization (WHO), reliability and accuracy play a major role
in monitoring and evaluating health care service. In developing countries, poor
information infrastructure leads to data quality problems such as incomplete
record and untimely report [6,11]. Nevertheless, many organizations and gov-
ernments have recently adopt open data policy, e.g., US Data.gov1, European
Data Portal2, and Japan’s Data.go.jp3 as a mean to share their data. However,
majority of the services are just data directory, without any data quality assur-
ance mechanism. Moreover, most of the data provided by the services are in file
format, such as CSV (Comma-separated values) or PDF (Portable document
format) which is not suitable for automatically processing. Therefore, it will be
a obstruction for data consumer to access, validate and consume those data.

Generally speaking, the data repository can be different on format and
service-access; thus, ETL (extract-transformation-load) is generally deployed in
ad-hoc many in order to integrate data from many sources. This can lead to
complex and time-consuming process to gather and combine all necessary data.
Data-as-a-service is an approach in software infrastructure where consuming
users can access data in standard format without the need to perform ETL
manually [9,16]. Similar to its sister concept, i.e., Function-as-a-service, Data-
as-a-service provides both scalability and standardize mechanism to access data.
By embracing the concept of Data-as-a-service, data quality can be control inter-
nally while system service can scale to the processing workload.

2.2 System Performance

In the second issue, because analytical process on a large data can be computa-
tional intensive; therefore, perform such operation on a personal computer can
time consuming. To address this issue, distributed systems or big data tech-
niques are usually deployed to speed-up the analytic process. However, such
system requires a high amount of effort to deploy and maintain. For instance,
maintaining a data warehouse or data lake system requires a team of data engi-
neers and data scientists to maintain and utilize the system, respectively. This
type of system is suitable for large organizations where resources and man power
can meet such enormous requirements; however; for small organizations such as
research laboratories or hospitals, maintaining such systems will not be a cost
effective. Recently, the concept of service containerization using technology such

1 https://www.data.gov.
2 https://www.europeandataportal.eu.
3 https://www.data.go.jp.
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as Docker4 and Rkt5 becomes widely adopted as computation infrastructure. Ser-
vice containerization, i.e., service container, allows developers to package service,
including operating system, libraries and application code, in a single container
image that can be deployed in different machines. Because the service is com-
pleted in itself, i.e., self-contained, many instances of the service can be deployed
in a cluster, e.g., Docker swarm or Kubernates cluster6; thus, this allows service
to scale to workload. Moreover, a service container can be deployed in personal
computer, as used by developer, or cluster and cloud, as for production system.
Beside scalability, the service container concept is also simplify system imple-
mentation by allowing service to be developed and used by different parties.
Therefore, users can deploy services developed by the others on their personal
computer/cloud service without any programming skill.

3 Proposed DAHS Framework

Based on the requirements and directions in the previous section, the proposed
DAHS framework consists of two parts. First part is a distributed Data-as-a-
Service (DaaS) infrastructure that handles data processing such as ETL,
data quality checking and caching. Second part is a client data adapter that
connects to the first part in order to retrieve and format data into a representa-
tive structure suitable for the client application.

3.1 DaaS Infrastructure

DaaS infrastructure is designed to address the issues in Sect. 2, i.e., data quality
assurance and scalability. For data quality, DaaS infrastructure utilizes a set of
information service pattern proposed by IBM in 2006 [3]. This design pattern
set consists of three parts: data federation pattern, data consolidation pattern
and data cleansing pattern. The data federation pattern provides many desired
propositions into system design, such as transparency of low-level heterogene-
ity, reusability, performance and governance. To archive such propositions, data
federation aims to efficiently integrate multiple heterogenous data sources with-
out creating data redundancy [14]. The DAHS framework realizes this pattern
by using Data-as-a-Service concept, e.g., internal ETL and data transformation
procedure (see Fig. 1). By providing data through Data-as-a-Service, multiple
heterogenous data sources will be joined and provided to clients as a single inte-
grated and transient view of the real data.

The data consolidation pattern focuses on resolving conflicting data from
multiple sources and to create a common data model [15]. This pattern primary
increases data quality in term of data precision from multiple heterogeneous data
sources. The DAHS framework realizes this pattern by using customized data
transformation procedure to consolidate data. Although, this might be a tedious
4 https://docker.com/.
5 https://coreos.com/.
6 https://kubernetes.io/.

https://docker.com/
https://coreos.com/
https://kubernetes.io/
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job for data engineer to create customized procedure, but given the nature of
data heterogeneity and performance requirement, i.e., to reduce data latency,
this is a well-balance approach.

The data cleansing pattern improves data consistency and quality according
to data model. Cause of poor data quality and inconsistency can be, among the
others, data entry errors and unclear metadata definitions. The DAHS framework
realizes this pattern by using two approaches. First, external data extractor will
validate the extracted data according to data model. If the extract data is not
compatible with data model, the extractor will reject the loaded data to prevent
data inconsistency on each data source. Next, data transformation procedure
confirms data consistency among data sources.

Fig. 1. DaaS infrastructure implemented in a software container, such as Docker.

Figure 1 shows structure of DaaS infrastructure implemented using Docker’s
container. The infrastructure consists of four main components; namely, DaaS
framework, external data extractor, data transformation procedure and data
load endpoint. The last three components corresponding to ETL tasks. DaaS
framework provides basic services for the other four components. The provided
services are, among the others, configuration, data auditing, network access,
temporary storage (local cache) and API endpoint data transformation.

External data extractor: External data extractor loads data from external
sources in their original format, for instance, the original data can be stored in
database or spreadsheet file and accessible from network. Next, the extractor
extracts tabular data from the original format. Current version of DaaS infras-
tructure only supports tabular data with out nested relationship; similar to flat
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table in data warehousing. Depends on container design, multiple data sources
can be load, each with their corresponding data extractor. Each data extractor
also contains data model that can be used to verify the validity of the data
source, e.g., the changes in the data structure.

Data transformation procedure: Data transformation procedure combines
all of the data from data extractors into a single data set. This operation can
be seen as join operation in SQL. Further, transformation procedure also checks
the consistency among all data from different sources. Consistency checking is
a crucial operation to guarantees data quality; whenever data consistency can
not be satisfied, DaaS infrastructure will discard the data and use the previous
version of data from the cache. When data is integrated and validated, trans-
formation procedure tags data with timestamp, store in local cache and pass to
data loader endpoint. Local cache is a nonpermanent data storage where vali-
dated data is stored to improve performance. In particular, when data loader
endpoint receives a request from a client, it will pass the request to data trans-
formation procedure. The procedure then will check the local cache whether the
most recent version is expired, based on configuration; if not, the procedure will
return with local version to improve performance. The procedure will ask data
extractor to get a fresh version from external sources when local cache is expired.
This design follows cache-aside pattern to balance performance, e.g., responsive-
ness, and data quality [12]. Finally, if privacy is a concern, privacy-preservation
mechanism such as k-anonymity can be applied in this module.

Data loader endpoint: Data loader endpoint receives requests from service
clients and pass the request to transformation procedure. After receive a response
from transformation procedure, loader endpoint transform data into JSON for-
mat, following Open Data Protocol (OData) proposed by Microsoft and now
maintained by OASIS (Organization for the Advancement of Structured Infor-
mation Standards) [10]. OData is an open standard for exchanging data between
different parties and has been accepted as open data format by International
Organization for Standardization (ISO) and the International Electrotechnical
Commission (IEC) as ISO/IEC 20802 [8]. For data structure inside OData, tab-
ular structure, similar to CSV format, is used to represent data as suggested
by European Commission’s European Data Portal [5]. OData is supported in
many data analytics and business intelligence applications and also data ware-
house/data lake platform.

For scalability, DaaS infrastructure follows Function-as-a-Service principles,
i.e., serverless, stateless, ephemeral and fully managed. To realizes all the prin-
ciples, DaaS infrastructure syndicates the operation inside a container, such as
Docker’s container. Docker’s container is a stateless compute containers that
are ephemeral and fully managed. Moreover, DAHS’ DaaS framework guaran-
tees statelessness of the system by not saving any data outside the container
nor access any data storage mechanism. Even though the DaAH’ DaaS frame-
work has a local cache mechanism, but that is only used inside the container for
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improving performance. By using FaaS principles and container, DaaS infras-
tructure can scale to user requirements, e.g., by using lower-level scalability
mechanism such Docker’s swarm. Finally, DaaS infrastructure also provides data
catalog for all the DaaS that provided inside the infrastructure.

Figure 2 shows an implementation of DaaS infrastructure. In the figure, DaaS
infrastructure is implemented using Docker’s swarm. Every request to the sys-
tem is managed by Kong7, a microservice API gateway. Kong will handle all
network’s related services such as authentication, rate limit and also HTTP/TLS
encryption. Also, in eHealth environment, multidisciplinary team is usually share
data among team’s members. However, each team member should have a clear
access authorization on each data; because of patient-privacy concern. To address
this issue, Kong provides multiple authentication methods, e.g., login/password,
OAuth and token, and multiple authorization methods, e.g., Access-Control-
List (ACL) and role-based access; which administrator can configure to meet
their requirement. DAHS’ DaaS containers are deployed inside the swarm. The
number of containers of each data services can be controlled by the swarm to
provide scalability. Moreover, this scalability functionality will be transparent
to the clients. Nevertheless, DaaS infrastructure does not limit to only Docker’s
container, any containerized mechanisms or Function-as-a-Service such as AWS
Lambda or IBM OpenWhisk can be used to implement such system.

Fig. 2. Multiple docker swarms can be deployed to allow DaaS infrastructure to scale
to workload where Data Client Adapter allows data analytic applications to access
DaaS infrastructure transparently.

7 https://konghq.com/kong-community-edition/.

https://konghq.com/kong-community-edition/
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3.2 Data Client Adapter

Applications that support OData, such as Microsoft PowerBI or Tableau can
consume data from DaaS infrastructure directly. For applications that do not
support OData, a data client adapter need to be created for them. Data client
adapter provides two primary functionalities: data catalogue and data access.

Data Catalogue: In DAHS, data can be provided by multiple sources that run
DAHS system or any compatible systems. In order to access such systems, a data
client adapter needs to retrieve a list of data sets provided by the systems. The
list of data set, i.e., data catalogue, in DAHS is provided in Open Function For-
mat, proposed by Fn Project, an open-source Function-as-a-Service framework8.
This data catalogue lists data set and their related URL together with metadata
such as timestamp and freshness, in JSON format. Then, the data client adapter
will show the list to users to choose which data set from this system they want
to consume.

Data Access: After selecting a data set, the data client adapter retrieve the
data set from the system. Next, the data in OData format will be transformed
into local format used by the application. Figure 2 shows connections between
Orange3, an open-source machine learning and data visualization tool9, with
two DAHS systems. To allow such connections, a data adapter for Orange3 is
created as a data provider widget.

Figure 3 shows three data adapter widgets, prefix with DAHS, in an Orange3
project. The top widget, named DAHS: DAKSH Patent, connect to a DAHS
service which load patient data from a database server. The other two widgets,
named DAHS: TH Income and DAHS: TH Debt, connect to two DAHS services
which load Thailand general statistics, in Microsoft Excel file, from Thailand
National Statistical Office10. From the retrieve data, data analytic can be per-
form easily in Orange3, as shown in the figure.

4 Preliminary Performance Evaluation

DAHS is implemented in Python 3.6 and deployed into a cluster of two comput-
ers. Each computer has eight cores 3.16 GHz Intel Xeon CPU with 32G RAM.
Docker swarm on Ubuntu Linux 16.04LTS is deployed across the cluster. Three
scenarios are evaluated; first, an Orange3 plugin that connect directly (marked
as Direct connection in the result) to remote data source and process the data
inside the plugin. The remote data source is a Microsoft Excel file hosted in a
remote web server11. Second scenario, Orange3 retrieves data using data client
8 https://fnproject.io.
9 https://orange.biolab.si/.

10 http://web.nso.go.th/index.htm.
11 http://statbbi.nso.go.th/staticreport/Page/sector/TH/report/sector 08 4 TH .

xlsx.

https://fnproject.io
https://orange.biolab.si/
http://web.nso.go.th/index.htm
http://statbbi.nso.go.th/staticreport/Page/sector/TH/report/sector_08_4_TH_.xlsx
http://statbbi.nso.go.th/staticreport/Page/sector/TH/report/sector_08_4_TH_.xlsx
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Fig. 3. Orange3 can access multiple data sources, provided by DaaS infrastructure,
through Data Client Adapters (yellow icons on the left of the workspace).

adapter through DAHS cluster. In this scenario, i.e., DASH with empty cache,
the cache inside the DaaS infrastructure is flushed so DaaS infrastructure need to
retrieve data from remote data source. Third scenario, i.e., DASH with pre-filled
cache, is similar to the second, but the cache is pre-filled with data.

In each scenario, 100 requests are made concurrently from Orange3, the
response time, i.e., request/response round trip time, is measured for all request.
Table 1 shows statistic measurements of the response time results. In the table,
min shows the shortest response time while max shows the longest response
time among all requests. Moreover, mean shows average response time while SD
shows standard deviation of the response time. From the table, response time
of direct connection can be varied, i.e., with large SD value, because remote
web server is not scale well to large amount of simultaneous requests. On the
other hand, DASH can maintain a low diversity of response time because the
cluster can handle 100 requests simultaneously. In particular, for each request,
a DaaS docker container is created and handle the request. So, the performance
of remote data source has no impact on the response time. Moreover, because of
the cache, even in the second scenario, only one request need to send to remote
data source, the rest of the requests can retrieve data form local cache. As a
consequence, the average response time of DASH is lower than that of direct
connection. In conclusion, DASH can scale to large amount of user request wile
maintain low deviation on response time. This property will allow data analytic
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applications to promptly retrieve processed data. Thus, data analytic process
can be efficient.

Table 1. Response time characteristics (in ms.).

Direct connection DASH with empty cache DASH with pre-filled cache

Min 282 461.1 328.1

Mean 681 664.1 420.2

SD 956.7 123.1 50.3

Max 4818 936.8 553.1

5 Conclusion

This paper proposes a distributed data-as-a-service framework that help to
assure level of data quality and also improve the performance of data analytics.
The proposed framework consists of two parts, a distributed data-as-a-service
infrastructure that can span on multiple computers to allow scalability while sim-
plifying system implementation by adopting service containerization concept. In
this framework, data quality can be maintained by multiple assurance systems,
transparent to users. Finally, data can be accessed by many industrial leading
data analytics/business intelligence application such as Microsoft PowerBI or
can be accessed through customized data client adapter. Preliminary evaluation
suggests that the proposed system can scale to user requests.
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Abstract. The advancement of cloud computing (CC) becomes a rea-
son for the foundation of fog computing (FC). FC inherits the services of
CC and divides the load of executions on different small levels which ulti-
mately reduces the load on cloud. FC stores data on short term basis and
forward it to the cloud for long term storage. In this paper, a fog based
environment is proposed connected with cloud and cluster, managing
data taken from end user. The proposed algorithm is round robin (RR)
inspired and works by using the history of previous VMs. Two service
broker policies have also been considered in this paper which are clos-
est data center policy and advance broker policy. Aforementioned three
algorithms have been used with these broker policies. RRIHB (Round
Robin Inspire History Based Algorithm) outperforms (Honey Bee) HB
in case of both service broker policies while it performs equal in case of
RR with closest data center and outperforms RR with advance broker
policy.

Keywords: Microgrid · Smart grid · Cloud computing
Fog computing · Round Robin Inspired · History based load balancing
Energy management

1 Introduction

Current electric grid came into existence more than a hundred years ago when
electricity needs were quite simple. The grid was designed for one way transfer
of the electricity without knowing the demand of the user and hence resulting in
the wastage of energy. Smart grid (SG) was introduced in order to tackle with
such issues. SG allows both way communication with the help of controllers,
computers and automation. The modern grid gets all the information it needs
about energy demand and consumption and hence resulting into providing the
appropriate amount of energy required which ultimately reduces the wastage of
energy.

SG enables new technologies to be integrated such as cloud computing (CC)
and fog computing (FC). CC refers to the delivery of computations, storage and
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F. Xhafa et al. (Eds.): 3PGCIC 2018, LNDECT 24, pp. 496–508, 2019.
https://doi.org/10.1007/978-3-030-02607-3_46

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-02607-3_46&domain=pdf


RRIHB Load Balancing Using Cloud Computing 497

networks over the internet. CC solves the most complex problems in minimal
time remotely. However, with the abundance of tasks to be executed on cloud,
there was need to develop a system which could handle the load of tasks in an
efficient way. This resulted into the formation of fog computing (FC). Computer
information system company (CISCO) invented the term FC. FC is the extension
of CC and provides the same facilities as cloud. However, these facilities are
provided for a specific region or area on a small level. This helps cut down
the load on cloud and the massive data, generated by different applications, is
distributed between fogs. FC uses several virtual machines (VMs) in order to
allocate resources and deal with the executions of the tasks in a similar way
as in CC. However, the resource allocation is now happening on a lower level
for a specific small area which means that load is less and only the mandatory
information will reach the cloud.

CC has evolved since its beginning. However, cloud services are separated
into three categories: infrastructure as a service (IAAS), platform as a service
(PAAS) and software as a service (SAAS). In order to manage the load on fog
and cloud, we have to have load balancing techniques which tackles the requests
coming from the user and process them in a considerably moderate way to
execute all tasks and reduce the processing time (PT) and response time (RT).
Micro grid (MG) gives information to the cloud about the demand of user and
fog assigns VMs to the task and complete the process. However, fog stores data
temporarily. In case of storage, fog goes back to cloud and stores everything in
cloud which is meant to be stored permanently and keeps a copy of it on ad hoc
basis. Now, in order to manage all the load between cloud and fog, there is a
need to have a load balancing technique.

The utilization of resources, as a whole, with respect to this algorithm, espe-
cially the proper resource utilization of HERC as the resources are prominently
down than low end resource cluster. It takes an estimated time to finish in the
account and compare it with deadline. The current policy have been compared
with other five techniques and have been shown results using simulations. Cloud
computing is a type of IT architecture that combines the advantages of architec-
ture which is oriented by service and information technology. In cloud service,
the assignment of resources and their appropriate use, to achieve more better
results and service quality, have been observed as a major problem. This arti-
cle shows new cloudlets assignment technique that uses all resources and means
effectively and improves service quality by utilizing time-based work allocation
based on load.This document is an edge for other researchers and the users of
fog and cloud as well. The famous tool used for conducting everything related
to this document is cloudsim.

2 Motivation

CC and FC technologies are growing on a rapid scale. As the demand of CC is
increasing, FC is used to accommodate the surge [1]. FC is a better and mini
version of CC controlling a small area effectively. SG is a technology which allows



498 T. Saif et al.

both way communication along with controlling energy supply to apartments by
scheduling appliances in and out of the peak hours [2]. Latest studies [3] suggest
that with the growth of users of CC and FC technology, we are consistently
facing load balancing issues. In, ([4,5]) honey bee (HB) and round robin (RR)
algorithms have been used for load balancing having certain response time (RT)
and processing time (PT). However, RT and PT can be improved by intelligent
scheduling and by minimizing the latency. We have used RR inspired history
based algorithm which does the scheduling in an intelligent way and minimize
the latency by improving RT and PT overtime.

3 Contribution

In this work, we have used many regions which means that we have more requests
and more users. In order to deal with this, fogs have been used which deals with
in a certain specific region which decreases the load on cloud resulting in better
performance. Our other contributions are as follows:

– A new history based technique has been introduced.
– A generic system model for CC and FC is developed.
– A new advance broker policy has been introduced and used.

4 Related Work

Energy management is necessary in order to control the demand and consump-
tion of energy [9]. Every day electricity demand is increasing, resulting into the
usage of more resources. In order to control cost and reduce the energy wastage,
there is a need to allocate the resources in an efficient way [6]. There is a require-
ment to shift appliances to internet and make them interactive, known as internet
of things (IOT) [7]. CC provides its services as a fast speed networks as a ser-
vice [8]. In most of the cases, fogs communicate wirelessly. Cloud based demand
response and distributed demand and response are the main factors involved in
fog efficiency.

SG is a form of modern grid which enables the communication on both ends
and allows the new technologies to be integrated with in [11]. Some examples
are wind energy, solar energy, CC and FC. CC is a progressive paradigm that
supports number of characteristics. The basic objective of the load balancing and
scheduling is to maximize the throughput and to maximize the VM utilization.
This ultimately results into the maximization of resource utilization [10]. HB is
the algorithm that performs appropriate in order to reduce the load on fog and
cloud. HB is a sort of optimized algorithm which is inspired from the natural
behavior of bees. Optimized algorithm reduces the processing time as compare
to the considered techniques in [12].

Load balancing is one of the main challenges in the CC and FC which helps
distribute the load across [13]. Demand side management needs scalability and
economic efficiency [14]. This article [15], is an immaculate contribution towards
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the sustainability of energy in fog computing. Scientifically, this paper [16] has
presented a basic fog computing model, which includes host, virtual machine
model, and the service pattern as well. The paper describe the normal program-
ming issues for minimizing of energy consumption and makespan, they have
done so by using three bio-inspired metaheuristics named as bio inspired par-
ticle swarm optimization (PS0), binary particle swarm optimization and bat
algorithms. These are the bioinspired based service scheduling algorithms for
the heterogeneous edge computing servers providing heterogeneous services or
tasks.

5 System Model

This section is about a model which consists of four layers. First layer has clus-
ters in it which have a specific number of buildings. Cluster with controller
communicates with the upper layer or second layer to provide the energy to the
buildings and to provide the information about the buildings and the energy
requirement. Second layer contains MG which further connects with the third
layer and take instructions from the third layer about providing the amount of
energy to clusters. MG also collects information about the demand of energy
from fog. Third layer has fogs and virtual machines involved. When there is
an increase in demand from the user side, a request, for the required energy, is
sent and fog assigns the request to the virtual machine (VM) according to the
load balancing technique. In our case, RR inspired history based load balancing
technique is used which assigns a table to the allocated VMs and whenever a
new request come, it checks from the table. If any VM has finished the task, our
technique assigns the task to the available VM. If no VM is available in table
then it takes the VM which was assigned first on the base of history. Our tech-
nique normally converts the state of the first busy VM to available and assign
that new task to this available VM. Finally, fourth layer has cloud which is the
main source of all the information available. Cloud communicates with ISP and
utility to perform simultaneously. All fogs keep the required information about
almost everything. In case, if everything is needed, fog communicates with cloud
and get the required information from the cloud. Figure 1 is our proposed system
model.

In our scenario, there are six regions. Each region has one fog and each fog
has one cluster. In one cluster, there are one hundred buildings. We have taken
random number of apartments in our scenario.

6 Problem Formulation

In research, no matter which system is considered to work on, it consists of few
performance parameters. The objective of this problem formulation was to find
PT, RT and cost. Virtualization of system is made possible in order to meet those
requirements. In this work of ours, a smart grid (SG) based model containing
cloud and fog approach is considered. This model is load balancing based model
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Fig. 1. Proposed model system

which enables to handle n number of virtual machines to work out and balance
the n number of user requests. Equation 1 represents mathematically, the set of
VMs.

TotVMs =
n∑

a=1

(VMa) (1)

Each VM can process a lot of requests of the user. Each VM set has a sort
of manager which manages the allocation of resources on it. The assignment of
requests to the VMs are represented mathematically in Eqs. 2 and 3.

VMassg =

{
0; for if the VM is free
1; for if the VM is not free

(2)

“0” shows if the VM is stable and can take requests to process. On the other
hand, “1” displays that the VM is not free and have already got the allocated
requests. Equation 3 indicates the processing time which is taken by a VM to
process the request on fog.

PTxy =
Total no. of Rx

Total Number of requests handled by VMy
(3)

Total processing time can be anticipated by by Eq. 4.

TotPT =
n∑

c=1

m∑

d=1

(PTxy ∗ VMassg) (4)

The second factor is to be considered is cost. The total cost of full system is
calculated using Eq. 5.

TotCost = (Datasize ∗ Datacost) + TotVMCost + Microgridcost (5)
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Response time is any time which is taken by fog to process and give response
to the requests of user from user end. Response time of our system is calculated
in Eq. 6.

RT = DT + FT + AT (6)

Here RT is response time, DT is delay time, FT is time at which it was finished
and AT is the arrival time of the request at fog.

6.1 Proposed Load Balancing Algorithm

The proposed load balancing algorithm is history base load balancing algo-
rithm. In this algorithm an index table is maintained that contains the allocated
VMs.The upcoming request allocation is based on previous history of index table.
Basic Steps for History Based Load Balancer is shown in Algorithm 1.

Algorithm 1 History Based Load Balancing Algorithm
1: Input:List of VM’s
2: Output:VmId for Task allocation
3: Initialize VmStatesList and AllocatedVM’s index table
4: Initialize CurrentVM allocation Counter
5: GetnextAvaliableVM()
6: CurrentVM++
7: if (CurrentVM >VMStatesList) then
8: CurrentVm=0
9: else if AllocatedVMSize() >0 then

10: for (i=1 to VMStatesList.size()) do
11: VMState = AllocatedVM.size(i)
12: if VMState == Avaliable then
13: CurrentVM=1
14: Break
15: end if
16: end for
17: end if

7 Service Broker Policies

Service broker policy is the main reason behind the request assignment to a fog.
Service broker policy decides which request is going to be assigned to which fog
in which region. It controls the route of traffic overtime. Service broker policies
used by us are discussed as follows:
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7.1 Closest Data Center

When a request is generated, it needs to be assigned to a fog. Closest data center
policy assigns the request to the nearest available fog in the region. Keeping that
in context, each time a list of fog is generated in order to keep track of all the
fogs. When user requests a service, this list is taken into account and nearest fog
to the user is assigned to that request to process. If fog have the required means
and resources to complete the request, it does so. Otherwise, fog communicates
with the cloud and help completes the request of the user.

7.2 Advance Broker Policy

Advance broker policy maintains a list of fogs with the minimum RT. Clusters
have fogs on the basis of low latency and if the traffic is more, then VMs are
going to be assigned to the nearest fog to deal with the surge of traffic.

8 Simulation and Results

In this paper, we have used the tool named as Cloud Analyst which is pro-
grammed in java. We have six regions defined, each region has one fog and each
fog has one cluster. Each cluster has one hundred buildings and each building
contains a random amount of apartments. Talking about fogs, they are connected
to the main cloud for main storage and main MG functions. Fog has storage,
VMs and memory within (Table 1).

Table 1. Regions

Region Id Region

0 North America

1 South America

2 Europe

3 Asia

4 Africa

5 Oceania

8.1 Closest Data Center

Closest data center is the broker policy which is meant to assign the closest fog
possible. We have performed simulations using this policy and results are a com-
parison between three load balancing techniques on three different parameters
of RT, PT and cost.The simulations performed using closest data center policy
produces the following results (Figs. 2, 3 and 4 and Tables 2, 3 and 4):
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Table 2. Cluster response time

Userbase RR (ms) H-Based(ms) H-Bee (ms)

C1 53.47 53.48 90.28

C2 51.35 51.35 66.04

C3 51.09 51.09 62.07

C4 55.65 55.64 107.72

C5 55.19 55.20 101.84

C6 52.71 52.71 66.85

Fig. 2. Cluster response time

Table 3. Fog processing time

Data center RR (ms) H-Based (ms) H-Bee (ms)

Fog1 3.82 3.82 40.64

Fog2 1.63 1.63 16.34

Fog3 1.37 1.37 12.36

Fog4 6.00 6.00 58.09

Fog5 5.41 5.41 52.09

Fog6 3.05 3.05 17.19
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Fig. 3. Fog processing time

Table 4. Cost

Data center RR ($) H-Based ($) H-Bee ($)

Fog1 364.72 364.72 364.72

Fog3 299.06 299.06 299.06

Fog2 316.05 316.05 316.05

Fog5 277.59 277.59 277.59

Fog4 368.06 368.06 368.06

Fog6 362.55 362.55 362.55

Fig. 4. Cost

8.2 Advance Broker Policy

Advance broker policy maintains a list of Fogs with low PT. VM’s are assigned
to the nearest fog in case of huge traffic. The results that we have got in terms
of cluster response time, fog processing time and cost are as follows (Figs. 5, 6
and 7 and Tables 5, 6 and 7):
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Table 5. Cluster response time

Userbase RR (ms) H-Based(ms) H-Bee(ms)

C1 353.71 358.94 452.87

C2 354.23 354.24 244.51

C3 805.17 815.10 601.85

C4 369.52 369.53 629.30

C5 648.90 604.06 778.30

C6 80.39 80.38 105.75

Fig. 5. Cluster response time

Table 6. Fog processing time

Data center RR (ms) H-Based (ms) H-Bee (ms)

Fog1 304.07 309.31 403.24

Fog2 304.56 304.57 194.84

Fog3 755.48 765.40 552.17

Fog4 319.88 319.89 579.66

Fog5 599.15 554.30 728.58

Fog6 30.73 30.73 56.11
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Fig. 6. Fog processing time

Table 7. Cost

Cost RR($) H-based($) H-bee($)

Fog1 484.53 484.53 484.81

Fog3 562.80 562.80 563.20

Fog2 531.64 531.64 531.80

Fog5 367.41 367.47 367.34

Fog4 446.19 446.19 446.13

Fog6 480.24 480.24 480.33

Fig. 7. Cost

9 Conclusion

In this paper, a four layered model is proposed which is based on fog and have
an integration of SG. In the proposed model, a proposed scenario is given in
which six regions are considered having one fog in each. Each fog is connected to
one cluster. One cluster have fifty to sixty buildings and each building have one
hundred smart apartments having IOT devices connected with each other. How-
ever, when communication with fog is required, MG provides all the information
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about energy demand and consumption and fog communicates with cloud in
order to store the information permanently as fog does not keep the information
for long and have only short term memory. Cloud Analyst is the tool that have
been used in order to perform simulations over the proposed RRIHB algorithm.
The scientific findings of this paper suggests that RRIHB outperforms HB in
case of closest and advance broker policies. While RRIHB performs equal to RR
in case of closest data center policy and it outperforms RR in case of advance
broker policy.
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