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Abstract. The EU’s General Data Protection Regulation is poised to present
major challenges in bridging the gap between law and technology. This paper
reports on a workshop on the deployment, content and design of the GDPR that
brought together academics, practitioners, civil-society actors, and regulators
from the EU and the US. Discussions aimed at advancing current knowledge on
the use of abstract legal terms in the context of applied technologies together
with best practices following state of the art technologies. Five themes were
discussed: state of the art, consent, de-identification, transparency, and devel-
opment and deployment practices. Four traversal conflicts were identified, and
research recommendations were outlined to reconcile these conflicts.

1 Introduction

The European Union’s General Data Protection Regulation (GDPR), effective as of
May 2018, constitutes, intentionally, a big challenge: how to bridge the gap between
the fundamental rights it aims to protect including the legal reasoning and instruments
proposed to effect such protection on the one hand, and the technologies that threaten
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and/or serve to protect these rights including the technological-economic reasoning and
practices that give rise to these technologies on the other hand. The GDPR also presents
further challenges, such as how to make it work in a worldwide context in which those
who control and process personal data are often from legal and social cultures different
from those of the EU, with the exact nature of the differences itself a topic of con-
tinuing debates. The present paper arose from a workshop under the heading of the
second challenge: “Privacy Engineering and the GDPR: A Transatlantic Initiative.” For
the “EU” and “US” backgrounds that participants represented during the workshop, we
found much more unifying than dividing legal and social concerns. The workshop thus
constituted the beginning of a transatlantic initiative for drawing a roadmap to address
the challenge.1

To address the complexity of the questions, we formulated sub-problems, with a
view to letting these answer the challenge in conjunction. Five key themes were
identified as crucial in the roadmapping process: (1) what is the state of the art in
technology; (2) how can consent be meaningful; (3) is de-identification a usable tool;
(4) how can processing be transparent and interpretable; (5) what are further challenges
given current development and deployment practices?

The challenges concern both the what and the how of design: the question of what
technologies are regulated and/or required by the law, and the question of how the legal
requirements can be mapped to software design processes.

Regarding the what, GDPR Article 2(1) clearly points out that it applies to all
operations (in GDPR terminology, ‘processing’) performed on any information relating
to an identified or identifiable natural person (in GDPR terminology, ‘personal data’),
whether carried out by automated means or manually. As further explained in GDPR
Recital 15, this reflects the principle of technology neutrality – the protection of natural
persons should not depend on the techniques used. The natural persons who are
identified or identifiable by means of personal data are referred to as ‘data subjects’ in
GDPR terminology. GDPR further conceptualizes a ‘controller’ as a person who
decides why and how personal data is processed and a ‘processor’ as someone who
processes personal data on behalf of a controller.

The GDPR addresses technologies for data processing in two main contexts:

1. GDPR Article 24(1) requires controllers to implement appropriate technical and
organisational measures to ensure and to be able to demonstrate that processing of
personal data is performed in accordance with the GDPR. This requirement is
further specified in other norms of the GDPR: (a) data protection by design – Article
25(1) requires appropriate technical and organisational measures, such as
pseudonymization, designed to effect data-protection principles, such as data min-
imisation, in an effective manner and to integrate the necessary safeguards into the
processing. (b) data protection by default – Article 25(2) requires appropriate
technical and organisational measures for ensuring that, by default, only personal
data that are necessary for each specific purpose of the processing are processed.
(c) security of processing – Article 32(1)–(2) require appropriate technical and

1 Cf. also the US National Privacy Research Strategy, https://www.nitrd.gov/cybersecurity/
nationalprivacyresearchstrategy.aspx.
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organisational measures to ensure a level of security appropriate to the risks pre-
sented by processing (accidental or unlawful destruction, loss, alteration, unau-
thorised disclosure of, or access to personal data transmitted, stored or otherwise
processed).

2. By applying certain technical measures, the data processing may be partly or
entirely out of the scope of the GDPR. With reference to GDPR Article 11, a
controller may process personal data under relaxed terms and conditions if it took
measures to sanitize data in such a way that data subjects cannot be identified.
Furthermore, the GDPR does not apply to anonymous information (Recital 26). In
both cases, the GDPR does not specify which technologies should be considered as
appropriate. Nevertheless, the GDPR requires controllers and processors to give due
regard to the state of the art when choosing the technologies (GDPR Articles 25(1)
and 32(1)).

For both requirements, uncertainty persists over the available technologies, the
burden their adoption adds for controller and processor, their actual functionality
(protection goals), and their relation to the legal requirements.

Regarding the how, mappings from legal requirements to available technologies
have been proposed by several authors. Particularly relevant for the present purposes
are those that map from GPDR principles, first to the software design process (design
patterns) and from patterns to available technologies [1]. However, the spectrum of
available technologies is heterogeneous (in readiness and provided functionality) and
volatile (frequent innovation and obsolescence of technology). In addition, the mapping
sequence stresses a top-down or even waterfall-model design, which neglects actual
practices as well as state-of-the-art insights about agile design methods. While there are
initiatives to establish and maintain a repository of technologies ([2] and IPEN2), this
bottom-up view and the needs of an agile design process remain under-researched.

The contribution of this paper is a roadmap outlined via five key themes and four
transversal conflict areas. The procedure that led to these themes, the workshop and its
discussion groups are described in Sect. 2, and the theme-specific results in Sect. 3. In
Sect. 4, we present four transversal conflicts that we have identified through a synopsis
of the themes. From these conflicts, in Sect. 5 we then derive conclusions for future
research.

2 Background: Transatlantic Initiative and Workshop

Motivated by the GDPR going into full effect in May 2018, the Internet Privacy
Engineering Network (IPEN), the Future of Privacy Forum, the KU Leuven (University
of Leuven) Computer Science Department/DTAI group, and Carnegie Mellon
University’s Privacy Engineering Program decided to host a joint workshop in Leuven,
Belgium, as a transatlantic initiative. With this November 2017 workshop, we aimed to
determine the relevant state of the art in privacy engineering with a focus on those areas
where the “art” needs to be developed further.

2 www.engineeringprivacy.eu.
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The goal of this initiative was to identify open research and development tasks that
are needed to make the full achievement of the GDPR’s ambitions possible. Within this
thematic scope, we wanted to focus the workshop on those areas most relevant to our
envisaged audience. We spread an informal survey in our networks, asking people “for
a quick shortlist of the most pressing issues (a) that [they] have encountered in the
preparation for adapting [their] data processing to the GPDR in their organisation,
(b) that [they] perceive as a gap, or as getting too little attention, in research, whether in
[their] particular area or in any other, and that [they] think privacy engineers should
focus their attention on.”

We received a wide range of insightful input from more than 40 people from
academia, industry, civil society and regulators, mostly but not exclusively from
computational and legal backgrounds. We grouped the answers into categories and
selected those that had garnered most interest. The resulting five themes (see Sect. 3)
were described in a call for contributions that was sent out via the same (and additional)
channels as the survey, asking potential participants to describe their interests with
respect to these themes and to outline how they and the workshop could profit from one
another.3

This resulted in a group of 105 participants whom we invited to come to the
workshop. We were happy to see the intended balances along a number of dimensions,
in particular EU/US and academia/industry/civil society/regulators. The program
reflected this balance: opening statements by the European Data Protection Supervisor
were followed by a keynote presentation and a panel discussion involving researchers,
industry and standards bodies representatives. Five breakout groups then worked on the
themes and presented their results in the forum.4

3 Privacy Engineering and the GDPR: Five Key Themes

In this section we discuss the results of the working groups: (1) what is the state of the
art in technology; (2) how can consent be meaningful; (3) is de-identification a usable
tool; (4) how can processing be transparent and interpretable; (5) what are the further
challenges from development and deployment practices.

3.1 What is the “State of the Art” in Privacy Enhancing Technologies?

The guiding questions of this theme were: How is the state of the art of privacy
engineering defined and who defines it? What PET tool boxes can be used for
developers, corporate decision makers and supervisory bodies? What data-driven risk
assessment frameworks for implementing Privacy by Design in data science and big
data analytics already exist? How can these be improved?

The GDPR mandates, in Article 25 on data protection by design and by default,
controllers of data processing to take into account among others the state of the art

3 https://fpf.org/2017/08/30/privacy-engineering-research-gdpr-trans-atlantic-initiative/.
4 https://fpf.org/wp-content/uploads/2017/08/TransAtlantic-GDPR-Workshop-Agenda-1.pdf.
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when defining means for data processing and during the data processing itself. While
the state of the art is also mentioned in Article 32 on security of processing and in
Recitals 78 and 83, a definition comparable to those in Article 4 for e.g. personal data
or processing is not given.

Furthermore, the requirement to employ state of the art technologies to protect
personal data is not an absolute requirement. According to Articles 25 and 32, it is to be
balanced with the “costs of implementation, the nature, scope, context and purposes of
the processing as well as the risks [...] and severity for the rights and freedoms of
natural persons” posed by the processing.

Controllers and processors in charge to ensure compliance with the GDPR have to
determine for their respective means of data processing which state-of-the-art they have
to take into account. This is so far a difficult task, because of the missing definition of
the state of the art and the unavailability of guidance and case law on this matter and a
lack of experience as the GDPR is still new. With no body by law in charge of
establishing the state of the art, data controllers, DPAs, self- and co-regulatory bodies,
and EU courts will have to determine the minimum requirements case by case.

Technology, and as such the state of the art, are subject of continuous research by
public and private actors and evolve in time. As a result, compliance taking into
account the state of the art is a moving target. Emerging new technology may increase
the risk of data breaches throughout the life time of a product or service. For instance,
the availability of faster and cheaper computing resources may allow attackers to break
data encrypted in the past much faster. To ensure a constant low risk level of data
breaches, the encryption of already encrypted data must be strengthened over time
taking into account the current state of the art.

This consideration leads to another set of questions. How can products and services
receive security updates, and for how long must updates be provided? How can the
controller be sure to not miss out on relevant developments of the state of the art? Who
is liable if the controller or processor discontinue their business activity before the end
of the product lifetime?

One can also expect interferences with intellectual property law and competition
law. For instance, consider a state-of-the-art privacy engineering tool that is proprietary
and only offered by a single vendor to competitors under abusive conditions. This
situation can be compared to expensive patented pharmaceuticals providing the only
cure for certain diseases. Different though here is that those competitors not adopting
the state-of-the-art proprietary or non-proprietary privacy enhancing technologies
(PETs) may be sued for unfair competition.

To balance the efforts towards data protection and risks for data breaches, but also
for privacy risk assessment, the risk must be measured and quantified in the first place.
Workshop participants suggested that standardisation and privacy design patterns may
simplify this difficult task, which may eventually even enable automated risk assess-
ment. An automation would also benefit the continuous re-assessment of risks
throughout the life time of a product or service. Today, different concepts and
methodologies exist that make it possible to break down legal high-level requirements
to low-level software requirements to be implemented, for example using PETs from
common repositories [2]. Participants expressed the need to further streamline, com-
plete and ease such approaches. Without extensive guidance and ready-to-use building

28 S. Schiffner et al.



blocks, especially small and medium enterprises with no or small research and
development teams may struggle to take into account the state of the art.

3.2 Consent

The guiding questions of this theme were: There are detailed parameters for obtaining
valid consent under the GDPR and the future ePrivacy Regulation, creating important
challenges for sectors such as advertising technology, mobile apps, connected cars, and
smart devices. What can engineering contribute, and what should solutions look like?

A data subject’s consent is one of six legal bases for data processing defined in
GDPR Article 6. In order to be valid under the GDPR, consent must be specific,
informed, freely given and unambiguous. Article 7 requires that if data processing is
based on consent, the data controller must be able to demonstrate that consent was
obtained and freely given by the data subject, that consent declarations need to be
clearly separated from other written declarations such as terms of service and must be
presented “in an intelligible and easily accessible form, using clear and plain lan-
guage.” Furthermore, Article 7(3) grants the data subject the right to revoke consent at
any time and it should be “as easy to withdraw as to give consent.” Article 8 further
limits the age of consent to age 16 and above, requiring parental consent for children
under 16 for the provision of information society services. Data controllers are charged
to “make reasonable efforts to verify [...] that consent is given or authorised by the
holder of parental responsibility over the child, taking into consideration available
technology.”

The GDPR requirements for consent pose crucial challenges for privacy engi-
neering. For one, there is a palpable risk that companies will inundate users with
consent requests for all data practices to ensure that GDPR consent requirements are
met. However, while it plays an integral role in the GDPR, consent is not the only legal
basis for data processing. Companies, engineers, lawyers and regulators need to make
deliberate decisions about when consent is required and when other grounds for lawful
processing suffice. Of particular relevance are contractual relationships (Article 6(1)(b))
and legitimate interests of the data controller or third parties (Article 6(1)(f)), the latter
still granting data subjects the right to object, thus opting out of a certain kind of
processing. Thus, explicit consent should be used in cases where it is actually required
as a legal basis for processing. There is a need for clear guidance and decision
frameworks for helping controllers, which may include technology designers, deter-
mine on what legal basis for processing to rely on in what situation.

A second challenge is the provision of consent requests in “intelligible and easily
accessible form, using clear and plain language.”While usability of privacy notices and
controls has been studied extensively (e.g., [3]), few ideal solutions exist. Obtaining
truly informed user consent remains a challenge, further spurred by the GDPR’s
important but extensive transparency requirements (Articles 13 and 14). When pro-
viding consent prompts and consent-relevant information to data subjects, the level of
granularity and specificity of information provided needs to strike a balance between
the requirement for clear and plain language, conciseness and the transparency
requirements. It is by now widely recognized that consumers rarely read privacy
policies and struggle to understand them [4–7]. While they may not reach the same
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complexity as privacy policies, there is a risk that consent prompts may be stuffed with
information in order to satisfy transparency requirements, resulting in yet more dialogs
users ignore, and thereby negating the intent of ensuring that obtained consent is
informed and an explicit expression of agreement rather than perfunctory. Instead,
consent prompts should contain only information directly relevant for informing the
consent decision in the given context with more extensive information being available
in additional notice layers [3]. Consent prompts should be designed in a user-centric
process involving active and extensive user testing. Writing and designing privacy
notices and consent prompts should not be an art form but rather follow an evidence-
driven process.

Ideally, well-tested and validated consent prompts and user experiences would be
shared as best practice design patterns among the community of legal, technical and
regulatory privacy professionals. Standardization of consent language and terminology
may also be desirable to ensure that legal concepts are adequately represented in
language that is clear and understandable to users and data subjects. This would further
allow consistent translation of consent-specific text into different languages.

The notion of consent faces a particular challenge in the context of Internet of
Things technology, when devices and technology become integrated with the physical
environment. In smart homes or other smart infrastructures, one person might set up a
device and consent to data collection and processing, but other individuals might also
be subject to data collection in a shared physical environment. Future consent solutions
will need to become user-centric rather than being focused on specific devices and
technology. Can and should consent proliferate across multiple devices of the same
user or across different infrastructures in which the user interacts? Can personal devices
act as an agent for managing the user’s privacy preferences across contexts and
“consent” for the user by translating privacy preferences into responses to consent
prompts?

A practical challenge is keeping track of user consent to specific data practices and
across different entities. What is an appropriate technical record of consent? How
should consent with third parties be handled? For example, when third party widgets
are presented on a website, is it sufficient if the first part collects user consent or are
separate consent records needed for each party collecting information on the website?

A related challenge is the need for companies to accept and respect when users say
no to specific consent requests. Consent needs to be bound to a purpose for processing
– but how specific must purposes be to be meaningful both for data subjects and
organizations?

Questions regarding consent also extend beyond initial consent requests. Once
consent has been given (or not), data subjects need to be given opportunities to access
data about them, as well as change prior consent indications in order to exercise their
right to object (GDPR Article 21). Such ex post controls require closer attention to
ensure that they are usable and enable users to effectively review and change their
privacy settings and consent expressions.

Article 21(5) states that “data subjects may exercise [their] right to object by
automated means using technical specifications.” Prior technical privacy specifications,
such as P3P [8] or Do Not Track [9], lacked legal basis as well as industry adoption.
Article 21(5) creates a legal basis for using and respecting automated technical
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specifications, but in order to get companies to adopt a certain specification, they may
need assurance that a given standard is considered compliant with Article 21(5). Thus,
research and development of privacy agent solutions and technical standards needs to
be accompanied by legal assessment and possibly certification to facilitate adoption and
support of automated privacy management approaches by industry. Certified GDPR
compliance for consent technologies would provide a strong incentive for companies to
adopt more innovative and more effective consent approaches. Such certification
should also be based on actual user testing to ensure that consent prompts and pro-
cesses are understandable and usable.

3.3 De-identification

The guiding question of this theme was: How can different levels of de-identification
techniques be used or further developed to effectively advance the obligations under the
GDPR?

Anonymization and pseudonymization are frequent topics among both academics
and practitioners, since the GDPR provides several new provisions relating to these
topics compared to the earlier Data Protection Directive (Directive 95/46/EC).
The GDPR explicitly introduces the term ‘pseudonymization’ in Article 4 p. 5. If a
controller or processor de-identifies personal data, i.e., makes it hard to link such data
to an identifiable person, they are permitted to process such “depersonalized” infor-
mation under relaxed terms according to Article 11 of the GDPR. If they can
demonstrate the “depersonalized” information is “anonymous” in terms of Recital 26,
the GDPR requirements on data protection do not apply. The Article 29 Working Party
(hereinafter “Art. 29 WP”) in [10] declares clearly that “anonymised data do fall out of
the scope of data protection legislation.” Hence, de-identification techniques most
likely are an important aspect of GDPR compliance. Nevertheless, the GDPR does not
provide guidelines how to achieve de-identification. Due to this lack of implementation
guidelines, data controllers and processors who choose the opportunity of using de-
identification techniques face a risk of future enforcement action. For this section, we
outline the obstacles discussed in our breakout session.

A first obstacle are mismatching terms. We often observe, in discussions among
legal and technical experts, that certain terms are used very specifically on one side, but
understood very broadly on the other side. De-identification is one example: while the
terms “anonymous” and “pseudonymization” used in the GDPR seem to be over-
arching technology neutral terms for lawyers, technologists tend to treat them as
subsets of a broader concept of “de-identification.” It was discussed in the group that
the GDPR terms “anonymization” and “pseudonymization” do not seem to adequately
cover all available de-identification techniques from a technical perspective. PET
providers, academics, think tanks and data protection authorities who were represented
in the group had very different background knowledge and views on this topic,
influenced by different levels of understanding of and access to current state of the art
in PETs and privacy engineering skills. Consensus is still a work in progress in this
area.

For the rest of this section, we will use the Art. 29 WP definition: “anonymization
constitutes a further processing of personal data; as such, it must satisfy the requirement

Towards a Roadmap for Privacy Technologies 31



of compatibility by having regard to the legal grounds and circumstances of the further
processing.” [10] We conclude from this that the terms anonymization and
pseudonymization in the GDPR are meant by Art. 29 WP to refer to database saniti-
zation and explicitly not to anonymous communication or other techniques of de-
identification (e.g., collecting data in anonymous form, encryption, secret sharing,
multi-party computation), even if this may seem counter-intuitive in light of the
technology neutrality principle provided for in Recital 15. Despite this, we were able to
agree in our discussion group that the terms “anonymous” and “pseudonymization” are
used consistently in the GDPR.

However, many participants pointed out that the intended scope of the terms
“anonymous” and “pseudonymization” remains unclear. The terms seem to be setting
too abstract a goal to be directly implemented in IT practices. Further, it is unclear to
which standard the efforts to sanitize data from personal information should be held. In
particular, what happens if personal data gets exposed despite sanitization efforts? For
practitioners, this uncertainty brings along a risk of legal actions. Hence, there were
frequent requests in the discussion group for more guidance on how to achieve com-
pliance with GDPR.

In an attempt to provide such guidance on which tools can be used, Art. 29 WP
elaborates on some of the technical means and properties that can be used for achieving
anonymization, namely noise addition, permutation, differential privacy, aggregation,
k-anonymity, l-diversity and t-closeness. [10] These techniques are evaluated from a
qualitative angle. However, from an impact or risk-assessment point of view, this
leaves open the question of quantification. How can the level of anonymization be
measured, and which level is considered appropriate?

In quantification discussions, it is easy to settle in extreme positions. On one hand,
the limitations of current anonymization techniques are often pointed out.

Indeed, it is easy to find proof-of-concept attacks on published databases that were
supposed to be anonymised, e.g. [11]. Moreover, when speaking in absolute terms, it is
quite likely that there is no method to effectively achieve 100% de-identification of
personal data. This could lead to the conclusion that database sanitization is futile.

On the other hand, downplaying the situation by claiming that only a small number
of data items have been re-identified in proof-of-concept studies, as e.g. in [12],
neglects the nature and motivation of these studies. The aim of studies on de-
anonymization is to demonstrate the effectiveness of a certain statistical method, not to
mount an actual attack. It needs to be pointed out that an actual attack (1) would often
not qualify for a scientific publication and (2) the attacker very likely would rather keep
their knowledge private. Hence, deriving attack success rates from published proof of
concept attacks is unrealistic.

Either of these extreme positions would lead to less privacy. In the worst case, this
leaves no incentive for data controllers and processors to make any efforts in that
direction. At the same time, it is clear that even the simple deletion of direct identifiers
provides some protection, for example from leaks of small parts of the data or from
accidental identification. While the “publish and forget” mentality of the other extreme
will not work either, there is a middle ground, as [13] conclude: “the GDPR is com-
patible with a risk-based approach when contextual controls are combined with sani-
tization techniques.”
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3.4 Transparent and Interpretable Processing

The guiding questions of this theme were: How can data mining and machine learning
methods be made transparent and interpretable? What exactly should be revealed and
how? How can we ensure these methods correspond to GDPR requirements and are
understandable to the relevant groups of users?

The requirement that (especially AI-based) decision making or decision support
systems provide explanations is as old as expert systems themselves, the value of
different types of explanations for different audiences have been studied empirically,
e.g. [14], and the call for transparency of algorithms is likewise not new5. However, the
urgency of these desiderata has increased tremendously with the increase of applica-
tions and also in complexity of machine-based or –assisted decisions. The GDPR
declares transparency to be a guiding principle of all (personal-data) processing (Article
5(1)(a), [15]), and it requires data controllers to provide specific types of information
concerning data held and processing performed, as well as “meaningful information
about the logic involved” (Articles 13–15). Further principles, such as accountability
(Article 5(2), which requires processes and documentation that ensure and show that
and how the data are protected), and rights, such as data portability (Article 20), can
enhance transparency and interpretability. Recitals 63 and 71 specify requirements that
are related to understandability/interpretability.

There has been intensive discussion in the literature between computer science and
law just what it is that the GDPR requires – whether this amounts to a “right to
explanation” or something less/else [16, 17], and what the specifics of an “explanation”
are [18–20]. Is it general information about how a decision-making system works (the
system logic, the data categories), or is it an explanation of individual decisions that
such a system makes? Does it include justification of a decision or just the mere facts of
the results and its effects? The recent Guideline by the Art. 29 WP [21, p. 26] tends to
support the latter perspective as it states that “[the data controller] provides details of
the main characteristics considered in reaching the decision, the source of this infor-
mation and the relevance”. But while this might be suitable for conservative credit
scoring systems or health related information systems, it seems inapplicable to many
big data applications that use a high number of characteristics from various sources and
might make not one but many decisions repeatedly. Apart from being difficult to
resolve in the individual disciplines, these questions are a clear example of the diffi-
culties of mapping between legal and computational notions.

What does it mean for information to be meaningful for achieving transparency and
interpretability/understandability? To this question raised by [17], we want to add: Is
“more” explanation always “better”? Or is it possible that explanations are vulnerable
to the same unreflected big-data assumptions as processing itself? Would people (data
subjects as well as other stakeholders such as monitoring agents) just ignore additional
inundations of information, as they do with privacy notices [22] and consent prompts
(see Sect. 3.2)? Similar arguments are made about breach notices [23], as one indicator
of ‘the limits of notice and choice’ [6]. Could an explanation itself become a leakage

5 E.g. 30 years of EPIC’s work: https://www.epic.org/algorithmic-transparency/.
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channel that endangers the protection of personal data? It has been observed in privacy-
preserving data mining that for example machine-learned rules, which are good can-
didates for explanations, can do this, e.g. [24].

In addition, an argument like the following could also be made about explanations:
“Notices are always a second-best tool because they only respond to breaches, not
prevent them. Moreover, they shift the burden from the responsible parties to the
innocent data subject.” [23, p.1]. Linking interpretability with intervenability [25] can
be a partial remedy here, as it may reduce the burden on the individual by limiting the
necessity of awareness to cases in which decision systems produce unexpected results.
[26] This line of thinking highlights that transparency and interpretability always need
to be seen in the context of all principles of data protection.

Another possible obstacle to being meaningful is an over-emphasis on algorithmic
or technological aspects. Data protection by design includes the implementation of
“appropriate technical and organisational measures” for implementing the GDPR’s
principles (Article 25). How is the meaningful information actually given to data
subjects or other questioning parties? How does this relate to the requirements of
accountability? Especially in the computational literature, questions of human-
computer interfaces, organisation, and process tend to be disregarded, but we expect
this to become one of the key interdisciplinary challenges for effective transparency and
interpretability.

Both technical and organisational measures need to support the GDPR require-
ments to provide or (enable to) obtain “meaningful information about the logic
involved” (Articles 13(1)(f), 14(2)(g), 15(1) (h)). The legal text thus formulates
requirements to do something, which however in the computational literature tend to be
discussed as non-functional requirements, e.g. “algorithms should be transparent”,
“systems should be interpretable”. How can these be turned into requirements that are
functional in the sense of software development? What exactly does a socio-technical
system need to do? In this area, we observe a clear conflict between the need for (or the
impossibility of) exactly specified requirements: the legal requirement is intentionally
underspecified, but the system designer needs exact specifications. In addition, if we
consider interpretability as linked to intervenability, what other functional requirements
result from this?

Explanations and interpretability also pose challenges for economic interests
because what is meaningful to a data subject may be regarded as a trade secret by the
data processor. Data protection authorities would then also need to check for what
could be termed “explanation fraud” in analogy with audit fraud as in the recent
automobile-exhaust scandal: A system could be designed such that, when prodded for
an explanation, it generates an answer that satisfies the legal requirements but that does
not accurately reflect the normal workings of the system. When machine learning is
employed for explanations (e.g., [27]), what roles will adversarial machine learning and
secure learning play?

Future research thus needs to answer the following questions:

– What constitutes a “meaningful” or “sufficiently comprehensive explanation” of an
automated decisions process?

– What explanations are suitable for which algorithm and which usage context?
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– What are user perspectives on this? Can we find levels of explanations that are
understandable for different audiences?

– Can modes of intervention be used to prevent the information overload that we see
with privacy notices?

– How can we prevent those explanations from leaking either personal information or
intellectual property?

3.5 Challenges Arising from Development and Deployment Practice

The guiding questions of this theme were: How can PETs and data protection by design
methodologies be integrated into existing software development approaches (especially
agile software development)? With software production and use phases collapsing [28],
users are integral to experimentation, developers are users themselves, and usability
becomes central. Different requirements may be commensurate, complementary, and
contradictory. How can we design and evaluate for users and for a democratic society?

The GDPR requires the implementation of Data Protection by design (DP-by-
design) and by default. However, both the open-ended scope of the legal requirement,
as well as the challenges associated with incorporating PETs and DP-by-design
methodologies into existing software development ecosystem requires further attention
from researchers and practitioners.

One concern arising from the integration of DP-by-design in existing software
development approaches is situated at the inception phase of this integration, namely
the translation between legal obligations and technical requirements. Currently there
are some mismatches between legal and technological terminology and conceptual
systems. Key terms may have entirely different meanings in both fields. For instance,
the term ‘data owner’, often used by developers, has no legal meaning, and concepts
such as ‘data controller’ and ‘data processor’ are in general unknown by software
engineers. A privacy engineering vocabulary and ontology that can be used by all
parties involved in the software engineering life-cycle (including DPOs, developers,
business owners, product owners, etc.) may help address this matter. Terminological
and ontolgical efforts such as those in [29–34] have so far had minor impact due to the
prevalence of a legal interpretation of the term ‘personal data’ without reference to its
derivation from actual concepts present in computational views on data. A common
vocabulary would be very helpful in evaluating, for example, third parties before
service integration, or developing GDPR certification schemes, but is also likely to fall
short of addressing contextual aspects of privacy.

Moreover, there is a discrepancy between the non-functional requirements that are
provided and the necessary requirements that need to be functional. Legal require-
ments are often vague (on purpose) and can be hard to translate into technical
requirements. High level privacy requirements may not be straightforward to imple-
ment if they only express qualities to be achieved. These may hence be hard to
implement and validate. Developers can be supported through the integration of pri-
vacy engineering principles and processes into existing tools. While efforts have been
put into improving security usability and process for developers, the same efforts in
privacy are only commencing.
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The move to service architectures, data centric software development and increased
use of machine learning in services introduces further challenges. While companies’
current belief regarding (personal) data is “the more, the merrier”, the concept of ‘big
data’ clashes with GDPR’s data minimization principle. Hence, changing the mindset
in the industry seems to be a prerequisite for an effective privacy engineering practice.
Today, for companies, their (data) assets are the main driver for integrating security
into software development. This is, however, where security and privacy differ: while
security has typically been applied for protecting company assets, privacy requires
protecting users and their interests. A cultural change would have to start with, for
example, companies and developers seeing themselves as responsible for protecting the
data subject’s rights. This may, however, put developers in the odd position of
resolving conflicting user and organizational requirements. This may sometimes be
resolved using design, e.g., Privacy Enhancing Technologies are often designed to
address seemingly conflicting requirements, but not always.

The position of the developer may be strengthened through DP-by-design best
practices. Concretely, better integration of the Data Protection Impact Assessments
with DP-by-design as well as the Development Life Cycle could help surface conflicts
and allow organizations to consider technical and non-technical ways to resolve
conflicting requirements. Certification efforts may help create common practices and
support companies when they have to integrate third party services. Advancing these
projects may, for example, require the development of domain specific standards for
DPIAs or better clarification of accountability and documentation requirements when it
comes to DP-by-design efforts.

The accelerated iterative approach typical in agile development environments can
make DP-by-design more challenging than in a typical waterfall model. In agile
development the design of the system is frequently updated and hence requires frequent
iterations for privacy and security assessment. Agility, however, requires quick soft-
ware development sprints, while privacy analysis is typically a slow and time-
consuming activity. In addition, technical privacy assessments are based on the
architectural description of the system, but in agile development there is, generally
speaking, no grand design up front, and little, if any, documentation of the system. It
might be possible to assess and integrate privacy for each feature in isolation, but when
these features are combined (composed), as well as when services from multiple parties
are integrated, there is no guarantee that the service itself, or the entire supply chain that
underlies it, fulfills all the privacy requirements. This is especially the case due to
modular architectures that are favored in current day software ecosystems. These also
raise serious challenges to determining and managing responsibility with respect to
privacy. If a company, for example, provides a data service that can be integrated by
different third parties, it can be challenging to identify all the privacy risks for all the
different uses of the data by these third parties.

Guidance for developers and companies to identify who is legally responsible for
the system, as well as studies on how to adapt existing ecosystem to fulfill these
requirements will be of great value going forward. For certification efforts, the current
ecosystem implies that these should not be one-off efforts but certification processes
that integrate frequent updates to software and the service ecosystem into their
evaluation.
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Legacy systems may also give rise to privacy challenges. It may be difficult to
apply privacy ‘by design’ to existing systems, or achieve sufficient protections through
add-on privacy solutions. It may be the case that some systems will have to be re-
engineered completely to comply with current laws.

One idea is to adopt tools and techniques from other domains which confront
similar challenges such as aviation and medicine [35]. Privacy can be formulated as a
‘safety’ problem. In this respect, tools such as failure model effects analysis [36], data
flow modelling [30, 37], checklists [38] and risk management practices [39, 40]
directly address many of the issues raised earlier in this paper regarding development
processes. Industrial experience has shown this approach to be fruitful [30, 41];
however, it must be noted that some techniques, specifically checklists, come with a
significant cultural investment if to be applied correctly and have been criticized in
privacy circles as being less than sufficient to provide substantive protections.

The challenges associated with integrating DP-by-design into the development are
not the only reason that these principles are often neglected in industry. Many com-
panies still struggle with the identification and documentation of their data processing
activities. Clearly, as long as a company does not fully understand what data they
process and where it all is stored, applying DP-by-design software development
practices will not yet be their priority. For this to change, it is import that integration
efforts are intensified and are promoted in industry.

4 Four Transversal Conflicts

We subjected the results described in the previous section to a synoptic analysis and
identified four areas of conflicts that re-occurred throughout the themes. We will
describe these as transversal conflicts here. In the subsequent Sect. 5, we will use them
to identify recommendations for future work. We observe the following conflicts:

1. Hard-to-reconcile and sometimes incompatible terminological and conceptual sys-
tems in the legal and technology communities.

2. An unreflected big data ideology that is based on the perception that more data is
better even if there is no clear use for the collected data. This is in conflict with data
minimization, where data is only collected and stored if needed for a certain
functionality.

3. Dysfunctional economics of by-design paradigms if they are implemented as
waterfall design process.

4. (From 2 and 3:) A tension between functional vs. non-functional requirements.
Design processes, regardless of whether waterfall or agile, are focused on func-
tionality; however, privacy and data protection requirements are often formulated in
a non-functional fashion. For accountability (to demonstrate compliance) and
enforceability, these properties need to be transformed into functionalities. For
example, to ensure confidentiality of communication, encryption needs to be
applied.

The protection of personal data and privacy is a particular challenge. It not only
describes a “quality” of a system (like all non-functional requirements do) and specifies
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constraints on the system’s functionalities (like many non-functional requirements do),
but it is a quality that often derives from “not doing” something (again, data mini-
mization is a good example). However, design(er)s are often focused on making a
system “do” something, i.e. on the functional requirements. A focus on “doing” seems
necessary to implement accountability, but it may lead to an arms race of technologies
and counter-technologies that is counter-productive for the original goal (a phe-
nomenon that predates the GDPR, cf. [42] on similar spirals in risk management).

5 Conclusions: From Conflicts to Roadmap

As the individual themes’ discussions show, the conflicts sketched in the previous
section re-occurred throughout, although not always in the same intensity. It is prob-
ably too early to extract solutions for these conflicts; instead, they offer a productive
basis for future work.

Conflict 1: Mismatching Terminology. If left untackled, this conflict will lead to
inconsistent interpretations of the legal text, which will have a long-term impact on the
technological solutions and the debate on what state of the art and appropriate mean
here.

Terminology divergences are unavoidable because they reflect the different needs
of the communities, and these differences cannot easily be resolved by an ontology. For
example, on one hand, compliance cannot be defined as a by-design notion, since legal
terms are always defined in their context. On the other hand, the designer needs to take
implementation decisions for which they need to guarantee legality. In many fields,
checklists and standards are established to resolve this conflict.

While standardization plays an important role also in IT security, IT protection
measures appear to experience disruptive changes (black swan events) in their effec-
tiveness more often than other technologies. As an example, consider the almost instant
scalability of attacks: once a protection measure has been broken, the breaking can
usually be replicated rather easily. This is intrinsically different from physical safety
measures, where even if a weakness is discovered, a second break-in can be as difficult
as the first attempt. This observation leads to the need to keep continuously updated
and maintained descriptions of the state of the art.

Lastly for the terminology conflict there is also good news: the often troubled
cultural conflict between US and EU may be much smaller than claimed. The need for
privacy protection is the same, as is the hope for business opportunities; the conflict is
mostly in legal traditions how to reach the same or similar goals.

Conflict 2: Compulsive Data Hoarding. While creativity and market needs might
inhibit the application of by-design paradigms, compulsive data hoarding without
functionality in mind is more ideology-driven. A wider public debate on the cost for
society of this data hoarding is needed. This includes a cost-benefit analysis of
knowledge and ignorance. This is generally not new as it is often done in medicine,
when the decision needs to be taken whether a medical test is needed or not.
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Conflicts 3 and 4: Dysfunctional Economics of by-Design Paradigms and (Non)-
Functional Requirements. Given that it is very hard, if not impossible, to “bolt on”
data protection functionalities post-production, by-design paradigms seem to be
obvious and inevitable. However, their adoption falls beyond expectation. We observe
that the waterfall-like development cycle, which is assumed for current PbD inter-
pretations, ignores the creative process that is needed to develop new functionalities
and matching business models. Prototypes to test the potential markets for a new
functionality need to be developed fast and in cost-efficient ways. This market need
was answered by the adoption of agile design methods, driven by use cases and
functionalities. However, privacy and security properties need to be turned into
functionalities.

Here, PETs come into the play. For example, to implement the requirement that
personal data must not be accessible for unauthorized parties, data needs to be
encrypted and users need to be authenticated for access.

Having said that, even formulating privacy properties into functional requirements
might fall short. These functionalities also need to be considered in the frequent test
cycles during development in a meaningful way. For the truly functional part of the
security user story (e.g. an encrypt function), this can easily be expressed as a feature,
and there will be someone who requires and oversees this in the development team. For
the intrinsically non-functional parts such as “every data item needs to be minimised in
correspondence with its purpose”, such a continuously involved stakeholder is often
missing, since it is mostly an end-user requirement or even more strongly for the non-
users that are affected by (the lack of) privacy solutions.

The law now shifts this protection interest from the end-user domain into the
domain of the data controller, by creating liabilities and thus financial risk. This is the
point where legal compliance comes into play and where this conflict feeds back into
conflicts 1 and 2: There is a need to translate legal abstract terminology into positive
and implementable software requirements.

6 A Summary Roadmap

With the GDPR now coming into force, this paper offers initial insights on develop-
ment practices and organisational measures, including product lifespan until its orga-
nized obsolescence as well as the handling of data from its collection and processing,
and onto final deletion. We outline the following recommendations and avenues for
further research based on the four conflicts identified in this paper. Disparities in
terminology is a persistent issue, especially in light of both domains evolving inde-
pendently: on the one hand, the law will remain relatively unchanged, its interpretation
will change by case law and legal praxis and, as a result, so will the concepts behind the
words. On the other hand, IT products and the technology on which they are based will
change more rapidly and so will the language used to speak about this technology.
Much needed now is a platform able to continuously map current interpretations of the
law at state of the art level. Regarding compulsive data hoarding, it is anticipated that
this issue will naturally fade away notwithstanding its many promises in the field.
Researchers can support this process by demonstrating the poor utility and high costs of
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such unstructured and purposeless data collections. Finally, further research is needed
in the field of dysfunctional by-design economics and the handling of non-functional
requirements. Greater focus should be placed on truly interdisciplinary research that is
directly communicating with the work on matching terminology.
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