Chapter 2 ®
Estimation of a Normal Mean Vector I Chock or

2.1 Introduction

This chapter is concerned with estimating the p-dimensional mean vector of a
multivariate normal distribution under quadratic loss. Most of the chapter will be
concerned with the case of a known covariance matrix of the form ¥ = o2/ p and
“usual quadratic loss,” L(#,8) = [|8 — 0]|> = (8 — 6)T(5 — 0). Generalizations
to known general covariance matrix X, and to general quadratic loss, L(6,5) =
6 —6) Q@ —6), where Q is a p x p symmetric non-negative definite matrix
will also be considered. Let X ~ .4,(6, ead ») Where o2 is assumed known and
it is desired to estimate the unknown vector & € RP”. The “usual” estimator of
6 is 6o(X) = X, in the sense that it is the maximum likelihood estimator (MLE),
the uniformly minimum variance unbiased estimator (UMVUE), the least squares
estimator (LSE), and under a wide variety of loss functions it is the minimum
risk equivariant estimator (MRE), and is minimax. The estimator §p(X) is also
admissible under a wide class of invariant loss functions if p = 1 or 2. However,
Stein (1956) showed that X is inadmissible if p > 3 for the loss L(0, §) = ||6 —6]>.
This result was surprising at the time and has led to a large number of developments
in multi-parameter estimation. One important aspect of this “Stein phenomenon”
(also known as the Stein paradox at one time, see Efron and Morris 1977) is
that it illustrates the difference between estimating one component at a time and
simultaneously estimating the whole mean vector. Indeed, if we wish to estimate any
particular component, 6;, of the vector 6, then the estimator §p; (X) = X; remains
admissible whatever the value of p (see for example Lehmann and Casella (1998),
Lemma 5.2.12). James and Stein (1961) showed that the estimator 5; S(X) =
(1 —ao? /| X|*)X dominates 8o(X) for p > 3 provided 0 < a < 2(p — 2).
They also showed that the risk of SI{EZ(X) =(1—-(p—20?/IXI*) X at6 =0
is equal to 22 for all p > 3 indicating that substantial gain in risk over the usual
estimator is possible for large p, since the risk of §o(X) is equal to the constant

po’.
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30 2 Normal Mean Vector [

In Sect.2.2, we will give some intuition into why improvement over 8p(X)
should be possible in higher dimensions and how much improvement might be
expected. Section 2.3 is devoted to Stein’s unbiased estimation of risk technique
which provides the technical basis of many results in the area of multi-parameter
estimation. Section 2.4 is devoted to establishing improved procedures such as the
James-Stein estimator. In Sect. 2.5, we will provide a link between Stein’s lemma
and Stokes’ theorem while, in Sect.2.6, we will give some insight into Stein’s
phenomenon in terms of nonlinear partial differential operators.

2.2 Some Intuition into Stein Estimation

2.2.1 Best Linear Estimators

Suppose X is a p-dimensional random vector such that E[X] = 6 and Cov(X) =
0?1 p where 6 is unknown and o2 is known. We do not require at this point that
X have a multivariate normal distribution. Consider estimators of 6 of the form
84(X) = (1 — a) X under quadratic loss L(6,8) = |8 — 0> = >7_,(8; — 6)*.
The risk of §,(X) is given by

P
R®.8,) = E [Z((l —a)X; - e,ﬂ

i=1

P p
=D Var((l-a)X)+ ) (EL1~-a)X; —6])’
i=1

i=1

p
=(1 —a)zpcrz—i—azzei2

i=1

=(1—-a)’pc’+a|0)>.

The optimal choice of a, aep,, which minimizes R(8,,) is obtained by
differentiating R(6, §,) with respect to a and equating the result to 0, that is,

0
S-RO.8) =-2(1-0a) po’ +2a 6|
=0
and solving for a gives

po

opt = —FH———5 -
T po?+ )02
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We see that a,,; depends on the unknown, 6 but since
2 2 2
E|X|*=po”+ 101",
we may estimate a,p, as

. po?
Aopt = 507
X112

and hence approximate the best linear “estimator”

po?
) X)=|1———1|X
o (X0 ( paz+||9||2>

by

5 (X)—(l ’mz)X
1xi2)

This is in fact a James-Stein type estimator
By (X) = 875020,

which is close to the optimal James-Stein estimator (as we will see in Sect.2.4
1) IJ, s ,(X) is optimal if X is normal). Hence, the James-Stein estimator can be viewed

as an approximation to the best linear “estimator” that adapts to the value of |6 2.

Itis worth noting that a,p; = pa?/(po?+]6]%) can typically be better estimated
for large values of p since E|IX|?/p = 0%+ ||8)|*/p and (if we assume X; are
symmetric about 6; and that the X; — 6; are independent)

X2 Var(X| — 0% 40?02
Var(ll [ ): ar(Xy —61) n l ||2o
P p P

which tends to O uniformly as p — oo provided 16112/ p is bounded. This helps
to explain why there is a dimension effect and that it is easier to find dominating
estimators for large p.

It is also interesting to note that normality plays no role in the above discussion
indicating that we can expect James-Stein type estimators to improve on §o(X) in
a fairly general location vector setting. This will be discussed further in Chaps. 5
and 6 for spherically symmetric distributions.

Note also, since the estimators are generally shrinking X toward 0, we expect the
largest gains in risk to occur at 6 = 0. In particular the risk of §,,,, (X) at the true
value of 9 is given by

13
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pa?lle)? 16112
i o - RO X S e
po2+ o] po2+ o]

R, éa,,) =
Hence, when |02 is large, there is very little savings in risk, but when ||0]|? is close
to 0, the improvement is substantial.
We will see later in Sect. 2.4 that this is also true for James-Stein-type estimators
in the sense that there is very little savings in risk for large ||0||> but substantial
savings for small [|6]|? and especially so for large p.

2.2.2 Some Geometrical Insight

The argument here closely follows the discussion presented by Brandwein and
Strawderman (1991a). We again suppose E[X] = 6 € R” and Cov(X) = o2 I
with o2 known. Since E[||X||*] = [|10]|> + p o2, it seems that X is“ too long” as an
estimator of 6 and that perhaps the projection of 6 onto X or something close to it
would be a better estimator than X. Again, the projection of 6 onto X will depend
on 6 and so will not be a valid estimator, but perhaps we can find a reasonable
approximation. Since the projection of 6 on X has the form (1 — a) X we are trying
to approximate the constant a. Note E(6 — X)™0 = 0, and hence we expect 8 and
X — 6 to be nearly orthogonal which implies that we expect 0 < a < 1.

In what follows, we assume that 8 and X —6 are exactly orthogonal. The situation
is shown in Fig. 2.1.

From the two right triangles in Fig. 2.1 we note

IA—a) X+ 1YIP=1161> and fa X[|*+ Y] =[IX — 0|
Since
E|X|*=0l>+ po® and E|X—0|*=po?,
reasonable approximations are
01> = |X|I* — po* and X —0]* = po?.
Hence we have as approximations
I1—a) X[>+ [YI> = |X|I* — po® and [aX|*+[Y|* = po?.
Subtracting to eliminate ||Y ||, that is,

1A —a) X|> = llaX|* = (1 -2a)X|* = |X|*-2po?,
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aX

Fig. 2.1 Observation vector X in p dimensions with mean 6 orthogonal to X — 6

we obtain a = p o2 /|| X||>. Hence, we may approximate the projection of @ on X as

2

_ ~(1_Po" _ oJS
(1 a)X_<1 ”X||2)X_8p (X), 2.1

remarkably the same James-Stein estimator suggested in Sect.2.2.1. Once again,
note that normality plays no role in the discussion. Stein (1962) gave a similar
geometric arguement to contruct confidence sets for 0, centred at (2.1), as the
orthogonal projection of 6 on X. For more on the geometrical explanation of the
inadmissibility of X as a point estimator see Brown and Zhao (2012).

2.2.3 The James-Stein Estimator as an Empirical Bayes
Estimator

Assume in this subsection that X ~ .4,(0, o1 p) with (02 known) and that the
prior distribution on 6 is JV,, (O, 21 p). As indicated in Sect. 1.4, the Bayes estimator
of 6 for quadratic loss is the posterior mean of 6 given by §(X) = E[6 | X] =
(1—02/(t%2+02)X.

If we now assume that 72 is unknown we can derive an empirical Bayes estimator
as follows; the marginal distribution of X is .4/, (0, (02 +1H1 p) and hence || X 12,



34 2 Normal Mean Vector [

which is distributed as (o2 + t2) times a chi-square with p degrees of freedom, is a
complete sufficient statistic for o2+12. 1t follows that (p—2) /|| X ||? is the UMVUE
of 1/(o2 + 72) and that 51{52()() =(1—(p—2)02/|IX||*) X can be viewed as an
empirical Bayes estimator of 6.

Here we have explicitly used the assumption of normality but a somewhat
analogous argument will be given in Sect.5.1 for a general multivariate location
family.

2.3 Improved Estimators via Stein’s Lemma

In this section, we restrict our attention to the case where X ~ .4,(6, o1 p) with
o2 known and where the loss function is L(6, §) = ||§ — 6]|%>. We will be concerned
with developing expressions for the risk function of a general estimator of the form
8(X) = X + 0% g(X) for some function g from R” into R”. This development is
due to Stein (1973, 1981).

Through

L©,8) =X +a%g(X) - 0|
=IX —01* +o*eX)>+20% (X —0)"g(X), (2.2)

we will see that the risk of § is finite if and only if Eg[]| g(X)|I*1 < oo. Indeed,
considering the expectation of the cross product term in (2.2), we have

Egl|(X —0)"g(X)[] < (EslIl(X — 6)171)* (Eo g X)I1P1)/?,

by the Cauchy-Schwarz inequality. Therefore, as Ey[||(X — 6)]|?] < oo, it suffices
that Eg[|lg(X)|?] < oo to have Eg[||X + g(X) — 0]|*] < oo, that is, R(9, X +
8(X)) < oo.
Conversely, assume that R(9, X + g(X)) < oo. As
lgX)I? = 11X +g(X) — 0 — (X =)
=X +g(X) = 01>+ X — 0> —2(X —6)"(X + g(X) — )
then applying the above argument gives Eg[||g(X)||>] < oo since, by assumption,

Eg[IIX + g(X) — 0]?] < oo, Eg[ll(X — 6)||?)] < oo and hence using again the
Cauchy-Schwarz inequality

Egl|(X —0)"(X +g(X) —0)[1 < (Ealll(X —0)121) > (EolI1X + g(X) —6]21)/*.

Under this fineteness condition the risk function of § is given by

R(6,8) = po? + o Eglllg(X) 1?1+ 202 Eg[(X — 0)"g(X)].
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Stein’s lemma in (2.7) below allows an alternative expression for the last
expectation, that is, Eg[(X — 6)Tg(X)] = 02 Eg[divg(X)] where divg(X) =
le aixig,-(X ) under suitable conditions on g. The great advantage that Stein’s
lemma gives is that the risk function can be expressed as the expected value of a

function of X only (and not ), that is,
R©,8) = Eg[po* +a* [|g(X)|* + 20" divg(X)], (2.3)

and hence the expression
2 4 2 :
pa?+ ot [IgC0IR +2divg ()]

can be interpreted as an unbiased estimate of the risk of § (see Corollary 2.1
(3)). Actually, as X is a complete sufficient statistic, this unbiased estimator
is the uniformly minimum variance unbiased estimator of the risk. To see that
Eo[(X —0)Tg(X)] = 02 Ep[divg(X)] is quite easy if g is sufficiently smooth.
Suppose first that p = 1 and g is absolutely continuous. We show in Sect. A.5 in the
Appendix that lim,_, + o, g(x) exp{—(x — 0)2/202} = 0 as soon as Eg[|g'(X)|] <
oo (see also Hoffmann 1992 where g is assumed to be continuously differentiable).
Then a simple integration by parts gives

l o0
El(X —0)g(X)] = 5517 /_ = O)g()exp(—(x —6)°/20%) dx

! /00 a2g(x) <_—d exp{—(x — 9)2/202}> dx

- Qra?)l/z J_ dx
2 00
-2 = f g/ (x) expl{—(x — 0)?/20%} dx
Qro)? J_o
= Eglg'(X)].
In higher dimensions, let ¢ = (gi,..., gp) be a function from R” into R”.
Also, for any x = (x1,...,x,) € R? and for fixedi = 1,...,p, set x_; =
(X1, ..., Xi—1, Xi41, ..., Xp) and, with a slight abuse of notation, x = (x;, x—;).

Then, using the independence of X; and X_;, we have
Eol(Xi — 6)) 8i(X)] = Eo[Eol(Xi — 0;) gi(Xi, X—)| X_i]]
= Eg[Eolo” 01 (Xi, X—)| X—i1]
= 02 Egl9ig:(X)].

Now, summing on i gives Eg[(X — 0)Tg(X)] = o2 Eg[divg(X)].
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However, we wish to include estimators such as the James-Stein estimators

2
575(x :(1—ﬂ>x 24

where the coordinate functions of g(X) = (a 02/||X||?) X are not smooth, since g
explodes at 0. For this reason, Stein considered a weaker regularity condition for his
identity to hold, that he called almost differentiability. In his proof, he essentially
required that g(x) = (g1(x), g2(x), ..., gp(x)) be such that, foreachi =1, ..., p,
the coordinate g; (x) is absolutely continuous in x; for almost every x_;. Formally,
he stated: “A function # from R? into R? is said to be almost differentiable if there

exists a function Vi = (Vih, ..., Vph) from R? into R? such that, for all z € R?,
1

h(x +z) — h(x) =/ " Vh(x +tz)dt, (2.5)
0

for almost all x € R”. A function g = (g1, ..., gp) from R? into R? is said to

be almost differentiable if all its coordinate functions g;’s are” (see Sect. A.1 in the
Appendix for a detailed discussion).

We will establish Stein’s identity under the weaker notion of weak differentiabil-
ity which is of more common use in analysis and also in statistics (see e.g. Johnstone
1988). To this end, recall that the space of functions # from R? into R such that &
is locally integrable is defined by

L), (RP) = {h ‘R > R | f |h(x)|dx <oo VK C R” with K compact} .
K

Definition 2.1 A locally integrable function / from R? into R is said to be weakly
differentiable if there exist p locally integrable functions 014, ... d,h such that, for
anyi =1,...,p,

[ h(x) 8_g0(x) dx = —/ oih(x) p(x)dx (2.6)
RP ax; RP

for any infinitely differentiable function ¢ with compact support from R? into R.

Note that weak differentiability is a global, not local, property. The functions
d;h in Definition 2.1 are denoted, as the usual derivatives, by d/dx;. The vector
oh = (d1h,...,0ph) = (0h/0x1,...,0h/0x,) denotes the weak gradient of A
and the scalar divg = Zf: | 9igi denotes the weak divergence of g. The following
proposition establishes a link between weak differentiability and those aspects of
almost differentiability that Stein used (and we will use) in the proof of Stein’s
lemma.

Proposition 2.1 (Ziemer 1989) Let h be a locally integrable function from RP
into R. Then h is weakly differentiable if and only if there exists a representative
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ho which is equal to h almost everywhere such that, for any i = 1,..., p, the
function ho(x;, x—_;) is absolutely continuous in x; for almost all values of x_; and
whose (classical) partial derivatives belong to Lllo (RP). Also the classical partial
derivatives of hg coincide with the weak partial derivatives of h almost everywhere.

Proposition 2.1 is essentially Theorem 2.1.4. of Ziemer (1989) who deals with
functions 4 in L' (£2) where £2 is an open set of R” (and, more generally, in L9 (£2)
with ¢ > 1). However, his proof relies only on local integrability of /4 and its partial
derivatives. So, the apparently stronger statement of Proposition 2.1 follows from
his arguments. See also Theorem 8.27 of Bressan (2012).

As indicated in Proposition 2.1, the key feature of weak differentiability is the
local integrability of the function and of all its partial derivatives. For the functions
h of interest to us, the representative hg is the function itself so that the weak
differentiability follows from the local integrability of & and its derivatives and its
absolute continuity along almost all lines parallel to the axes. In particular, as the
weak partial derivative is unique up to pointwise almost everywhere equivalence,
the weak partial derivative of a continuously differentiable function coincides with
the usual derivative (see e. g. Hunter 2014, Chap. 3).

As an example, consider the shrinkage factor 4(x) = x/||x||> of the James-
Stein estimator in (2.4). In Sect. A.2 in the Appendix, we show that i is weakly
differentiable if and only if p > 3 and that div A(x) = (p — 2)/|Ix||*. We also show
that % is not almost differentiable in the sense of Stein given above. This last fact is
due to the requirement that /4 be absolutely continuous in all directions while weak
differentiability, in contrast, only requires absolute continuity in directions parallel
to the axes. Again we note that Stein only used absolute continuity in the coordinates
directions.

We give now a precise statement of Stein’s lemma for weakly differentiable
functions along the lines of Stein (1981). Note that we will see, in Sect. 2.5, that
it is closely related to Stokes’ theorem, which will provide an alternative proof.

Theorem 2.1 (Stein’s lemma) Let X ~ 4,0, Uzlp) and let g be a weakly
differentiable function from RP into RP. Then

Egl(X = 6)"g(X)] = 0% Egldivg(X)], 2.7
provided, foranyi =1, ..., p, either
Eg[|(Xi —01)gi(X)]] <00 or Epl|digi(X)]] < oo. (2.8)

Formula (2.7) is often referred to as Stein’s identity.
Proof Letx = (x1,...,xp) € R” and set

Ix — 612

1
p(x) = By and ¢(x) = Qnorl exp(—@(x)) .
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Equality (2.7) is equivalent to
Eo[Vo(X)"g(X)] = o2 Ep[divg(X)]. (2.9)

For fixedi = 1,..., p,setx_; = (x1,...,X;—1, Xi+1, ..., Xp) and, with a slight
abuse of notation, set x = (x;, x_;). Note that

Ip(x) _ _de(x)

3)6,' Bxl- ¢(X)
so that ¢ (x) can be written as
Xioo 9 - 9 -
s = | “’(’;’7%(% s = [T i 210
—00 X x; 0X;
noticing that, by assumption, limy;| 00 @(x1, ..., Xp) = 00 implies
lim ¢( ) ! li (— o )) =0 (2.11)
im Xi,X_j) = ————— lim ex Xi,x_;))=0. .
|xi|—00 ! ! (27‘[0‘2)17/2 x| =00 p Pl !
Fixing i € {l,..., p} and assuming first Eg[|9;g;(X)|] < oo, we can write

using (2.10), for almost every x_;,

/ 8100 X0) iy d,

o0 0x;

0
:/ agl(-xlﬂ 1)/ 8(,0()61, —i) & Gi,x_i) d5: dx;
0%;
/OO agl(-xh l) /OO 8§0(xla — ¢( “ ,')d)?idx,'

0 = 0
a " —i ~ 8 [ '7 —I ~
:/ _ (p(xt~x i) (P(xi’x—i)f 8i(xi, x l)dxidxi
Xi axi

—oo 0X;

© 9o (F;, X_; _ % 9o X ~
+/ ¢(xl~x i) ¢(xi,x—i)/ &i(xi, x_i) dx; di;.
0 8x,’ 0 axi

2.12)

Now, according to Proposition 2.1, as g is weakly differentiable, we may assume
without loss of generality that, for each i = 1, ..., p, the function g;(x;, x_;) is
absolutely continuous in x; for almost all values of x_; so that
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0 Xi
8 . X i a . i X_j B
_/ dei — / dei = gi(Xi, x_)) — g (0, x_;).
X 0x; 0 ax;

i

Then (2.12) becomes

/OO M o (xi, x—i)dx;

o O

2 0p(xi, x—
=/ M ¢ (xiy x—i) [8i (xiy x—i) — &i (0, x—i)] dx;

—o0 0x;
* dp(x;, x_;)

:f T b (xgy x—i) gi(xiy x—i) dxi
oo 0x;

since, using again (2.11),

_[oo 8‘P(xi’lx—i) b Cxi v d; = /Oo 0P (x;, x_;) dxi = 0.

—oo 0X; —oo 0Xx;

Finally, integrating with respect to x_; gives

Ee[agi(x)] Z/R 8810 X0) oy vy x_pydvi dx

0x; ax;

0 (xi, x—;)
- / D0 i xi) i Gty i) oy di
RP axi

dp(X
- Ee[ ﬁi ) &-(X)]

and hence, summing on i gives (2.9), which is the desired result.
To show (2.7) assuming Eg[|(X; —6;)"g:(X)|] < cofori € {1, ..., p},itsuffices
to essentially reverse the steps in the above argument. O

The following corollary is immediate from Stein’s lemma and the above discus-
sion. Recall that L(0,d) = ||d — 6|1>, R(0,8) = Eg[L(®,8(X))] = Eg[||6(X) —
01?1, and Eg[|lg(X)||?] < oo implies that for any i = 1,...,p, Eg[|(X; —
0;) i (X)]] < oo.

Corollary 2.1 Let g(X) be a weakly differentiable function from R? into RP such
that Eg[||g(X)||?] < oo. Then

(1) RO, X +0%g(X)) = Eglpo® +o* (lgXOI* +2divg(X))];

(2) 8§(X) = X + 02 g(X) is minimax as soon as ||g(X)||* +2div g(X) < 0 a.e. and
dominates X provided there is strict inequality on a set of positive measure; and

(3) po?4o* (lg(X)?>+2divg(X)) is an unbiased estimator (in fact the UMVUE)
of R(O, X + 0% g(X)).
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We note once again that §(X) is minimax since it dominates (or ties) the
minimax estimator X. In the next few sections we apply the above corollary to
show domination of the James-Stein estimators and several others over the usual
estimator in three and higher dimensions.

2.4 James-Stein Estimators and Other Improved Estimators

In this section, we apply the integration by parts results of Sect.2.3 to obtain
several classes of estimators that dominate the classical minimax estimator §o(X) in
dimension 3 and higher. The estimators of James and Stein, Baranchik, and certain
estimators shrinking toward subspaces are the main application of this section.
Bayes (generalized, proper, and pseudo) are considered in Chap. 3. Throughout this
section, except for Theorem 2.4, let X ~ .4, (0, o? I,) and loss be L(0,8) = ||6 —
6% According to Corollary 2.1 it suffices to find weakly differentiable functions
g from R? into R? such that Eg[||g(X)||*] < oo and [|g(X)||> + 2 div g(X) < 0
(with strict inequality on a set of positive measure) in order to show that §(X) =
X + 02 g(X) dominates X.

2.4.1 James-Stein Estimators

The class of James-Stein estimators is given by

2
575 (X) = (1 - ﬂ) X, 2.13
20 (X) X[ (2.13)

The basic properties of 85 (X) are given in the following result.
Theorem 2.2 Under the above model

(1) The risk 0f8aJS(X) is given by
1
R(,8]5) = po?+o* (a2—2a(p—2))E9|:Wi| (2.14)

for p > 3.

2) SJS(X) dominates 80(X) = X for 0 < a < 2(p — 2) and is minimax for
0<a<2(p-—2)forall p>3.

(3) The uniformly optimal choice of a isa = p — 2 for p = 3.

(4) The risk at 0 = 0 for the optimal James-Stein estimator 6£EZ(X) is?2 ozfor all
p >3

Proof Observe that §/5(X) = X + o2g(X) where g(X) = —a/|X|?>X. As
noted in Sect.2.3, g(X) is weakly differentiable if p > 3. Also Eolllg(X)?] =
a® Eg[1/||X||?] is finite if p > 3 since || X ||?/o2 has a non-central x? distribution
with p degrees of freedom and non-centrality parameter A = 16112/202. Indeed
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by the usual Poisson representation of a non-central x2, we have || X||?/o? | K ~
X242k Where K ~ Poisson (& = [|0]%/202) and hence,

E [ o } E |:E|: !
0 vz = L) B
11Xl Xp+2K

1 1
K =E, < < o0
p+2K—2|"p-2

(2.15)
if p> 2.
Also, according to (A.18), for any x # O,
by p—2
wvl——)=—-—=. (2.16)
(IIXIIZ) llx1?
Hence,

1
lg()1> + 2divg(x) = (@* —2a (p — 2)) e

and by Corollary 2.1, for p > 3,

1
R,8)5) =po*+o*@®—2a(p—-2) Eé)(W) )

This proves (1).
Part (2) follows since a2 — 2 a (p—2)<0for0 <a < 2(p—2)and hence for
sucha > 0,

R(6,8]5) < po® = R(8, ). (2.17)

The minimaxity claim for 0 < a < 2(p — 2) follows by replacing < by <
in (2.17). It is interesting to note that R(G, 821(57_2)) = R(9, 8y) = po? and, more
generally, R(6, 82(p—2)-a) = R(6, 875).

Part (3) follows by noting that, for all 8, the risk of R(6,8/5) is minimized by
choosing a = p — 2 since this value minimizes the quadratic a> — 2a (p — 2).

To prove part (4) note that || X |2/o2 has a central chi-square distribution with p

degrees of freedom when 6 = 0. Hence, Eo [02/[X|*] = E[l/xg] =(p-2)"
and therefore, provided p > 3,

R(0.8/5,) = po® + ((p—2* —2(p — 2)?) p"_

=po’—(p-2o’

=202,
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Hence we have that 81{52 = (1—(p—2)o?/|IX||?) X is the uniformly best estimator
in the class of James-Stein estimators. This is the estimator that is typically referred
to as the James-Stein estimator. Also note that at & = 0 the risk is 2 o> regardless of
p and so, large savings in risk are possible in a neighborhood of 8 = 0 for large p.

In Theorem 2.2, the fact that p > 3 is crucial (which is coherent with the
admissibility of X for p = 1 and p = 2). Actually, a crucial part of the proof
uses Stein’s identity, which fails to hold if p = 1,2 with A(x) = x/|x||*. Indeed,
when p = 1, h(x) = 1/x and div(x) = —l/x2 so that Eo[XTh(X)] = 1
and Ep[divh(X)] = —oo. When p = 2, we also have Eq[XTh(X)] = 1 while
Ep[divh(X)] = O since, for any x # 0, divh(x) = 0. It is interesting to note
that, while the divergence of % exists and is 0 almost everywhere, & is not weakly
differentiable since its partial derivatives are not locally integrable as shown in
Sect. A.1 in the Appendix.

We may use (2.15) to give upper and lower bounds for the risk of §; /S based on
the following lemma.

Lemma 2.1 Let K ~ Poisson(). Then, for b > 1, we have

—A

1—e
1 [ 1 i| 0 1
—— < E = s = .
b+ A b+ K (b—l)l_f +1 b—1+1

Proof The first inequality follows directly from Jensen’s inequality and the fact that
E) (K) = A. The second inequality follows since (also by Jensen’s inequality)

1
1 —_
Ek[ }:Ek <2l
b+K K+1+1
B | ]

b-1E;

<

|_|

ri] o1

- 1)“{A +1

1—

and E; [(K + 1)7!] = (1 — exp(—=1))/A.
Now, since y/[(b — 1)y + 1] is increasing in y and (1 — exp(—1))/A < A~!, we
have

Hence the third inequality follows. O
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The following bounds on the risk of § aj 5 follow directly from (2.14), (2.15) and
Lemma 2.1.

Corollary 2.2 (Hwang and Casella 1982) For p >4 and0 <a <2(p — 2), we

have

(a*—2a(p—2))o?
p—4+1617/o°

5 (a2 —2a(p —2))(72

o+ <R@®,8/5) < po’+
P p—2+012/02 @0 =»p

We note in passing that the upper bound may be improved at the cost of added
complexity by using the second inequality in Lemma 2.1. The improved upper
bound has the advantage that it is exact at & = 0. The lower bound is also valid
for p = 3 and is also exact at 6 = 0.

2.4.2 Positive-Part and Baranchik-Type Estimators

James-Stein estimators are such that, when ||X||> < ao?2, the multiplier of X
becomes negative and, furthermore, lim|x |0 ||8aj S(X)|| = oo. It follows that, for
any K > 0, there exits n > 0 such that || X|| < n implies ||<SL{S(X)|| > K. Hence
an observation that would lead to almost certain acceptance of Hy : 6 = 0 gives
rise to an estimate very far from 0. Furthermore the estimator is not monotone in
the sense that a larger value of X for a particular coordinate may give a smaller
estimate of the mean of that coordinate. For example, if X = (Xj,0,...,0) and
—+vao? < Xy <0,then (1—ao?/|X|?) Xo > 0 while,if 0 < Xo < vao?, then
(1—ao?/IX?) Xo <O.

This behavior is undesirable. One possible remedy is to modify the James-Stein
estimator to its positive-part, namely

2
575+ (X) = (1 — ﬂ) X 2.18)
¢ X112/
where 4 = max(t, 0). The positive past estimate is a particular example of a

Baranchik-type estimator of the form

2 X 2
58, (X) = <1 - %) X (2.19)

where, typically 7(-) is continuous and nondecreasing. The r(-) function for 85+ is
given by

2
XIZif 0 < X% < ao?
1 if |X|>=ac?.

r(IX|1*) = {
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We show in this section that, under certain conditions, the Baranchik-type estimators
improve on X and that the positive-part James-Stein estimator improves on the
James-Stein estimator as well.

We first give conditions under which a Baranchik-type estimator improves on X.

Theorem 2.3 The estimator given by (2.19) with r(-) absolutely continuous, is
minimax for p > 3 provided

(1) 0<a=<2(p—2);
2) 0<r()<1;and
(3) r(-) is nondecreasing.

Furthermore, it dominates X provided that both inequalities are strict in (1) or in
(2) on a set of positive measure, or if r'(-) is strictly positive on a set of positive
measure.

Proof Here 88 ,.(X) = X + 02 g(X) where g(X) = (—ar(|XII")/IIX]*) X. As
noted in Sect. A.2 of the Appendix, g(-) is weakly differentiable and

div g(X) = —a{r<||X||)d1v(HX|,z) VX
= —a [rax 1P & +2rax1®)| .

Hence,
llg(X)II* + 2 divg(X) (2.20)
2rAX1®  2a(p —2)rdIXI?) AP,
- - X
X2 X2 X
r(1X12)

=X ——5—(@*—2a(p—2) —4ar'(IXI]"

<0.
The first inequality being satisfied by Conditions (2) while the last inequality uses
all of Conditions (1), (2), and (3). Hence, minimaxity follows from Corollary 2.1.

Under the additional conditions, it is easy to see that the above inequalities become
strict on a set of positive measure so that domination over X is guaranteed. O

As an example of a dominating Baranchik-type estimator consider

5(X) = (1 — i) X
B b+ X|?

for0 <a <2(p—2)and b > 0.Here r(|| X||*) = | X||>/(| X||> + b) and is strictly
increasing.
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The theorem also shows that the positive-part James-Stein estimator dominates
X for 0 < a <2 (p —2). In fact, as previously noted, the positive-part James-Stein
estimator even improves on the James-Stein estimator itself. This reflects the more
general phenomenon that a positive-part estimator will typically dominate the non-
positive-part version if the underlying density is symmetric and unimodal. Here is a
general result along these lines.

Theorem 2.4 Suppose X has a density f(x — 0) in R? such that the function f is
symmetric and unimodal in each coordinate separately for each fixed value of the
other coordinates. Then, for any finite risk estimator of 0 of the form

5(X) = (1 —B(XZ,Xg,...,Xf,))X,
the positive-part estimator

84 (X :(1—B(X2,X2,...,X2>) X

+( ) 1 2 p n
dominates §(X) under any loss of the form L(0, 6) = Zle a; (8; — 6;)? (a; > 0 for
all i) provided Pg[B(Xz, X§, ...,X%) >1]>0.

Proof Note that the two estimators differ only on the set where B(-) > 1. Hence the
ithtermin R(6, §) — R(0, 84) is

ai Eg [{(1 — BT, .. X)) XP —26,X; (1 — B(X, ...,xf,)} 13>1(X)]

> —206;a; Ey [Xl-(l — B(X2, ...,X§)13>1(X)] .

Therefore it suffices to show that, for any nonnegative function H (X 20X f,),
6; Eg [XiH(XZ, el X%)] > (. This follows by symmetry if whenever 6; > 0, then
EolX; | X? =t2,X; =t; j#il >0foralli (1 <i < p)andall (t1,...,1,).
However this expression is proportional to

L6 | [f (=002 (2= 0202 .. (Lt | =607, ..., (tp — 6))?)
—f (=02 (=) . (= 1 | =0)% ... (tp —6,)?)] =0

since, for 6; > 0, (| #; | —6;)> < (— | t; | —6;)* and since f (X3, X%, cees X[27) is
nonincreasing in each argument. Hence the theorem follows. O

For the remainder of this current section we return to the assumption that X ~
Np(0,0°1)).

The positive-part James-Stein estimators are inadmissible because of a lack of
smoothness which precludes them from being generalized Bayes. The Baranchik
class however contains “smooth” estimators which are generalized (and even
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proper) Bayes and admissible. Baranchik-type estimators will play an important
role in Chap. 3.

We close this subsection with a generalization of the Baranchik result in
Theorem 2.3. It is apparent from the proof of the theorem that it is only necessary
that the second expression in (2.20) be nonpositive (and negative on a set of
positive measure) in order for §(X) to dominate X. In particular it is not necessary
that r(-) be nondecreasing. The following result (see Efron and Morris 1976
and Fourdrinier and Ouassou 2000) gives a necessary and sufficient condition
for the unbiased estimator of risk difference, R(0,65) — R(0, X), for §(X) =
(L —ar(IX[*/1X|?) X, to be nonpositive. The proof is by direct calculation.

Lemma 2.2 Let g(X) = —a (r(||X||2)/||X||2) X where r(y) is an absolutely
continuous function from R into R. Then on the set where r(y) # 0,

ar’(y)  2(p=2r()
y y

——4a2r2()”zzi[—pzz( L~ 1)i|ae
- ol T -2 T arm )Y

lg(x)II* +2divg(x) = a { — 4r’<y)}

where y = ||x||%

The following corollary broadens the class of minimax estimators of Baranchik’s
form.

Corollary 2.3 Suppose §(X) = (1 —ar(1X[*)/1X %) X with

-1
ar(y) = [ + yr=2/2 H(y)}

_
2(p-2)

where H(y) is absolutely continuous, nonnegative and nonincreasing. Then §(X)
is minimax provided Eg [r2(||X||2)/||X||2] < oo. If in addition H(y) is strictly
monotone on a set of positive measure where r(y) # 0, then §(X) dominates X.

Proof The result follows from Corollaries 2.1 and 2.2 by noting that

1 1
_ v (p=2)/2 _
HOY=y (2(p—2) ar(y))'

O

An application of Corollary 2.3 gives a useful class of dominating estimators due
to Alam (1973).

Corollary 2.4 Let §(X) = (1 —a f(IX1?)/UIX1*)™+!) X where f(y) is nonde-
creasing and absolutely continuous and where 0 < a f(y)/y* <2(p —2—271)
for some © > 0. Then §(X) is minimax and dominates X if 0 < a f(y)/y® on a set
of positive measure.
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Proof The proof follows from Corollary 2.3 by letting

af (=22 ( 1 = )
_ d Hy)=-y " - '
ar(y) % an » y 2(p—=2) af®)

Clearly r is bounded so that Eg [r?(|X[*)/1 X[|*] < co and H(y) > 0. Also
-2 1 4
H'(y) = p—y_”/z( S )
2 2(p=2) afW

7—1 T £T
-2 (ZTY y'f (y))
g ( afo) T afiy)

4 2a f(y)
<0
since f/(y) >0and0 <a f(y)/y" <2(p—2-271). |

A simple example of a minimax Baranchik-type estimator with a nonmonotone
r(-)is given by r(y) = yl_f/(l—i-y) forO0<t<land0<a <2(p—2—-27).To
see this, apply Corollary 2.4 with f(y) = y/(1+y) and note that f(y) is increasing
and 0 < f(y)/y" =r(y) < 1. Note also that 7'(y) = y 7 [(1 — 1) — T y]/(1 4+ y)?,
hence r(y) is increasing for 0 < y < (1 — r)/t~! and decreasing for y > (1 —
)/t L.

We will use the above corollaries in Chap. 3 to establish minimaxity of certain
Bayes and generalized Bayes estimators.

2.4.3 Unknown Variance

In the development above, it was tacitly assumed that the covariance matrix was
known and equal to a multiple of the identity matrix o> I p- Typically, this covariance
is unknown and should be estimated. The next result extends Stein’s identity (2.7)
to the case where it is of the form o2 I, with o> unknown.

Lemma 2.3 Let X ~ 4,0, ead p) and let S be a nonnegative random variable
independent of X such that S ~ o> x,?. Denoting by Eg ;2 the expectation with
respect to the joint distribution of (X, S), we have the following two results, provided
the corresponding expectations exist:

(1) ifg(x,s) is a function from RP x Ry into R? such that, for any s € R4, g(-, s)
is weakly differentiable, then

1
Ey 2 [E(X —0)"g(X, S)] = Ey ,2[divxg(X, S)]

where div, g(x, s) is the divergence of g(x, s) with respect to x;
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(2) if h(x,s) is a function from RP x Ry into R such that, for any x € RP,
hix, |u ||2) is weakly differentiable as a function of u, then

1 d _
Ey . [; h(X, S)} =Ep [2 gX )+ k=2)S "h(x, S)i| :

Proof Part (1) is Stein’s lemma, from Theorem 2.1. Part (2) can be seen as a
particular case of Lemma 1(ii) (established for elliptically symmetric distributions)
of Fourdrinier et al. (2003), although we will present a direct proof. Part (2) also
follows from well known identities for chi-square distributions.

The joint distribution of (X, §) can be viewed as resulting, in the setting of
the canonical form of the general linear model, from the distribution of (X, U) ~
AN ((8,0),0%1,44) with S = ||U||%. Then we can write

1 1
Ey . [0—2 h(X, 5)] = Ep [0—2 UT h(X, ||U||2)}

o2

_ . U 2
_.Egﬁg[dnq/<Tﬁ7ﬁ5h<xyncn|>)}

according to Part (1). Hence, expanding the divergence term, we have

k—2 Ut

1
E 2_wa3425 { hX, U1 +
“[ﬂ bl ol U112

amawwﬁ}

k—2

9
= Ee’gzli h(X. ) +2 2h(X, S)]

since

9
ayh(X, |U|I®) =2 —h(X, S
oh(X, U1 =2 55hX.9)]

O

The following theorem provides an estimate of risk in the setting of an unknown
variance when the loss is given by

2

18 — 617 _29” . (2.21)
o
Theorem 2.5 Let X ~ 4,(6, o? Ip) where 0 and o2 are unknown and p =3
and let S be a nonnegative random variable independent of X such that S ~
02)(,3. Consider an estimator of 0 of the form ¢(X,S) = X + Sg(X, S) with
Ee,(,z[S2 llg(X, $)||?] < oo, where Ey ,2 denotes the expectation with respect to
the joint distribution of (X, S).
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Then an unbiased estimator of the risk under loss (2.21) is

0
8o(X,8)=p+S {(k +2) 1lg(X, )II* +2divyg(X, S) +2 SoglleX, T .
(2.22)

Proof According to the expression of ¢(X, S), its risk R(@, ¢) is the expectation of

1 S 52
— X = 011> + 25 (X =0)'g(X, 8+ — llg(X, IZ. (2.23)
o o o

Clearly,

1 2
Egor| 5 IIX =01 | = p

and Lemma 2.3 (1) and (2) express, respectively, that
1 T .
Eg ;2 ;(X —0) g(X,S) | = Ey ,2[divxg(X, $)].
With h(x, s) = 52 ||g(x, s)||> we have

s? 2 2 d 2
Ego2| 118X I = Ey 2| S) K+ 218X, HIIT+28 S lg(X I | -

Therefore R(0, ¢) = Ey ,2[80(X, §)] with §o(X, S) given in (2.22), which means
that 8o(X, S) is an unbiased estimator of the risk ||¢(X, S) — 0||?/o 2. |

Corollary 2.5 Under condition of Theorem 2.5, if, for any (x,s) € RP x Ry,

(i) 8/ds l|lg(x,s)||*> < 0and
(ii) (k+2)]lg(x, s)|1> + 2diveg(x,s) +2 <0,

then ¢(X, S) is minimax. It dominates X if either inequality is strict on a set of
positive measure.

In the following corollary, we consider an extension of the Baranchik form in
Theorem 2.3.

Corollary 2.6 Let

_ aSr(||X||2/S>)

$(X, 9 = (1
X9 < X112

If r is nondecreasing and if 0 < ar(||X|?/S) < 2(p — 2)/(k + 2), then §(X, )
dominates X and is minimax.
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Proof Straightforward calculations show that the term in curly brackets in (2.22)
equals

r(1X12/S)

X (k+2ar(XI?/8) = 2(p = 2)

r'(1X1?/5)
o UXIE/S)
S

—4 (l+ar(||X||2/S)). (2.24)

Therefore, if 0 < a r(||X||2/S) <2(p—2)/(k+?2),then 5(X, S) dominates X and
is minimax. a

Note that, in the case r = 1, the bound on the constant a is 2 (p — 2)/(k + 2).
This is the estimator developed by James and Stein (1961) using direct methods.

2.4.4 Estimators That Shrink Toward a Subspace

We saw in Sect.2.4.1, when o2 is known, that the James-Stein estimator shrinks
toward 6 = 0 and that substantial risk savings are possible if 6 is in a neighborhood
of 0. If we feel that 6 is close to some other value, say 6, a simple adaptation of the
James-Stein estimator that shrinks toward 6y may be desirable. Such an estimator is
given by

7S a 0’2
87%9,(X) = 6o + <1 - m) (X — 6o). (2.25)
It is immediate that R(9, 37% (X)) = R(6 — 6o, 8]5) since
Js ao’ 2
R(0.8)%,) = Egllfo + <1 + m) (X —6p) — 0|

E ||<1+”2)x © — 00|12
= Ey—q —= | X -0 -6
0 | X |12

= R(0 — 6o, 515 (X)).

JS
’5a,00

and a = p — 2 is the optimal choice of a. Furthermore the risk of § C{’Sgo (X) at

Hence, for p > 3 dominates X and is minimax for 0 < a < 2(p — 2),

6 = 6 is 202 and so large gains in risk are possible in a neighborhood of 6. The
same argument establishes the fact that, for any estimator, §(X), we have R(6, 6y +
3(X —6p)) = R(6 — 06y, §(X)). Hence any of the minimax estimators of Sects. 2.4.1
and 2.4.2 may be modified in this way and minimaxity will be preserved.
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More generally, we may feel that 8 is close to some subspace V of dimension
s < p. In this case, we may wish to shrink X toward the subspace V. One way to
do this is to consider the class of estimators given by

ao?r(|X — PyX|?
IX — Py X|?

PvX + (1 - > (X — Py X) (2.26)

where Py X is the projection of X onto V.

A standard canonical representation is helpful. Suppose V is an s-dimensional
linear subspace of R? and V= is the p — s dimensional orthogonal complement of
V.Let P = (P; P>) be an orthogonal matrix such that the s columns of the p x s
matrix P; span V and the p — s columns of the p x (p — s) matrix P> span V.

For any vector z € R”?, let
W,

where Wy is s x 1 and W is (p — s) x 1. Then Pyz = PiW; and ||Pyz|?* =
IPyWi)2 = Wil Also Pyiz = PaWs and ||Py.z|® = |[P2Wa|? = [|Wall?.
Further, if X ~ .4,,(8, o%I), then

=)~ () (6))
Y, v 01y
where Piv; = Py6 and Povy = Py,10 so that
IPyXII? = 1I%  IPyeX|? = Y2l
and
IPy(X —=0)* = Y1 —vil®>,  [[Pyr(X = 0)|> = [[Y2 — va*.

The following result gives risk properties of the estimator (2.26).

Theorem 2.6 Let V be a subspace of dimension s > 0. Then, for the estimator
(2.26), we have
2
. }

where Y, and vy are as above. Further, if p — s > 3 and a and r(y) satisfy the
assumptions of Theorem 2.3 (or Corollary 2.3 or Corollary 2.4) with p—s in place of
P, then 6(X) is minimax and dominates X if the additional conditions are satisfied.

aazr(nanZ))

R(0,8) =so’+E H(l -
[ Y2112
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Proof The proof involves showing that the risk decomposes into the sum of two
components. The first component is essentially the risk of the usual estimator in a
space of dimension s (i.e. of V) and the second represents the risk of a Baranchik-
type estimator in a space of dimension p — s. The risk is

_ ao?r(|X=PyX|2) 2
R0.8) = E9|:HPVX " (“W) (X—PyX) — eH ]

= ao’r(|IX-PyX|% 7
= E9|:H(PVX—PV9) +(1—W> (X—PVX)_(Q_PVQ)H i|

= Eo[| Pv(X — 0)]1]

2 _ 2 2
e - =) o -0 o]

2 2 2
= Ey[IY1 = v1lP1+ Ey, |:H<1 — etz )) Y, — V2H :|

2 2
=502+ Byl (1 - 2ZHD )y, — )2,

This gives the first part of the theorem. The second part follows since Y, ~
Np—s(v2, 0% 1,_), with p — s > 3. O

For example, if we choose r(y) = 1 the risk of the resulting James-Stein type
estimator

PX+(1 ag? )(X Py X)
\% T Ty o w0 — Ly
X — PyX|?
is
p02+04(a2—20(p—s—2))E9I:;il.
X — PyX|?

This estimator is minimax if 0 < a < 2(p — s — 2) and dominates X if
0 <a < 2(p—s —2)provided p —s > 3. The uniformly best choice of a
is p—s — 2. If in fact & € V, the risk of the corresponding optimal estimator
is (s + 2) 02, since in this case vy = Py160 = 0and Ep [02||X - PVX||_2] =
Eo [021Y2] 2] E [1/X§,S] — (p—s5—2)"1.1f0¢V, then 1> # 0 and || Y>|? has a
non-central chi-square distribution with p —s degrees of freedom and non-centrality
parameter ||v2|>/2 0%

One of the first instances of an estimator shrinking toward a subspace is due to
Lindley (1962). He suggested that while we might not have a good idea as to the
value of the vector 6, one may feel that the components are approximately equal.
This suggests shrinking all the coordinates to the overall coordinate mean X =

p! f: | Xi which amounts to shrinking toward the subspace V of dimension one
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generated by the vector 1 = (1,..., 1)™. The resulting optimal James-Stein type
estimator is

_ s _M) %
S(X)_X1~|—<1 X1 (X —X1).

Here, the risk is equal to 3 o2 if in fact all coordinates of 6 are equal. If the dimension
of the subspace V is also at least 3 we could consider applying a shrinkage estimator
to Py X as well.

In the case where o~ is unknown, it follows from the results of Sect.2.4.3 that
replacing o2 in (2.26) by S/(k + 2) results in an estimator that dominates X under
squared error loss and is minimax under scaled squared error loss (provided r(-)
satisfies the conditions of Theorem 2.6).

It may sometimes pay to break up the whole space into a direct sum of several
subspaces and apply shrinkage estimators separately to the different subspaces.

Occasionally it is helpful to shrink toward another estimator. For example, Green
and Strawderman (1991) combined two estimators, one of which is unbiased,
remarkably by shrinking the unbiased estimator toward the biased estimator to
obtain a Stein-type improvement over the unbiased estimator.

The estimators discussed in this section shrink toward some “vague” prior
information that 6 is in or near the specified set. Consequently it shrinks toward
the set but does not restrict the estimator to lie in the set. In Chap. 7 we will consider
estimators that are restricted to lie in a particular set. We will see in Chap. 7 that,
although vague and restricted constraints seem conceptually similar, it turns out that
the analyses of risk functions in these two settings are quite distinct.

2

2.5 A Link Between Stein’s Lemma and Stokes’ Theorem

That a relationship exists between Stein’s lemma and Stokes’ theorem (the diver-
gence theorem) is not surprising. Indeed, Stein’s lemma expresses that, if X has a
normal distribution with mean 6 and covariance matrix proportional to the identity
matrix, the expectation of the inner product of X — 6 and a suitable function g is
proportional to the expectation of the divergence of g. On the other hand, when
the sets of integration are spheres S, ¢ and balls B, ¢ of radius r > 0 centered at 6,
Stokes’ theorem states that the integral of the inner product of g and the unit outward
vector at x € Sy, which is (x — 8)/|lx — 68|, with respect to the uniform measure
equals the integral of the divergence of g on B,y with respect to the Lebesgue
measure.

Typically, Stokes’ theorem is considered for a more general open set §2 in R?
with boundary 92 which could be less smooth than a sphere, and where the function
g is often smooth. For example, Stroock (1990) considers a bounded open set £2 in
R? for which there exists a function ¢ from R? into R having continuous third
order partial derivatives with the properties that 2 = {x € R? | ¢(x) < 0} and the
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gradient d¢ of ¢ vanishes at no point where ¢ itself vanishes. Further he requires
that g has continuous first order partial derivatives in a neighborhood of the closure
2 of £2. For such an open set, its boundary is 92 = {x € R? | ¢(x) = 0}. Then,
Stroock states that

/ nT(x)g(x)do(x)=/ divg(x) dx 2.27)
a0 2

where n(x) is the outer normal (the unit outward vector) to 52 at x € 952 and o
is the surface measure (the uniform measure) on d2. He provides an elegant proof
of Stokes’ theorem in (2.27) through a rigorous construction of the outer normal
and the surface measure. It is beyond the scope of this book to reproduce Stroock’s
proof, especially as the link we wish to make with Stein’s identity only needs to deal
with £2 being a ball and with 92 being a sphere. Note that Stroock’s conditions are
satisfied for a ball of radius » > 0 centered at & € R? with the function ¢(x) =
[[x — 6] — r. In that context, Stokes’ theorem expresses that

/ < x =0 ) g(x)doyp(x) =/ divg(x) dx (2.28)
5,0 \lx — 0] Bs

where o, ¢ is the uniform measure on S; .

In the following, we will show that Stein’s identity for continuously differentiable
functions can be derived in a straightforward way from this ball-sphere version of
Stokes’ theorem. Furthermore, and perhaps more interestingly, we will see that the
converse is also true: Stein’s identity (for which we have an independent proof in
Sect. 2.3) implies directly the classical ball-sphere version of Stokes’ theorem.

Proposition 2.2 Let X ~ 4,(6, o2l p) and let g be a continuously differentiable
function from RP into R? such that either

Eo[|(X —0)"g(X)|] <00 or Eg[|divg(X)|]] < oo. (2.29)
Then Stein’s identity in (2.7) holds, that is,
Eo[(X — 0)"g(X)] = 0° Egldivg(X)]. (2.30)

Proof Integrating through uniform measures on spheres (see Lemma 1.4), we have

1 lx — 62 J
Qronyp2 SP\ T2 )Y

o _ T
_ / / < x—0 ) 2(x) doyp(¥) Yoa(r) dr (2.31)
0o Js, \lx =20

Eg2[(X —0)'g(X)] = /R (x —0)'g(x)
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where

1 r?
Yo2(r) = W r exp (—m) (2.32)

and o, ¢ is the uniform measure on S; g. Then applying Stokes’ theorem in (2.28) to
the inner most integral in (2.31) gives

Ey 2[(X —0)"g(X)] = /Oo/ divg(x) dx V2 (r) dr . (2.33)
0 Br,|9

Now, applying Fubini’s theorem to the right-hand side of (2.33), we have

[e°]

/ / divg(x)dx Y2 (r)dr = / divg(x) Y2 (r)drdx
0 JBy RP \

[x—=61l

[ w0 gy [ o0 (-33)]
= ivg(x) ————= | —o“ exp| — X
RP Q2mo?)p/2 P\7252 [

. 1 Ix — 61
— g2 _
=0 /I;p divg(x) RETOE exp( 752 dx

= 0% Ey p2[divg(X)] (2.34)

since, according to (2.32),

9 1 2 r? _
ar {—(2na2)p/2 [—“ exp (‘ﬁ)“ =Va2().

Therefore combining (2.33) and (2.34) we have that
Eg o2[(X —0)"g(X)] = 07 Eg ,2[dive(X)],

which is Stein’s identity in (2.39).
To show Stein’s identity in (2.7) assuming Eg[|divg(X)|] < oo, it suffices to
essentially reverse the steps in the above development. O

Note that using Stokes’ theorem in the proof of Proposition 2.2 allows the weaker
condition (2.29) instead of Condition (2.8) used in Theorem 2.1.

Kavian (1993) showed that (2.27) and (2.28) continue to hold for weakly
differentiable functions g, provided that g behaves properly in a neighborhood of
the boundary. See also Lepelletier (2004). However, Stokes’ theorem may fail if
g is not sufficiently smooth in a neighborhood of the boundary. For example, it
is clear that a weakly differentiable function may be redefined on the boundary
of the ball B,y without affecting either its weak differentiability or the integral
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of the right-hand side of (2.28). But, by properly defining g on S, the integral
over S, on the left-hand side of (2.28) may take on any value. For this reason,
we develop the following version of Stokes’ theorem (for balls and spheres) which
will hold simultaneously for almost all » as long as the function g is weakly
differentiable. It will be extensively used in extending Stein’s lemma to general
spherically symmetric distributions in Chaps.5 and 6. Interestingly, the proof is
based on Stein’s lemma and completeness of a certain exponential family. We
provide an extension to general smooth open sets in Sect. A.5 of the Appendix.

Theorem 2.7 (Fourdrinier and Strawderman 2016) Let g be a weakly differen-
tiable function from RP into RP. Then (2.28) holds for almost every r.

Proof Since g is weakly differentiable, the functions (X —0)Tg and divg are locally
integrable. The same is true for the functions g, = g h, where, forn € N, h;, is a
smooth cutoff function such that 4, (x) = 1 if ||x|| < n, h,(x) =0if ||x|| > n + 1,
hy, € €%, and h,(x) < 1 for all x. Thus g, is weakly differentiable and we have
Eg[|(X —0)"g,(X)|] < oo or Eg[|divg,(X)|] < oo. Hence, Stein’s lemma applies
to gn, so that (2.39) holds for g, that is,

Eol(X — 0)"g,(X)] = 02 Eg[divg, (X)]. (2.35)

Then, as in (2.31), with 1,2 given in (2.32),

e’} -0 T
Ey 2[(X — 0)"gn(X)] = / / ( a ) gn(x)do,g(x) Y 2(r)dr  (2.36)
’ 0 Js.o \Ix—20
and, as in (2.33), we also have
o
o? Ey 52[divg,(X)] = f f divg, (x) dx Y 2 (r)dr. (2.37)
0 Br,9

Hence, it follows from (2.35), (2.36), and (2.37) that, for all o2,

o0 _ T e’}
f / (u) 20 (¥) doy. g (x) Y2 (r) dr = f f divg, (x) dx Y2 (r) dr .
0 Js.o \llx =20l 0 JB.y

Therefore, since the family {¥,2(r)},2.o defined in (2.32) is proportional to a
family of densities that is complete as an exponential family, we have

T
/ <i> gn(x) doyp(x) = f divgn(x) dx , (2.38)
s \x =0l Brg

for almost every 0 < r < n. Now, since g,(x) = g(x) for |x|| < n, it follows
that (2.38) holds for g for almost every r > 0. O
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As a first corollary, it follows that the classical (ball-sphere) version of Stokes’
theorem holds for every » when g is continuously differentiable.

Corollary 2.7 Let g be a continuously differentiable function from RP into RP.
Then (2.28) holds for every r > 0.

Proof Because g is continuously differentiable, both sides of (2.38) are continuous.
Then, since the equality holds almost everywhere, it must hold for all » > 0. O

Note that the proof of Proposition 2.2 remains valid when (2.28) holds for
almost every r > (. Hence the following corollary follows from Theorem 2.7 and
Proposition 2.2.

Corollary 2.8 (Stein’s lemma) Let X ~ 4,(6, ead p) and let g be a weakly
differentiable function from R? into R? such that either Eg[|(X — 0)"g(X)|] < o0
or Eg[|divg(X)|] < oco. Then Stein’s identity in (2.7) holds, that is,

Egl(X —0)"g(X)] = 0 Egldivg(X)]. (2.39)

Note that, as in Proposition 2.2, Corollary 2.8 uses the weaker condition (2.29)
instead of Condition (2.8) which was used in Theorem 2.1.

We have seen for balls and spheres that Stokes’ theorem can be directly
derived from Stein’s identity, for weakly differentiable functions. This result will
be particularly important for proving Stein type identities for spherically symmetric
distributions in Chaps. 5 and 6. Note that we have in fact obtained a stronger result. It
is actually shown that, any time Stein’s identity is valid, then the version of Stokes’
theorem given in Theorem 2.7 holds as well. This result is particularly interesting
when the weak differentiability assumption is not met. For example, Fourdrinier
et al. (2006) noticed that this may be the case when dealing with a location parameter
restricted to a cone; Stein’s identity (2.7) holds but the weak differentiability of the
functions at hand is not guaranteed (see also Sect. 7.3).

2.6 Differential Operators and Dimension Cut-Off When
Estimating a Mean

In the previous sections, when estimating the mean 6 in the normal case, the
MLE X is admissible when p < 2, but inadmissible when p > 3. Although
specific to the normal case, this result can be extended to other distributional
settings (such as exponential families) so that this dimension cut-off should reflect a
more fundamental mathematical phenomenon. Below, we give an insight into such
phenomena in terms of nonlinear partial differential operators.

Indeed, when estimating € under quadratic loss, improvements on X through
unbiased estimation techniques often involve a nonlinear partial differential operator
of the form
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#8(x) = kdivg(x) + llg(x)])? (2.40)
for a certain constant k. A sufficient condition for improvement is typically
Fg(x) <0 (2.41)

for all x € R? (with strict inequality on a set of positive Lebesgue measure). We
will see that (2.41) does not have a nontrivial solution g (i.e. g is not equal to 0
almost everywhere) when the dimension p < 2, even if we look for solutions with
smoothness conditions as weak as possible. Consequently, a necessary dimension
condition for (2.41) to have solutions g £ 0 is p > 3.

Here is a precise statement of this fact.

Theorem 2.8 Let k € R be fixed. When p < 2, the only weakly differentiable
solution g with ||g||> € L} (RP) of

#g(x) = kdivg(x) + llg)[* <0, (2.42)

forany x € R?, is g = 0 (a.e.).

Note that, in Theorem 2.8, the search for solutions of (2.42) is addressed in
the general setting of weakly differentiable functions. The proof will follow the
development in Blanchard and Fourdrinier (1999). However, in that paper, the g’s
are sought in the much larger space of distributions 2’ (R?) introduced by Schwartz
(see Schwartz 1973 for a full account). Note also that the condition | g||* € L }OC (RP)
is not restrictive. Any estimator of the form X + g(X) with finite risk must satisfy
Eglllg(X)|I*] < oo and hence [|g||> must be in L} _(RP).

The proof of Theorem 2.8 is based on the use of the following sequence of so-
called test functions. Let ¢ be a nonnegative infinitely differentiable function on R4
bounded by 1, identically equal to 1 on [0, 1], and with support on the interval [0, 2]
(supp(¢) = [0, 2] ), which implies that its derivative is bounded. Associate to ¢ the
sequence {¢,},>1 of infinitely differentiable functions from R? into [0, 1] defined

through

Vn>1 VxeR’ ¢,(x)= (p(”ji—”) . (2.43)

Clearly, for any n > 1, the function ¢, has compact support By,, the closed ball of
radius 2n and centered at zero in R”. Also, an interesting property that follows from
the uniform boundedness of ¢’, is that, forany 8 > 1 and forany j = 1,..., p,
there exists a constant K > 0 such that

Dok
ax j

K ,_
)] < ;%’,3 ') (2.44)
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Note that, as all the derivatives of ¢ vanish outside of the compact interval [1, 2] and
@ is bounded by 1, (2.44) implies

gk
8xj~

K
@) = le, &x). (2.45)

where 1l ¢, is the indicator function of the annulus C, = {x € R? | n < ||x|| < 2n}.

Proof of Theorem 2.8 Let g be a weakly differentiable function g, with ||g||> €
L} (RP), satisfying (2.42). Then, using the defining property (2.6) of weak

loc
differentiability (see also Sect. A.1), we have, for any n € N* and any 8 > 1,

/ 18P of (0 dx < —k / divg (x) ¢ (x) dx
Rp RP

P
0
—k —g;(x) 9P (x) dx
i§=1 /Rp axigl( ) @y, (x)

p
0
k i(x) — B(x)dx
;II/Wg( A
:kf gT(x)E)(p,’?(x)dx
RP

< k/R g (Ol 19gf () dox . (2.46)

Then, using (2.44), it follows from (2.46) that there exists a constant C > 0 such
that

C
/ lg()I? ¢f (x)dx < = f llg o)l P~ (x) dx
RP n Jre

c 12 12
s—(/ ¢52(x)dx> (/ ||g(x>||2¢,€<x>dx) ,
n RP RP

(2.47)

when applying Schwarz’s inequality with 8 > 2 and using

@)l of ' (x) = o> () llg @)1l 0P (x) .

Clearly (2.47) is equivalent to

C? _
f le) 1% f ) dx < = / Pf 2 (x)dx . (2.48)
RP n RP
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Thus, since ¢, = 1 on B, and ¢,, > 0,
f lg@)|* dx = / lg)II* ¢f (x) dx < f Ilg@)I* f (x)dx . (2.49)
B, B, R?
Then, since supp (¢,) = Bz, and 0 < ¢,, < 1, using (2.48) gives
2

C? C
/ lg @O dx < —2/ i P()dx < — | dx=An""?  (250)
B, n RP n Bon

for some constant A > 0. Letting n go to infinity in (2.50) shows that, when p < 2,
g = 0 almost everywhere, which proves the theorem in that case. It also implies that
lgll?> € L'(RP) when p = 2.

In the case p = 2, the result will follow by applying (2.45). Indeed, it follows
from (2.45), (2.49) and the first inequality in (2.47) that, for some constant C > 0,

C
/Ilg(x)llzdxs—/ g o)1l dx
n Cn

c 12 1/2
5—(/ dx) (/ ||g(x>||2dx> 2.51)
n n C’l

by Schwarz’s inequality. Now, since p = 2,

f dx < / dx «n?. (2.52)
Cy By
Hence (2.51) and (2.52) imply that
1/2
/B lg@)*dx < A </C Ilg(X)Ilde> , (2.53)

for some constant A > 0. Since as noted above, ||g||*> € L' (R?), we have
tim [ g1 dx =0
n— oo Cn

and consequently (2.53) gives rise to

0= lim / lg ()7 dx = / lg ()P dx .
n—o0 Jo RP

Thus g = 0 almost everywhere and gives the desired result for p = 2 is obtained.
0
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Such a dimension cut-off result implies that the usual Stein inequality 2 divg(x)
+|1g(x)]]? < 0, for any x € R?, has no nontrivial solution g, with lgl? e L}OC(RP)
when p < 2. This reinforces the fact that the MLE X is admissible in dimension p <
2 when estimating a normal mean. Blanchard and Fourdrinier (1999) (to which we
refer for a full account of the dimension cut-off phenomenon) also considered more
general nonlinear partial differential inequalities. We will again use their technique
in Chap. 8 (for loss estimation) to prove that, for an inequality of the form k Ay (x)+
yz(x) < 0, the same dimension cut-off phenomenon occurs for p < 4 (there is no

nontrivial solution y, with y2 € L}OC(RP), when p < 4).
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