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Abstract. Missing data consists in the lack of information in a dataset
and since it directly influences classification performance, neglecting it is
not a valid option. Over the years, several studies presented alternative
imputation strategies to deal with the three missing data mechanisms,
Missing Completely At Random, Missing At Random and Missing Not
At Random. However, there are no studies regarding the influence of all
these three mechanisms on the latest high-performance Artificial Intel-
ligence techniques, such as Deep Learning. The goal of this work is to
perform a comparison study between state-of-the-art imputation tech-
niques and a Stacked Denoising Autoencoders approach. To that end,
the missing data mechanisms were synthetically generated in 6 different
ways; 8 different imputation techniques were implemented; and finally, 33
complete datasets from different open source repositories were selected.
The obtained results showed that Support Vector Machines imputation
ensures the best classification performance while Multiple Imputation by
Chained Equations performs better in terms of imputation quality.
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1 Introduction

Missing Data is a common problem that appears in real-world datasets and is
an important issue since it affects the performance of classifiers [20]. Over the
past decades, many methods have been proposed to impute the missing val-
ues. In the research community, three main missing mechanisms are recognised
– Missing Completely At Random (MCAR), Missing At Random (MAR) and
Missing Not At Random (MNAR) – and adjusting the imputation method to
the missing mechanism is crucial, since an improper choice can bias the clas-
sification performance [23]. Deep Learning techniques are currently a hot topic
in Machine Learning literature [2], although their application for imputation
purposes remains an understudied topic.

This work analyses the appropriateness of Stacked Denoising Autoencoders
(SDAE) to impute the different data mechanisms, considering univariate and
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multivariate scenarios. The performance of SDAE is then compared to the per-
formance of state-of-the-art imputation techniques. To achieve that, we selected
33 complete datasets from different open source repositories and simulated the
missing mechanisms using 6 different configurations. Then, 8 different impu-
tation techniques are evaluated in terms of F-measure and Root Mean Squared
Error (RMSE). Summing up, the contributions of this research are the following:
(i) presenting a comparative study that considers several missing data mecha-
nisms, imputation methods and missing rates (5, 10, 15, 20, 40%), (ii) proposing
an imputation approach based on SDAE and (iii) simultaneously evaluating the
quality of imputation (similarly to related work) and the benefits for classifi-
cation performance (mostly overlooked in related work). Our experiments show
that the imputation methods (and consequently the classification performance)
are influenced by missing mechanisms and configurations. Furthermore, we con-
clude that SDAE do not show a significant advantage over other standard impu-
tation algorithms: regarding the quality of imputation, Multiple Imputation by
Chained Equations (MICE) seems to be a better approach while Support Vector
Machines (SVM) provides the best imputation for the classification stage. This
document is organised as follows: Sect. 2 presents several research works that
considered different configurations to generate the missing mechanisms and stud-
ied well-know imputation techniques and some recent deep learning approaches.
Then, Sect. 3 describes the different stages of the experimental setup while Sect. 4
discusses the obtained results. Finally, Sect. 5 concludes the paper and presents
some possibilities for future work.

2 Background Knowledge and Related Work

In this section, we provide some background on missing data mechanisms and
imputation methods, also including a thorough explanation on the procedure of
SDAE. Along with some background information, we refer to previous work on
both topics, highlighting their main objectives and conclusions.

2.1 Missing Mechanisms

There are three mechanisms under which missing data can occur [15]: MCAR,
MAR and MNAR [10]. MCAR occurs when the reason why data is missing is
unrelated to any observed or unobserved value from the dataset (e.g. a survey
participant had a flat tire and misses his appointment). In the case of MAR, the
cause of the missing data is unrelated to the missing values but it is related with
observed values from the dataset (e.g. an investigator finds that women are less
likely to reveal their weight) and finally, in the case of MNAR, the probability
of a value to be missing is related to the value itself (e.g. obese subjects are less
likely to reveal their weight).

These mechanisms could be generated in various ways and several different
examples could be found in the literature [9,12,18,23,26,28]. Twala et al. [23]
investigated the robustness and accuracy of techniques for handling incomplete
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data for different mechanisms of missing data. Three suites of data were created
corresponding to MCAR, MAR and MNAR. For each of them, univariate (one
feature only) and multivariate (several features) generation of missing data was
performed using 21 datasets. These approaches were implemented for 3 missing
rates (15, 30 and 50%). Rieger et al. [18] performed an extensive study cover-
ing both classification and regression problems and a variety of missing data
mechanisms. Four different types of MAR generation are proposed as well as a
mechanism for MCAR generation. Garciarena et al. [12] studied the interaction
between missing data mechanisms, imputation methods and supervised classifi-
cation algorithms. The authors generated missing values for the three different
mechanisms and present two different versions of MNAR. In total, 4 missing
data configurations are created for 6 different missing rates (5, 10, 20, 30, 40
and 50%) on 10 datasets from UCI Machine Learning Repository.

2.2 Imputation Algorithms

Imputation methods aim to find a plausible value to replace one that is missing
and are mainly divided into statistical-based or machine learning-based meth-
ods [11]. Statistical methods consist in substituting the missing observations
with the most similar ones among the training data, without the need of con-
structing a predictive model to evaluate their ”similarity” (e.g. Mean imputation
– Meanimp, MICE, Expectation-Maximization – EM). Machine learning-based
techniques, construct a predictive model with the complete available data to esti-
mate values for substituting those that are missing (e.g. k-Nearest Neighbours
imputation – kNNimp, SVM imputation – SVMimp, DAE imputation).

Garciarena et al. [12] compared the performance of 8 different imputation
techniques including MICE, Meanimp and EM. The classification results (eval-
uated with F-measure) showed that MICE was the best technique. Garćıa-
Laencina et al. [9] proposed an approach that achieves a balance between classifi-
cation and imputation by using Multi-Task Learning perceptrons. This approach
is compared with 4 well-known imputation methods (including kNNimp) using
classification accuracy. The results show that the proposed method outperforms
the other well-known techniques. Twala et al. [23] studied the effect of different
imputation techniques in classification accuracy of a decision tree. The authors
used 7 imputation methods including EM and Meanimp. The results show that
EM works well on small datasets, particularly for numeric attributes. Xia et
al. [26] compared their proposed algorithm with 5 imputation methods, includ-
ing Meanimp and kNNimp. They used accuracy and Area Under the ROC Curve
(AUC) as evaluation metric for the classification process (using a Random Forest
classifier).

General neural network-based methods have been increasingly used for miss-
ing data imputation; however, deep learning architectures especially designed
for missing data imputation has not yet been explored to its full potential.
Denoising Autoencoders (DAE) [24] are an example of deep architectures that
are designed to recover noisy data (x̃), which can exist due to data corrup-
tion via some additive mechanism or by missing data. DAE are a variant of
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Fig. 1. Differences between autoencoder and denoising autoencoder structures.

autoencoders (AE) – Fig. 1 – which is a type of neural network that uses back-
propagation to learn a representation for a set of data. Each autoencoder is
composed by three layers (input, hidden and output layer) which can be divided
into two parts: encoder (from the input layer to the output of the hidden layer)
and decoder (from the hidden layer to the output of the output layer). The
encoder part maps an input vector x to a hidden representation y, through a
nonlinear transformation fθ(x) = s(xWT + b) where θ represents W (weight
matrix) and b (bias vector) parameters. The resulting y representation is then
mapped back to a vector z which have the same shape of x, where z is equal
to g′

θ(y) = s(W’y + b’). The train of an autoencoder consists in optimising
the model parameters (W, W’, b and b’), minimising the reconstruction error
between x and z. Vincent et al. [25] proposed a strategy to build deep networks
by stacking layers of Denoising Autoencoders – SDAE. The results have shown
that stacking DAE improves the performance over the standard DAE. In two
recent works, Gondara et al. studied the appropriateness of SDAE for multiple
imputation [13] and their application to imputation in clinical health records
(recovering loss to followup information) [14]. In these works, the proposed algo-
rithm is compared with MICE using the Predictive Mean Matching method.
In the first work, authors consider only MCAR and MNAR mechanisms. The
imputation results of both mechanisms are compared using sum of Root Mean
Squared Error (RMSEsum). Additionally, MNAR mechanism is also evaluated
in terms of classification error, using a Random Forest classifier. In the second
work, authors propose a SDAE model to handle imputation in healthcare data,
using datasets under MCAR and MNAR mechanisms. The simulation results
showed that their proposed approach surpassed the state-of-the-art methods. In
both previous works, although authors prove the advantages of SDAE for impu-
tation, a complete study under all missing mechanisms is not provided, since
in both cases, MAR generation is completely disregarded. Furthermore, they
only compare two imputation methods (MICE and SDAE) and the classification
performance is only evaluated for one mechanism (MNAR). Beaulieu et al. [4]
used SDAE to impute data in electronic health records. This approach is com-
pared with five other imputation strategies (including Meanimp and kNNimp)
and evaluated with RMSE. The results show that the proposed SDAE-based
approach outperforms MICE. Duan et al. [7,8] used SDAE for traffic data impu-
tation. In the first work [7], the proposed approach is compared with another
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one that uses artificial neural networks with the same set of layers and nodes
as the ones used in SDAE. In the second work [8] another imputation method
is used (ARIMA – AutoRegressive Integrated Moving-Average) for comparison.
To evaluate the imputation process authors used RMSE, Mean Absolute Error
(MAE) and Mean Relative Error (MRE). Ning et al. [17] proposed an algorithm
based on SDAE for dealing with big data of quality inspection. The proposed
approach is compared with two other imputation algorithms (GBWKNN [19]
and MkNNI [16]) that are both based on the k-nearest neighbour algorithm.
The results are evaluated through d2 (the suitability between the imputed value
and the actual value) and RMSE. The above-mentioned works show that the
proposed imputation methods outperform the ones used for comparison, show-
ing that deep learning based techniques are promising in the field of imputation.
Sánchez-Morales et al. [22] proposed an imputation method that uses a SDAE.
The main goal of their work was to understand how the proposed approach
can improve the results obtained in the pre-imputation step. They used three
state of the art methods for the pre-imputation: Zero Imputation, kNNimp and
SVMimp. The results, for three datasets from UCI, are evaluated in terms of
MSE. Authors concluded that the SDAE is capable of improving the final results
for a pre-imputed dataset. To summarise, most of related work does not address
all three missing data mechanisms and mostly evaluates the results in terms
of quality of imputation rather than also evaluating the usefulness of an impu-
tation method to generate quality data for classification. Furthermore, none of
the reviewed works studies the effect of different missing data mechanisms on
imputation techniques (including DAE) for several missing rates.

3 Experiments

We start our experiments by collecting 33 publicly available real-world datasets
(UCI Machine Learning Repository, KEEL, STATLIB) to analyse the effect
of different missing mechanisms (using different configurations) on imputation
methods. Some of the original datasets were preprocessed in order to remove
instances containing small amounts of missing values. In the case of multiclass
datasets, they were modified in order to represent a binary problem. Afterwards,
we perform the missing data generation, inserting missing values at five miss-
ing rates (5, 10, 15, 20 and 40%) following 6 different scenarios (MCARuniva,
MCARunifo, MARuniva, MARunifo, MNARuniva and MNARunifo) based on
state-of-the-art generation methods. Five runs were performed for each missing
generation, per dataset and missing rate. To provide a clear explanation of all
the generation methods it is important to establish some basic notation. There-
fore, let us assume a dataset X represented by a n× p matrix, where i = 1, ..., n
patterns and j = 1, ..., p attributes. The elements of X are denoted by xij ,
each individual feature in X is denoted by xj and each pattern is referred to
as xi = [xi,1, xi,2, ..., xi,j , ..., xi,p]. For the univariate configuration, univa, the
feature that will have the missing values, xm, will always be the one most cor-
related with the class labels and the determining feature xd is the one most
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correlated with xm. Regarding multivariate configurations, unifo, there are sev-
eral alternatives to choose the missing values positions which will be detailed
later.

Missing Completely at Random. For the univariate configuration of
MCAR, MCARuniva, we consider the method proposed by Rieger et al. [18]
and Xia et al. [26]. This configuration chooses random locations in xm to be
missing, i.e., random values of xi,m are eliminated. The multivariate configura-
tion of MCAR is proposed in the work of Garciarena et al. [12]. MCARunifo

chooses random locations, xi,j , in the dataset to be missing until the desired MR
is reached.

Missing at Random. The univariate configuration of MAR is based on
ranks of xd: the probability of a pattern xi,m to be missing is computed by
dividing the rank of xi,m in the determining feature xd by the sum of all ranks
for xd – this configuration method is herein referred to as MARuniva. Then,
the patterns to have missing values are sampled according to such probability,
until the desired MR is reached [18,26]. The multivariate configuration of MAR,
MARunifo, starts by defining pairs of features which include a determining and
a missing feature {xd, xm}. This pair selection was based on high correlations
among all the features of the dataset. In the case of having an odd number of
features, the unpaired feature may be added to the pair which contains its most
correlated feature. For each pair of correlated features, the missing feature will
be the one most correlated with the labels. In the case of having a triple of
correlated features, there will be two missing features which will also be those
most correlated with the class labels. xm will be missing for the observations
that are below the MR percentile in the determining feature xd. This means
that the lowest observations of xd will be deleted on xm.

Missing Not at Random. MNARuniva was proposed by Twala et al. [23]:
for this method the feature xm itself is used as determining feature, i.e., the
MR percentile of xm is determined and values of xm lower than a cut-off value
are removed. The multivariate configuration of MNAR, MNARunifo, was also
proposed by Twala et al. [23] and is called Missingness depending on unobserved
Variables (MuOV), where each feature of the dataset has the same number of
missing values for the same observations. The missing observations are randomly
chosen.

Nine imputation methods were then applied to the incomplete data: Mean
imputation (Meanimp), imputation with kNN (kNNimp), imputation with SVM
(SVMimp), MICE, EM imputation and SDAE-based imputation. Meanimp
imputes the missing values with the mean of the complete values in the respective
feature [12,23,26], while kNNimp imputes the incomplete patterns according to
the values of their k-nearest neighbours [9,26]. For kNNimp we considered the
euclidean distance and a set of closest neighbours (1, 3 and 5). SVMimp was
implemented considering a gaussian kernel – Radial Basis Function (RBF) [11]:
the incomplete feature is used as target, while the remaining features are used
to fit the model. The search for optimal parameters C and γ of the kernel was
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performed through a grid search for each dataset (different ranges of values
were tested: 10−2 to 1010 for C and 10−9 to 103 for γ, both ranges increas-
ing by a factor of 10). MICE is a multiple imputation technique that specifies
a separate conditional model for each feature with missing data [3]. For each
model, all other features can be used as predictors [13,14]. EM is a maximum-
likelihood-based missing data imputation method which estimates parameters
by maximising the expected log-likelihood of the complete data [6]. The above
methods were applied using open-source python implementations: scikit-learn
for SVMimp and Meanimp, fancyimpute for kNNimp and MICE and impyute for
EM.

Regarding the SDAE, we propose a model based on stacked denoising autoen-
coders, for the complete reconstruction of missing data. It was implemented using
Keras library with a Theano backend. SDAE require complete data for initial-
isation so missing patterns are pre-imputed using the well-known Mean/Mode
imputation method. We also apply z-score standardisation to the input data in
order to have a faster convergence. There are two types of representations for
an autoencoder [5]: overcomplete, where the hidden layer has more nodes than
input layer and undercomplete, where the hidden layer is smaller than the input
layer.

Our architecture is overcomplete, which means that the encoder block has
more units in consecutive hidden layers than the input layer. This architecture
of the SDAE is similar to the one proposed by Gondara et al. [13]. The model
is composed by an input layer, 5 hidden layers and an output layer which form
the encoder and the decoder (both constructed using regular densely-connected
neural network layers). The number of nodes for each hidden layer was set to
7, as it has proven to obtain good results in related work [13]. For the encod-
ing layers we chose hyperbolic tangent (tanh) as activation function due to its
greater gradients [5]. Rectified Linear Units function (reLu) was used as activa-
tion function in the decoding layers. We have performed experiments with two
different configurations for the training phase: the first one was adapted from
Gondara et al. [13] while for the second one we have decided to study a different
optimisation function – Adadelta optimisation algorithm – since it avoids the
difficulties of defining a proper learning rate [27]. At the end, we have decided
to use Adadelta since it proved to be most effective. Therefore, our final SDAE
is trained with 100 epochs using Adadelta optimisation algorithm [27] and mean
squared error as loss function. Our model has an input dropout ratio of 50%,
which means that half of the network inputs are set to zero in each training
batch. To prevent the training data from overfitting we add a regularization
function named L2 [5]. Our imputation approach based on this SDAE considers
the creation of three different models (for three different training sets), for which
three runs will be made (multiple imputation). This approach is illustrated in
Algorithm 1 and works as follows: (1) the instances of each dataset are divided
in three equal-size sets; (2) each set is used as test set, while the remaining two
are used to feed the SDAE in the training phase; (3) 3 multiple runs will be
performed for each one of these models; (4) the output mean of the three models
is used to impute the unknown values of the test set. After the imputation step
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Algorithm 1 Multiple imputation using SDAE
Input: Pre-imputed dataset X, p data partitions, k multiple imputations
1: for i = 1 → p do
2: Consider all partitions (except partition i) as training set
3: Consider partition i as test set
4: for j = 1 → k do
5: Perform dropout (50%) in training set
6: Initialise the SDAE with random weights
7: Fit the imputation model to the training set
8: Apply the trained model to test set i and save its imputed version j
9: end for

10: Reconstruct test set i by averaging over all its j versions
11: end for
12: return Complete dataset X

is concluded, we move towards the classification stage. We perform classification
with a SVM with linear kernel (considering a value of C = 1) and considered two
different metrics to evaluate two key performance requirements for imputation
techniques: their efficiency on retrieving the true values in data (quality of impu-
tation) [21] and their ability to provide quality data for classification [11]. The

quality of imputation was assessed using RMSE, given by
√

1
n

∑n
i=1 (xi − x̃i)2,

where x̃ are the imputed values of a feature, x are the corresponding original
values and n is the number of missing values. The classification performance was
assessed using F-measure which consists of an harmonic mean of precision and
recall [1], defined as F-measure = 2×precision×recall

precision+recall .

4 Results and Discussion

Our work consists of a missing value generation phase followed by imputation and
classification. Thus, we evaluate both the imputation quality and its impact on
the classification performance. The results are divided by metric (F-measure and
RMSE), missing mechanism (MCAR, MAR and MNAR), type of configuration
(univariate and multivariate) and missing rate (5, 10, 15, 20 and 40%). Table 1
presents the average results obtained for all the datasets used in this study. As
expected, the increase of missing rate leads to a decrease in the performance of
classifiers (F-measure) and the quality of imputation (RMSE).

Quality of Imputation (RMSE). For univa configurations, MICE proved
to be the best approach in most of the scenarios: for MNAR mechanism and a
higher MR (40%), SDAE seems to be the best method. For the unifo configu-
rations, MICE is the best imputation method for MCAR mechanism, regardless
of the MR. Considering MAR mechanism, MICE is also the best method in
most of scenarios, except for a higher MR (40%) – SDAE seems to be the best
approach. In the case of MNAR mechanism and for lower MRs (5 and 10 %),
MICE is also the best approach. However, for higher MRs, the SDAE-based
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Table 1. Simulation results by imputation method: average F-measure and RMSE is
shown regarding each configuration, missing data mechanism and missing rate. The
best results for each configuration and missing mechanism are marked in bold, consid-
ering both metrics.

F-measure RMSE

Univa Unifo Univa Unifo

MR Methods MCAR MAR MNAR MCAR MAR MNAR MCAR MAR MNAR MCAR MAR MNAR

5%

Mean 0.7626 (7) 0.7648 (7) 0.7628 (7) 0.7593 (6) 0.7675 (3) 0.7759 (5) 0.2202 (6) 0.2291 (6) 0.3691 (6) 0.2206 (5) 0.2613 (6) 0.3621 (5)
kNN1 0.7630 (5) 0.7671 (4) 0.7673 (3) 0.7587 (7) 0.7630 (8) 0.7535 (8) 0.2180 (4) 0.2187 (4) 0.3169 (4) 0.2339 (6) 0.2391 (4) 0.3748 (6)
kNN3 0.7642 (4) 0.7680 (2) 0.7679 (2) 0.7646 (4) 0.7672 (5) 0.7765 (2) 0.1802 (3) 0.1872 (3) 0.2932 (3) 0.1986 (3) 0.2050 (3) 0.3518 (3)
kNN5 0.7645 (3) 0.7672 (3) 0.7654 (4) 0.7671 (2) 0.7674 (4) 0.7763 (4) 0.1736 (2) 0.1813 (2) 0.2869 (2) 0.1917 (2) 0.1985 (2) 0.3451 (2)
SVM 0.7676 (1) 0.7693 (1) 0.7715 (1) 0.7686 (1) 0.7676 (2) 0.7871 (1) 0.4918 (8) 0.5857 (8) 0.5622 (8) 0.5094 (8) 0.5285 (8) 0.6300 (8)
EM 0.7591 (8) 0.7634 (8) 0.7618 (8) 0.7460 (8) 0.7648 (7) 0.7654 (7) 0.2979 (7) 0.2998 (7) 0.4064 (7) 0.2947 (7) 0.3173 (7) 0.4016 (7)
MICE 0.7656 (2) 0.7665 (5) 0.7644 (5) 0.7659 (3) 0.7692 (1) 0.7751 (6) 0.1701 (1) 0.1736 (1) 0.2805 (1) 0.1806 (1) 0.1887 (1) 0.3143 (1)
SDAE 0.7627 (6) 0.7651 (6) 0.7630 (6) 0.7595 (5) 0.7666 (6) 0.7763 (3) 0.2191 (5) 0.2245 (5) 0.3679 (5) 0.2202 (4) 0.2547 (5) 0.3605 (4)

10%

Mean 0.7618 (7) 0.7631 (7) 0.7592 (5) 0.7490 (6) 0.7676 (4) 0.7682 (3) 0.3070 (5) 0.3255 (6) 0.4997 (6) 0.3144 (4) 0.3530 (5) 0.4891 (3)
kNN1 0.7646 (5) 0.7656 (4) 0.7612 (4) 0.7494 (5) 0.7626 (7) 0.7614 (5) 0.3104 (6) 0.3155 (4) 0.4362 (4) 0.3420 (6) 0.3536 (6) 0.5268 (6)
kNN3 0.7677 (1) 0.7664 (3) 0.7615 (3) 0.7538 (4) 0.7685 (2) 0.7563 (7) 0.2565 (3) 0.2760 (3) 0.3960 (3) 0.2897 (3) 0.2859 (3) 0.4949 (5)
kNN5 0.7677 (2) 0.7674 (2) 0.7622 (1) 0.7558 (3) 0.7668 (5) 0.7602 (6) 0.2474 (2) 0.2664 (2) 0.3919 (2) 0.2795 (2) 0.2749 (2) 0.4878 (2)
SVM 0.7668 (3) 0.7702 (1) 0.7620 (2) 0.7655 (1) 0.7679 (3) 0.7801 (1) 0.6793 (8) 0.6784 (8) 0.6194 (8) 0.7005 (8) 0.5958 (8) 0.8301 (8)
EM 0.7592 (8) 0.7592 (8) 0.7589 (7) 0.7333 (8) 0.7557 (8) 0.7483 (8) 0.4165 (7) 0.4299 (7) 0.5411 (7) 0.4187 (7) 0.4285 (7) 0.5384 (7)
MICE 0.7661 (4) 0.7652 (5) 0.7583 (8) 0.7586 (2) 0.7690 (1) 0.7693 (2) 0.2435 (1) 0.2477 (1) 0.3786 (1) 0.2599 (1) 0.2631 (1) 0.4467 (1)
SDAE 0.7625 (6) 0.7646 (6) 0.7589 (6) 0.7485 (7) 0.7654 (6) 0.7676 (4) 0.3057 (4) 0.3178 (5) 0.4755 (5) 0.3144 (5) 0.3314 (4) 0.4933 (4)

15%

Mean 0.7589 (6) 0.7581 (7) 0.7597 (6) 0.7381 (5) 0.7514 (5) 0.7451 (4) 0.3934 (6) 0.3937 (6) 0.6075 (6) 0.3879 (4) 0.4381 (6) 0.5849 (3)
kNN1 0.7624 (5) 0.7635 (4) 0.7612 (3) 0.7335 (7) 0.7651 (2) 0.7205 (8) 0.3843 (4) 0.3822 (5) 0.5259 (4) 0.4365 (6) 0.4195 (5) 0.6534 (7)
kNN3 0.7655 (2) 0.7647 (2) 0.7604 (4) 0.7451 (4) 0.7531 (4) 0.7324 (6) 0.3268 (3) 0.3168 (3) 0.4802 (3) 0.3698 (3) 0.3721 (3) 0.6162 (5)
kNN5 0.7647 (3) 0.7643 (3) 0.7593 (7) 0.7503 (3) 0.7509 (6) 0.7374 (5) 0.3136 (2) 0.3074 (2) 0.4707 (2) 0.3551 (2) 0.3624 (2) 0.6088 (4)
SVM 0.7691 (1) 0.7678 (1) 0.7658 (1) 0.7672 (1) 0.7789 (1) 0.7872 (1) 0.9742 (8) 0.7884 (8) 0.8418 (8) 0.8628 (8) 0.8873 (8) 1.0848 (8)
EM 0.7548 (8) 0.7539 (8) 0.7582 (8) 0.7085 (8) 0.7332 (8) 0.7230 (7) 0.5189 (7) 0.5154 (7) 0.6584 (7) 0.5157 (7) 0.5229 (7) 0.6311 (6)
MICE 0.7630 (4) 0.7607 (5) 0.7612 (2) 0.7528 (2) 0.7504 (7) 0.7611 (3) 0.3054 (1) 0.3021 (1) 0.4502 (1) 0.3262 (1) 0.3494 (1) 0.5404 (2)
SDAE 0.7585 (7) 0.7583 (6) 0.7602 (5) 0.7378 (6) 0.7561 (3) 0.7633 (2) 0.3907 (5) 0.3802 (4) 0.5482 (5) 0.3886 (5) 0.3950 (4) 0.5305 (1)

20%

Mean 0.7587 (6) 0.7573 (7) 0.7553 (6) 0.7219 (5) 0.7335 (7) 0.7317 (4) 0.4479 (6) 0.4595 (6) 0.7067 (6) 0.4479 (4) 0.5094 (6) 0.6700 (3)
kNN1 0.7554 (7) 0.7583 (5) 0.7564 (4) 0.7185 (7) 0.7408 (4) 0.7062 (7) 0.4438 (4) 0.4386 (4) 0.5979 (4) 0.5094 (6) 0.5077 (5) 0.7541 (7)
kNN3 0.7609 (3) 0.7607 (4) 0.7570 (3) 0.7381 (3) 0.7414 (3) 0.7228 (6) 0.3717 (3) 0.3759 (3) 0.5686 (3) 0.4346 (3) 0.4359 (3) 0.7185 (6)
kNN5 0.7613 (2) 0.7620 (3) 0.7556 (5) 0.7380 (4) 0.7395 (5) 0.7296 (5) 0.3581 (2) 0.3618 (2) 0.5613 (2) 0.4189 (2) 0.4243 (2) 0.7114 (5)
SVM 0.7661 (1) 0.7714 (1) 0.7627 (1) 0.7643 (1) 0.7582 (1) 0.7896 (1) 1.1028 (8) 0.9814 (8) 0.9409 (8) 1.0050 (8) 1.5731 (8) 1.2533 (8)
EM 0.7547 (8) 0.7533 (8) 0.7536 (7) 0.6861 (8) 0.7146 (8) 0.6976 (8) 0.5966 (7) 0.5974 (7) 0.7395 (7) 0.5938 (7) 0.5950 (7) 0.7101 (4)
MICE 0.7599 (4) 0.7632 (2) 0.7515 (8) 0.7431 (2) 0.7425 (2) 0.7499 (3) 0.3484 (1) 0.3511 (1) 0.5329 (1) 0.3806 (1) 0.4009 (1) 0.6326 (2)
SDAE 0.7589 (5) 0.7577 (6) 0.7591 (2) 0.7210 (6) 0.7363 (6) 0.7515 (2) 0.4448 (5) 0.4416 (5) 0.6045 (5) 0.4484 (5) 0.4435 (4) 0.6101 (1)

40%

Mean 0.7478 (6) 0.7431 (7) 0.7448 (3) 0.6676 (3) 0.6801 (6) 0.6710 (3) 0.6387 (6) 0.6682 (6) 1.0326 (7) 0.6357 (2) 0.7553 (5) 0.9590 (3)
kNN1 0.7469 (7) 0.7441 (6) 0.7415 (7) 0.6387 (7) 0.6855 (5) 0.5867 (7) 0.6364 (5) 0.6502 (5) 0.9124 (5) 0.7798 (6) 0.7817 (6) 1.0844 (7)
kNN3 0.7512 (4) 0.7464 (4) 0.7440 (4) 0.6621 (5) 0.6973 (4) 0.5836 (8) 0.5404 (3) 0.5492 (3) 0.8883 (3) 0.6701 (5) 0.7163 (4) 1.0379 (6)
kNN5 0.7541 (2) 0.7480 (3) 0.7428 (5) 0.6581 (6) 0.6988 (3) 0.5948 (6) 0.5229 (2) 0.5302 (2) 0.8951 (4) 0.6497 (4) 0.6987 (3) 1.0274 (5)
SVM 0.7649 (1) 0.7695 (1) 0.7532 (2) 0.7618 (1) 0.7670 (1) 0.7385 (1) 1.1565 (8) 1.4194 (8) 1.8521 (8) 1.3355 (8) 3.7205 (8) 1.4128 (8)
EM 0.7407 (8) 0.7392 (8) 0.7416 (6) 0.6105 (8) 0.6585 (8) 0.5954 (5) 0.8460 (7) 0.8408 (7) 0.9938 (6) 0.8355 (7) 0.8270 (7) 0.9483 (2)
MICE 0.7526 (3) 0.7491 (2) 0.7393 (8) 0.6988 (2) 0.7025 (2) 0.6344 (4) 0.5027 (1) 0.5094 (1) 0.8396 (2) 0.5648 (1) 0.6975 (2) 0.9758 (4)
SDAE 0.7479 (5) 0.7453 (5) 0.7552 (1) 0.6652 (4) 0.6781 (7) 0.7330 (2) 0.6347 (4) 0.6256 (4) 0.7078 (1) 0.6366 (3) 0.5890 (1) 0.6687 (1)

approach guarantees a better imputation quality. Furthermore, there are some
datasets where SDAE is the top winner, especially for MR 40% (dermatology,
hcc-data-survival, hcc-data-mortality, lung-cancer, among others), although this
is not generalisable for all datasets.

Impact on classification (F-measure). The results show that SVMimp
seems to be the best imputation method in terms of classification performance,
regardless the missing mechanism and configuration considered. This is shown
in Table 1, where for the three highest MRs (15, 20 and 40%) SVMimp is the
winner approach for most of the studied scenarios, although for MNAR univa
configuration and under a MR of 40%, SDAE is the best approach. For the
lowest MRs (5 and 10%) there is no standard, suggesting that small amounts of
missing values have little influence on the quality of the dataset for classification
purposes – there is an exception for the univa configurations under 5% of MR: in
this case, SVM is the winner approach. Regarding the classification performance
of the SDAE-based approach, it belongs to the top 3 imputation approaches for
MNAR configurations under higher MRs (20 and 40%) .

We continue this section by referring to the results obtained by Gondara et
al.[13], who used a similar benchmarking of datasets (although smaller, with
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only 15 datasets) and a SDAE approach. Gondara et al.[13] proposed a SDAE
based model for imputation but only compare its results with MICE. Therefore,
we also perform this comparison, only for unifo configuration, and present the
respective results in Fig. 2. The SDAE seems to perform better than MICE for
MNAR data - this is always the case for higher missing rates (15, 20 and 40%),
regardless of the used metric.

We also performed a statistical test (Wilcoxon rank-sum) in order to verify
if there were significant differences between the results obtained by the SDAE
and the best method for the classification and imputation (MICE for RMSE
and SVMimp for F-measure). In terms of RMSE and for most of the studied
scenarios, the p-value reveals strong evidence against the null hypothesis, so we
reject it - meaning that there are significant differences between the two methods,
MICE and SDAE. For some scenarios where SDAE seems to be superior – MNAR
unifo under 15 and 20% of MR – the p-value reveals weak evidence against
the null hypothesis and therefore we can not ensure that there are significant
differences between SDAE and MICE. Regarding F-measure and for almost all
of the studied scenarios, we obtained a p-value that indicates strong evidence
against the null hypothesis, so we reject it, meaning that there are significant
differences between the two methods, SVMimp and SDAE. Since SVMimp has
a higher performance, it does not seem that using SDAE brings any advantage
in terms of classification performance.

(a) F-measure (b) RMSE

Fig. 2. Comparison between the results obtained from the SDAE-based approach and
from MICE (multivariate configuration).
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5 Conclusions and Future Work

This work investigates the influence of different missing mechanisms on imputa-
tion methods (including a deep learning-based approach) under several missing
rates. This influence is evaluated in terms of imputation quality (RMSE) and
classification performance (F-measure). Our experiments show that MICE per-
forms well in terms of imputation quality while SVMimp seems to be the method
that guarantees the best classification results.

We also compare the behaviour of SDAE with well-established imputation
techniques included in related work: for standard datasets, such as those we have
used, SDAE does not seem to be superior to the remaining approaches, since the
obtained results do not outperform all of the state-of-the-art methods. Further-
more, the simulations become more complex with the use of deep networks due
to both computational time and space/memory required.

As future work, we will investigate the usefulness of SDAE when handling
more complex datasets (higher number of samples and dimensionality). Also, as
the advantage of SDAE seems to be more clear for higher missing rates (40%), a
smoother step of missing rates (between 20% and 40%) could bring new insights.
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Sánchez, J.R., de la Paz López, F., Toledo Moreo, J., Adeli, H. (eds.) IWINAC
2017. LNCS, vol. 10338, pp. 240–246. Springer, Cham (2017). https://doi.org/10.
1007/978-3-319-59773-7 25

23. Twala, B.: An empirical comparison of techniques for handling incomplete data
using decision trees. Appl. Artif. Intell. 23, 373–405 (2009)

24. Vincent, P., Larochelle, H., Bengio, Y., Manzagol, P.A.: Extracting and compos-
ing robust features with denoising autoencoders. In: International Conference on
Machine Learning proceedings (2008)

25. Vincent, P., Larochelle, H., Lajoie, I., Bengio, Y., Manzagol, P.A.: Stacked denois-
ing autoencoders: learning useful representations in a deep network with a local
denoising criterion. J. Mach. Learn. Res. 11, 3371–3408 (2010)

26. Xia, J., Zhang, S., Cai, G., Li, L., Pan, Q., Yan, J., Ning, G.: Adjusted weight
voting algorithm for random forests in handling missing values. Pattern Recognit.
69, 52–60 (2017)

27. Zeiler, M.D.: Adadelta: an adaptive learning rate method. arXiv preprint
arXiv:1212.5701 (2012)

28. Zhu, B., He, C., Liatsis, P.: A robust missing value imputation method for noisy
data. Appl. Intell. 36(1), 61–74 (2012)

https://doi.org/10.1007/978-3-319-59758-4_33
https://doi.org/10.1007/978-3-319-59773-7_25
https://doi.org/10.1007/978-3-319-59773-7_25
http://arxiv.org/abs/1212.5701

	Missing Data Imputation via Denoising Autoencoders: The Untold Story
	1 Introduction
	2 Background Knowledge and Related Work
	2.1 Missing Mechanisms
	2.2 Imputation Algorithms

	3 Experiments
	4 Results and Discussion
	5 Conclusions and Future Work
	References




