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Preface

We are proud to present the proceedings of the 17th International Symposium on
Intelligent Data Analysis (IDA 2018), which was held during October 24–28, 2018, in
’s-Hertogenbosch, The Netherlands. The series started in 1995 and was held biannually
until 2009. In 2010 the symposium refocused to support papers that go beyond
established technology and offer genuinely novel and potentially game-changing ideas
in the field of data analysis. The call for papers for this 2018 conference was formulated
as follows:

“Complementary to other mainstream conferences in data science, IDA's mission is
to promote ideas over performance: A solid motivation can be as convincing as
exhaustive empirical evaluation. To this end, IDA creates an open atmosphere that
encourages discussion and promotes innovative ideas in data analysis novel and
game-changing ideas.”

But, clearly, not all novel ideas are good ideas. To ensure the quality of all accepted
papers, standard rigorous, single-blind peer evaluation of all papers was performed by
the Program Committee (PC) consisting of established researchers in the field who
evaluated the papers against the requirements set out in the call for papers. As in
previous editions, this process was complemented by the PC advisors, a select set of
senior researchers with a multi-year involvement in the IDA conference series.
Whenever a PC advisor flagged a paper as both good and presenting an interesting,
novel, idea with an informed, thoughtful, positive review, the paper was accepted
irrespective of the other reviews.

As in previous installments, this somewhat special focus of IDA has resulted in the
submission and acceptance of a number of highly innovative papers that would have
had a hard time in the mainstream conferences. In fact, we are pleased and proud to
have put together a very strong program. We received 65 paper submissions out of
which 29 could be accepted. Every submission was reviewed by at least two PC
members, and the majority of submissions had at least three reviews. Each accepted
paper was offered a slot for oral presentation and, new this year, also offered a poster at
a specially organized poster session to foster deeper discussions than the brief Q&A
minutes often offered right after the presentation.

We were honored that the regular program was complemented by three distin-
guished invited speakers who fulfilled IDA's quest for novel, game-changing ideas:

– Tuuli Toivonen (University of Helsinki) talked about how modern data science and
machine learning methods can be used for analyzing and understanding human
accessibility and mobility in urban and natural environments.

– Luc de Raedt (KU Leuven) talked about his ERC project to automate data science.
More specifically, he discussed how automated data wrangling approaches can be
used for pre-processing and how both predictive and descriptive models can in
principle be combined to automatically complete spreadsheets and relational
databases.



– Johannes Fürnkranz (TU Darmstadt) talked about the need for interpretability
biases. Ever since the start of the field, interpretability has been one of the holy
grails. Usually this notion is operationalized as simplicity. In this talk, he questioned
this assumption, in particular with respect to commonly used rule learning heuristics
that aim at learning rules that are as simple as possible.

We also invited all keynote speakers to submit a paper on the topic of their pre-
sentation. Professors de Raedt and Fürnkranz decided to take this opportunity. These
invited papers appear in a separate Invited Papers section in the beginning of the
proceedings. Also, the first selected contribution is a slightly shorter position paper by
Leo Lahti about the importance of tools to facilitate open data science.

Finally, the program was completed by the traditional IDA PhD poster session in
which PhD students get the opportunity to promote their work.

The conference was held in the former chapel of the Jheronimus Academy of Data
Science, and we are grateful for their willingness to host the conference. We wish to
express our gratitude to all authors of all submitted papers, for their intellectual con-
tributions; to the PC members and additional reviewers for their efforts in reviewing,
discussing, and commenting on all submitted papers; to the program chair advisors for
their active involvement; and to the IDA council for their ongoing guidance and
support, in particular Elizabeth Bradley, Jaakko Hollmén, and Matthijs van Leeuwen.
Also, the program chairs wish to thank the general chair of IDA 2017, David Weston,
for his help with practical matters related to preparing the conference proceedings.
Finally, we are grateful to our sponsors and supporters: KNIME, which funded the IDA
Frontier Prize for the most visionary contribution, as well as The Netherlands Research
School for Information and Knowledge Systems (SIKS), the Artificial Intelligence
journal, and Springer.

August 2018 Wouter Duivesteijn
Arno Siebes

Antti Ukkonen
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Elements of an Automatic Data Scientist

Luc De Raedt(B), Hendrik Blockeel, Samuel Kolb, Stefano Teso,
and Gust Verbruggen

Department of Computer Science, KU Leuven, Leuven, Belgium
{luc.deraedt,hendrik.blockeel,samuel.kolb,stefano.teso,

gust.verbruggen}@cs.kuleuven.be

Abstract. A simple but non-trivial setting for automating data science
is introduced. Given are a set of worksheets in a spreadsheet and the
goal is to automatically complete some values. We also outline elements
of the Synth framework that tackles this task: Synth-a-Sizer, an auto-
mated data wrangling system for automatically transforming the prob-
lem into attribute-value format; TacLe, an inductive constraint learning
system for inducing formulas in spreadsheets; Mercs, a versatile pre-
dictive learning system; as well as the autocompletion component that
integrates these systems.

Keywords: Automated data science · Autocompletion
Data wrangling · Learning constraints · Versatile models

1 Introduction

The field of artificial intelligence (AI) can be viewed as the endeavor to auto-
mate all tasks that require intelligence when performed by humans [16,18]. As
scientific activities do require intelligence, artificial intelligence researchers [14]
have been developing robot scientists. While robot scientists typically target the
natural sciences, this paper focuses on the automation of data science. Given
the abundance of data, the needs to analyse data and the challenges in hiring
data scientists, even partial automation of data science would make a radical
impact on business. Indeed, automated data analysts are viewed as potentially
the second most impactful AI-powered technology by business executives [1].

Automated data science is not really new as there have been many approaches
to automating different aspects of data science, machine learning and data min-
ing. However, these approaches are typically embedded in existing tools and
workbenches that offer a multitude of operations, learning algorithms and param-
eter settings as well as graphical user interfaces visualizing particular workflows
[20]. When the user specifies the task of interest (e.g., predicting a particular
field), the intelligent data analysis assistant will then suggest a particular work-
flow (or sequence of algorithms) to use on the basis of built-in expert knowledge,
past cases, meta-learning or using ontological knowledge for planning purposes.
Work in the AutoML community [12] has focused on automatically selecting

c© Springer Nature Switzerland AG 2018
W. Duivesteijn et al. (Eds.): IDA 2018, LNCS 11191, pp. 3–14, 2018.
https://doi.org/10.1007/978-3-030-01768-2_1
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4 L. De Raedt et al.

an adequate learning algorithm and setting appropriate hyperparameters for
learning a given task. AutoML is based on the Programming by Optimisation
paradigm [11], which employs algorithm selection and portfolio optimisation.
Another fascinating approach is provided by the automated statistician [22],
which starts from a data set, automatically fits a statistical model and then
generates an explanation of the model in a paper written in natural language.

Characteristic for the existing approaches is that they assume that (1) the
learning task is given, and (2) the data is already in the right format for the
analysis. However, this is assuming that the most important problem has already
been solved. Indeed, since the inception of the field of data mining, people like
Usama Fayyad have argued that pre-processing (including the identification of
the right targets for predictive modeling) typically takes 80 per cent of the effort
in knowledge discovery and the actual data mining step (that is, finding the
right model with a system) only requires 20 per cent. The Synth

1 approach
advocated in the present paper aims at supporting all steps of the data analysis
problem, including pre-processing and feature selection, identifying the learn-
ing task and synthesizing a model for the dataset. As this is clearly a (very)
ambitious task, we identify a simple but highly non-trivial setting for studying
automated data science in which one is given a set of tables (e.g., worksheets
in a spreadsheet) and the task is to automatically complete some of the missing
entries. Furthermore, we introduce some elements of an automated data scientist
for tackling this task: automated data wrangling, flexible prediction, constraint
learning and autocompletion.

2 Autocompletion in Spreadsheets

Let us introduce the problem studied in this paper using the example provided
in Fig. 1. It is a typical (very simplified) business example of the use of a spread-
sheet. It contains information about the sales of particular flavors of ice-cream
in different countries and months, as well as information about the production
time taken to produce one unit of ice-cream. Assuming that decisions need to
be made about which flavors of ice-cream to retain in which countries, based
on the total sales, costs and profitability. However, the left table is incomplete,
as the values for August are not yet available, which would be problematic for
the decision making process. However, human data analysts could produce reli-
able estimates for these missing values in order to facilitate the decision making
process.

The question tackled in this paper is how to automatically complete such
cells under the assumption, of course, that there are underlying regularities in
the data and the data has been entered in the tables in a systematic manner.

Solving this problem requires a number of different steps: (1) discover the
equation T stating that the column Total is equal to the sum of the columns
June, July and August; (2) find a predictive model A for the column August
1
Synth stands for Synthesising Inductive Data Models, and it is the topic of the ERC
AdG project no. 694980; cf. https://synth.cs.kuleuven.be/.

https://synth.cs.kuleuven.be/
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using the available data; (3) find a predictive model P for the column Profit
using the available data; (4) infer the missing values for August using A; (5)
infer the missing values for Total using the equation T ; and (6) infer the missing
values for Profit using P .

Notice that this autocompletion setting is simple, yet challenging as in general
it is not specified which steps need to be taken, that is, the different learning
tasks are not given and the only assumption on the data format is that it is in
a set of worksheets.

To address these different tasks, our Automic Data Scientist Synth uses a
number of different components: Synth-a-Sizer [25] is an automatic data wran-
gling system that transforms a dataset into a traditional attribute-value learning
format so that standard machine learning systems can be applied (cf. Sect. 3),
Mercs [26] induces versatile predictive models (cf. Sect. 4), TacLe [15] induces
constraints and formulas in spreadsheets (cf. Sect. 5), and the autocompletion
component ties learning and inference together in a probabilistic framework. We
now discuss each of these elements in turn.

Fig. 1. Two tables in a spreadsheet

3 Data Wrangling

The focus in the Synth setting is on working with spreadsheets while imposing
as few assumptions on the user as possible. While it is assumed that the user is
systematic, and that there exist regularities in the data that can be exploited
by data analysis techniques, it not assumed that the user is able to put the
spreadsheet in one of the formats required by standard data analysis and machine
learning software. Rather the user should be able to work with the format of the
spreadsheet that she created and the required data transformations should be
hidden to the user.
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That is where automated data wrangling steps in. Automated data wrangling
integrates ideas from program synthesis with data science.

Our Synth-a-Sizer tackles the following task [25]. Given a dataset S and
a machine learning algorithm M , find a transformed dataset D = t(S) so that
(1) D is in the format required by M , and (2) the unknown target model h
can be learned (or approximated) by algorithm M on D. The transformation t
is a program written in a domain specific language and consists of a sequence
of simple data transformations. So far, we have made the assumption that the
target format is in attribute-value form.

Automated data wrangling has received quite some attention recently. Some
data wrangling tools focus on the layout of the data: Trifacta’s Wrangler

system provides a graphical interface to transform spreadsheets without writing
code and FlashRelate [2] allows for data extraction programs to be synthesised
from input-output examples. Other tools focus on transforming the data itself
to a standardised format [13,21]. Common to these approaches is the need for
user-guidance, either in the form of examples or of intent. In return, they allow
for a large variety of output formats. Within the Synth framework, however,
it is clear that the transformed data will be used as input to a particular data
analysis suite (so far assumed to be in attribute-value format). This imposes
strong constraints on the format of transformed data and can be used to minimize
the required user interaction. On the other hand, spreadsheets are notorious for
being semi-structured. They exhibit some structure as all data is aligned in a
grid, but there are no rules on how exactly the structure should be laid out. The
same dataset has many representations in spreadsheet format and it is up to the
data wrangler to discover and exploit the structure.

To illustrate the Synth-a-Sizer setting, consider Fig. 2a which contains a
small car dealership interested in deciding when to offer discounts. There is also
a separate table containing information about the employees pitching the sales.
Running any machine learning algorithm on this data requires conversion into
an appropriate format, such as attribute-value pairs. The following sequence of
transformations (see [24,25] for details of the transformation) yields the desired
representation in Fig. 2b: Split(Sales, 1), Fill(Sales, 1), Delete(Sales,
2), Join(Sales, Employees, 3, 1). Any attribute-value learning system can
be applied on the resulting dataset, e.g., to learn a predictive model h for the last
column. This model can then be applied to predict the target value of interest,
which in our illustration is indicated by the question mark, and the resulting
prediction can be mapped back to the spreadsheet in the original format to hide
the details of the transformation and the learning from the end-user. Ideally,
the only required input would be for the user to select the question mark. After
marking the target value, the system has to figure out an appropriate target
representation and synthesize an adequate program.

The main technique employed in our Synth-a-Sizer is predictive synthesis,
meaning that we predict and evaluate the output of the synthesised program
while searching for a solution. The search process is guided by heuristics that are
based on two ideas. First, in an attribute-value format, the rows correspond to
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Fig. 2. Car dealership data.

the examples. Secondly, the attributes or the columns contain values belonging to
the same domain. To exploit the first property, we allow the user to mark which
cells belong together in the worksheets, that is, belong to the same example. The
second property also provides a strong constraint on the target transformation,
if the domains are given; [24] shows how this constraint can be exploited. In our
more recent work [25], however, we heuristically evaluate the degree to which the
values in a particular column belong to the same domain. Essentially, the cells in
each column are checked for syntactic similarity against a reference cell selected
by the user. The syntactic similarity is an edit distance metric on character level,
meaning that replacing a digit by another digit is free. The combination of these
two properties shows already promising results.

It should be mention that other types transformations could be used as well,
for instance, after finding a suitable set of database dependencies, a set of tables
could be mapped into a single table using standard database operations such as
joins.

We are currently working on reducing the dependency on selecting a full
example. By first discovering the domains in the data, syntactically as well as
semantically, we can reduce this dependency of the heuristic on the user-input.
In addition to changing the layout of the spreadsheets, automated wrangling
approaches for data standardisation [21] are also to be incorporated. This step
can be facilitated by domain detection [6] and will ultimately be performed
without the need for examples—the output format will depend on the domains
and on the machine learning algorithm targeted.
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4 Versatile Models and Mercs

Autocompletion of tables requires the use of predictive models that are learned
from data. Concerning the learning phase, an important difference with the
standard setting of supervised learning is that, in the standard setting, the input
space and output space are fixed in advance: whether one learns a random forest,
a neural network, or any other predictive model, the learning algorithm needs
to know which variables are the inputs, and which ones the outputs, before it
starts learning.

In the Synth setting, the user may not know in advance which variables can
most easily be predicted from which other variables. Ideally, a model is learned
that in principle is able to predict any variable from any other variables; we call
this type of predictive models versatile models. Once such a versatile model is
available, it can be analyzed to determine which fields can be predicted from
which other fields. This can be used by an intelligent or automatic user interface
to reason about autocompletion of the data.

Synth will use a recently proposed approach to learning versatile models,
called Mercs. Mercs stands for multidirectional ensembles of regression and
classification trees. The basic idea behind it is simple. Mercs learns an ensemble
of decision trees, where each tree may have a different set of target attributes (as
opposed to classical ensembles, where a single target variable is given in advance
and all trees try to predict that value); see Fig. 3 for an illustration. In its most
basic version, Mercs could simply learn a classic ensemble for each variable
separately. When there are k trees in an ensemble, and m variables in total,
this requires learning mk trees. This number can go down by learning trees that
predict multiple variables at the same time, so-called multi-target trees. If each
tree in the multidirectional ensemble predicted v variables, then the number of
trees required to have each variable predicted by k trees can be divided by v.
Several authors [19,23] have shown that (ensembles of) multi-target trees often
achieve accuracies comparable to that of their single-target counterparts, while
being smaller, faster to learn, and faster at prediction time; they achieve state-
of-the-art accuracy in a variety of domains.

Another type of models that could be used as versatile predictive models
are probabilistic graphical models (PGMs), such as Bayesian networks, Markov
networks, etc. The main difference between PGMs and Mercs is that PGMs
model a joint probability distribution, whereas Mercs merely model a set of
functions. While the latter is implicitly defined by the former, exact probabilistic
inference using PGMs is NP-hard, and even approximate inference is NP-hard
if guarantees are asked about the quality of the approximation [17].

In the Synth context, Mercs is supposed to predict the correct outcome, in
those cases where it can be predicted. We do not necessarily want to know the
probability of each possible value when there is uncertainty. This is an inher-
ently simpler problem than probabilistic inference, and it may have simpler solu-
tions. That this is indeed the case was shown by Van Wolputte et al. [26], who
implemented and evaluated a first version of Mercs. In a comparison with a
state-of-the-art Bayesian network learner, Mercs learned models with compa-
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Fig. 3. Schematic illustration of multidirectional ensembles. Each tree (T1, T2, T3) takes
a different set of input and output variables. In this example, each variable is predicted
at least once; X1 is predicted by two trees. Having trees simultaneously predict multiple
outputs reduces the total number of trees needed to cover each potential target variable
with a sufficient number of trees.

rable accuracy and training times, but with inference times that were orders
of magnitude faster. In the context of Synth, this version of Mercs can be
straightforwardly deployed for filling in values in a single table.

Apart from the automatic filling of tables, Mercs can also be used to detect
errors. Indeed, any versatile model can be used for detecting anomalies by
comparing predicted values with observed values; when both differ, this is an
anomaly. Anomalies do not necessary indicate errors (there may be other reasons
why a value is anomalous, apart from an entry error), but in many application
contexts an entry error may indeed be the most likely cause of an anomaly.

When multiple tables are available, the spreadsheet is essentially a relational
database, and predictions in one table may require information from different
tables. That is, a relational learner may be required. To this aim, we are cur-
rently doing research on a relational version of Mercs, which will use first-order
decision trees as learned by the relational learning system Tilde [5].

From a wider machine learning perspective, the Mercs approach leads to a
variety of research questions, which are yet to be addressed. For instance:

– The variation in target sets introduces more variation among trees predicting
one particular variable. Normally, variation is introduced through training
set resampling and, in the case of random forests, randomness in the input
attributes considered at each node. In Mercs, the co-targets of a given vari-
able vary among trees, introducing additional variation that may, for instance,
render resampling unnecessary.

– A given target variable’s value is predicted by combining trees. Some of these
trees may test attributes that are missing. In a standard ensemble, those
attributes’ value must be imputed, or the tree must deal with missing values
in some other manner. In a Mercs model, the missing values can be predicted
using other trees that have these attributes as targets. Different possible pro-
cedures are currently being explored regarding how this can be done. Synth’s
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autocompletion setting goes even further in that it wants to combine the pre-
dictions made by versatile models with inference based on other types of
theories, such as TacLe’s constraint theories that are discussed next.

5 Learning Constraints and TacLe

The goal of TacLe [15] is to discover formulas and constraints in a spreadsheet.
It is this component that could induce the equation T in the example for Fig. 1.
An illustration of TacLe is given in Figs. 4 and 5, where the constraints shown
in Fig. 5 are automatically induced from the three tables in Fig. 4.

To this end, TacLe has a set of constraint templates to specify which types
of formulas it should look for. Every constraint template is made up of three
parts: syntax, signature and definition. An example of a constraint template is
column-wise sum, whose syntax is B2 = SUMcol(B1), where B2 is a column
and B1 a set of consecutive columns, i.e., a matrix. By filling in ranges of cell
addresses for arguments B1 and B2, we obtain an actual constraint that tells us
that the i-th cell assigned to B2 is equal to the sum of the i-th column of the
cells assigned to B1. Discovering column-wise sum constraints is thus the task of
finding assignments of cell ranges to constraint template arguments such that the
assignment satisfies the constraint template. Checking whether an assignment
satisfies a constraint template is done using the signature and definition of that
template. The signature checks necessary conditions on the properties of the
ranges, e.g., do they contain the right type of values (numeric for sum) and are
the sizes of the ranges compatible, while the definition can be used to look up
the actual values of the cells in those ranges, to compute their sums and to verify
whether the results match.

The main challenges for learning constraints are dealing with the vast amount
of possible assignments to every constraint template and avoiding the discovery
of spurious constraints. To deal with these problems, TacLe includes a prepro-
cessing step to convert spreadsheets to a more structured representation and
subsequently tries to prune impossible sets of assignments from its search.

Internally, TacLe reasons over tables of equally-sized rows and/or columns,
blocks which are continuous ranges of rows or columns with the same type (e.g.,
numeric or textual) and finally individual vectors (a row or a column) of type-
consistent cells. Tables in a spreadsheet are detected either automatically or
using a visual selection tool and can be automatically split into a minimal number
of type-consistent blocks. Blocks group together neighboring vectors of the same
type and vectors form the minimal level of granularity, i.e., constraints must
always reason about entire vectors. For this initial step, there is clearly room for
cross-fertilization between Tacle’s pre-processing steps and Synth-a-Sizer’s
automatic transformation process.

TacLe employs a couple of strategies to prune impossible assignments.
First, when finding valid assignments for a constraint template, it considers

two levels of granularity: reasoning over entire type-consistent blocks as detected
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in the previous phase (input blocks) and then reasoning over assignments of sub-
sets of input blocks (subblocks and vectors). After precomputing the properties
of every input block, it uses a constraint satisfaction solver to find assignments
of input blocks to constraint template arguments that are compatible with the
constraint template signature. Compatibility means that subsets of the input
blocks could potentially satisfy the signature. This step eliminates whole sets
of assignments that are incompatible. For every valid input block assignment
TacLe generates all assignments of subblocks and tests if they fulfil the signa-
ture and definition.

Secondly, TacLe also considers dependencies between constraint templates.
If a constraint template s2 requires a constraint of type s1 to hold on a subset Ad

of its arguments A, then the search for valid assignments to s2 is bootstrapped.
Instead of generating all possible assignments to A, the values for Ad are pre-
populated with valid assignments to s2.

Fig. 4. Example spreadsheet. For illustration purposes (not present in the spreadsheet),
gray coloring is used to show detected blocks (light gray for blocks with numeric data
and darker gray for blocks with textual data) and block names and notations are
provided in italic.

TacLe is one example of a system that learn constraints from examples.
While constraints are ubiquitous in artificial intelligence, the learning of con-
straint theories has not received a lot of attention, but see [8] for an overview of
the state-of-the-art and [3,4] for particular approaches coming from the field of
constraint programming. TacLe and Synth-a-Sizer are also inspired on the
program synthesis line of work originated in FlashFill [10].
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Fig. 5. Constraints extracted by TaCLe for the above tables.

6 Putting Everything Together

As mentioned in the introduction, we are given an (incomplete) dataset in the
form of a set of tables or worksheets and the task is to automatically complete
some of the missing entries. After pre-processing the dataset into an appropri-
ate format and training predictive models and constraints on the latter, the
remaining step is to aggregate the obtained predictions into a coherent, consis-
tent completion of the data. Computing such an autocompletion, presenting it
to the user of the system, and reacting to the user’s actions are keystones of the
Synth framework. We consider these tasks in turn.

The aggregation task is far from trivial. Indeed, a cell may hold arbitrary val-
ues (currencies, dates, names, phone numbers, etc.) and may depend on other
cells (in the same or different tables) in complex ways, depending on the genera-
tive process behind it. For these reasons, different predictors, based on different
cues and rationales, may output different and possibly inconsistent predictions
for the cell’s value. Choosing the “best” alternative requires one to take into
consideration several factors, first and foremost the observed confidence in the
predictors. In addition to the predictions themselves, the constraints (e.g., Excel
formulas) output by the constraint learning must be taken into account as to
avoid autocompleting the cell with infeasible values. Inferring the best autocom-
pletion therefore involves reasoning over both confidences and constraints.

We introduce a new probabilistic reasoning layer—the Synth layer—that
sits on top of the predictors and constraints and aggregates their outputs. The
Synth layer independently estimates the confidence in the predictors, e.g., by
cross-validation or by using historical performance information. Given this infor-
mation, as well as the input predictions and constraints, the Synth layer solves
the following inference problem: given an incomplete spreadsheet and a set of
(possibly inconsistent) predictions for all the empty cells, find a completion of
the spreadsheet that is both maximally likely and consistent. This can be cast as
a probabilistic inference problem in a probabilistic programming language such
as ProbLog [7,9].

The Synth layer is designed to integrate with and to complement existing
spreadsheet software. The idea is to provide a real-time, mixed-initiative auto-
completion interface whereby the user and the system collaborate to complete
one or more spreadsheets. The autocompletion loop involves both a user, who is
filling out one or more spreadsheets, and the Synth system, which continuously
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suggests potential values to be filled into the cells, rows, or columns that the user
is currently working on. The suggestions are presented in a sidebar, so that the
user can accept or reject them without being interrupted while working on the
spreadsheet. The user can also select a range of cells and request to autocomplete
them. Whenever the user updates the values of any cells or rejects a proposed
values, the Synth system updates the relevant predictors and re-evaluates its
confidence. The idea is that in this way Synth learns from the user feedback.

7 Conclusions

We have defined the Synth challenge for automated data science and described
some elements of an initial attempts to tackle it. Essential for solving the auto-
completion task is the ability to learn constraints and versatile predictive models,
ways to deal with the data wrangling aspects, as well as techniques for deciding
what to learn and how to perform inference with the resulting models.
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1 Department of Computer Science, Knowledge Engineering Group,
TU Darmstadt, Darmstadt, Germany
fuernkranz@ke.tu-darmstadt.de

2 Department of Information and Knowledge Engineering,

University of Economics, Prague, Czech Republic

Abstract. In his seminal paper, Mitchell has defined bias as “any basis
for choosing one generalization over another, other than strict consis-
tency with the observed training instances”, such as the choice of the
hypothesis language or any form of preference relation between its ele-
ments. The most commonly used form is a simplicity bias, which prefers
simpler hypotheses over more complex ones, even in cases when the lat-
ter provide a better fit to the data. Such a bias not only helps to avoid
overfitting, but is also commonly considered to foster interpretability. In
this talk, we will question this assumption, in particular with respect to
commonly used rule learning heuristics that aim at learning rules that
are as simple as possible. We will, in contrary, argue that in many cases,
short rules are not desirable from the point of view of interpretability,
and present some evidence from crowdsourcing experiments that support
this hypothesis. To understand interpretability, we must relate machine
learning biases to cognitive biases, which let humans prefer certain expla-
nations over others, even in cases when such a preference cannot be ratio-
nally justified. Only then can we develop suitable interpretability biases
for machine learning.

1 Biases in Machine Learning

In his ground-breaking technical report “The need for biases in learning gener-
alizations”, Mitchell (1980) has established that generalization from examples
is not possible without giving the learning algorithm some sort of direction in
the form of a so-called bias. He defines bias as “any basis for choosing one gen-
eralization over another, other than strict consistency with the instances”, and
has later been generalized to include “any factor (including consistency with the
instances) that influences the definition or selection of inductive hypotheses”
(Gordon and desJardins, 1995). Bias-free learning can only lead to an enumera-
tion of the version space of all possible models that are complete and consistent
with the training data (Mitchell, 1977). This is in general infeasible, and would
also be futile because, as Mitchell has argued, knowing the complete version
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space does not allow any classification beyond a mere lookup of the seen train-
ing examples. For making an inductive leap, some of the theories within the
version space must be preferred over others.

Mitchell (1980) listed several factors that may bias the learner, including con-
straints resulting from domain knowledge about possible valid theories, knowl-
edge about the intended use of a theory such as misclassification costs, knowledge
about the source of the data, or a preference for simple and more general the-
ories. In particular the latter point is predominant in machine learning, where
principles like Occam’s Razor (Blumer et al., 1987) or Minimum Description
Length (MDL) (Rissanen, 1978) are commonly used heuristics for model selec-
tion and pruning or regularization techniques are considered to be necessary
ingredients for learning algorithms to fight the danger of overfitting (Schaffer,
1993). Maybe somewhat surprisingly, a preference for comprehensible or inter-
pretable of models is not among the considered biases. Nevertheless, the need
for learning comprehensible models also has been recognized early in machine
learning and data mining.

2 Interpretability

Michalski (1983) formulated a comprehensibility postulate, which states that the
“results of computer induction should be symbolic descriptions of given entities,
semantically and structurally similar to those a human expert might produce
observing the same entities. Components of these descriptions should be com-
prehensible as single chunks of information, directly interpretable in natural
language”. Muggleton et al. (2018) refer to Michie (1988) who discerns between
weak learning, which focuses only on prediction, strong learning, which finds
symbolic descriptions of the learned predictive theories, and ultra-strong learn-
ing, which is able to increase the performance of a human who has access to these
theories. Kodratoff (1994) has observed that interpretability is an ill-defined con-
cept, and has called upon several communities from both academia and industry
to tackle this problem, to “find objective definitions of what comprehensibility
is”, and to open “the hunt for probably approximate comprehensible learning”.
For a good review of work on interpretability, we refer the reader to Freitas
(2013) who surveys various aspects of interpretability, compares several classifier
types with respect to their comprehensibility, and points out several drawbacks
of model size as a single measure of interpretability.

3 Complexity Biases

Interpretability is often considered to correlate with model simplicity. It is con-
ventional wisdom in machine learning and data mining that logical models such
as rule sets are more interpretable than other models, and that among such rule-
based models, simpler models are more interpretable than more complex ones.
There are many plausible reasons why simpler models should be preferred over
more complex models. Obviously, a shorter model can be interpreted with less
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effort than a more complex model of the same kind, in much the same way as
reading one paragraph is quicker than reading one page. Nevertheless, a page of
elaborate explanations may be more comprehensible than a single dense para-
graph that provides the same information (as we all know from reading research
papers). However, there have also been several results that throw doubt on this
claim. In this section, we briefly discuss this issue in some depth, by first dis-
cussing the use of a simplicity bias in machine learning (Sect. 3.1), then taking
the alternative point of view and recapitulating works where more complex theo-
ries are preferred (Sect. 3.2), and then summarizing the conflicting past evidence
for either of the two views (Sect. 3.3).

3.1 The Bias for Simplicity

Michalski (1983) already states that inductive learning algorithms need to incor-
porate a preference criterion for selecting hypotheses to address the problem of
the possibly unlimited number of hypotheses, and that this criterion is typically
simplicity, referring to philosophical works on simplicity of scientific theories by
Kemeny (1953) and Post (1960), which refine the initial postulate attributed to
Ockham. Occam’s Razor, “Entia non sunt multiplicanda sine necessitate”.1 This
statement, attributed to English philosopher and theologian William of Ockham
(c. 1287–1347), has been put forward as support for a principle of parsimony in
the philosophy of science (Hahn, 1930). In machine learning, this principle is gen-
erally interpreted as “given two explanations of the data, all other things being
equal, the simpler explanation is preferable” (Blumer et al., 1987), or simply
“choose the shortest explanation for the observed data” (Mitchell, 1997). While
it is well-known that striving for simplicity often yields better predictive results—
mostly because pruning or regularization techniques help to avoid overfitting—
the exact formulation of the principle is still subject to debate (Domingos, 1999),
and several cases have been observed where more complex theories perform bet-
ter (Bensusan, 1998; Murphy and Pazzani, 1994; Webb, 1996).

Much of this debate focuses on the aspect of predictive accuracy. When it
comes to understandability, the idea that simpler rules are more comprehensible
is typically unchallenged. A nice counter example is due to Munroe (2013),
who observed that route directions like “take every left that doesn’t put you
on a prime-numbered highway or street named for a president” could be most
compressive but considerably less comprehensive. Although Domingos (1999)
argues in his critical review that it is theoretically and empirically false to favor
the simpler of two models with the same training-set error on the grounds that
this would lead to lower generalization error, he concludes that Occam’s Razor
is nevertheless relevant for machine learning but should be interpreted as a
preference for more comprehensible (rather than simple) model.

A particular implementation of Occam’s razor in machine learning is the
minimum description length (MDL; Rissanen 1978) or minimum message length
(MML2; Wallace and Boulton 1968) principle, which is an information-theoretic
1 Entities should not be multiplied beyond necessity.
2 The differences between the two views are irrelevant for our argumentation.
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formulation of the principle that smaller models should be preferred (Grünwald,
2007). The description length that should be minimized is the sum of the com-
plexity of the model plus the complexity of the data encoded given the model.
In this way, both the complexity and the accuracy of a model can be traded off:
the description length of an empty model consists only of the data part, and it
can be compared to the description length of a perfect model, which does not
need additional information to encode the data. The theoretical foundation of
this principle is based on the Kolmogorov complexity (Li and Vitányi, 1993),
the essentially uncomputable length of the smallest model of the data. In prac-
tice, different coding schemes have been developed for encoding models and data
and have, e.g., been used as pruning criterion (Cohen, 1995; Mehta et al., 1995;
Quinlan, 1990) or for pattern evaluation (Vreeken et al., 2011). However, we are
not aware of any work that relates MDL to interpretability.

3.2 The Bias for Complexity

Even though most systems have a bias toward simpler theories for the sake of
overfitting avoidance and increased accuracy, some rule learning algorithms strive
for more complex rules, and have good reasons for doing so. Already Michalski
(1983) has noted that there are two different kinds of rules, discriminative and
characteristic. Discriminative rules can quickly discriminate an object of one
category from objects of other categories. A simple example is the rule

elephant :- trunk.

which states that an animal with a trunk is an elephant. This implication pro-
vides a simple but effective rule for recognizing elephants among all animals.
However, it does not provide a very clear picture on properties of the elements
of the target class. For example, from the above rule, we do not understand that
elephants are also very large and heavy animals with a thick grey skin, tusks
and big ears.

Characteristic rules, on the other hand, try to capture all properties that are
common to the objects of the target class. A rule for characterizing elephants
could be

heavy, large, grey, bigEars, tusks, trunk :- elephant.

Note that here the implication sign is reversed: we list all properties that are
implied by the target class, i.e., by an animal being an elephant. From the point
of understandability, characteristic rules are often preferable to discriminative
rules. For example, in a customer profiling application, we might prefer to not
only list a few characteristics that discriminate one customer group from the
other, but are interested in all characteristics of each customer group.

Characteristic rules are very much related to formal concept analysis (Ganter
and Wille, 1999; Wille, 1982). Informally, a concept is defined by its intent (the
description of the concept, i.e., the conditions of its defining rule) and its extent
(the instances that are covered by these conditions). A formal concept is then a
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Fig. 1. Top three rules learned for the class poisonous in the Mushroom dataset.

concept where the extension and the intension are Pareto-maximal, i.e., a con-
cept where no conditions can be added without reducing the number of covered
examples. In Michalski’s terminology, a formal concept is both discriminative
and characteristic, i.e., a rule where the head is equivalent to the body.

It is well-known that formal concepts correspond to closed itemsets in asso-
ciation rule mining, i.e., to maximally specific itemsets (Stumme et al., 2002).
Closed itemsets have been mined primarily because they are a unique and com-
pact representative of equivalence classes of itemsets, which all cover the same
instances (Zaki and Hsiao, 2002). However, while all itemsets in such an equiva-
lence class are equivalent with respect to their support, they may not be equiv-
alent with respect to their understandability or interestingness.

Consider, e.g., the infamous {diapers, beer} itemset that is commonly used
as an example for a surprising finding in market based analysis. A possible
explanation for this finding is that this rule captures the behavior of young
family fathers who are sent to shop for their youngster and have to reward
themselves with a six-pack. However, if we consider that a young family may
not only need beer and diapers, the closed itemset of this particular combination
may also include baby lotion, milk, porridge, bread, fruits, vegetables,
cheese, sausages, soda, etc. In this extended context, diapers and beer appear
to be considerably less surprising. Conversely, an association rule

beer :- diapers (1)

with an assumed confidence of 80%, which at first sight appears interesting
because of the unexpectedly strong correlation between buying two seemingly
unrelated items, becomes considerably less interesting if we learn that 80% of
all customers buy beer, irrespective of whether they have bought diapers or not.
In other words, the association rule 1 is considerably less plausible than the
association rule

beer:- diapers, baby lotion, milk, porridge, bread,
fruits, vegetables, cheese, sausages, soda.

(2)
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even if both rules may have very similar properties in terms of support and
confidence.

Stecher et al. (2014) introduced so-called inverted heuristics for inductive
rule learning. The key idea behind them is a rather technical observation based
on a visualization of the behavior of rule learning heuristics in coverage space
(Fürnkranz and Flach, 2005), namely that the evaluation of rule refinements
is based on a bottom-up point of view, whereas the refinement process pro-
ceeds top-down, in a general-to-specific fashion. As a remedy, it was proposed
to “invert” the point of view, resulting in heuristics that pay more attention
to maintaining high coverage on the positive examples, whereas conventional
heuristics focus more on quickly excluding negative examples. Somewhat unex-
pectedly, it turned out that this results in longer rules, which resemble char-
acteristic rules instead of the conventionally learned discriminative rules. For
example, Fig. 1 shows the two decision lists that have been found for the UCI
Mushroom dataset3 with the conventional Laplace heuristic hLap (top) and its
inverted counterpart 4Lap (bottom). Although fewer rules are learned with 4Lap,
and thus the individual rules are more general on average, they are also con-
siderably longer. Intuitively, these rules also look more convincing, because the
first set of rules often only uses a single criterion (e.g., odor) to discriminate
between edible and poisonous mushrooms. Stecher et al. (2016) and Valmarska
et al. (2017) investigated the suitability of such rules for subgroup discovery,
with somewhat inconclusive results.

3.3 Conflicting Evidence

There are many plausible reasons why simpler models should be preferred over
more complex models. Obviously, a shorter model can be interpreted with less
effort than a more complex model of the same kind, in much the same way as
reading one paragraph is quicker than reading one page. Nevertheless, a page of
elaborate explanations may be more comprehensible than a single dense para-
graph that provides the same information (as we all know from reading research
papers). Other reasons for preferring simpler models include that they are easier
to falsify, that there are fewer simpler theories than complex theories, so the
a priori chances that a simple theory fits the data are lower, or that simpler
rules tend to be more general, cover more examples and their quality estimates
are therefore statistically more reliable. However, even in cases where a simpler
and a more complex rule covers the same number of examples, shorter rules are
not necessarily more understandable. There are a few isolated empirical studies
that add to this picture. However, the results on the relation between the size
of representation and comprehensibility are limited and conflicting.

Larger Models are Less Comprehensible. Huysmans et al. (2011) were among
the first that actually tried to empirically validate the often implicitly made
claim that smaller models are more comprehensible. In particular, they related

3 https://archive.ics.uci.edu/ml/datasets.html.

https://archive.ics.uci.edu/ml/datasets.html
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increased complexity to measurable events such as a decrease in answer accu-
racy, an increase in answer time, and a decrease in confidence. From this, they
concluded that smaller models tend to be more comprehensible, proposing that
there is a certain complexity threshold that limits the practical utility of a model.
However, they also noted that in parts of their study, the correlation of model
complexity with utility was less pronounced. The study also does not report on
the domain knowledge the participants of their study had relating to the data
used, so that it cannot be ruled out that the obtained result were caused by
lack of domain knowledge. A similar study was later conducted by Piltaver et al.
(2016), who found a clear relationship between model complexity and compre-
hensibility in decision trees.

Larger Models are More Comprehensible. A direct evaluation of the perceived
understandability of classification models has been performed by Allahyari and
Lavesson (2011). They elicited preferences on pairs of models which were gener-
ated from two UCI datasets: Labor and Contact Lenses. What is unique to this
study is that the analysis took into account the estimated domain knowledge of
the participants on each of the datasets. On Labor, participants were expected
to have good domain knowledge but not so for Contact Lenses. The study was
performed with 100 student subjects and involved several decision tree induc-
tion algorithms (J48, RIDOR, ID3) as well as rule learners (PRISM, Rep, JRip).
It was found that larger models were considered as more comprehensible than
smaller models on the Labor dataset whereas the users showed the opposite pref-
erence for Contact Lenses. Allahyari and Lavesson (2011) explain the discrepancy
with the lack of prior knowledge for Contact Lenses, which makes it harder to
understand complex models, whereas in the case of Labor, “. . . the larger or more
complex classifiers did not diminish the understanding of the decision process,
but may have even increased it through providing more steps and including more
attributes for each decision step.” In an earlier study, Kononenko (1993) found
that medical experts rejected rules learned by a decision tree algorithm because
they found them to be too short. Instead, they preferred explanations that were
derived from a Näıve Bayes classifier, which essentially showed weights for all
attributes, structured into confirming and rejecting attributes.

4 The Need for Interpretability Biases

A lot of work in interpretability has focused on the mere syntactic comprehensi-
bility of a concept. For example, Muggleton et al. (2018) provide an operational
definition of comprehensibility, which essentially captures how quickly a learned
concept can be utilized in solving the problems from the same task domain,
typically classifying new examples. In Fürnkranz et al. (2018), we have advo-
cated the view that there is more to interpretability than the mere ability to
syntactically parse and understand a given concept.

Consider, e.g., Fig. 2, which shows several possible explanations for why a city
has a high quality of living, derived by the Explain-a-LOD system, which uses
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Fig. 2. Good discriminative rules for the quality of living of a city (Paulheim, 2012)

Linked Open Data as background knowledge for explaining statistics (Paulheim
and Fürnkranz, 2012). Clearly, all rules are comprehensible, and can be easily
applied in practice. Even though all of them are good discriminators on the
provided data and can be equally well applied by an automated system, the
first three appear to be more convincing to a human user. However, currently
available rule learning systems would not be able to express a preference for the
rules in Fig. 2(a) over those in Fig. 2(b). For doing so, one needs to capture not
only the comprehensibility of a rule, but also its plausibility.

5 Cognitive Biases

In order to work towards interpretability biases for machine learning, it is useful
to consider work in psychology on cognitive biases. Tversky and Kahneman
(1974) defined a cognitive bias as a “ systematic error in judgment and decision-
making common to all human beings which can be due to cognitive limitations,
motivational factors, and/or adaptations to natural environments. ”

The presumably most famous example is the so-called conjunctive fallacy,
exemplified by the Linda problem (cf. Fig. 3). In this problem, subjects are asked
whether they consider it more plausible that a person Linda is more likely to be
(a) a bank teller or (b) a feminist bank teller. Tversky and Kahneman (1983)
report that based on the provided characteristics of Linda, 85% of the partici-
pants indicate (b) as the more probable option. This was essentially confirmed
by various independent studies, even though the actual proportions may vary.
However, of course, hypothesis (a) is more likely to be correct because a conjunc-
tion will never cover more cases than each of its constituents. For our purposes,
this example reiterates the point that shorter explanations are not necessarily
preferred by human subjects, and that a bias for interpretability should take
other factors into account.

The conjunctive fallacy has received considerable attention in the psycho-
logical literature, and many possible explanations for this and related phenom-
ena have been proposed (cf. Pohl 2017, for a survey). The results are predomi-
nantly attributed to the representative heuristic (Tversky and Kahneman, 1974),
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Fig. 3. The Linda problem (Tversky and Kahneman, 1983).

according to which people tend to confuse probability with similarity, i.e., Linda
is more similar to our mental image of a feminist bank teller than to a generic
bank teller. Another potentially relevant explanation is given by Hertwig et al.
(2008), who hypothesizes that the humans tend to misunderstand conjunctions.
They discussed that “and” in natural language can express several relationships,
including temporal order, causal relationship, and most importantly, can also
indicate a union of sets instead of their intersection. For example, the sentence
“He invited friends and colleagues to the party” does not mean that all people
at the party were both colleagues and friends. Moreover, while the conjunctive
fallacy is possibly the best-documented result of the representativeness heuristic,
there is a number of other cognitive biases and heuristics that can be important
for interpretation of rule learning results. A survey of cognitive biases can be
found in (Pohl, 2017), and a discussion of their relevance for machine learning
in (Kliegr et al., 2018).

6 First Experimental Results

In previous work (Fürnkranz et al., 2018), we have evaluated a selection of cog-
nitive biases in the very specific context of whether minimizing the complexity
or length of a rule will also lead to increased interpretability, which is often taken
for granted in machine learning research. More concretely, we reported on five
crowd-sourcing experiments conducted in order to gain first insights into differ-
ences in the plausibility of rule learning results. Users were confronted with pairs
of learned rules with approximately the same discriminative power (as measured
by conventional heuristics such as support and confidence), and were asked to
indicate which one seemed more plausible. The experiments were performed in
four domains, which were selected so that respondents can be expected to be
able to comprehend the given explanations (rules), but not to reliably judge their
validity without obtaining additional information. In this way, users were guided
to give an intuitive assessment of the plausibility of the provided explanation.
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A first experiment explored the hypothesis whether the Occam’s razor prin-
ciple holds for the plausibility of rules, by investigating whether people consider
shorter rules to be more plausible than longer rules. The results obtained for
four different domains showed that this is not the case, in fact we observed
statistically significant preference for longer rules on two datasets. In another
experiment, we found support for the hypothesis that the elevated preference
for longer rules is partly due to the misunderstanding of “and” that connects
conditions in the presented rules: some people erroneously find rules with more
conditions as more general. A third experiment show that when both confi-
dence and support are explicitly stated, confidence positively affects plausibil-
ity and support is largely ignored. This confirms a prediction following from
previous psychological research studying the insensitivity to sample size effect
(Tversky and Kahneman, 1971). Other experiments investigated the relevance
of attributes and literals used in the conditions of a rule. The results indicated
that rule plausibility is affected already if a single condition is considered to
be more relevant.4 In order to investigate the effects of the recognition heuris-
tic (Goldstein and Gigerenzer, 1999), we attempted to use PageRank computed
from the Wikipedia knowledge graph as a proxy for how well a given condition
is recognized. The results were inconclusive, on one of the datasets we observed
plausibility being affected when all conditions in one rule were recognized com-
paratively more than in the alternative rule.

7 Conclusion

The main goal of this paper was to motivate that interpretability of rules is an
important topic, which is more than a simple syntactic readability of the pre-
sented models. In particular, we believe that plausibility is an important aspect
of interpretability, which, to our knowledge, has received too little attention in
the literature. Learners can often find a large variety of rules with the same or
similar discriminatory power as measured on hold-out data, but with large differ-
ence in their perceived credibility. Machine learning systems need interpretability
biases in order to cope with such situations.

In our view, a research program that aims at a thorough investigation of
interpretability in machine learning needs to resort to results in the psychological
literature, in particular to cognitive biases and fallacies. We summarized some
of these hypotheses, such as the conjunctive fallacy, and started to investigate to
what extent these can serve as explanations for human preferences over different
learned hypotheses. Moreover, it needs to be considered how cognitive biases can
be incorporated into machine learning algorithms. Unlike loss functions, which
can be evaluated on data, it seems necessary that interpretability is evaluated in
user studies. Thus, we need to establish appropriate evaluation procedures for

4 Since our experiments were based on subjective comparisons of pairs of rules, a more
precise formulation would be, “comparatively more relevant than the most relevant
condition in an alternative rule”.
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interpretability, and develop appropriate heuristic surrogate functions that can
be quickly evaluated and optimized in learning algorithms.
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Lavrač and Kai-Ming Ting for interesting discussions and pointers to related work, and
Jilles Vreeken for pointing us to Munroe (2013). We are also grateful for the insightful
comments of the reviewers of (Fürnkranz et al., 2018), which helped us considerably to
focus our paper. TK was supported by grant IGA 33/2018 of the Faculty of Informatics
and Statistics, University of Economics, Prague.

References

Allahyari, H., Lavesson, N.: User-oriented assessment of classification model under-
standability. In: Kofod-Petersen, A., Heintz, F., Langseth, H. (eds.) Proceedings of
the 11th Scandinavian Conference on Artificial Intelligence (SCAI-11), pp. 11–19
(2011)

Bensusan, H.: God doesn’t always shave with Occam’s Razor — learning when and
how to prune. In: Nédellec, C., Rouveirol, C. (eds.) ECML 1998. LNCS, vol. 1398,
pp. 119–124. Springer, Heidelberg (1998). https://doi.org/10.1007/BFb0026680

Blumer, A., Ehrenfeucht, A., Haussler, D., Warmuth, M.K.: Occam’s razor. Inf. Pro-
cess. Lett. 24, 377–380 (1987)

Cohen, W.W.: Fast effective rule induction. In: Prieditis, A., Russell, S. (eds.) Pro-
ceedings of the 12th International Conference on Machine Learning (ML-95), pp.
115–123. Morgan Kaufmann, Lake Tahoe (1995)

Domingos, P.: The role of Occam’s Razor in knowledge discovery. Data Min. Knowl.
Discov. 3(4), 409–425 (1999)

Freitas, A.A.: Comprehensible classification models: a position paper. SIGKDD Explor.
15(1), 1–10 (2013)

Fürnkranz, J., Flach, P.A.: ROC ‘n’ rule learning - towards a better understanding of
covering algorithms. Mach. Learn. 58(1), 39–77 (2005)

Fürnkranz, J., Kliegr, T., Paulheim, H.: On cognitive preferences and the interpretabil-
ity of rule-based models. arXiv preprint arXiv:1803.01316 (2018)

Ganter, B., Wille, R.: Formal Concept Analysis. Springer, Heidelberg (1999). https://
doi.org/10.1007/978-3-642-59830-2

Goldstein, D.G., Gigerenzer, G.: The recognition heuristic: how ignorance makes us
smart. Simple Heuristics That Make Us Smart, pp. 37–58. Oxford (1999)

Gordon, D.F., DesJardins, M.: Evaluation and selection of biases in machine learning.
Mach. Learn. 20(1–2), 5–22 (1995)

Grünwald, P.D.: The Minimum Description Length Principle. MIT Press, Cambridge
(2007)
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Abstract. The increasing openness of data, methods, and collaboration
networks has created new opportunities for research, citizen science, and
industry. Whereas openly licensed scientific, governmental, and institu-
tional data sets can now be accessed through programmatic interfaces,
compressed archives, and downloadable spreadsheets, realizing the full
potential of open data streams depends critically on the availability of
targeted data analytical methods, and on user communities that can
derive value from these digital resources. Interoperable software libraries
have become a central element in modern statistical data analysis, bridg-
ing the gap between theory and practice, while open developer communi-
ties have emerged as a powerful driver of research software development.
Drawing insights from a decade of community engagement, I propose the
concept of open data science, which refers to the new forms of research
enabled by open data, open methods, and open collaboration.

Keywords: Algorithmic data analysis · Open data science
Open collaboration · Open research software

1 Introduction

Openly licensed data sets from scientific, governmental, institutional, and other
sources are now increasingly accessible online and can be used to support aca-
demic research. Deriving value from data depends critically on the availability of
appropriate data analytical methods, and on research communities that are capa-
ble of taking advantage of these emerging opportunities in the overall research
workflow.

Research software plays an essential role in bridging the gap between data,
theoretical models and application expertise. Access to open data on vari-
ous areas ranging from biomedical measurements and geospatial information
to demographics, government activities, and historical records has opened new
opportunities for research but there is a persisting shortage of algorithmic tools
to access, process and analyse open data resources. Domain-specific tools are
often missing, and researchers can put remarkable effort on building custom
scripts that never become widely distributed, utilized, and verified despite their
broader research potential. Thriving virtual research communities have formed
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around statistical programming environments, such as R, Python, or Julia, to
address these needs. These rapidly growing ecosystems of research software and
algorithms have provided the means to standardize many routine tasks in data
analysis that can be used as building blocks in complex data science workflows.

The role of community is fundamental to academic research. In the context of
data science, developer communities can provide social and technical incentives
to promote long-term development and maintenance of open research software
and collaboration networks when immediate academic incentives are lacking.
This helps to avoid duplicated effort and channel resources to collective quality
control. The open development model has emerged as a predominant mode for
research algorithm development in natural sciences during the past decade, and
is now rapidly gaining ground in the social sciences and humanities. The research
potential of collective initiatives exceeds far beyond the capacities of any single
research group or institution. Virtual and often informal research networks have
emerged as powerful drivers of open research. Open collaboration platforms such
as the rOpenSci1 and Bioconductor [5] are further helping to expand the scope of
these efforts towards increased standardization and domain-specific algorithms.

The field of open data science, proposed in this perspective article, refers to
the new forms of research and research quality enabled by open data, algorithms,
and collaboration networks. In many practical situations, these components of
research are open only partially. Open data science emphasizes the possibilities
of open research practices, hence being a field that is both taking advantage of
and furthering the development towards more open and collaborative research
through standardization and collective verification of common analysis tasks.

Fig. 1. Role of research software in the open data science workflow. Open research
software mediates the community efforts and interaction based on shared data, meth-
ods, and hypotheses defined by the research community at each stage of an open data
science project. Open collaboration facilitates standardization and reproducibility, and
the overall quality of research.

1 https://ropensci.org.

https://ropensci.org
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2 Elements of Open Data Science

The three pillars of open data science include open data, open algorithms, and
open collaboration (Fig. 1). Research software has a central role in mediating the
interaction between these elements, helping to simplify, standardize, and auto-
mate research. Open collaboration networks can play a key role by providing
peer support, collective quality control, and collaborative development opportu-
nities [2,4]. Techniques from the machine learning and artificial intelligence can
support various steps of algorithmic data analysis from raw data access through
analysis to final reporting [15]. Open data science emphasizes data and methods
sharing through open infrastructures and virtual collaboration networks that
have been enabled by digitalization and the push towards openness in govern-
ment and academia.

2.1 Open Data

A number of data repositories have been opened by academic, governmental,
and industrial parties, and have been integrated with data analytical workflows
in research and commercial applications. Eurostat, the statistical office of the
European Union, is one example of the many institutions that are sharing vast
open data resources online2. The Eurostat database contains thousands of con-
temporary and longitudinal data sets on demography, economics, health, infras-
tructure, traffic and other topics at the European level, often with fine spatial
and temporal resolution spanning several years or decades. Open data sharing
differs from more traditional data services that provide access only to limited
subsets of the data, and limit data analysis options on tools that are readily
implemented in the query interface rather than letting the researcher decide
which tools and analyses to execute. Such limitations form severe bottlenecks
for research that relies on access to the full raw data.

The research use of open data, on the other hand, has been limited by the
shortage of efficient tools to access, process, and integrate such data sets. The
data sources and formats are scattered, and the methods for handling such data
are heterogeneous, requiring a multitude of expertise and skills due to vari-
ability in data formats and interfaces. Research communities can benefit from
shared programmatic tools that can seamlessly integrate initial data retrieval
with downstream algorithms for statistical analysis and reporting. Standardized
software libraries have been developed to facilitate fluent retrieval of open data
from within statistical programming environments such as R, Python, or Julia.
Collaborative development and automation of the open data retrieval is a central
element in open data science.

For instance, the eurostat R package [6] is specifically tailored to retrieve data
in the R environment from Eurostat open data portal. The package includes
custom tools to query, download, manipulate, and visualize these data sets in a

2 http://ec.europa.eu/eurostat/data/database.

http://ec.europa.eu/eurostat/data/database


34 L. Lahti

smooth, automated and reproducible manner. Standard features, such as com-
pliance with tidy data principles [18], support the integration with other tools of
open data science. Significant portions of the package documentation have been
published as open and reproducible case studies based on the Eurostat open
data, providing concrete examples of possible research use, and a straightfor-
ward starting point for further adjustments. In the case of eurostat, also many
generic database packages, such as datamart [17], quandl [12], pdfetch [13], and
rsdmx [1], could be used to retrieve the open data sets. However, these more
generic database packages are not dedicated to Eurostat data access, and do
not therefore fully support the full spectrum of Eurostat open data services and
their research use. This highlights the need to complement generic database tools
with targeted algorithms that are specifically tailored to access particular data
sources, and facilitate their integration with other data sets and statistical tools
(Fig. 2).

Community projects, such as rOpenSci3 and our own project, the rOpenGov
[10]4, have emerged to provide various algorithmic tools and software packages
for accessing open data portals. Many such packages are now distributed by
open data science initiatives such as Bioconductor, CRAN, and rOpenSci. Such
tools are typically created by the user communities, and facilitate data access
independently of the original data provider.

Fig. 2. Migration to (red) and from (blue) Finland in 2011 according to data from
Statistics Finland as retrieved with the pxweb R package. The visualization relies on
openly developed custom methods in the R statistical programming environment, from
raw data access to harmonization, statistical analysis, and visualization (color figure
online).

3 https://ropensci.org.
4 http://ropengov.github.io.

https://ropensci.org
http://ropengov.github.io
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2.2 Open Algorithms

The increased availability of open data has potential to support and renew
research but the methodological basis of open data science is still shaping up.
Open data retrieval tools need to complemented by statistical data exploration,
analysis, and modeling algorithms (Fig. 3). Statistical programming environ-
ments provide access to a vast body of advanced techniques for data analysis,
including techniques such as (generalized) linear models, machine learning, prob-
abilistic programming [3,14], and visualization [19].

Many research projects rely on rich combinations of spatio-temporal, tex-
tual, personal, demographic, and other types of data that may require remark-
able amounts of dedicated custom processing before reliable statistical analysis
becomes possible. Hence, general-purpose methods need to be complemented by
targeted data processing and analysis algorithms. Most methods for advanced
statistical analysis assume that data is readily available in a clean or tidy for-
mat. This does not hold in most real research situations. Hence, data cleaning
and harmonization often forms a major component in research projects. Projects
such as the tidyverse [20] have emerged to harmonize and organize research data
before and during various stages of statistical analysis. Such general-purpose
data wrangling methods can be complemented by domain-specific tools for data
subsetting and manipulation (see e.g. [11]). Our experience is in line with the
frequently encountered statement that the majority of the effort in data science
projects is spent on organizing and harmonizing data before it is amenable for
research use. In practice, data cleaning and harmonization often rely on combi-
nations of automation and manual work. Intelligent algorithms for data analysis
can greatly benefit from domain-specific tools for data wrangling, subsetting and
visualization.

Our recent work on the historical development of print press provides an
example [7], where we developed algorithmic tools to clean up bibliographic
metadata collections in a scalable manner. This is now allowing a quantitative
analysis of historical book production across Europe. In order to estimate paper
consumption, for instance, we extracted information on books heights, widths,
and page counts. This included converting various standard book formats into
the SI system, summing up information on cover pages, special pages, and so
forth. Furthemore, we could augment the data and analyses with open data on
name-gender mappings, author metadata, and other sources of public informa-
tion. The open algorithms can be verified and further improved when potential
inconsistencies are observed, and the data sets can be gradually refined over time
when new information arrives. Replacing manual curation by supervised machine
learning techniques is now helping to scale up this research to cover millions of
print products. We anticipate that the demand for such open and customized
analysis methods and workflows will increase rapidly in this field when research
libraries start to share these data resources more openly [7]. Open availability
of methods and collaboration networks can potentially help to facilitate shifts
towards increased data availability.
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Finally, data harmonization and statistical analysis need to be complemented
with high-quality visualization and reporting. Published visualizations often rely
on geospatial maps or demographic data that are available from multiple govern-
mental and international institutions. The eurostat package, for instance, can be
used to download custom administrative boundaries by EuroGeographics, thus
supporting seamless data visualization on the European map. Similar geospatial
tools are also available for specific countries and cities5.

Collaboratively developed tools to access, harmonize, integrate, and anal-
yse large data collections are needed to pool scarce resources and increase the
efficiency of data-intensive research. Open collaboration networks can gradually
accumulate and refine collections of targeted algorithms in open statistical pro-
gramming environments, as demonstrated by Bioconductor, rOpenSci, and other
open data science projects. Hence, intelligent data analysis is often critically
dependent on the overall data analytical infrastructures that provide the funda-
mental context for the application of state-of-the-art analysis algorithms. More-
over, in our experience academic teaching can also benefit from well-documented
and reproducible workflows and reproducible notebooks as interactive learning
tools.

Fig. 3. Tradeoffs in open data science. The emphasis in methods development is shift-
ing from standard data management towards intelligent algorithms for data analysis
and modeling (horizontal axis). At the same, general-purpose tools are increasingly
complemented by targeted domain-specific algorithms (vertical axis). Open data sci-
ence aims at standardization but this is contrasted with the constant tendency to drift
towards vast flexibility in the development of alternative methods and innovative com-
binations of the shared data and software components. Increasing openness of data
and algorithm is bringing up new opportunities for research and collaborative methods
development.

5 The gisfin and helsinki packages; see http://ropengov.github.io.

http://ropengov.github.io
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2.3 Open Collaboration

Whereas open data science emphasizes the role of collaborative methods devel-
opment and refinement [2,9], the efforts to standardize data analytical methods
are balanced by a constant drift towards flexibility and custom methods (Fig. 3).
Open and institutional community projects have emerged to balance these needs
based on R, Python, and other programming languages, resulting in vast net-
works of developers and users of open research software from natural sciences to
humanities. Related examples include the The OpenML [16] that provides tools
to bring together data, algorithms and analysis results for open evaluation, and
Project Open Data6, which promotes the development and use of tools on open
government data. We have made many such tools available within the rOpen-
Gov project for computational social science and digital humanities. This is an
example of a community-driven open data analytical ecosystem, which is now
facilitating research use of many open institutional data resources based on a
collection of over 20 R packages in varying stages of development. The euro-
stat package, for instance, evolved gradually from the earlier work by the same
authors. Over time, multiple contributors joined in, and the package was exten-
sively being developed and tested by various users before its eventual release.
Open developer communities can also organize software review, promote data
and software citation best practices, develop improved methods for authorship
determination, and gain additional visibility for the projects. Moreover, open
access to research publications in the form of pre-prints, post-prints, and openly
licensed peer-reviewed literature can also be viewed as a component of open
collaboration, as it facilitates the collective research efforts.

3 Conclusion

This brief perspective introduced the concept of open data science. This new
paradigm is emerging at the intersection of open data, methods, and collab-
oration networks. Open research practices are now transforming the way we
understand and share research outputs [8,9]. Open developer communities can
provide social and technical incentives to promote open, collaborative work when
academic incentives are lacking. Social aspects remain among the greatest chal-
lenges towards further development of open data science, as balancing the col-
laborative need for long-term development and maintenance with the prevailing
authorship and incentive structures in academia remains a constant challenge.
Given the enormous significance of high-quality open source software in modern
data-intensive research, academic institutions and funding bodies should con-
tinue to develop and experiment with new ways to support sustainable develop-
ment of open data science for instance by providing funding and recognition for
the developers, maintainers and contributors of open research software, which is
a key mediator between the key elements of open data science.

6 https://project-open-data.cio.gov.

https://project-open-data.cio.gov
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Statistical programming environments facilitate open participation, and
allow full flexibility in constructing custom workflows in order to harness the
full potential of modern data analysis and visualization arsenal. Open methods
can be used and further tested and refined by the user communities, contributing
to the growing open source ecosystems in natural sciences, social sciences, and
digital humanities. Emphasis on open research practices will help the research
communities to avoid replication and pool scarce research resources, and find
improved methods for collective analysis and verification of research hypotheses.
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Abstract. Points of Interest (POI) are widely used in many applications
nowadays mainly due to the increasing amount of related data available online,
notably from volunteered geographic information (VGI) sources. Being able to
connect these data from different sources is useful for many things like vali-
dating, correcting and also removing duplicated data in a database. However,
there is no standard way to identify the same POIs across different sources and
doing it manually could be very expensive. Therefore, automatic POI matching
has been an attractive research topic. In our work, we propose a novel data-
driven machine learning approach based on an outlier detection algorithm to
match POIs automatically. Surprisingly, works that have been presented so far
do not use data-driven machine learning approaches. The reason for this might
be that such approaches need a training dataset to be constructed by manually
matching some POIs. To mitigate this, we have taken advantage of the Cross-
walk API, available at the time we started our project, which allowed us to
retrieve already matched POI data from different sources in US territory. We
trained and tested our model with a dataset containing Factual, Facebook and
Foursquare POIs from New York City and were able to successfully apply it to
another dataset of Facebook and Foursquare POIs from Porto, Portugal, finding
matches with an accuracy around 95%. These are encouraging results that
confirm our approach as an effective way to address the problem of automati-
cally matching POIs. They also show that such a model can be trained with data
available from multiple sources and be applied to other datasets with different
locations from those used in training. Furthermore, as a data-driven machine
learning approach, the model can be continuously improved by adding new
validated data to its training dataset.

Keywords: Machine learning � Outlier detection � Point-Of-Interest
GIS

1 Introduction

POI is a term referring to a point in a map that might represent a relevant location
depending on a specific context or interest in a geographic area. With more and more
applications using maps or any sort of geographic data, POIs have become increasingly
common to represent any potential place of interest in a map to a given user. Another

© Springer Nature Switzerland AG 2018
W. Duivesteijn et al. (Eds.): IDA 2018, LNCS 11191, pp. 40–51, 2018.
https://doi.org/10.1007/978-3-030-01768-2_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01768-2_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01768-2_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01768-2_4&amp;domain=pdf


thing that contributes to the increasing utilization of POI information is the amount of
related data that has been made available from different sources, notably from VGI and
social media applications which provide application programming interfaces (API) to
access their data. Although these sources have very useful information, they lack a
standard way to identify the same POIs across different sources. Therefore, POI
matching emerges as a way to connect POI information from different datasets. This is
useful for many applications like confirming or correcting data, enriching the data by
complementing it with different information from different sources or removing
duplicated data in a database.

Our work is a part of a project called URBY. Sense which aims to study indi-
vidual’s mobility for mining non-routine mobility patterns from multiple data sources.
The city we are studying is Porto, Portugal. In the data analysis task of the project we
aimed at producing a richer knowledge to understand the choices of mobility. We
collected event data from websites that gather events in Porto city and POI data from
Facebook, Foursquare and Factual.com. When analyzing this information, one question
emerged: are all POIs and events equally important? The answer is that it may depend
on their online popularity. Most of the collected events had a link to a Facebook event
which, in turn, had a link to a Facebook place. Although this provided us with some
popularity information about the places of events, the Foursquare dataset could com-
plement this with more information about popularity as its check-in counts. We also
wanted to connect all the POIs from the three different sources in our database for
future analyses. But we needed an automatic way to do this connection.

Although an important task, POI matching is difficult, time-consuming and
expensive if done manually. Thus, research in automatic approaches of matching POIs
have increased in the last years. Contrary to other works, we approach the POI
matching problem with a novel data-driven strategy based on a machine learning
outlier detection model. By using this approach, instead of experimenting with different
weights and rules to create a POI matching algorithm, we create a model that can learn
on its own how to match POIs from available data, using previous matched data from
different sources as training data. This way, we can also keep improving the model by
feeding it with more data as soon as it becomes available. To do this, we take advantage
of data collected with the Factual Crosswalk API, an API that was available at the time
we started this work and allowed one to translate how place entities are represented
across different 3rd party APIs [1]. As the Crosswalk API was available in United
States only, we used a dataset of Factual POIs from New York City to create the
training dataset for our model. The goal was to create a model that could learn how to
match POIs of different sources independently of the country of the data it was trained
with, considering only features non-dependent of a country’s native-language. Our
strategy uses only the metadata that is commonly present in most POI datasets such as
name, website, address, category and geographic coordinates, to make it possible to use
the model with as many datasets as possible from different sources and locations.
Furthermore, it handles missing values, in case that metadata is still not present. In
addition, the model was successfully used to connect POIs from Porto in our database,
which represents not only a validation of the model but attests its ability to generalize
and match POIs of datasets from countries other than the one used to train the model.
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We also make publicly available all the datasets and describe the model configuration
used in this work so other researchers may benefit from it. All classification tasks such
as model train and test are done using the Weka workbench tool [2].

The remainder of this paper is structured as follows. The next section gives a
review about related work from POI matching to outlier detection. Section 3 provides a
description of the datasets used in this work. Section 4, describes the model created and
its experiments. Section 5, discusses the validation of the model. Finally, Sect. 6
concludes this work and provides directions for future research.

2 Related Work

2.1 POI Matching

Users have been contributing useful information about POIs to services and social
media applications for some years. This VGI data has become increasingly appealing to
explore, but it also brings concerns about its quality and lack of standardization across
different datasets. POI matching emerges to address some of this concerns by giving
the possibility to correct, complete and enrich information of one POI across different
datasets. This makes POI matching an important task in urban studies and applications
that rely on POI information and, as a result, many approaches to this problem have
been proposed in the literature.

Scheffler et al. [3], presented an algorithm to match POIs from Qype and Facebook
Places to their counterparts in Open Street Map. The algorithm had several steps that
combined the geographic distance and string similarity of POIs, deciding whether two
POIs are a match based on some defined thresholds. They achieved an overall accuracy
of 79% for Qype and 64% for Facebook. McKenzie et al. [4], proposed three distinct
weighted POI matching models based on multiple attributes like name, category,
geographic location and descriptive text of POIs from Foursquare and Yelp, achieving
a match-accuracy of 97% in their model evaluation. They have also showed that
individually the name outperformed all other attributes. Novack et al. [5], presented a
graph-based matching of POIs from OpenStreetMap and Foursquare in the city of
London, approaching the issue of one-to-none and one-to-many matches. Their best
matching result achieved an overall accuracy of 91%. Li et al. [6] proposed an entropy-
weighted approach to POI matching by integrating heterogeneous attributes with the
allocation of suitable attribute weights via information entropy. They showed that their
best model had a F1 value between 0.8 and 0.9. Dalvi et al. [7] presented a language
model that encapsulated both domain knowledge as well as local geographical
knowledge and introduced an unsupervised learning problem to assign weights to
words in POI names to remove duplicated entries from a database of places. They were
able to achieve an accurate deduplication with a recall of 90% at a precision of 90%.
Yu et al. [8] used an approach based on semantic technologies to automate the
geospatial data conflation process for use in the emergency services response domain.
They considered only shopping center POIs and showed a conflation accuracy of 98%.

Although they may use some unsupervised or supervised learning methods to
generate attributes or weights for a model, to the best of our knowledge, there is no
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study that tries to use a data-driven machine learning approach to build a decision or
classification model that can learn to automatically predict POI matches based on
training datasets with previously matched POIs.

2.2 Outlier Detection

Although there is no universally accepted definition, an outlier could be defined as an
observation outside the limits of a well characterized population. Therefore, by char-
acterizing normal observations we decide what is considered abnormal. Sometimes,
depending on the domain and approach used, authors describe their various approaches
to outlier detection as novelty detection, anomaly detection, noise detection, deviation
detection or exception mining, all being fundamentally identical [9]. Outlier detection
has thus been found to be applicable in a large number of domains like intrusion
detection, fraud detection, industrial damage detection, image processing, medical and
pharmaceutical research, among many others [9–11]. Outlier detection algorithms have
also been used for automatic verification and identifying wrong links between datasets
[12, 13] as a post-process step to entity linking systems, but to the best of our
knowledge, they have not been used as an approach to create the actual links.

Outlier detection algorithms based on machine learning need a training dataset to
build an explicit predictive model. If the training dataset has no labels we have an
unsupervised learning problem. Often, unsupervised algorithms assume that data
instances with a frequently occurring pattern or closely related are normal examples
while the remaining are considered outliers. In semi-supervised learning, only one class
of the training dataset is labeled which represents a special case of one class classifi-
cation also known as novelty detection [14]. Such techniques model only the available
class and then test if further observations can fit to the initial population. When both the
normal and abnormal classes are labeled in the training dataset we have a supervised
scenario. If both classes are balanced, we have a binary classification problem and an
accurate model can be created. But that is often not the case, which originates a highly
unbalanced classification problem. In such a scenario both one-class and binary clas-
sifiers can be used. Bellinger et al. [15], conducted experiments on various datasets to
investigate the performance of binary and one-class classifiers as the level of imbalance
and uncertainty increased by purposely decreasing the size of the outlier class. They
concluded that as the level of imbalance increases, the performance of binary classifiers
decreases, whereas one-class classifiers stay relatively stable. Despite this, they state
that their findings do not imply that binary classifiers should not be used if there is
imbalance present as, even with a decent level of imbalance, certain binary classifiers
can come up with effective decision boundaries. In the case of our work, our concern
with the outlier examples is more related with their quality rather than their quantity.
That is because we have examples of matching POIs for the target class but would have
to find a strategy to generate the outlier examples. One strategy could be to generate
random pairs of POIs and confirm that they are not matches. However, the generated
examples might not be good outlier representatives, which is important in case of
binary classification to avoid over-fitting. Therefore, using an algorithm that can use
only the matching examples to train seems a better approach to this kind of problem.

Automatic POI Matching Using an Outlier Detection 43



3 Description of the Datasets

In this section we describe the datasets created to train, test and validate our POI
matching model. For each POI we have selected five attributes: name, website, address,
category and geographic coordinates (latitude and longitude). Because we want the
model to be able to match POIs from any dataset, these attributes were chosen for being
the most commonly available attributes in a POI dataset. Since the datasets used in the
model refer to POI pairs, each attribute of the datasets will be a partial distance between
each attribute of two POIs, which results in a total of five attributes or features. The
datasets also include POI ids, for each source, which are ignored by the classifier
algorithm. This is done to track the POIs of each pair later in the validation phase. The
detailed constitution of the datasets is described in Table 1.

3.1 New York Dataset

In order to create our model’s training dataset, we have used the Factual Crosswalk API
to connect POIs from Factual with their counterparts in Facebook and Foursquare.
Using a Factual ID, the API gave us the ID of the POI in other sources, when available.
By doing so, we retrieved a sample of Factual POIs connected with Facebook and/or
Foursquare and stored that information in the crosswalk table of our database. Then we
used each source API to retrieve the necessary metadata for each POI of the table,
storing that metadata in separate tables. Finally, we create the dataset by adding pairs
from each Factual and Foursquare connection, as well as from each Factual and
Facebook connection and from each Foursquare and Facebook connection. The only
requirement for forming a pair of POIs was that both had at least a name. This resulted
in a dataset with 8004 instances, being 5798 Factual and Foursquare pairs, 1703
Factual and Facebook pairs and 503 Foursquare and Facebook pairs. These instances
represent the “target” or matching examples that will train our POI matching model.
We have also created a training dataset with no missing values by removing each

Table 1. Number of instances for each attribute in each dataset.

Attribute Training dataset
(NY)

Testing dataset (NY) Validation dataset (Porto)

All No missing

Name 8004 2473 16008 394944
Website 2547 2473 4461 19224
Address 7094 2473 14146 175938
Category 7791 2473 15562 394944
Geographic distance 7961 2473 15925 394944
Target 8004 2473 8004 –

Outlier 0 0 8004 –

Total 8004 2473 16008 394944

44 A. Almeida et al.



instance with one or more missing attributes. This resulted in a dataset with 2473
instances, with all attributes having the same number of instances.

We have also generated an equal number of non-matching POI pairs (the outlier
instances) to test the model. To do this, we opted for a simple approach of forming POI
pairs from two random POIs of the crosswalk table and then confirm if the pair was not
a match in table. This way, we generated a dataset with a total of 16008 instances, 8004
matching pairs and 8004 non-matching pairs for testing purposes.

3.2 Porto Dataset

In order to create the dataset to validate the POI matching model, we have combined
the facebook places table with the foursquare venues table of our database. The
facebook places table has 132 entries that represent the places of events in Porto city
collected for our project for a given month of study. This represents the number of
events that provided links to a Facebook Place. We used the Facebook API to obtain
the required metadata for those places. The foursquare venues table has 2992 entries
that represent venues around certain geographic coordinates of Porto city and were
collected using the foursquare API. Combining those two resulted in a dataset with
394944 POI pairs. This is the dataset used to automatically test matches between our
Facebook and Foursquare database tables and validate the trained model in Porto city.

4 Model Description

In our classification model, we use the Isolation Forest (iForest) algorithm [16]
available in Weka (3.19) with its default parameters. iForest works by assuming that
outliers are few and different and, for that reason, easier to isolate than normal
examples. It is by nature an unsupervised machine learning method as it does not
require one to label the training data. Despite this, we can use it in cases where the
training dataset only has “target” instances like we would do with a semi-supervised
method. We preferred this method for two main reasons. First, although we assume that
the crosswalk data used is correct (only has matching examples), it is possible that
some outliers exist in the dataset. We cannot confirm this as it would be extremely
costly to do so. But either if they are or not, the good thing about iForest is that it can
handle the two scenarios very well. Therefore, it is ideal for our training dataset.
Second, the iForest algorithm has demonstrated to have very good performance in
outlier detection as the results of several comparative studies showed [16–18]. Fur-
thermore, it has high computational efficiency, having a linear time complexity with a
low constant and a low memory requirement.

One drawback of iForest is that it does not handle missing values. To address this,
we use the Expectation Maximization (EM) Imputation method [19] also available in
Weka. An EM method should be better than simple methods like mean imputation
because it preserves the relationship between variables, using other variables to impute
an expected value and maximize its likelihood. EM imputation methods have also
shown good results in previous works against other imputation methods [20, 21].
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4.1 Feature Engineering

In order to derive the partial distance between POIs, the model is based on five
dimensions: name, website, address, category and geographic coordinates. We have
computed the 2D Cartesian distance between the geographic coordinates, directly from
our PostgreSQL database to generate the geographic distance between the POIs. We
have also used and compared several string similarity methods available in different
python libraries [22–24] to compute the distances between the name, website, address
and category. To make the model language independent, we have only used string
similarity methods, avoiding phonetic algorithms like soundex or metaphone and other
methods that make use of lexic databases like wordnet. The methods used range from
classic distance measures like Levenshtein [25], Jaccard [26], Sorensen [27] and Jaro-
Winkler [28, 29] to fuzzy methods like the Ratio, Partial Ratio, Token Sort Ratio
(TSoR) and Token Set Ratio (TSeR) [30]. We use two variants of the Jaro-Winkler
method, one uses only the Jaro measure (jarowinkler_f) and the other uses the Winkler
addition with a scale of 0.1 (jarowinkler_t). Complementing our list, we have computed
the average between a case insensitive partial ratio and a sort ratio (avg partial sort ratio
or APSR) which tries to emphasize partial matches between strings without giving it
total merit and the average between the sort ratio and set ratio (avg sort set ratio) which
tries to balance this two methods as the later might be too flexible.

After computing all the above distances, we have tested them individually with the
iForest classifier, to select which distances we should use for each attribute. Although
accuracy is a common measure when evaluating supervised classification algorithms, it
might not be the best in other scenarios like outlier detection problems. In these cases,
the area under the Receiver Operating Characteristic (ROC) curve seems to be a much
more utilized and accepted measure to evaluate the performance of outlier and novelty
detection algorithms [16–18, 31]. When a model has a ROC of 0.5 it is similar to a
random guess classifier. When it achieves a ROC of 1 it means that it can clearly
distinguish between targets and outliers. Thus, to produce the best model we tried to
maximize its ROC value. In Table 2, we show the resulting best distance in terms of
ROC for each attribute. These results indicate how each attribute can contribute to the
model. As can be seen, the name attribute obtains the best results with a ROC of 0.99.
Category is the worst performing attribute which might be explained by the lack of
standardization between sources for representing POI categories. With a ROC near
0.55, the category attribute seems to be ineffective to do any meaningful decision on its
own. This also means that simple string similarity is not enough to extract relevant
information for the category attribute. The geographic distance is the second best
performing attribute. The fact that it was surpassed by the name attribute might indicate
that the geographic information contributed to these platforms often have more inac-
curacies than the POI name. This might be due to the inaccuracy of mobile devices or
inaccuracies when introducing information that later is geocoded. The address and
website attributes are the third and fourth best results respectively. Despite the good
results these two attributes have greater percentage of missing values. This means that
their contribution when combining them with other attributes might be diminished as
the model will not have their information in most cases.
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After computing the best performing distances for each attribute individually, we
have created a model with them together. Although this should give good results,
selecting the attributes that individually give the best ROC might not create the model
with the best ROC. For that reason, we decided to test all possible combinations of each
distance for each attribute, choosing the combination that produced the model with the
best ROC. This way we can ensure that the resulting model uses the combination of
attributes that best maximizes its ROC value. Besides testing all combinations, we have
also tested two different training approaches for each combination. In the first
approach, we used the entire training dataset. In the second approach we use the
training dataset without instances with missing values. This means that only 2473
instances were used for training in the second approach instead of 8004, but testing was
done with the full testing dataset which has 16008 instances for both approaches.
Table 3 shows the performance of the models.

Not surprisingly, the best combination of attributes obtained by computing all
possible combinations is different from the combination using the best individual
attributes. One interesting finding is that the models trained only with instances with no
missing values performed better than the ones trained with all instances for any of the
feature combinations used. The degradation of the model’s performance when using all
instances might be due to the lack of quality resulting from artificially filling the

Table 2. Individual attribute performance.

Attribute Best distance Accuracy ROC

Name Avg partial sort ratio 0.727 0.990
Website Avg partial sort ratio 0.769 0.927
Address Partial ratio 0.892 0.953
Category Sorensen 0.516 0.545
Geographic distance 0.928 0.968

Table 3. Performance of different models.

Model Attribute distances (besides geo distance) Training
dataset

Accuracy ROC
Name Website Address Category

Each best individual
attribute
combination

APSR APSR Partial
ratio

Sorensen All 0.925 0.990
No miss 0.882 0.994

Best attribute
combination for all
instances

Token
set
ratio

Partial
ratio

Partial
ratio

Jarowinkler_f All 0.927 0.995
No miss 0.906 0.996

Best attribute
combination for no
missing instances

Token
set
ratio

Token
sort
ratio

APSR Token set
ratio

All 0.925 0.992
No miss 0.883 0.997
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missing values with the EM imputation method or due to the lack of quality of the
remaining available values of POI examples that have missing values. Either case,
these results seem to indicate that POI examples with missing values are less reliable
than the ones with all attributes available and should be avoided in training. The model
that achieves the best ROC is the best combination of features for the training dataset
without missing values (3rd Model). Therefore, it is the model we choose to proceed
with the validation in our Porto dataset.

5 Model Validation

Once we have trained and tested our model we performed its validation using the
already described Porto dataset. By using such a different dataset from the training one
we are not only validating the model’s ability to match POIs from different sources but
also its ability to match POIs from different geographic areas from those used in
training, while using it to connect our database of POIs from the city of Porto.

The process of validation was done by manually analyzing the classification results
given by the model by verifying if two POIs where correctly predicted as match (True
Positive – TP) or outlier (True Negative – TN). The model returned 141 matches from
394944 POI pairs present in the validation dataset. Besides reviewing these matches,
we selected outliers with a geographic distance below or equal 100 meters and then
select the 1000 outliers with the higher name similarity. This resulted in a dataset with
1141 instances to review.

When manually reviewing these instances, we decided to consider 3 validation
scenarios. In the first scenario we consider to be a match only POIs that correspond
exactly to each other. In a second scenario we also consider to be a match a place that is
included in the other. In a third scenario we also consider to be a match places that are
related and nearby. Examples of the second scenario might be: a university department
matching the university to which it belongs; a bar, shop or theater matching a shopping
center that contains them. As for scenario 3 it might be: a match between a region or
street and places in that region or street; a match between a bus stop nearby a particular
place it serves.

In the Table 4 we present the results for our 3 validation scenarios. Depending on
the matching scenario, one need to consider which approach is more suitable to one’s
needs, a stricter definition of a match or a broader one. In our case, we ended up using
the broader matching results (scenario 3) as it might also be useful to connect places
that are related and nearby an event. Despite this, the best results for the model were
obtained when considering the stricter scenario 1, while the worst results were obtained
when considering the broader scenario 3. Nonetheless, all scenarios present very good
validation results for the model, as Table 4 shows.

Besides showing good overall matching results, the model also shows a natural
capacity to identity related places and POIs represented multiple times. As can be seen
in Fig. 1, when considering the validation scenario 1, we have a higher percentage of
one-to-one (1 − 1) matches and less one-to-many (1 − N) matches. When considering
scenario 2 and 3 we can observe an increase in the number of 1 − N matches being
detected but also much higher matches being falsely detected as outliers which might
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explain the worse results obtained by scenario 2 and 3. Despite this, these two scenarios
obtain more true matches (TP) which in some cases is better even though we also get
more false outliers (FN).

6 Conclusions and Future Work

In this paper we presented a data-driven approach to automatically match POIs from
different sources based on an outlier detection machine learning model. To do this we
have taken advantage of the Crosswalk API available at the time we started our work
and were able to retrieve matching POIs from different sources in US territory. We
trained our model with a dataset of Factual, Facebook and Foursquare POIs from New
York and were able to successfully apply it to our dataset of Facebook and Foursquare
POIs from Porto, finding matches with an accuracy close to 95%.

We think that the results presented in this work support our approach as an effective
way to tackle the problem of automatically matching POIs. They show that such a
model can be trained with data available from different sources and be applied to other
datasets even from different locations. Furthermore, as this is a data-driven machine
learning approach, the model can be continuously improved by adding new validated
data to its training dataset. Although manual validation of POI matches could be
expensive, it is many times inevitable. Therefore, taking advantage of already validated
data to create or improve a model that can automatically match POIs seems to be a
good idea. Besides strictly matching exact or same POIs, we find that the model is very

Table 4. Validation results for the model according to the 3 validation methodologies used

Validation scenario Match Outlier Accuracy ROC
TP FP TN FN

1 85 56 995 5 0.947 0.975
2 112 29 929 71 0.912 0.848
3 122 19 919 81 0.912 0.846

Fig. 1. Validation results per matching relation one-to-one (1 − 1) and one-to-many (1 − N) for
validation scenario 1(a), scenario 2(b) and scenario 3(c).
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good at finding related POIs when we accept matches with less certainty outputs. This
can be useful in many scenarios like, for example, POI search engines, suggesting other
relevant POIs, etc. In these cases, such a model can also produce good results.

Nevertheless, there is room for improvement to this approach. We need to take in
consideration that the data we used for training the model might have errors. As these
models rely heavily on the quality of the data used for training them, we believe that
with a reduced but hand validated dataset the results would be even better. In future
work it could be interesting to not only ensure the quality of the training data but also
add more validated data from different sources and locations to the training dataset.
Besides that, experimenting with more POI metadata and better methods to extract
relevant information from them should be very beneficial to improve the model per-
formance. Experimenting with different outlier detection algorithms should also be
considered.
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Abstract. We demonstrate a method to support fact-checking of state-
ments found in natural text such as online news, encyclopedias or aca-
demic repositories, by detecting if they violate knowledge that is implic-
itly present in a reference corpus. The method combines the use of infor-
mation extraction techniques with probabilistic reasoning, allowing for
inferences to be performed starting from natural text. We present two
case studies, one in the domain of verifying claims about family relations,
the other about political relations. This allows us to contrast the case
where ground truth is available about the relations and the rules that
can be applied to them (families) with the case where neither relations
nor rules are clear cut (politics).

Keywords: Fact checking · Information extraction · Probabilistic soft
logic

1 Introduction

The vast availability of information on the web, its incompleteness, inconsisten-
cies and the speed with which it spreads, have recently brought the need for
identifying fake information. Detecting if an assertion is true or false is a tall
order for an algorithm, as it may also be for a person, except for special cases
where the assertion directly contradicts a known fact. Yet we expect algorithms
to help us weed out fake news stories from online media [7,18]. Fact checking,
once the domain of journalists and editors, and now the realm of specialists,
remains a time consuming and specialised task. We are interested in the sit-
uation where assertions must be assessed by an algorithm, without requiring
an authoritative source of truth (a controversial requirement in the case of the
press).

We will focus on assertions that we consider “implausible” because they
implicitly conflict with a number of other statements present in a corpus of ref-
erence. For example, if all newspapers report various statements placing Hillary
Clinton in the “pro-choice” camp of a debate, a single news item placing her in
the “pro-life” camp would require further fact checking, and be deemed implausi-
ble, but not necessarily false. This approach allows us to handle statements that
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contain some degree of judgement, and not just expressions of facts, because we
focus on the compatibility or internal consistency of large numbers of claims. In
this paper we take the view that human fact checkers can benefit from a method
which flags statements that do not naturally fit with a knowledge base, a cor-
pus, or a set of rules, and are therefore implausible, or surprising. This could
provide at least some degree of protection in the news ecosystem. Note that sim-
ilar tools can be useful in many other scenarios, besides screening news in social
media, for example they can be used to help curate large projects like Wikipedia,
identifying claims in one page that conflict with claims in other pages.

The technical question of this paper is: how can we use techniques from
information extraction and probabilistic reasoning to check facts that are implicit
in a set of documents written in natural language? How can we decide if a claim
is compatible with other claims, i.e. can it be true when the others are also true?
Another way to formulate this question is: can we extract information that is
not explicitly stated, but is implicitly present, in a set of documents?

We use two case studies to demonstrate the approach: one based on state-
ments of fact and the other based on judgements. In the first case, we rely on
natural language descriptions of the British Royal Family, and on facts about
family relations, to extract the actual relations between members of the fam-
ily, and use them to fact-check claims about further family relations (e.g. Who
is whose cousin?). In the second case, we rely on news accounts of the 2012
US Elections, and general assumptions about how political relations work, to
extract or check information about the political position of certain actors (e.g.
Who supports which issue in the debate?). Technically, we make use of GATE
[4] for information extraction, and Probabilistic Soft Logic [9] for inference. The
documents are parsed, the named entities and their relations are extracted from
natural language, then they are provided to the reasoning module that uses a
knowledge base to see if a given claim is compatible with the rest.

In Sect. 2 we discuss related work in the domain of fact checking. In Sect. 3
we present Probabilistic Soft Logic (PSL) as a method of inference. In Sect. 4 we
demonstrate our approach in the case of checking Family Relations. In Sect. 5
we demonstrate the approach in the case of checking Political Relations and in
Sect. 6 we discuss limitations and future work.

2 Related Work

Several automated fact-checking systems [1,6,7,18] have been developed and
used in real-world scenarios, such as monitoring false claims during the primary
and general election debates throughout the 2016 U.S. elections. Given a claim,
it is checked by first collecting supporting or opposing evidence from knowledge
bases and the web, generate questions/queries related to the claim and a final
answer derived and presented to the user based on discrepancies between the
returned answers and the claim.

Fact checking numerical claims has also been studied in recent times. For
example, Vlachos and Riedel [16] focused on fact checking simple numerical
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claims such as “population of Germany in 2015 was 80 million”. They used
distant supervision for identification and verification of claims to fact check 16
numerical properties of countries (such as population etc.). Input claims were
matched with entries in a knowledge base and verdicts were deduced. In the
follow-up work, they extended the system to include temporal expressions, so
that the temporal context of the claim could be taken into account [15].

Recent work has used Markov Logic Networks to reason about the world
under uncertainty, answering questions such as “According to sources A and B,
is Mr. Doe euro-sceptic?” [10,11]. Their algorithms support the task of extracting
information about the facts from various sources and fact checking the claims
against background data although it was not tested on real-world data. Work
by Patwari et al. [12] discusses a system to identify check-worthy statements in
political debates which needs to be fact-checked using a multi-classifier system
that models latent groupings in data. These statements may not be explicitly
mentioned in the text but they are check-worthy. From the statement, “We need
the private sectors help, because government is not innovating” they identify
a check-worthy claim such as “the U.S. government is not innovating”. Natural
language summaries of relational databases have also been fact-checked in a semi-
automatic way using probabilistic modelling that identifies erroneous claims in
articles from major newspapers [8]. The limitation in their work is that it requires
humans to check the interpretations of the system and correct it if it was wrong.

In contrast, we check claims that are not explicitly stated in the text corpus.
Using a knowledge base of extracted facts from various sources and first order
logic rules we infer information that is implicit in text. We focus on detecting
claims that can be considered as not plausible, in that they implicitly contradict
background knowledge, assumptions or other claims contained in a reference
corpus.

3 Probabilistic Soft Logic

Probabilistic soft logic (PSL) [9] is a framework that allows users to specify rich
probabilistic models over continuous-valued random variables using first-order
logic to describe features that define a Markov network similar to statistical
relational learning languages such as Markov Logic Networks (MLNs). User-
defined predicates model relationships and attributes and first-order logic rules
model dependencies or constraints on these predicates in a PSL program. A PSL
program consists of a set of predicates, weighted rules involving these predicates,
and known truth values of ground atoms derived from observed data. Inference
for the PSL program is over the remaining unknown truth values. PSL uses the
most probable explanation (MPE) inference which is to find the most probable
interpretation given evidence, that is, the most likely interpretation extending a
given partial interpretation [9]. Given a set of atoms l = {l1, ......ln}, we call the
mapping I : l → {0, 1}n from atoms to soft truth values an interpretation.

Soft logic is mathematically represented in PSL using the Lukasiewicz t-norm
as the relaxation of the logical AND and OR, respectively. These relaxations are
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exact at points, when variables are either true(1.0) or false (0.0), and provide
a consistent interpretation for values in-between. The probability distribution
defined by a PSL program measures the overall distance to satisfaction, which
is a function of all ground rules truth values.

A PSL program containing a set of rules and ground atoms induces a distri-
bution over interpretations I given by,

f(I) =
1
Z

exp[−
∑

r∈R

λr(dr(I))p] (1)

where λr is the weight of the rule r, Z is a normalization constant and pε{1, 2}
provides a choice of two different loss functions. p = 1 refers to satisfying one
rule while p = 2 refers to satisfying all rules to some extent. These probabilistic
models are said to be instances of Hinge-loss Markov random fields [2]. In our
work, we use PSL because it’s proven to be scalable and it works with continuous
truth values which is useful for different modelling problems.

4 Fact Checking Family Relations

In this study we use a long BBC news article describing kinship of the members
in the royal family1. This includes a Royal Family tree and line of succession
beginning from Queen Elizabeth II to Prince George. We automatically extract
information from this article about family relations from the Royal Family such
as Parent and Spouse. For example we extract,

Charles is theParent of William
William is theSpouse of Kate

We build a knowledge base with the facts extracted and use logical rules
in PSL to infer relationships not mentioned in text. How we extract facts is
explained in Sect. 4.1. We then fact check claims about the Royal Family. PSL
is a system for collective inference and therefore it can collectively infer new
relationships according to logical rules specified. Eventually, we can check our
claims against the system. If the result for the claim was already inferred by
PSL the system returns the verdict, a binary value 0 (False) or 1 (True). If not
the fact from the claim is added to PSL targets and the result is inferred. In the
following sections we explain how we automatically extract facts from text, infer
new relations not mentioned in text and then fact check similar claims.

4.1 Fact Extraction

We use ANNIE, a Nearly-New IE system in GATE [4], an open source platform
for text engineering in order to extract named entities with their gender from
text. We chose to use GATE since its simple, scalable and easily customisable

1 Royal Family tree and line of succession: http://www.bbc.co.uk/news/uk-23272491.

http://www.bbc.co.uk/news/uk-23272491
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with the use of JAPE grammars and Gazetteer lists. We do co-reference reso-
lution, which is the process of determining whether two expressions in natural
language refer to the same entity in the world [13]. For example, Queen Elizabeth
II and Queen refer to the same entity. The Orthomatcher module in the ANNIE
Information extraction system in GATE [13] is used to perform this task. We
resolve pronouns to their referring entity names using the Pronominal resolution
module. The system resolves pronouns such as ‘he’, ‘she’, ‘his’, ‘him’ and ‘her’
to their referring entity names. JAPE grammars are used to extract patterns of
Parent and Spouse relations. For example, the grammar shown below says if a
Person entity is followed by the word ‘child’ or ‘son’ or ‘daughter’ which is then
followed by the word ‘of’ followed by a Person entity, the first person refers to
a Parent entity. Therefore, the system annotates the relation as Parent relation.
{Tokens} refer to pronouns and stop words that could occur inbetween.

Person, {Tokens}, T oken == (“child” | “son” | “daughter”),
Token == “of”,Person

Similarly we annotate Spouse relations if a Person entity is followed by the word
‘married’ or ‘wife’ or ‘husband’ which is then followed by another Person entity.

Person, {Tokens}, T oken == (“married” | “wife” | “husband”),
{Tokens},Person

We extracted 16 female names, 12 male names, 10 Parent relations and 7
Spouse relations from the article and this information was added to our knowl-
edge base in PSL. In the next step we use logical rules to infer relations not
explicitly mentioned in text.

4.2 Inferring Relations

From the extracted family relations, we infer relations that were not explicitly
mentioned in text such as Cousins, Sisters, Brothers, Siblings, Uncle, Aunt, Niece
and Nephew. Examples of a few logical rules we used to infer relations Cousins,
Siblings, Uncle, Aunt and Nephew are shown below.

Parent(X,B) ∧ Parent(X,A) ∧ (A¬ = B) ⇒ Siblings(A,B)
Parent(X,B) ∧ Parent(Y,A) ∧ Siblings(X,Y ) ⇒ Cousins(A,B)

Parent(X,B) ∧ Siblings(X,Y ) ∧ Female(Y ) ⇒ Aunt(Y,B)
Parent(X,B) ∧ Siblings(X,Y ) ∧ Male(Y ) ⇒ Uncle(Y,B)

Parent(X,B) ∧ Siblings(X,Y ) ∧ Male(B) ⇒ Nephew(B, Y )

The first rule infers Siblings, saying that if X is the Parent of B and X is
also the Parent of A and A and B are different people then B and A should be
Siblings. The second rule says A and B are Cousins if X is the Parent of B, and
Y is the Parent of A, X and Y are siblings. The third rule says if X is the Parent
of B and X is the sibling of Y and Y is a Female then Y is the Aunt of B. The
fourth rule infers Uncle relation and fifth Nephew relation.
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PSL uses MPE inference to infer information, which is to find the most
probable interpretation given evidence but also provides a lazy implementation
of the algorithm. We use the Lazy MPE inference in PSL which allows to specify
only the required targets for inference and uses less memory.

4.3 Fact Checking

In total the system inferred the following number of relations from text: 10
Cousins, 7 Uncles, 3 Aunts, 11 Siblings, 4 Nephews and 6 Nieces. We checked if
the inferred relations were correct by manually checking the family tree given in
the article, and all of them were correct.

When a new fact needs to be checked about family relations, it is checked
against relations that are inferred already by PSL. If it was already inferred, the
Verdict True or False is returned. Otherwise the fact is added to the target list
in PSL, which then initiates the inference process and returns a result. Following
examples show how a claim regarding Cousins and Nephew relation is converted
to a target, added to PSL and how the Verdict True or False is returned.

Claim :“ Is Prince William the Cousin of Princess Euginie”
Target : Cousin(Prince William, Princess Euginie)

Verdict : 1.0/True

Claim : “Is Prince William the Nephew of Princess Beatrice”
Target : Nephew(Prince William, Princess Beatrice)

Verdict := 0.0/False

5 Fact Checking Political Relations

In this study we infer and fact check political relations among actors in a polit-
ical network generated from 130,213 English news articles about 2012 US Elec-
tions. This involves fact checking supporting or opposing views of Political actors
towards other actors and issues. Data collection was done via extraction of news
articles using a modular media content analysis system [5] containing US and
International media and training a topic classifier to classify election articles.

5.1 Fact Extraction

We extract subject-verb-object (SVO) triplets from the election news collec-
tion via a fully automated pipeline [14] that performs named entity detection,
co-reference and anaphora resolution before the triplet extraction. In the triplets,
subjects and objects are named entities or noun phrases (issues) and the verb
expresses a positive or negative attitude between the subjects and objects in
the political discourse. The number of triplets are reduced in size after filtering
high confidence triplets and they are used to create positively and negatively
weighted relations between actors. We make use of positive and negative verb
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lists to count a triplets as a vote in favour of a positive or negative attitude and
calculate a weight for the relation between actors. Verb lists denoting political
support/opposition were manually created by going through actions in triplets
that were extracted from the elections corpus and labelling then positive or
negative. When quantifying the weight of a relation between actors a and b a
confidence interval [17] around the estimate of the value is also considered. Based
on computed confidence intervals, we extract relations that are sufficiently sup-
ported by the corpus, calculate positive and negative weights and use them to
assemble a network consisting nodes representing actors/issues and edges repre-
senting the weights ranging from [−1 +1]. From this network we use structural
balance [3] rules to infer political relations among actors and between actors and
issues using PSL.

Structural balance can at most give us plausibility of a claim, as it is not
an exact relation like family relations. An inferred political relation will have a
weight corresponding to the level of support or opposition between actors in the
relation conveying how plausible it is.

5.2 Inferring Relations

In order to prove that we could infer political relations among actors from the
network, we remove a few links from it and use the remaining relations to predict
the removed links. We want to see when 5%, 10% or even 20% of the links are
removed from the network can we still infer them using the remaining observed
relations. Since we have the truth values for the removed links we also evaluate
the performance of the system. The network used for this study contains 169
nodes and 238 links with weights in the interval [−1,1]. To make this appropri-
ate for the PSL framework, weights were normalized to [0,1] interval. First, we
carefully select the number of links that should be removed from the network.
This involves the links that connect nodes with a degree greater than or equal to
2 so that we do not introduce singletons in the network when links are removed.
In total we quantify 126 links as removable.

We then remove 5% (12 links), 10% (24 links) and 20% (48 links) of the
links from the whole network randomly selected from the 126 removable links
identified and predict them using PSL. The logical rules created for predicting
links are based on the structural balance theory [3] with a binary predicate Rel
(relations between actors). A few logical rules are shown below.

Rel(A,B) ∧ Rel(B,C) ⇒ Rel(A,C)
Rel(A,B) ∧ ¬Rel(B,C) ⇒ ¬Rel(A,C)
¬Rel(A,B) ∧ Rel(B,C) ⇒ ¬Rel(A,C)
¬Rel(A,B) ∧ ¬Rel(B,C) ⇒ Rel(A,C)

The first four rules adapt to structural balance in transitive triads in the
network that state a friend of my friend is my friend, a friend of my enemy is
my enemy, an enemy of my friend is my enemy and the enemy of my enemy is
my friend. Political relations are not always transitive and therefore in future
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we plan to add more rules that can better explain the relationships between
political entities. The outcome is a set of truth values assigned by PSL for links
predicted and this relies on the input relations that are highly confident. Since
we also know the truth values for the links predicted, in each case we measure
the Mean Absolute Error (MAE) over all the links predicted in 100 iterations.
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Fig. 1. MAE distribution with normal fitted curve over 100 iterations for the predic-
tions with PSL and random (baseline) when predicting 5% (left), 10% (middle) and
20% (right) of the links from the network

The MAE over all predictions is given by,

MAE =
| yi − xi |

n
(2)

where yi refers to the prediction of the ith link, xi refers to the truth value
of the ith link and n, the total number of links predicted.

We compute the MAE over 100 iterations when removing 5%, 10% and 20% of
the links from the network and predicting them with PSL. To compare this with a
baseline and prove its better than random, in each experiment we randomly pick
a value from the whole link weight distribution of the network as the prediction
and compute the MAE as before. Figure 1 shows the MAE distribution with a
normal fitted curve over 100 iterations for the predictions with PSL and random
predictions (baseline) when predicting 5%, 10% and 20% of the links from the
network. The most common MAEs lie in the range 0.19–0.27 (5%), 0.22–0.28
(10%), 0.25–0.28 (20%) for PSL predictions and 0.33–0.41 (5%), 0.33–0.39 (10%)
and 0.34–0.39 (20%) for the baseline. Therefore the test does show that PSL does
better than random in predicting relations.

5.3 Fact Checking

Now since we have proven that political relations could be inferred given a set of
political relations between actors, we can use this to check facts about political
relations.
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For example given a claim/fact such as,

Claim : “Hillary Clinton opposes Abortion”.

the system adds this fact to the PSL target list and runs the inference process
to fact check the truth. The weight of this relation could be assigned to 0 since
oppose is a negative verb in the context of elections and the most negative
weights are mapped to 0 values in PSL. The target is comprised of Hillary
Clinton, Abortion and the negative weight associated with the relation.

Target : (HillaryClinton,Abortion)
ClaimWeight : 0.0

InferredWeight : 0.85
Verdict := 0.0/False

The inferred weight for the given target is 0.85 indicating that there is a reason-
ably high support for Abortion from Hillary Clinton. Comparing to the weight
of Claim (0.0) the system returns the Verdict False. It is also possible to rea-
son out this decision saying that Hillary Clinton supports Obama and Obama
supports Abortion, therefore Clinton supports Abortion violating the first log-
ical rule given to PSL which says if A supports B and B supports C, then A
supports C.

6 Conclusion and Future Work

This paper has demonstrated an automated system to detect claims that can be
considered as not plausible, in that they implicitly contradict background knowl-
edge, assumptions or other claims contained in a reference corpus. The key is
that the claim we are checking is not explicitly stated in the reference corpus,
and the necessary knowledge to verify it is potentially distributed across many
documents. We address this by combining information extraction with proba-
bilistic reasoning, to see if a claim can follow from other known facts showing
two examples, fact checking Family relations for which ground truth is available
and Political relations where neither relations nor rules are clearly available. We
check the implausibility of claims in that domain. We expect this kind of app-
roach to be useful for projects like Wikipedia, or to provide support to news fact
checkers, but always in the form of assisting the job of humans. We are planning
to deploy these tools to very large corpora combining information from multiple
sources such as those created by digital humanities and computational social
sciences as well as to applications that can lead to Q/A systems based on news
content. The main challenge lies in scaling up the probabilistic reasoning to work
with large amounts of facts while also having the ability to provide explanations
to the verdicts given by the system.
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Abstract. Heatmaps, also called matrix visualisations, are a popular
technique for visualising boolean data. They are easy to understand,
and provide a relatively loss-free image of a given dataset. However,
they are also highly dependent on the order of rows and columns chosen.
We propose a novel technique, called ConvoMap, for ordering the rows
and columns of a matrix such that the resulting image represents data
faithfully. ConvoMap uses a novel optimisation criterion based on con-
volution to obtain a good column and row order. While in this paper we
focus on the creation of images for exploratory data analysis in binary
data, the simplicity of the ConvoMap optimisation criterion could allow
for the creation of images for many other types of data as well.

1 Introduction

Data visualisation is an important step in exploratory data analysis: informa-
tion that is provided in a visual manner can often be processed more easily.
For these reasons, there is a large literature on data visualization and related
areas, including visual analytics and visual data mining, and there is a need for
techniques that visualize data well. Popular types of visualisation include line
graphs, bar charts, pie charts, histograms, boxplots and scatter plots, often in
combination with dimensionality reduction techniques; they are used both in
the initial stages of the data mining process, to gain a better understanding in
data, and in later stages of the process to display results in an insightful man-
ner. While these popular techniques have clear benefits for many types of data
analysis, they also have drawbacks: they only provide summaries of underlying
data; they do not allow to visualize the complete data itself.

Heatmaps, also called matrix visualisations [1], are a visualisation technique
that does not have this disadvantage. They excel in showing certain types of
patterns, work well on discrete data, and provide a complete view on data. For
this reason, they are popular in many areas, including bioinformatics, ecology,
and web mining.

The key idea behind the heatmap is simple: given a data matrix M, we treat
this data matrix as an image, such that entry Mij of the data matrix directly
determines the color of the pixel at coordinate (i,j) in the image. In the boolean
case, we use black to indicate values in the matrix that are one, and white to
indicate values that are zero.
c© Springer Nature Switzerland AG 2018
W. Duivesteijn et al. (Eds.): IDA 2018, LNCS 11191, pp. 62–74, 2018.
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A heatmap provides a lossless image for a given dataset in the following sense:
there is a one-to-one correspondence between pixels in the image and entries in
the data matrix. The only information that may not be visible in the heatmap,
is the name of the attributes of the matrix. Hence, for a modern screen with
a resolution of ≈ 4000 × 2000, a data matrix of similar dimensions is shown
completely to the analyst, except for the names of the attributes.

Fig. 1. Two heatmaps for the same data, using different orders for the rows and the
columns

It is well-known, however, that the usefulness of a heatmap strongly depends
on the order that is chosen for visualising the rows and the columns of the data.
Figure 1 provides an example for boolean data. In this figure, two heatmaps
are shown for the same underlying dataset; the only difference between the two
figures is the ordering of the rows and the columns.

Clearly, the first image provides little information about the data; the second
image is informative and reveals that that the data has a clear triangular pattern.
Hence, a key challenge when creating heatmaps is the data seriation problem,
that is, the problem of ordering rows and columns such that the resulting order
is useful and reveals patterns.

The key contribution of this paper is a new approach for choosing a data
seriation, even if patterns in the data are not rectangular in structure and the
data has a high level of noise, as in the image above. The key novel idea in
this method is the use of convolution to evaluate the quality of a data order. A
benefit of convolution is that it is a well-known image processing technique. An
example of convolution is blurring: a blurred version of an image can be obtained
by applying a Gaussian convolution kernel to an image.

We propose to use convolution as follows. Given a data matrix, we aim to
order its rows and columns such that for the resulting matrix M the following
holds:

error(M,M ∗ K) is minimal,

where M ∗ K denotes the application of a convolution kernel, such as a blurring
kernel, on the matrix M, and error measures the distance between two matri-
ces. Hence, we are looking for an order of rows and columns, such that for the
resulting image it is the case that blurring does not change the image too much.
As we will see, such an order has a number of desirable properties.

We will refer to a matrix that optimizes this scoring function as a ConvoMap,
a heatmap obtained under optimization for a given convolution kernel. We will



64 T. Bollen et al.

argue that this scoring function can be used to select a useful order among a
given number of different orders, and to build a new algorithm for finding a good
ordering.

The work in this paper may only represent a first step in the use of convo-
lution in data seriation. In our conclusions we will point out that many possible
extensions of the ideas presented in this article are possible.

This paper is organized as follows. In Sect. 2 we discuss related work in more
detail. In Sect. 3 we will introduce the ConvoMap optimization criterion in more
detail, and we will study its properties. In Sect. 4 we provide a high-level overview
of a search algorithm. Given the NP-hard nature of the problem, this algorithm is
a local search algorithm that combines a number of heuristics introduced in this
section. In Sect. 5 we perform experiments. In Sect. 6 we conclude and provide
directions for future research.

This article skips a number of details to keep its length limited. These details
can be found in a master’s thesis available online [2].

2 Related Work

Existing methods for data seriation can be separated into two classes: methods
that aim to order columns and rows based on pairwise similarities between the
columns and rows, and methods that order rows and columns such that the
resulting image most closely resembles a desirable structure.

Distance-based Methods. The key idea in distance-based seriation methods is to
put rows (resp. columns) next to each other that are similar to each other.

Arguably the most common such techniques are based on a hierarchical
clustering of the rows and columns of a matrix. Standard implementations of
heatmaps based on hierarchical clustering are available for a number of data
analytics languages and systems, including R1, Matlab2, Python3, and KNIME;
these packages are in particular popular for the visualisation of gene expression
data in bioinformatics.

A relationship with traveling salesman problems was first identified by
Hubert in 1974 [3]. The key idea is here that we wish to order rows (or columns)
such that the sum of pairwise distances between the rows is as small as possible.

Related are also techniques based on spectral ordering [4]. Given a distance
matrix with pairwise distances (for instance, between the rows of a given matrix),
these techniques consider all pairs of rows and aim to put more similar rows closer
to each other. The same process can be used to reorder columns.

A wide range of seriation techniques based on pairwise distances is available
in the R seriation package [5]. A historical overview of seriation techniques can
be found in work by Liiv [6].

1 https://cran.r-project.org/web/packages/heatmap3/index.html.
2 https://www.mathworks.com/help/bioinfo/ref/clustergram.html.
3 http://seaborn.pydata.org/generated/seaborn.clustermap.html.

https://cran.r-project.org/web/packages/heatmap3/index.html
https://www.mathworks.com/help/bioinfo/ref/clustergram.html
http://seaborn.pydata.org/generated/seaborn.clustermap.html
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Fig. 2. (b) A 4x4 original dataset; (c) reordering of its columns and rows; (a) an
averaged, zoomed-out version for order (a); (d) a zoomed-out version of order (c)

However, the use of pairwise distances does not always yield insightful orders.
An extreme example is given in Fig. 2, where all columns and rows in Fig. 2(b) are
equidistant. Methods based on pairwise distances would have no reason to prefer
one order over another. Still, showing an arbitrary order, such as in Fig. 2(b) can
be undesirable. One argument is that this data has a strong banded structure;
the order shown in Fig. 2(c) would make this structure clear. Another argument
is that users will typically look at such images from a certain distance, which
effectively amounts to a certain level of zoom-out in which details are lost. When
averaging is used to create a zoomed-out picture, all detail is lost for an incorrect
order, as illustrated in Fig. 2(a). A proper order, such as in Fig. 2(c) would return
the structure at other levels of zoom.

While this example is an extreme case, it makes clear that methods based on
pairwise distances do not take into account more distant similarities along diag-
onals. Our method will provide an elegant solution to this problem; our method
will not only consider similarities with direct horizontal and vertical neighbors,
but also neighbors at a larger distance, including those along diagonals.

Structure-based Methods. The second class of methods aims to reorder both the
rows and columns of a matrix such that the resulting matrix has a desirable
structure. Two types of structures in particular have attracted significant atten-
tion in the data mining literature: nested structures [7] and banded structures [8].
These methods are popular in biology as well, as it is known that binary data
regarding the occurrence of species in geographic regions, has a nested structure:
some regions have less diversity than others. One can reorder data to match this
specific property. This has led to a number of different techniques that we will
perform further experimental comparisons with.

A basic technique for finding nested orders [9] is based on the observation that
a perfect nested order would have its columns and rows sorted by the number
of ones. The idea behind this method is therefore to count the number of ones
in each row (resp. column) and then reorder the rows (resp. columns) according
to those counts. We will refer to this technique as the Nested algorithm.

A simple technique for finding banded orders is the barycentric method [10].
The barycentric measure is a measure that determines the average position of
ones in a row/column, and can be used in an algorithm that iteratively optimizes
the row and column order. We will refer to this technique as the Barycentric
method.

An alternative method for finding banded orders is the bidirectional ordering
method [8], which uses an alternating method as well. First, it determines for
each row the smallest number of modifications that need to be done to obtain a
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consecutive one row, i.e., a row in which all ones are consecutive. The next step
is to resolve the Sperner conflicts between rows, which leads to a new row order.
A similar process is executed for the columns. We will refer to this technique as
the Bidirectional technique.

Clearly, a disadvantage of this class of methods is that each method works
best on data that has a very specific structure; an analyst needs to have a certain
level of understanding in her data before the analysis starts, or an additional
method is required for making a choice between different possible images; our
method does not assume that such knowledge is available apriori.
Biclustering Methods and Itemset Mining Methods. Other problems distantly
related to data seriation are clustering, co-clustering and boolean matrix fac-
torisation. While these techniques could be used as a step in a data seriation
algorithm, they do not solve the problem of finding a total order for all rows and
columns in data, and do not provide a solution for the problem of identifying
the best order of rows and columns.

3 Definition of the ConvoMap Optimization Criterion

We limit our attention to boolean matrices. Hence, we assume given a boolean
m × n matrix M with M i,j ∈ D where D = {0, 1}. A kernel matrix K (also
called a convolution matrix) is a km ×kn matrix, where both km and kn are odd.
In this paper, for reasons of simplicity we assume that Ki,j ∈ [0, 1] and that∑

i,j Ki,j = 1. Furthermore, for reasons of notational simplicity, we assume that
the value of the kernel is zero whenever (i, j) �∈ {1, . . . , km} × {1, . . . , kn}.

We define the convolution of a data matrix with a kernel as follows:

(M ∗ K)i,j =
km∑

x=1

kn∑

y=1

M i+x−�km/2�,j+y−�kn/2� · Kx,y. (1)

Hence, in the convoluted matrix a pixel is replaced by a weighted average of
the neighborhood of the original pixel. The kernel defines the weights that are
used. Note that in this definition we ignore border effects; in our experiments,
we will address these by padding the data with a border that is as large as half
the kernel size. As we will see, the choice of values used to pad the image will
allow us to bias the search towards certain images.

Fig. 3. Examples of different convolution kernels

The effect of the convolution depends on the kernel that is used. The following
are a number of kernels that we will consider in this work; examples for the 3×3
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case of these kernels can be found in Fig. 3. In these formulas, we assume an
an arbitrary odd size km × kn, center of the rows crow = �km/2�, center of the
columns ccol = �kn/2� and center cmax = max(crow, ccol).

The Exponential blur kernel, defined by Kr,c = 22cmax

2|r−crow|+|c−ccol| .

The Linear blur kernel, defined using Kr,c = cmax−max(|crow−r|,[ccol−c|)+1
C ,

where C is a normalisation constant.
The Exponential Cross blur kernel, which is simar to the exponential blur

kernel, except that any value that is not on its middle row or middle column
is equal to 0.

All these kernels have the effect that they blur an image; they differ in which
neighbors are considered when calculating the blur; moreover, the size of the
kernel has an important impact on the level of blur.

The following properties are relevant for kernels. A kernel is square if its
number of rows equals its number of columns. A kernel is row symmetric if
reversing the order of the rows does not yield a different matrix. Similarly, it
is column symmetric if reversing the column order has no effect. A kernel is
symmetric if it is row and column symmetric. In this paper we will limit our
attention to symmetric kernels.

When we convolve a data matrix with a kernel, the order of rows and columns
is clearly important. For a different order of columns and rows we would find
a different corresponding convoluted matrix. The optimization problem that we
study in this paper is hence the following.

Definition 1. (ConvoMap). Given a binary data matrix M, a kernel matrix
K, an error function error between two matrices of equal size, find a permutation
of the rows and columns of M, such that if we order the columns and rows of
M according to these permutations, the resulting matrix M′ minimizes the score
error(M′,M′ ∗ K).

In this paper, we will focus on an L1-norm, i.e.,

error(M ′,M ′ ∗ K) =
m∑

x=1

n∑

y=1

|M ′
x,y − (M ′ ∗ K)x,y|, (2)

as we obtained slightly better results with an L1-norm. Other distance functions
can however also be considered, such as an L2-norm.

Intuitively, our optimisation criterion favors orders of the rows and columns
such that the resulting image is similar to its blurred version; typically, this is
the case if the image has relatively little black-white transitions, and the matrix
is clearly partitioned into black and white regions.

For a good understanding of the ConvoMap problem, we will now study some
of its properties.

First, we will observe that for symmetric kernels, we can rewrite the error as
a sum over weighted pairwise disagreements between entries in the matrix.
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Definition 2. Given two entries (x, y) and (x′, y′) in ordered data matrix
M, their pairwise weight according to kernel K is wK((x, y), (x′, y′)) =
K�km/2�+x−x′,�kn/2�+y−y′ .

Note that in this definition we use our notational convention that entries outside
the range of the kernel matrix are assumed to be zero. Note furthermore that
under this definition for a symmetric kernel it holds that wK((x, y), (x′, y′)) =
wK((x′, y′), (x, y)).

Theorem 1. For given matrix M and kernel K it holds that:

error(M,M ∗ K) = 2
∑

Mx,y �=Mx′,y′

wK((x′, y′), (x, y)),

where we sum over all pairs of entries (x, y) and (x′, y′) in the data matrix
exactly once.

Hence, the convolution error score matches the intuition that it counts the
number of disagreements between entries in the matrix, where the distance
between the entries determines the weight that is given to the disagreement.

This observation has specific consequences for 3 × 3 cross kernels; arguably
these are the simplest types of kernels that can be used within our framework.
We can show that methods for solving the Traveling Salesman Problem can be
used to solve ConvoMap for 3 × 3 cross kernels.

Let us define the total number of 0–1 transitions in a boolean matrix as
follows:

τ(M) =
m∑

i=0

n∑

j=1

|M i,j − M i+1,j | +
m∑

i=1

n∑

j=0

|M i,j − M i,j+1|, (3)

where the first term counts the vertical zero-one transitions and the second term
counts the horizontal zero-one transitions.

Corollary 1. For the cross kernel it holds that

error(M,M ∗ K) = 2bτ(M),

where b is the value in the 3 × 3 cross kernel on the spokes of the cross.

As a consequence of this observation, we can solve the ConvoMap problem for
3×3 cross kernels as follows. (1) For every pair of rows, calculate their Hamming
distance, i.e. calculate the number of entries that are different between these two
rows; (2) Solve the TSP on the resulting distance matrix. (3) Repeat this process
for the columns. The correctness of this algorithm follows from Corollary 1 and
Eq. 3: the sum over j in Eq. 3 corresponds to a Hamming distance calculation; the
sum over i sums consecutive Hamming distances. Hence, the problem of finding
a ConvoMap can be seen as a generalization of the TSP approach towards data
seriation.
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A practical issue with this approach is that TSPs are well-known NP-
complete problems; however, as Hamming distances satisfy the triangle inequal-
ity, a reasonably good approximation algorithm can be used: the Christofides
algorithm has an approximation factor of 3/2 [11].

Even though we can hence reduce one specific instance of ConvoMap to a
TSP problem, an important question is whether ConvoMap is NP-hard as well.
We can proof the following, using a reduction of the Hamiltonian path problem.

Theorem 2. The ConvoMap problem with a 3 × 3 cross kernel is NP-hard.

Spectral ordering methods can be related to ConvoMap by using cross kernels
of a larger size than 3×3.

4 Algorithm

Given that our optimisation problem is NP-hard, we cannot expect an exact
algorithm to find optimal solutions within reasonable time.

We can however use our scoring function in two alternative ways:

– to select an order from a given set of orders produced by other algorithms;
– to build a heuristic algorithm for finding a good, although not necessarily

optimal, solution under our scoring function.

In this section, we provide a sketch of a local search algorithm that falls in the
second category. The aim of this algorithm is to determine whether it makes
sense to optimize the ConvoMap scoring function directly.

Our local search algorithm consists of a combination of randomized local
search and Traveling Salesman Problem solving; the integration of other types
of algorithms specific for banded and nested structures is left as future work.

Local search and TSP solving have different tasks in our optimisation algo-
rithm. The focus of the local search algorithm is to optimize data within blocks.
A block is here a set of rows (or columns) that are next to each other. The TSP
solver, on the other hand, is responsible for rearranging different blocks of data
globally. To this aim, we iteratively split the rows and the columns of the data
in different blocks, where the local search algorithm is applied to optimize each
individual block, and the TSP solver optimizes the order of the blocks.

The local search algorithm is based on moves. At random we execute one of
these moves, accepting the result if it improves our score:

Swap Given 4 row indexes a < b < c < d, this moves creates a new matrix M ′

in which the rows of matrix M occur in the following order:

M 1, . . . ,M a−1,M c, . . . ,M d−1,M b, . . .M c−1,M a, . . . ,M b−1,M d, . . .Mm,

(4)

i.e. two blocks of rows are exchanged.
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Reverse Given 2 row indexes a < b, we create a new matrix M ′ in which the
order of rows a, . . . , b − 1 is reversed, i.e., we create the matrix with rows

M 1, . . . ,M a−1,M b−1, . . . ,M a,M b, . . .Mm. (5)

The advantage of these moves is that the error score can efficiently be recal-
culated for these moves. Let km be the number of rows in the kernel; then for
any row that has a distance of more than �m/2� to a, b, c or d the error will
not change due to the move, as its relevant neighborhood does not change. As
a consequence, to update the error, we only need to recalculate the error for
regions of the data around a, b, c and d.

In practice, we determined that choosing a, b, c and d uniformly at randoms
leads to slow convergence; the local search algorithm is unlikely to select moves
that lead to an improvement of the initial solution. We address this by limiting
the choice of a, b, c and d. We omit the details of these choices here.

Afterwards, the order of blocks is optimized using a TSP solver, in which we
use a distance measure between the blocks that is derived from the kernel. The
new order is followed by another round of local search, for a different block size;
this process is repeated till convergence. We skip the details here as well.

5 Experimental Evaluation

The aim of our experiments is to evaluate whether (1) our novel scoring function
indeed prefers orders that reveal hidden structure in data, for different types of
patterns; (2) the choice of convolution kernel has a large impact on the results,
(3) our new optimization algorithm is able to find an order that optimizes our
criterion well, and that reflects the imputed patterns well.

In this paper we restrict ourselves to artificial data, in which we hide 4 types
of patterns in the data: banded matrices, nested matrices, matrices with blocks
on the diagonal, and matrices with a number of blocks not necessarily on the
diagonal4. We created data as follows:

1. we generate an initial 300×300 boolean matrix that possesses a given pattern;
2. we add random noise by flipping each boolean in the matrix with a given

probability (25% in the experiments reported here, although the reports are
similar for 10% noise);

3. we shuffle the rows and columns of the matrix until the pattern is no longer
visible.

The data shown in Fig. 1(a) of the introduction is an example of data that is the
result of this process.

Different algorithms can then be used to order the rows and the columns
of the resulting matrix. Our first goal is to determine whether the ConvoMap
scoring function successfully selects an order that reveals the underlying pattern.

4 Results on real-world data can be found in [2].



ConvoMap: Using Convolution to Order Boolean Data 71

To this aim, we will first evaluate the error score that the ConvoMap scoring
function obtains for different orders created by the Bidirectional, Barycentric,
Hierarchical Clustering (abbreviated as HClus), Nested, and TSP methods dis-
cussed in the related work section. We use our own implementations of these
algorithms, except for Hierarchical Clustering, where we use the R Heatmap3
package. We use our own implementations as for the alternative methods there
are no publicly available implementations. We consider these methods to be
representative for a class of related methods.

In our experiments, we pad the right-hand border and the bottom border
with ones, and the left-hand and top border with zeros. As algorithms in the
literature are not aware of this preference, in our experiments we have flipped
the outcome of an alternative algorithm if for that orientation we obtain a lower
score for our scoring function.

The images created for the different methods, as well as the error scores for
different choices of convolution kernel, are provided in Table 1. Note that despite
the side-by-side visualisation, the original order is not necessarily the best one.

We consider two different approaches for evaluating the quality of the scoring
function: (1) the scoring function gives the lowest score to the original order of the
data, that is, the order before shuffling the data; (2) among the orders calculated
by algorithms in the literature, it selects the order that matches the intended
pattern the best.

For this purpose, we have indicated in our results for each different choice of
kernel (1) whether the original data obtains the lowest score for that kernel, and
(2) which algorithm in the literature receives the lowest score when that kernel
is used.

Considering the size of the kernel, the worst results are obtained for 3x3
kernels, which select the TSP solution: (1) the original order never scores best;
(2) in cases where the pattern is not rectangular in structure, such as banded
and nested matrices, it prefers orders that clearly do not reflect the underlying
pattern.

Larger kernel sizes perform better. The Linear 29 × 29 kernel always selects
the original order as the best one, and prefers the algorithm that yields the
desired shape. The 49 × 49 kernel has a slight preference for images that are
more blurry, but the differences between 29 × 29 and 49 × 49 kernels are small,
which makes it easy to fix the parameter.

We evaluate our local search algorithm next. Is this algorithm able to find
orders that perform better than those found using existing algorithms?

Table 2 shows the outcome of our algorithm for different kernel sizes, using the
Linear kernel. In this experiment the 49 × 49 kernel size provides better results
than the 25 × 25 kernel size. We found in further experiments that the 49 × 49
kernel size provides better results and use this kernel in our final experiment.

In Table 3 it can be observed that in all cases our local search algorithm
identifies a solution that has a better error score than that obtained by the
other algorithms. In two cases, the error scores obtained are lower than those
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Table 1. Errors for a number of different datasets and kernel choices; for each kernel,
the result for the original order is indicated in bold if the kernel obtains the lowest
error for that order. The result for an algorithm is underlined if its error is the lowest,
as calculated using the indicated kernel. Bold and underlined results are highlighted.

Config Original Nested Baryc. Bidir. TSP HClus

Nested,
25% noise

L
in
ea
r 49x49 16981 17311 22242 17396 18820 18341

29x29 16898 17330 22148 17301 18387 18029
3x3 13480 13958 17294 13687 12937 13415

E
xp

. 49x49 16979 17356 22169 17366 18541 18142
29x29 15027 15494 19137 15253 15192 15270
3x3 12642 13068 15975 12812 11924 12417

C
ro
ss

49x49 13534 13906 16497 13668 13211 13360
29x29 13533 13905 16497 13667 13211 13360
3x3 11246 11585 13776 11352 10235 10754

Banded,
25% noise

L
in
ea
r 49x49 17533 21193 18969 18202 19269 18872

29x29 17229 21274 18804 17777 18708 18410
3x3 13515 17053 14892 13833 13104 13557

E
xp

. 49x49 17374 21293 18861 17914 18912 18554
29x29 15118 18968 16552 15429 15348 15454
3x3 12672 15955 13907 12935 12088 12557

C
ro
ss

49x49 13598 16978 14722 13798 13364 13523
29x29 13598 16978 14722 13798 13364 13523
3x3 11269 14126 12267 11438 10393 10891

Blocks,
25% noise

L
in
ea
r 49x49 17640 17940 18416 17655 17728 17814

29x29 17319 17975 18267 17465 17419 17450
3x3 13555 14458 14417 13670 12645 13042

E
xp
. 49x49 17415 17994 18323 17538 17540 17576

29x29 15152 15987 16057 15249 14690 14822
3x3 12708 13484 13461 12784 11663 12087

C
ro
ss

49x49 13603 14178 14251 13613 12838 13010
29x29 13603 14178 14251 13613 12838 13010
3x3 11296 11859 11867 11308 10026 10495

Banded Blocks,
25% noise

L
in
ea
r 49x49 17822 20019 18717 17831 18088 17888

29x29 17461 20144 18610 17486 17667 17515
3x3 13590 16336 14798 13579 12726 13100

E
xp

. 49x49 17569 20155 18659 17593 17806 17638
29x29 15196 18146 16427 15200 14795 14894
3x3 12733 15307 13805 12712 11743 12138

C
ro
ss

49x49 13631 16341 14571 13599 12925 13063
29x29 13631 16341 14571 13599 12925 13063
3x3 11304 13593 12149 11266 10104 10533
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Table 2. Results for our local search algorithm, for different kernel sizes

Config Original 3x3 11x11 25x25 49x49

Nested,
25% noise

Banded,
25% noise

calculated for the original order. Due to the large kernel size, the chosen orders
make a more blurred impression.

A major concern of our algorithm is its run time. In general, we found that we
need to run the local search algorithm for a significant amount of time to identify
solutions that score better than the initial solution identified by an alternative
algorithm. As a result, this algorithm is currently not applicable in settings that
require fast visualisation.

6 Conclusions

In this paper, we proposed a new approach for evaluating the quality of a data
seriation. The key idea in this approach is to compare an image before and
after the application of a blurring filter. We argued that this approach allows
to consider similarities at larger distances, as well as along diagonals; this is
beneficial in particular if we take into account that users may consider such

Table 3. Results for the local search algorithm using a 49 × 49 Linear kernel; error
scores are shown for a 49 × 49 kernel size, as well as run times for the local search
algorithm.

Nested Banded Blocks B. Blocks

Original Ordered Original Ordered Original Ordered Original Ordered

16981 17111 17533 17586 17640 16953 17822 17438
21354s 21782s 45856s 43511s
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images at varying levels of zoom. Results confirmed potential benefits of our
scoring function on artificial data.

Many directions for future research remain. An important question is how we
can the performance of data seriation algorithms based on our scoring function.
Possibilities include the use of GPUs, the development of better local search algo-
rithms and the exploitation of other data seriation algorithms to jump start the
search. Other extensions of interest may include constraint-based data seriation,
data seriation for data that is not boolean, combinations of data seriation with
segmentation, approaches for visualising sparse data, a more detailed consider-
ation of the impact of zooming, learning convolution kernels, the consideration
of kernels that are not square, and the application of pipelines of kernels, e.g.,
the application of sharpening filters after blurring.
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Abstract. In the present study, we investigate the differences in brain
signals of craving smokers, non-craving smokers, and non-smokers. To
this end, we use data from resting-state EEG measurements to train pre-
dictive models to distinguish these three groups. We compare the results
obtained from three simple models – majority class prediction, random
guessing, and naive Bayes – as well as two neural network approaches.
The first of these approaches uses a channel-wise model with dense lay-
ers, the second one uses cross-channel convolution. We therefore generate
a benchmark on the given data set and show that there is a significant
difference in the EEG signals of smokers and non-smokers.

Keywords: Smoker · Craving · EEG · Neural network · Classification

1 Introduction

Substance abuse and addiction have many negative effects on the health of the
addicted individual, and society as a whole, with the resulting health care costs
alone being staggeringly high. Understanding how addiction works in the brain is
therefore of utmost importance, as it is the first step in determining the best ways
to treat addiction. Nicotine is legally used worldwide and provides an excellent
opportunity to study addiction in the brain for multiple reasons. First, nico-
tine, like other drugs, has chemical effects on the brain, which can be measured
(e.g., [10]). Second, after only few hours of abstinence, smokers start to crave
the next cigarette – a hallmark of addiction, the neural underpinnings of which
are little understood. Third, the legality and prevalence of nicotine provides an
available subject population, without the ethically and legally questionable issues
that can be present when examining addiction in illegal substance abuse. Fourth,
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the study of addiction in humans avoids the ethically questionable administra-
tion of drugs to animal models, which may or may not respond in similar ways
to the drugs as humans do.

In the present study, use neural networks to classify the data from smokers
who have just smoked (non-craving), smokers who have abstained from smoking
for four hours (craving), and non-smokers. The data format used, electroen-
cephalography (EEG), measures the millisecond-by-millisecond changes in elec-
trical potentials on the scalp, providing a measure of the neural activity over
time. We used resting-state data here, in which the participants fixated on a
cross for approximately 10 min, to determine if the patterns present in this basic
data could be detected and used to classify our subject groups.

2 Related Work

Previous research on addiction has generally used functional magnetic resonance
imaging (fMRI) to examine differences in resting-state data between craving and
sated smokers [9], or between smokers and non-smokers [17,19], with frontal,
executive-control-related regions such as the insula or dorsolateral prefrontal
cortex (DLPFC) being implicated in differences present. Previous modeling tech-
niques used machine learning to determine smoking status in fMRI data [12].
FMRI is, however, an expensive method to use, with low temporal resolution and
restrictions in subject populations due to its necessary metal-free environment.

Measuring EEG Signals

EEG is a cost-effective and non-invasive technique, which can be used to assess
changes in neural activity over time. The data are measured at various electrodes
(in the current study, 32) relative to a reference electrode, and the electrodes
cover the head in a way (see Fig. 1) to optimally pick up neural signals, pre-
sumably generated from local field potentials [11]. Each electrode measures the
signal representing one channel of the dataset.

Fp1 Fp2

F7
F3

Fz
F4

F8

FC1 FC2

T7 C3 Cz C4 T8

CP1 CP2

P7
P3

Pz
P4

P8

PO7
PO3 PO4

PO8
O9

Oz
O10

Iz

Fig. 1. EEG electrode locations.

Event Related Analysis

One more traditional way to analyze EEG
data is to conduct an event-related analy-
sis. In this form, a subject is given a task,
and every time an event is presented (e.g.,
a picture), a code signal is added to the
data, which can be used for time-locked
selective averaging. Using this method on
a partially overlapping population with the
present study, Donohue and colleagues [3]
found that when smokers were craving, they
showed generally more arousal in their neural
activity in response to all stimuli presented,
and, regardless of whether the image was nicotine-related or non-nicotine related.
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It is an open question, however, if overall enhanced arousal would be present in
resting-state data, and if the differences observed in the event-related study are
great enough to be captured by a machine learning algorithm.

Resting State Analysis

For many other big-data tasks, the important patterns are known. For example
the p300 [18] shows a specific reaction to stimuli after 300 ms, which has been
widely used since its discovery. One difficulty of using resting-state signals is
that these patterns are unknown in our case. Previous studies using EEG mea-
sures disagree on the frequency bands in which significant differences occur. For
smokers, Brown [2] found reduced alpha and increased rhythmic high frequency,
Rass [13] detected reduced alpha as well, but also reduced delta and Knott [6]
reports reduced delta and increased beta.

EEG Analysis using Neural Networks

The recent developments in feature extraction using neural networks offers a
novel way to examine brain data, to find patterns, which may be highly mean-
ingful and would otherwise remain undiscovered. Schirrmeister [15] applied deep
convolutional neural networks (CNNs) on EEG data. They share connection
weights to find specific local patterns within the given data. With pictures,
CNNs have proven to be very successful for object recognition on the Imagenet
competition [7]. As objects in pictures are represented by groups of nearby pix-
els, convolutions are perfectly tailored for this task. However, it is not clear that
the patterns we are looking for in the EEG are also local.

3 Data Description and Preprocessing

The experimental methods and procedures used in this study were authorized
by the Ethics Committee at the Otto-von-Guericke University of Magdeburg.
From all participants of the study written, informed consent was given prior the
participation. All subjects were financially compensated for their time.

Initially, EEG data from 30 smokers and 9 non-smokers were measured by
32 electrodes positioned on the scalp in the frequently-used 10-20-system as
depicted in Fig. 1. Smokers were measured in two sessions: In the non-craving
session they had recently smoked a cigarette, in the craving session they had not
smoked for at least 4 h. For non-smokers, only one session was obtained. Each
recording session consists of 9.5 min resting state with a recording frequency of
508 Hz. Specifically, one measurement contains 508 Hz×60 s×9.5min ≈ 290.000
dimensions per channel.

Preprocessing

EEG electrodes not only measure signals arising from the brain, but they also
pick up various forms of noise. As a first preprocessing step, we applied a low-
pass filter at 30 Hz and a high-pass filter at 0.5 Hz. This removed high frequency
noise, including power line interference, some muscle artifacts, slow-drift related
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movements, respiration and sweat artifacts. Subsequently, we removed physio-
logical artifacts using Independent Component Analysis (ICA). This algorithm
uses the sensor signals and creates independent components. From these, we
manually selected and removed components containing eye blinks, eye move-
ments and heart beat. The selection of the components was conservative, as the
removal of a noise-like component also removes some brain signals, and it is not
possible to remove only the noisy parts of a component.

We verified visually that the ICA had successfully removed these artifacts,
but it had also created high frequency noise, which is why we filtered again,
keeping only the signal between 0.5 Hz and 30 Hz. To additionally exclude any
remaining physiological noise present in the data, we excluded channels Fp1 and
Fp2 (eye artifacts) and T7 and T8 (muscle artifacts) from subsequent analysis.

We had to exclude three participants: One had fallen asleep during recording,
and two more were rejected, as we could not successfully remove the artifacts
without removing most of the signal as well. For the subsequent analysis, we used
data from a final set of 27 smokers and 9 non-smokers, each with 25 channels.
Sample snippets of approximately two seconds of preprocessed data are shown
for a non-smoker in Fig. 2 and for a craving smoker in Fig. 3. We chose snippets
that can be distinguished as easy as possible. We performed the preprocessing
using the MNE framework [4].

Effects Hypothesized to be Inherent

EEG data is well known to have a bad signal-to-noise ratio, even when carefully
preprocessed. We suppose that two effects could be inherent, an effect of addic-
tion and an effect of craving. We investigate both effects by creating models for
classifying two or three classes. Considering craving smokers vs. non-smokers
should measure both effects, which, if these effects sum up, would be indicated
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by a high predictability. Non-craving smokers vs. non-smokers only measures
the effect of addiction and craving vs. non-craving takes the effect of craving
into account. The most difficult problem uses data from all three classes and
tries to distinguish them all.

The measurements for craving and non-craving subjects were taken from the
same subjects. This means, for training of the models containing craving and
non-craving measurements, a problem with the assumption of test sets and train-
ing sets being independent and identically distributed (i.i.d) occurs if data from
the same subject are used in both sets simultaneously. For a detailed descrip-
tion, we refer to the work of Le Boudec [8]. Although this seems like a theoretical
problem, it is possible that our models find and learn person-specific patterns
(i.e., identifying a specific subject) [14]. These patterns could confuse the model
when a subject was in both data sets at the same time. This can cause difficulties
for the model, as it gets the opportunity to learn subject-specific patterns in the
EEG signals, which might be used to identify the person. To mitigate this prob-
lem, for all subjects both measurements (craving and non-craving) were used
either for training or for testing. In this case it is still possible that the model
learns person-specific patterns, but these will not directly affect the results.

4 Methodology

The data set contains measurements from 36 participants, which is a lot for
medical studies, as measurements are expensive, but is very small for data anal-
ysis. Therefore the general reliability of the results is low, and results should
be verified with more data, when available. This also motivates the need for a
methodology that adds as little variance as possible.

With data from only 36 participants, a classification is prone to over-fit the
training data and needs a good feature extraction, especially since our input
space has ≈ 290.000 dimensions per channel. We focus here on neural net-
work models, which are known for their ability to automatically detect features
that are relevant for the task at hand. To reduce the problem of few measure-
ments, bootstrapping methods exist, which generate more training examples by
re-sampling the data. All samples generated from one measurement have to be
considered statistically dependent on each other. This means, in order to keep
the independence assumption, they may not be used in both the training and
the testing set at the same time.

In our case we apply bootstrapping by taking time windows of fixed size from
a measurement and use these windows instead of the whole measurement. This
leads to two advantages: First, it reduces the dimensionality, second it increases
the number of training samples. But it also raises questions: Which length should
the window have and should windows be allowed to overlap?

A larger window length gives the model a longer signal to process and there-
fore more information, which might help to distinguish the classes, but it also
increases the time to process the data. On the other hand a smaller window
length makes it possible to generate more training samples.
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Another important topic is the validation method. With few samples it is
common to reuse data several times in independent tests in order to get an
estimate of the quality, for an unknown, unseen data set. A good overview of
cross-validation procedures was written by Arlot [1].

In the Leave-One-Out Cross-Validation (LOO-CV) one measurement is used
for validation, while all others are used for training. For 36 subjects, the number
of different splits with LOO-CV is only 36, which causes limited computational
costs, but also lacks the possibility to perform more independent runs. This
method maximizes the number of training samples but is known to return opti-
mistic results.

The random shuffle split cross-validation copes with these problems: We split
our data into training and test data at a certain arbitrarily chosen ratio. We
choose 7 out of every 9 subjects for the training data and the remaining 2 for
testing, i.e. 28 for training, 8 for testing in total. This means we randomly choose
two non-smokers and six smokers out of the 36 subjects as test set. To minimize
variance during the testing we apply stratification. This guarantees that for any
random split, those ratios hold for all classes. As the numbers of smokers and
non-smokers are multiples of 9 in all classes (27 craving, 27 non-craving and 9
non-smoker), no rounding is needed here. The random choice has the advantage
that it can easily be repeated often to generate more reliable results. In this
example, there are

(
27
6

)
possibilities to choose smokers and another

(
9
2

)
for non-

smokers, which adds up to 10.656.360 possibilities.
With 3 times as many smokers as non-smokers, our classes are unbalanced.

We handle this by balancing the class weights during the training and the vali-
dation process. To score our results, we use the class-balanced accuracy in all our
experiments. Note that this score is equivalent to the class-balanced F1-Score
[16] with micro-averaging.

5 Experimentation and Results

We performed two series of experiments. In the first one we wanted to start
simple. We focused on the problem to distinguish non-smokers (ns) from craving
smokers (c), as we expected it to be the easiest. We looked for possibly small
networks and a set of parameters that generates results better than guessing.
We performed various experiments on network structures, network parameters
as optimizers and number of epochs and we also varied the window length.

The second experimentation series was meant to check the other problems, to
improve the results, to correct possible weaknesses and to try a different network
structure. Here, we were aiming for reliable and statistically significant results,
so we needed to repeat the experiments several times.

5.1 First Series of Experiments

We found the following experiment set-up to be working. We used LOO-CV,
non-overlapping windows of length 1000, which corresponds to pieces of approx-
imately two seconds. Thus, we created 290.000/1.000 = 290 training samples per
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Table 1. Network Structures of Dense Networks

Name Structure

Dense 1 (25 × 5) merge × 64 × 2

Dense 2 (25 × 10) merge × 128 × 64 × 2

Dense 3 (25 × 20) merge × 256 × 128 × 64 × 2

measurement. Using one measurement per subject, we received 10.440 samples
in 25.000 dimensions.

Our neural networks used mostly dense layers and dropout. We experimented
with three different models, which contain mainly dense layers and dropout.
Our smallest model is Dense 1. It starts with an independent dense layer with
5 neurons for each of the 25 channels. Their outputs are then merged into one
layer of 125 neurons. Next follows a dropout (rate: .2) and another dense layer
with 64 neurons. Finally, we add again dropout (rate: .1) and softmax with one
neuron per class.

All three variants are summarized in Table 1. For networks Dense 2 and
Dense 3 we increased the number of neurons in the layer before the merge and
added further dense layers (each of them accompanied by a dropout of .2) after
the merge.

Results of the First Series

Dense 1 reached 60.9%, Dense 2 59.7% and Dense 3 65,9% as average class-
weighted prediction accuracy. As random guessing would achieve 50%, these
results indicate that it is possible to find the combined effects of smoking and
craving within EEG data.

Our analysis of the first experiment series indicated that our models have a
tendency to predict the craving class. As there are three times as many craving
subjects as non-smokers, this imbalance occurs as well in the test set of the LOO-
CV and could result in overly optimistic results. Hence, in the second experiment
series, we repeat these experiments with random shuffle split cross-validation.
(Note: As we show detailed results for shuffle split, we omit the detailed results
here.)

5.2 Second Series of Experiments

In the second series of experiments we consider all four classification problems
(three 2-class problems and the 3-class problem) in order to investigate the
effects of smoking and of craving separately and in combination. We use shuffle-
split cross-validation with 100 repetitions in order to get unbiased and reliable
results. To overcome the limited number of possible samples, we now sample
random pieces with replacement permitting overlapping. In this way the num-
ber of possible pieces per measurement increases to 290.000 minus the window
length. We fix the number of samples per epoch to 10.000. We also compare
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our results to those of the simple models: predicting the majority class, random
guessing, and naive Bayes. Finally, we perform t-tests to show that our mod-
els perform significantly better than the simple models. As Schirrmeister [15]
recommended, we also try a convolutional network which applies a convolution
over the channels. We start with a convolutional layer with 512 filters, followed
by a max-pooling by Factor 2. Then again a convolution layer with 512 filters,
followed by a max-pooling by Factor 2. It follows a flatten and a dense layer
with 1024 neurons. The final layer uses softmax.

Results of the Second Series

Fig. 4. Majority class Fig. 5. Random guess-
ing

Fig. 6. Naive Bayes

For analyzing the results, we use violin plots of the average class-weighted
prediction accuracy. They visualize the distribution of results and therefore show
more than just mean and standard deviation. Figures 4, 5, 6 show the violin plots
when predicting the majority class, when randomly guessing, and when using a
naive Bayes predictor to distinguish craving and non-smokers. The first shows
zero variance at a mean of 0.5. Random guessing imports some variance at the
same mean value. The Bayes model has the highest variance and even a worse
mean value. It is unable to detect the relevant features.

Fig. 7. C vs NS: Dense 3 Fig. 8. C vs NS: CNN
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Craving vs. Non-Smoker

In contrast to the simple models, our neural networks are able to find the
combined effects of smoking and craving. Figure 7 shows with 63.7% even bet-
ter results than the Convolutional Network in Fig. 8. Yet, the earlier 65.9% of
Dense 3 were indeed optimistic.

Craving vs. Non-Craving

Fig. 9. C vs NC: Dense 3 Fig. 10. C vs NC: CNN

The effect of craving in EEG data seems to be very small. In Fig. 9 we see
the performance of the Dense 3 network. With a median accuracy of 45% it is
worse than random guessing. The convolutional network has a median accuracy
of 52%. A t-test for different means comparing with random guessing returned a
p-value of 0.156. This means our models are unable to predict the craving effect
significantly better than guessing.

Non-craving vs. Non-smoker

The Dense model is able to detect the effect of smoking with a median accuracy
of 61.8% (Fig. 11) and outperforms the convolutional network (see Fig. 12), which
achieves only 57.8%. This shows that the effect of smoking (without craving) can
be found in EEG signals.

3-Class-Problem

For the three class problem, the convolutional network has a median accuracy of
37.6% and outperforms the dense network (Fig. 13), which reaches only 33.1% –
the level of random guessing. So compared to craving vs. non-smoker, the non-
craving data reduced the prediction ability of Dense 3. The convolutional network
shows again (Fig. 14) predictions that are significantly better than guessing (p <
0.0001).

Finally, we look at the confusion matrix for the 3-class case. The entries
contain the average normalized values and their variance as numbers and more
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Fig. 11. NC vs NS: Dense 3 Fig. 12. NC vs NS: CNN

Fig. 13. 3class: Dense 3 Fig. 14. 3class: Convolutional Net-
work

reddish color indicates a higher mean. Figures 15 and 16 show that both models
are good at correctly predicting the craving class, while both have a low quality
identifying non-smokers. Also both frequently predict craving, when non-craving
is correct. Therefore, this confirms that the craving effect – if existent – is difficult
to find. The CNN has higher rates for all correct predictions and is clearly the
better model. Nevertheless, it shows more variance in most of the cases.

6 Conclusion and Future Work

In this work, we created models to distinguish craving smokers, non-craving
smokers and non-smokers. Our models are able to successfully distinguish smok-
ers from non-smokers. Nevertheless, we found no model able to find a significant
effect of craving within the data. Models distinguishing all three classes showed
the same weakness.

We have shown that resting-state EEG measurements contain information
on the smoking status of a person. This is a great result, especially since EEG
data are known to have a low signal-to-noise ratio and thus a good classification
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Fig. 15. Dense 3 Confusion Matrix Fig. 16. CNN Confusion Matrix

cannot be expected. This promising finding builds the basis of future research
with many implications for the study of addiction in cognitive neuroscience.

For our future work, we plan to investigate recurrent networks like the Long-
Short-Term-Memory (LSTM) [5]. These units have shown good results when
modeling multivariate time series, such as EEG signals. Further, we aim for
visualizing the network’s features in order to gain insights what are the patterns
that differ in the brains of smokers and non-smokers.
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Abstract. Missing data consists in the lack of information in a dataset
and since it directly influences classification performance, neglecting it is
not a valid option. Over the years, several studies presented alternative
imputation strategies to deal with the three missing data mechanisms,
Missing Completely At Random, Missing At Random and Missing Not
At Random. However, there are no studies regarding the influence of all
these three mechanisms on the latest high-performance Artificial Intel-
ligence techniques, such as Deep Learning. The goal of this work is to
perform a comparison study between state-of-the-art imputation tech-
niques and a Stacked Denoising Autoencoders approach. To that end,
the missing data mechanisms were synthetically generated in 6 different
ways; 8 different imputation techniques were implemented; and finally, 33
complete datasets from different open source repositories were selected.
The obtained results showed that Support Vector Machines imputation
ensures the best classification performance while Multiple Imputation by
Chained Equations performs better in terms of imputation quality.

Keywords: Missing data · Missing mechanisms · Data imputation
Denoising autoencoders

1 Introduction

Missing Data is a common problem that appears in real-world datasets and is
an important issue since it affects the performance of classifiers [20]. Over the
past decades, many methods have been proposed to impute the missing val-
ues. In the research community, three main missing mechanisms are recognised
– Missing Completely At Random (MCAR), Missing At Random (MAR) and
Missing Not At Random (MNAR) – and adjusting the imputation method to
the missing mechanism is crucial, since an improper choice can bias the clas-
sification performance [23]. Deep Learning techniques are currently a hot topic
in Machine Learning literature [2], although their application for imputation
purposes remains an understudied topic.

This work analyses the appropriateness of Stacked Denoising Autoencoders
(SDAE) to impute the different data mechanisms, considering univariate and
c© Springer Nature Switzerland AG 2018
W. Duivesteijn et al. (Eds.): IDA 2018, LNCS 11191, pp. 87–98, 2018.
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multivariate scenarios. The performance of SDAE is then compared to the per-
formance of state-of-the-art imputation techniques. To achieve that, we selected
33 complete datasets from different open source repositories and simulated the
missing mechanisms using 6 different configurations. Then, 8 different impu-
tation techniques are evaluated in terms of F-measure and Root Mean Squared
Error (RMSE). Summing up, the contributions of this research are the following:
(i) presenting a comparative study that considers several missing data mecha-
nisms, imputation methods and missing rates (5, 10, 15, 20, 40%), (ii) proposing
an imputation approach based on SDAE and (iii) simultaneously evaluating the
quality of imputation (similarly to related work) and the benefits for classifi-
cation performance (mostly overlooked in related work). Our experiments show
that the imputation methods (and consequently the classification performance)
are influenced by missing mechanisms and configurations. Furthermore, we con-
clude that SDAE do not show a significant advantage over other standard impu-
tation algorithms: regarding the quality of imputation, Multiple Imputation by
Chained Equations (MICE) seems to be a better approach while Support Vector
Machines (SVM) provides the best imputation for the classification stage. This
document is organised as follows: Sect. 2 presents several research works that
considered different configurations to generate the missing mechanisms and stud-
ied well-know imputation techniques and some recent deep learning approaches.
Then, Sect. 3 describes the different stages of the experimental setup while Sect. 4
discusses the obtained results. Finally, Sect. 5 concludes the paper and presents
some possibilities for future work.

2 Background Knowledge and Related Work

In this section, we provide some background on missing data mechanisms and
imputation methods, also including a thorough explanation on the procedure of
SDAE. Along with some background information, we refer to previous work on
both topics, highlighting their main objectives and conclusions.

2.1 Missing Mechanisms

There are three mechanisms under which missing data can occur [15]: MCAR,
MAR and MNAR [10]. MCAR occurs when the reason why data is missing is
unrelated to any observed or unobserved value from the dataset (e.g. a survey
participant had a flat tire and misses his appointment). In the case of MAR, the
cause of the missing data is unrelated to the missing values but it is related with
observed values from the dataset (e.g. an investigator finds that women are less
likely to reveal their weight) and finally, in the case of MNAR, the probability
of a value to be missing is related to the value itself (e.g. obese subjects are less
likely to reveal their weight).

These mechanisms could be generated in various ways and several different
examples could be found in the literature [9,12,18,23,26,28]. Twala et al. [23]
investigated the robustness and accuracy of techniques for handling incomplete
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data for different mechanisms of missing data. Three suites of data were created
corresponding to MCAR, MAR and MNAR. For each of them, univariate (one
feature only) and multivariate (several features) generation of missing data was
performed using 21 datasets. These approaches were implemented for 3 missing
rates (15, 30 and 50%). Rieger et al. [18] performed an extensive study cover-
ing both classification and regression problems and a variety of missing data
mechanisms. Four different types of MAR generation are proposed as well as a
mechanism for MCAR generation. Garciarena et al. [12] studied the interaction
between missing data mechanisms, imputation methods and supervised classifi-
cation algorithms. The authors generated missing values for the three different
mechanisms and present two different versions of MNAR. In total, 4 missing
data configurations are created for 6 different missing rates (5, 10, 20, 30, 40
and 50%) on 10 datasets from UCI Machine Learning Repository.

2.2 Imputation Algorithms

Imputation methods aim to find a plausible value to replace one that is missing
and are mainly divided into statistical-based or machine learning-based meth-
ods [11]. Statistical methods consist in substituting the missing observations
with the most similar ones among the training data, without the need of con-
structing a predictive model to evaluate their ”similarity” (e.g. Mean imputation
– Meanimp, MICE, Expectation-Maximization – EM). Machine learning-based
techniques, construct a predictive model with the complete available data to esti-
mate values for substituting those that are missing (e.g. k-Nearest Neighbours
imputation – kNNimp, SVM imputation – SVMimp, DAE imputation).

Garciarena et al. [12] compared the performance of 8 different imputation
techniques including MICE, Meanimp and EM. The classification results (eval-
uated with F-measure) showed that MICE was the best technique. Garćıa-
Laencina et al. [9] proposed an approach that achieves a balance between classifi-
cation and imputation by using Multi-Task Learning perceptrons. This approach
is compared with 4 well-known imputation methods (including kNNimp) using
classification accuracy. The results show that the proposed method outperforms
the other well-known techniques. Twala et al. [23] studied the effect of different
imputation techniques in classification accuracy of a decision tree. The authors
used 7 imputation methods including EM and Meanimp. The results show that
EM works well on small datasets, particularly for numeric attributes. Xia et
al. [26] compared their proposed algorithm with 5 imputation methods, includ-
ing Meanimp and kNNimp. They used accuracy and Area Under the ROC Curve
(AUC) as evaluation metric for the classification process (using a Random Forest
classifier).

General neural network-based methods have been increasingly used for miss-
ing data imputation; however, deep learning architectures especially designed
for missing data imputation has not yet been explored to its full potential.
Denoising Autoencoders (DAE) [24] are an example of deep architectures that
are designed to recover noisy data (x̃), which can exist due to data corrup-
tion via some additive mechanism or by missing data. DAE are a variant of
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Fig. 1. Differences between autoencoder and denoising autoencoder structures.

autoencoders (AE) – Fig. 1 – which is a type of neural network that uses back-
propagation to learn a representation for a set of data. Each autoencoder is
composed by three layers (input, hidden and output layer) which can be divided
into two parts: encoder (from the input layer to the output of the hidden layer)
and decoder (from the hidden layer to the output of the output layer). The
encoder part maps an input vector x to a hidden representation y, through a
nonlinear transformation fθ(x) = s(xWT + b) where θ represents W (weight
matrix) and b (bias vector) parameters. The resulting y representation is then
mapped back to a vector z which have the same shape of x, where z is equal
to g′

θ(y) = s(W’y + b’). The train of an autoencoder consists in optimising
the model parameters (W, W’, b and b’), minimising the reconstruction error
between x and z. Vincent et al. [25] proposed a strategy to build deep networks
by stacking layers of Denoising Autoencoders – SDAE. The results have shown
that stacking DAE improves the performance over the standard DAE. In two
recent works, Gondara et al. studied the appropriateness of SDAE for multiple
imputation [13] and their application to imputation in clinical health records
(recovering loss to followup information) [14]. In these works, the proposed algo-
rithm is compared with MICE using the Predictive Mean Matching method.
In the first work, authors consider only MCAR and MNAR mechanisms. The
imputation results of both mechanisms are compared using sum of Root Mean
Squared Error (RMSEsum). Additionally, MNAR mechanism is also evaluated
in terms of classification error, using a Random Forest classifier. In the second
work, authors propose a SDAE model to handle imputation in healthcare data,
using datasets under MCAR and MNAR mechanisms. The simulation results
showed that their proposed approach surpassed the state-of-the-art methods. In
both previous works, although authors prove the advantages of SDAE for impu-
tation, a complete study under all missing mechanisms is not provided, since
in both cases, MAR generation is completely disregarded. Furthermore, they
only compare two imputation methods (MICE and SDAE) and the classification
performance is only evaluated for one mechanism (MNAR). Beaulieu et al. [4]
used SDAE to impute data in electronic health records. This approach is com-
pared with five other imputation strategies (including Meanimp and kNNimp)
and evaluated with RMSE. The results show that the proposed SDAE-based
approach outperforms MICE. Duan et al. [7,8] used SDAE for traffic data impu-
tation. In the first work [7], the proposed approach is compared with another
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one that uses artificial neural networks with the same set of layers and nodes
as the ones used in SDAE. In the second work [8] another imputation method
is used (ARIMA – AutoRegressive Integrated Moving-Average) for comparison.
To evaluate the imputation process authors used RMSE, Mean Absolute Error
(MAE) and Mean Relative Error (MRE). Ning et al. [17] proposed an algorithm
based on SDAE for dealing with big data of quality inspection. The proposed
approach is compared with two other imputation algorithms (GBWKNN [19]
and MkNNI [16]) that are both based on the k-nearest neighbour algorithm.
The results are evaluated through d2 (the suitability between the imputed value
and the actual value) and RMSE. The above-mentioned works show that the
proposed imputation methods outperform the ones used for comparison, show-
ing that deep learning based techniques are promising in the field of imputation.
Sánchez-Morales et al. [22] proposed an imputation method that uses a SDAE.
The main goal of their work was to understand how the proposed approach
can improve the results obtained in the pre-imputation step. They used three
state of the art methods for the pre-imputation: Zero Imputation, kNNimp and
SVMimp. The results, for three datasets from UCI, are evaluated in terms of
MSE. Authors concluded that the SDAE is capable of improving the final results
for a pre-imputed dataset. To summarise, most of related work does not address
all three missing data mechanisms and mostly evaluates the results in terms
of quality of imputation rather than also evaluating the usefulness of an impu-
tation method to generate quality data for classification. Furthermore, none of
the reviewed works studies the effect of different missing data mechanisms on
imputation techniques (including DAE) for several missing rates.

3 Experiments

We start our experiments by collecting 33 publicly available real-world datasets
(UCI Machine Learning Repository, KEEL, STATLIB) to analyse the effect
of different missing mechanisms (using different configurations) on imputation
methods. Some of the original datasets were preprocessed in order to remove
instances containing small amounts of missing values. In the case of multiclass
datasets, they were modified in order to represent a binary problem. Afterwards,
we perform the missing data generation, inserting missing values at five miss-
ing rates (5, 10, 15, 20 and 40%) following 6 different scenarios (MCARuniva,
MCARunifo, MARuniva, MARunifo, MNARuniva and MNARunifo) based on
state-of-the-art generation methods. Five runs were performed for each missing
generation, per dataset and missing rate. To provide a clear explanation of all
the generation methods it is important to establish some basic notation. There-
fore, let us assume a dataset X represented by a n× p matrix, where i = 1, ..., n
patterns and j = 1, ..., p attributes. The elements of X are denoted by xij ,
each individual feature in X is denoted by xj and each pattern is referred to
as xi = [xi,1, xi,2, ..., xi,j , ..., xi,p]. For the univariate configuration, univa, the
feature that will have the missing values, xm, will always be the one most cor-
related with the class labels and the determining feature xd is the one most
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correlated with xm. Regarding multivariate configurations, unifo, there are sev-
eral alternatives to choose the missing values positions which will be detailed
later.

Missing Completely at Random. For the univariate configuration of
MCAR, MCARuniva, we consider the method proposed by Rieger et al. [18]
and Xia et al. [26]. This configuration chooses random locations in xm to be
missing, i.e., random values of xi,m are eliminated. The multivariate configura-
tion of MCAR is proposed in the work of Garciarena et al. [12]. MCARunifo

chooses random locations, xi,j , in the dataset to be missing until the desired MR
is reached.

Missing at Random. The univariate configuration of MAR is based on
ranks of xd: the probability of a pattern xi,m to be missing is computed by
dividing the rank of xi,m in the determining feature xd by the sum of all ranks
for xd – this configuration method is herein referred to as MARuniva. Then,
the patterns to have missing values are sampled according to such probability,
until the desired MR is reached [18,26]. The multivariate configuration of MAR,
MARunifo, starts by defining pairs of features which include a determining and
a missing feature {xd, xm}. This pair selection was based on high correlations
among all the features of the dataset. In the case of having an odd number of
features, the unpaired feature may be added to the pair which contains its most
correlated feature. For each pair of correlated features, the missing feature will
be the one most correlated with the labels. In the case of having a triple of
correlated features, there will be two missing features which will also be those
most correlated with the class labels. xm will be missing for the observations
that are below the MR percentile in the determining feature xd. This means
that the lowest observations of xd will be deleted on xm.

Missing Not at Random. MNARuniva was proposed by Twala et al. [23]:
for this method the feature xm itself is used as determining feature, i.e., the
MR percentile of xm is determined and values of xm lower than a cut-off value
are removed. The multivariate configuration of MNAR, MNARunifo, was also
proposed by Twala et al. [23] and is called Missingness depending on unobserved
Variables (MuOV), where each feature of the dataset has the same number of
missing values for the same observations. The missing observations are randomly
chosen.

Nine imputation methods were then applied to the incomplete data: Mean
imputation (Meanimp), imputation with kNN (kNNimp), imputation with SVM
(SVMimp), MICE, EM imputation and SDAE-based imputation. Meanimp
imputes the missing values with the mean of the complete values in the respective
feature [12,23,26], while kNNimp imputes the incomplete patterns according to
the values of their k-nearest neighbours [9,26]. For kNNimp we considered the
euclidean distance and a set of closest neighbours (1, 3 and 5). SVMimp was
implemented considering a gaussian kernel – Radial Basis Function (RBF) [11]:
the incomplete feature is used as target, while the remaining features are used
to fit the model. The search for optimal parameters C and γ of the kernel was
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performed through a grid search for each dataset (different ranges of values
were tested: 10−2 to 1010 for C and 10−9 to 103 for γ, both ranges increas-
ing by a factor of 10). MICE is a multiple imputation technique that specifies
a separate conditional model for each feature with missing data [3]. For each
model, all other features can be used as predictors [13,14]. EM is a maximum-
likelihood-based missing data imputation method which estimates parameters
by maximising the expected log-likelihood of the complete data [6]. The above
methods were applied using open-source python implementations: scikit-learn
for SVMimp and Meanimp, fancyimpute for kNNimp and MICE and impyute for
EM.

Regarding the SDAE, we propose a model based on stacked denoising autoen-
coders, for the complete reconstruction of missing data. It was implemented using
Keras library with a Theano backend. SDAE require complete data for initial-
isation so missing patterns are pre-imputed using the well-known Mean/Mode
imputation method. We also apply z-score standardisation to the input data in
order to have a faster convergence. There are two types of representations for
an autoencoder [5]: overcomplete, where the hidden layer has more nodes than
input layer and undercomplete, where the hidden layer is smaller than the input
layer.

Our architecture is overcomplete, which means that the encoder block has
more units in consecutive hidden layers than the input layer. This architecture
of the SDAE is similar to the one proposed by Gondara et al. [13]. The model
is composed by an input layer, 5 hidden layers and an output layer which form
the encoder and the decoder (both constructed using regular densely-connected
neural network layers). The number of nodes for each hidden layer was set to
7, as it has proven to obtain good results in related work [13]. For the encod-
ing layers we chose hyperbolic tangent (tanh) as activation function due to its
greater gradients [5]. Rectified Linear Units function (reLu) was used as activa-
tion function in the decoding layers. We have performed experiments with two
different configurations for the training phase: the first one was adapted from
Gondara et al. [13] while for the second one we have decided to study a different
optimisation function – Adadelta optimisation algorithm – since it avoids the
difficulties of defining a proper learning rate [27]. At the end, we have decided
to use Adadelta since it proved to be most effective. Therefore, our final SDAE
is trained with 100 epochs using Adadelta optimisation algorithm [27] and mean
squared error as loss function. Our model has an input dropout ratio of 50%,
which means that half of the network inputs are set to zero in each training
batch. To prevent the training data from overfitting we add a regularization
function named L2 [5]. Our imputation approach based on this SDAE considers
the creation of three different models (for three different training sets), for which
three runs will be made (multiple imputation). This approach is illustrated in
Algorithm 1 and works as follows: (1) the instances of each dataset are divided
in three equal-size sets; (2) each set is used as test set, while the remaining two
are used to feed the SDAE in the training phase; (3) 3 multiple runs will be
performed for each one of these models; (4) the output mean of the three models
is used to impute the unknown values of the test set. After the imputation step
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Algorithm 1 Multiple imputation using SDAE
Input: Pre-imputed dataset X, p data partitions, k multiple imputations
1: for i = 1 → p do
2: Consider all partitions (except partition i) as training set
3: Consider partition i as test set
4: for j = 1 → k do
5: Perform dropout (50%) in training set
6: Initialise the SDAE with random weights
7: Fit the imputation model to the training set
8: Apply the trained model to test set i and save its imputed version j
9: end for

10: Reconstruct test set i by averaging over all its j versions
11: end for
12: return Complete dataset X

is concluded, we move towards the classification stage. We perform classification
with a SVM with linear kernel (considering a value of C = 1) and considered two
different metrics to evaluate two key performance requirements for imputation
techniques: their efficiency on retrieving the true values in data (quality of impu-
tation) [21] and their ability to provide quality data for classification [11]. The

quality of imputation was assessed using RMSE, given by
√

1
n

∑n
i=1 (xi − x̃i)2,

where x̃ are the imputed values of a feature, x are the corresponding original
values and n is the number of missing values. The classification performance was
assessed using F-measure which consists of an harmonic mean of precision and
recall [1], defined as F-measure = 2×precision×recall

precision+recall .

4 Results and Discussion

Our work consists of a missing value generation phase followed by imputation and
classification. Thus, we evaluate both the imputation quality and its impact on
the classification performance. The results are divided by metric (F-measure and
RMSE), missing mechanism (MCAR, MAR and MNAR), type of configuration
(univariate and multivariate) and missing rate (5, 10, 15, 20 and 40%). Table 1
presents the average results obtained for all the datasets used in this study. As
expected, the increase of missing rate leads to a decrease in the performance of
classifiers (F-measure) and the quality of imputation (RMSE).

Quality of Imputation (RMSE). For univa configurations, MICE proved
to be the best approach in most of the scenarios: for MNAR mechanism and a
higher MR (40%), SDAE seems to be the best method. For the unifo configu-
rations, MICE is the best imputation method for MCAR mechanism, regardless
of the MR. Considering MAR mechanism, MICE is also the best method in
most of scenarios, except for a higher MR (40%) – SDAE seems to be the best
approach. In the case of MNAR mechanism and for lower MRs (5 and 10 %),
MICE is also the best approach. However, for higher MRs, the SDAE-based
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Table 1. Simulation results by imputation method: average F-measure and RMSE is
shown regarding each configuration, missing data mechanism and missing rate. The
best results for each configuration and missing mechanism are marked in bold, consid-
ering both metrics.

F-measure RMSE

Univa Unifo Univa Unifo

MR Methods MCAR MAR MNAR MCAR MAR MNAR MCAR MAR MNAR MCAR MAR MNAR

5%

Mean 0.7626 (7) 0.7648 (7) 0.7628 (7) 0.7593 (6) 0.7675 (3) 0.7759 (5) 0.2202 (6) 0.2291 (6) 0.3691 (6) 0.2206 (5) 0.2613 (6) 0.3621 (5)
kNN1 0.7630 (5) 0.7671 (4) 0.7673 (3) 0.7587 (7) 0.7630 (8) 0.7535 (8) 0.2180 (4) 0.2187 (4) 0.3169 (4) 0.2339 (6) 0.2391 (4) 0.3748 (6)
kNN3 0.7642 (4) 0.7680 (2) 0.7679 (2) 0.7646 (4) 0.7672 (5) 0.7765 (2) 0.1802 (3) 0.1872 (3) 0.2932 (3) 0.1986 (3) 0.2050 (3) 0.3518 (3)
kNN5 0.7645 (3) 0.7672 (3) 0.7654 (4) 0.7671 (2) 0.7674 (4) 0.7763 (4) 0.1736 (2) 0.1813 (2) 0.2869 (2) 0.1917 (2) 0.1985 (2) 0.3451 (2)
SVM 0.7676 (1) 0.7693 (1) 0.7715 (1) 0.7686 (1) 0.7676 (2) 0.7871 (1) 0.4918 (8) 0.5857 (8) 0.5622 (8) 0.5094 (8) 0.5285 (8) 0.6300 (8)
EM 0.7591 (8) 0.7634 (8) 0.7618 (8) 0.7460 (8) 0.7648 (7) 0.7654 (7) 0.2979 (7) 0.2998 (7) 0.4064 (7) 0.2947 (7) 0.3173 (7) 0.4016 (7)
MICE 0.7656 (2) 0.7665 (5) 0.7644 (5) 0.7659 (3) 0.7692 (1) 0.7751 (6) 0.1701 (1) 0.1736 (1) 0.2805 (1) 0.1806 (1) 0.1887 (1) 0.3143 (1)
SDAE 0.7627 (6) 0.7651 (6) 0.7630 (6) 0.7595 (5) 0.7666 (6) 0.7763 (3) 0.2191 (5) 0.2245 (5) 0.3679 (5) 0.2202 (4) 0.2547 (5) 0.3605 (4)

10%

Mean 0.7618 (7) 0.7631 (7) 0.7592 (5) 0.7490 (6) 0.7676 (4) 0.7682 (3) 0.3070 (5) 0.3255 (6) 0.4997 (6) 0.3144 (4) 0.3530 (5) 0.4891 (3)
kNN1 0.7646 (5) 0.7656 (4) 0.7612 (4) 0.7494 (5) 0.7626 (7) 0.7614 (5) 0.3104 (6) 0.3155 (4) 0.4362 (4) 0.3420 (6) 0.3536 (6) 0.5268 (6)
kNN3 0.7677 (1) 0.7664 (3) 0.7615 (3) 0.7538 (4) 0.7685 (2) 0.7563 (7) 0.2565 (3) 0.2760 (3) 0.3960 (3) 0.2897 (3) 0.2859 (3) 0.4949 (5)
kNN5 0.7677 (2) 0.7674 (2) 0.7622 (1) 0.7558 (3) 0.7668 (5) 0.7602 (6) 0.2474 (2) 0.2664 (2) 0.3919 (2) 0.2795 (2) 0.2749 (2) 0.4878 (2)
SVM 0.7668 (3) 0.7702 (1) 0.7620 (2) 0.7655 (1) 0.7679 (3) 0.7801 (1) 0.6793 (8) 0.6784 (8) 0.6194 (8) 0.7005 (8) 0.5958 (8) 0.8301 (8)
EM 0.7592 (8) 0.7592 (8) 0.7589 (7) 0.7333 (8) 0.7557 (8) 0.7483 (8) 0.4165 (7) 0.4299 (7) 0.5411 (7) 0.4187 (7) 0.4285 (7) 0.5384 (7)
MICE 0.7661 (4) 0.7652 (5) 0.7583 (8) 0.7586 (2) 0.7690 (1) 0.7693 (2) 0.2435 (1) 0.2477 (1) 0.3786 (1) 0.2599 (1) 0.2631 (1) 0.4467 (1)
SDAE 0.7625 (6) 0.7646 (6) 0.7589 (6) 0.7485 (7) 0.7654 (6) 0.7676 (4) 0.3057 (4) 0.3178 (5) 0.4755 (5) 0.3144 (5) 0.3314 (4) 0.4933 (4)

15%

Mean 0.7589 (6) 0.7581 (7) 0.7597 (6) 0.7381 (5) 0.7514 (5) 0.7451 (4) 0.3934 (6) 0.3937 (6) 0.6075 (6) 0.3879 (4) 0.4381 (6) 0.5849 (3)
kNN1 0.7624 (5) 0.7635 (4) 0.7612 (3) 0.7335 (7) 0.7651 (2) 0.7205 (8) 0.3843 (4) 0.3822 (5) 0.5259 (4) 0.4365 (6) 0.4195 (5) 0.6534 (7)
kNN3 0.7655 (2) 0.7647 (2) 0.7604 (4) 0.7451 (4) 0.7531 (4) 0.7324 (6) 0.3268 (3) 0.3168 (3) 0.4802 (3) 0.3698 (3) 0.3721 (3) 0.6162 (5)
kNN5 0.7647 (3) 0.7643 (3) 0.7593 (7) 0.7503 (3) 0.7509 (6) 0.7374 (5) 0.3136 (2) 0.3074 (2) 0.4707 (2) 0.3551 (2) 0.3624 (2) 0.6088 (4)
SVM 0.7691 (1) 0.7678 (1) 0.7658 (1) 0.7672 (1) 0.7789 (1) 0.7872 (1) 0.9742 (8) 0.7884 (8) 0.8418 (8) 0.8628 (8) 0.8873 (8) 1.0848 (8)
EM 0.7548 (8) 0.7539 (8) 0.7582 (8) 0.7085 (8) 0.7332 (8) 0.7230 (7) 0.5189 (7) 0.5154 (7) 0.6584 (7) 0.5157 (7) 0.5229 (7) 0.6311 (6)
MICE 0.7630 (4) 0.7607 (5) 0.7612 (2) 0.7528 (2) 0.7504 (7) 0.7611 (3) 0.3054 (1) 0.3021 (1) 0.4502 (1) 0.3262 (1) 0.3494 (1) 0.5404 (2)
SDAE 0.7585 (7) 0.7583 (6) 0.7602 (5) 0.7378 (6) 0.7561 (3) 0.7633 (2) 0.3907 (5) 0.3802 (4) 0.5482 (5) 0.3886 (5) 0.3950 (4) 0.5305 (1)

20%

Mean 0.7587 (6) 0.7573 (7) 0.7553 (6) 0.7219 (5) 0.7335 (7) 0.7317 (4) 0.4479 (6) 0.4595 (6) 0.7067 (6) 0.4479 (4) 0.5094 (6) 0.6700 (3)
kNN1 0.7554 (7) 0.7583 (5) 0.7564 (4) 0.7185 (7) 0.7408 (4) 0.7062 (7) 0.4438 (4) 0.4386 (4) 0.5979 (4) 0.5094 (6) 0.5077 (5) 0.7541 (7)
kNN3 0.7609 (3) 0.7607 (4) 0.7570 (3) 0.7381 (3) 0.7414 (3) 0.7228 (6) 0.3717 (3) 0.3759 (3) 0.5686 (3) 0.4346 (3) 0.4359 (3) 0.7185 (6)
kNN5 0.7613 (2) 0.7620 (3) 0.7556 (5) 0.7380 (4) 0.7395 (5) 0.7296 (5) 0.3581 (2) 0.3618 (2) 0.5613 (2) 0.4189 (2) 0.4243 (2) 0.7114 (5)
SVM 0.7661 (1) 0.7714 (1) 0.7627 (1) 0.7643 (1) 0.7582 (1) 0.7896 (1) 1.1028 (8) 0.9814 (8) 0.9409 (8) 1.0050 (8) 1.5731 (8) 1.2533 (8)
EM 0.7547 (8) 0.7533 (8) 0.7536 (7) 0.6861 (8) 0.7146 (8) 0.6976 (8) 0.5966 (7) 0.5974 (7) 0.7395 (7) 0.5938 (7) 0.5950 (7) 0.7101 (4)
MICE 0.7599 (4) 0.7632 (2) 0.7515 (8) 0.7431 (2) 0.7425 (2) 0.7499 (3) 0.3484 (1) 0.3511 (1) 0.5329 (1) 0.3806 (1) 0.4009 (1) 0.6326 (2)
SDAE 0.7589 (5) 0.7577 (6) 0.7591 (2) 0.7210 (6) 0.7363 (6) 0.7515 (2) 0.4448 (5) 0.4416 (5) 0.6045 (5) 0.4484 (5) 0.4435 (4) 0.6101 (1)

40%

Mean 0.7478 (6) 0.7431 (7) 0.7448 (3) 0.6676 (3) 0.6801 (6) 0.6710 (3) 0.6387 (6) 0.6682 (6) 1.0326 (7) 0.6357 (2) 0.7553 (5) 0.9590 (3)
kNN1 0.7469 (7) 0.7441 (6) 0.7415 (7) 0.6387 (7) 0.6855 (5) 0.5867 (7) 0.6364 (5) 0.6502 (5) 0.9124 (5) 0.7798 (6) 0.7817 (6) 1.0844 (7)
kNN3 0.7512 (4) 0.7464 (4) 0.7440 (4) 0.6621 (5) 0.6973 (4) 0.5836 (8) 0.5404 (3) 0.5492 (3) 0.8883 (3) 0.6701 (5) 0.7163 (4) 1.0379 (6)
kNN5 0.7541 (2) 0.7480 (3) 0.7428 (5) 0.6581 (6) 0.6988 (3) 0.5948 (6) 0.5229 (2) 0.5302 (2) 0.8951 (4) 0.6497 (4) 0.6987 (3) 1.0274 (5)
SVM 0.7649 (1) 0.7695 (1) 0.7532 (2) 0.7618 (1) 0.7670 (1) 0.7385 (1) 1.1565 (8) 1.4194 (8) 1.8521 (8) 1.3355 (8) 3.7205 (8) 1.4128 (8)
EM 0.7407 (8) 0.7392 (8) 0.7416 (6) 0.6105 (8) 0.6585 (8) 0.5954 (5) 0.8460 (7) 0.8408 (7) 0.9938 (6) 0.8355 (7) 0.8270 (7) 0.9483 (2)
MICE 0.7526 (3) 0.7491 (2) 0.7393 (8) 0.6988 (2) 0.7025 (2) 0.6344 (4) 0.5027 (1) 0.5094 (1) 0.8396 (2) 0.5648 (1) 0.6975 (2) 0.9758 (4)
SDAE 0.7479 (5) 0.7453 (5) 0.7552 (1) 0.6652 (4) 0.6781 (7) 0.7330 (2) 0.6347 (4) 0.6256 (4) 0.7078 (1) 0.6366 (3) 0.5890 (1) 0.6687 (1)

approach guarantees a better imputation quality. Furthermore, there are some
datasets where SDAE is the top winner, especially for MR 40% (dermatology,
hcc-data-survival, hcc-data-mortality, lung-cancer, among others), although this
is not generalisable for all datasets.

Impact on classification (F-measure). The results show that SVMimp
seems to be the best imputation method in terms of classification performance,
regardless the missing mechanism and configuration considered. This is shown
in Table 1, where for the three highest MRs (15, 20 and 40%) SVMimp is the
winner approach for most of the studied scenarios, although for MNAR univa
configuration and under a MR of 40%, SDAE is the best approach. For the
lowest MRs (5 and 10%) there is no standard, suggesting that small amounts of
missing values have little influence on the quality of the dataset for classification
purposes – there is an exception for the univa configurations under 5% of MR: in
this case, SVM is the winner approach. Regarding the classification performance
of the SDAE-based approach, it belongs to the top 3 imputation approaches for
MNAR configurations under higher MRs (20 and 40%) .

We continue this section by referring to the results obtained by Gondara et
al.[13], who used a similar benchmarking of datasets (although smaller, with



96 A. F. Costa et al.

only 15 datasets) and a SDAE approach. Gondara et al.[13] proposed a SDAE
based model for imputation but only compare its results with MICE. Therefore,
we also perform this comparison, only for unifo configuration, and present the
respective results in Fig. 2. The SDAE seems to perform better than MICE for
MNAR data - this is always the case for higher missing rates (15, 20 and 40%),
regardless of the used metric.

We also performed a statistical test (Wilcoxon rank-sum) in order to verify
if there were significant differences between the results obtained by the SDAE
and the best method for the classification and imputation (MICE for RMSE
and SVMimp for F-measure). In terms of RMSE and for most of the studied
scenarios, the p-value reveals strong evidence against the null hypothesis, so we
reject it - meaning that there are significant differences between the two methods,
MICE and SDAE. For some scenarios where SDAE seems to be superior – MNAR
unifo under 15 and 20% of MR – the p-value reveals weak evidence against
the null hypothesis and therefore we can not ensure that there are significant
differences between SDAE and MICE. Regarding F-measure and for almost all
of the studied scenarios, we obtained a p-value that indicates strong evidence
against the null hypothesis, so we reject it, meaning that there are significant
differences between the two methods, SVMimp and SDAE. Since SVMimp has
a higher performance, it does not seem that using SDAE brings any advantage
in terms of classification performance.

(a) F-measure (b) RMSE

Fig. 2. Comparison between the results obtained from the SDAE-based approach and
from MICE (multivariate configuration).
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5 Conclusions and Future Work

This work investigates the influence of different missing mechanisms on imputa-
tion methods (including a deep learning-based approach) under several missing
rates. This influence is evaluated in terms of imputation quality (RMSE) and
classification performance (F-measure). Our experiments show that MICE per-
forms well in terms of imputation quality while SVMimp seems to be the method
that guarantees the best classification results.

We also compare the behaviour of SDAE with well-established imputation
techniques included in related work: for standard datasets, such as those we have
used, SDAE does not seem to be superior to the remaining approaches, since the
obtained results do not outperform all of the state-of-the-art methods. Further-
more, the simulations become more complex with the use of deep networks due
to both computational time and space/memory required.

As future work, we will investigate the usefulness of SDAE when handling
more complex datasets (higher number of samples and dimensionality). Also, as
the advantage of SDAE seems to be more clear for higher missing rates (40%), a
smoother step of missing rates (between 20% and 40%) could bring new insights.
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Abstract. Gradient Boosting is a popular ensemble method that com-
bines linearly diverse and weak hypotheses to build a strong classifier.
In this work, we propose a new Online Non-Linear gradient Boosting
(ONLB) algorithm where we suggest to jointly learn different combina-
tions of the same set of weak classifiers in order to learn the idiosyncrasies
of the target concept. To expand the expressiveness of the final model, our
method leverages the non linear complementarity of these combinations.
We perform an experimental study showing that ONLB (i) outperforms
most recent online boosting methods in both terms of convergence rate
and accuracy and (ii) learns diverse and useful new latent spaces.

1 Introduction

Ensemble learning aims at combining diverse hypotheses to generate a strong
classifier and has been shown to be very effective in many real life applications.
Several categories of ensemble methods have been proposed in the literature, like
bagging (e.g. random forest [1]), stacking [2], cascade generalization [3], boost-
ing [4], etc. Those state of the art methods essentially differ by the way they
generate diversity and combine the base hypotheses. In this paper, we focus on
gradient boosting [5] which - unlike many other machine learning methods - per-
forms an optimization in the function space rather than in the parameter space.
This opens the door to the use of any loss function expanding the spectrum
of applications that can be covered by this method. Moreover, the popularity
of gradient boosting has been increased by recent implementations showing the
scalability of the method even with billions of examples [6,7].

Despite these advantages, real world applications such as fraud detection,
click prediction or face recognition are often subject to uninterrupted data flow
which is completely ignored in the batch gradient boosting setting. This brings
up a major concern: How to train models over always increasing volumes of data
that need more memory and more storage? While big data centers can partially
solve the problem, training the model from scratch each time new instances
arrive remains unrealistic.
c© Springer Nature Switzerland AG 2018
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To overcome this problem, online boosting has received much attention dur-
ing the past few years [8–14]. In these methods, the boosted model is updated
after seing each example. While they can process efficiently large amount of data,
their practical limitations include: (i) an edge assumption usually made on the
asymptotic accuracy (i.e. the edge over random guessing) of the weak learners
making some approaches hard to tune, (ii) the absence of a weighting scheme of
the weak learners that depends on their performance and (iii) for some of them a
lack of adaptiveness (despite the fact that it was a strong point of Adaboost [4]).

Moreover, all the previous online methods face another issue: they usually
perform a linear combination over a finite number of learned hypotheses which
may limit the expressiveness of the final model to reach complex target concepts.
While the batch setting would allow us to add step by step new hypotheses and
capture the complexity of the underlying problem, an online algorithm keeps
the same set of weak learners all along the process. This remark prompted us to
investigate the way to develop a non linear gradient boosting algorithm with
an enhanced expressiveness. To the best of our knowledge, there is only one
work specific to non-linear boosting [15] but only usable in a batch setting. This
is why the main contribution of this paper takes the form of a new algorithm,
called ONLB - for Online Non Linear gradient Boosting. Inspired from previous
research in domain adaptation [16], boosted-multi-task learning [17] and boost-
ing in concept drift [18], ONLB resorts to the same set of boosted weak learners,
projects their outputs in different latent spaces and takes advantage of their
complementarity to learn non linearly the idiosyncrasies of the underlying con-
cept. ONLB is illustrated in Fig. 1. At first glance, it looks similar to boosted
neural networks, as done in [19,20], where the embedding layer is learned with
boosting in order to infer more diversity. However, our method aims at learning
the weak hypotheses iteratively, the next weak learner trying to minimize the
error made by the network restricted to the previous hypotheses (see the solid
lines in Fig. 1). The other main difference comes from the back-propagation that
is performed at each step only on the parameters related to the weak learner
subject to an update (see the red lines in Fig. 1). Thanks to the non-linear func-
tion brought by the last layer to combine the different representation output,
ONLB converges much faster than the other state of the art online boosting
algorithms.

The paper is organized as follows: Sect. 2 is devoted to the presentation of
the related work. Our new non-linear online gradient boosting algorithm ONLB
is presented in Sect. 3. Section 4 is dedicated to a large experimental comparison
with the state of the art methods. We conclude the paper in Sect. 5.

2 Related Work

Online boosting methods have been developed soon after their batch counter-
part. The first one introduced in [8] uses a resampling method based on a Poisson
distribution and was applied in computer vision by [9] for feature selection. The-
oretical justifications were developed later in [10] where they notably discuss
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Fig. 1. Graphical representation of our Online Non-Linear gradient Boosting method:
the first top layer corresponds to the learned weak classifiers; the second layer represents
different linear combinations of their outputs; the bottom layer proceeds a non linear
transformation of those combinations. The thickest lines show the needed activated
path to learn a given classifier (here h2). The red lines show the update performed
only on the parameters concerned by this weak learner. The dashed lines are not taken
into account at this iteration.

the number of weak learners needed in an online boosting framework. This is
indeed a major concern since having too many of them could lead to predic-
tions dominated by redundant weak learners that perform poorly. On the other
hand, too few weak learners could make the boosting process itself irrelevant,
as the goal is still to improve upon the performance of a simple base learner.
More recently, [11] extends this previous work to propose an optimal version of
boosting in terms of the number of weak learners for classification. An adapta-
tion of this framework to multi-class online boosting was proposed in [12]. While
these methods come with a solid theory, the assumption usually made on the
asymptotic accuracy (i.e. the edge over random guessing) of the weak learners
leads to two main practical limitations. The first one is the undeniable difficulty
to estimate this edge without prior knowledge on the task at hand. The second
comes from the fact that the edge of each weak learner might be very different
depending on their own performance. And it turns out that the latter is never
taken into consideration and might impact the overall performance of boosting.

Online gradient boosting was introduced by [21] allowing one to use more
general loss functions but without any theoretical guarantees. Later, [13] and its
extension to non smooth losses [14], propose online gradient boosting algorithms
with theoretical justifications. These are the closest approaches to ours but they
do not weight the weak learners based on their own performance. Moreover, the
linear aspect of these methods limit strongly their expressiveness.
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Another series of related works is the use of boosting in neural network
methods. Recently, neural networks were used with incremental boosting [19] to
train a specific layer. In [20], the authors reused [13] to optimize and increase
the diversity of their embedding layer. Our work is related in the sense that we
boost a layer to build a new feature space. However, we do not aim at learning
a general neural network. This layer is rather used to make connections between
our different weak learners. This is why our back-propagation procedure differs
by focusing only on the parameters of the weak learner to be optimize at each
step.

Apart from online boosting methods, our work is also related to non-linear
boosting. However, as far as we know, only [15] tackled this topic by proposing
a non-linear boosting projection method where, at each iteration of boosting,
they build a new neural network only with the examples misclassified during the
previous round. They finally take the new feature space induced by the hidden
layer and feed it as the input space for the next learner. Nonetheless, it is very
expensive and unsuitable to online learning.

3 Online Non-linear Gradient Boosting

In this study, we consider a binary supervised online learning setting where at
each time step t = 1, 2, ..., T one receives a labeled example (xt, yt) ∈ X ×{−1, 1}
where X is a feature space. In this setting, the learner makes a prediction f(xt),
the true label yt is then revealed and it suffers a loss �(f(xt), yt).

Boosting aims at combining different weak hypotheses. In batch gradient
boosting, weak learners are learned sequentially while in the online setting, they
are not allowed to see all examples at once. Thus, it is not possible to simply add
new models iteratively in the combination as in batch boosting. In fact, online
boosting maintains a sequence of N weak online learning algorithms A1, ...,AN

such that each weak learner hi is updated by Ai in an online fashion. Note that
every Ai considers hypotheses from a given restricted hypothesis class H. The
final model corresponds to a weighted linear combination of the N weak learners:

F (x) =
N∑

i=1

αihi(x), (1)

where αi stands for the weight of the weak learner hi.
We now present our Online Non-Linear gradient Boosting, ONLB. As shown

in Fig. 1, our method maintains P different representations that correspond to
different combinations of the N learned weak learners, projecting their outputs
into different latent spaces. Every representation p is updated right after a weak
learner is learned. The outputs given by the p representations are then merged
together to build a strong classifier, F (x). To capture non linearities during this
process, we propose to pass the output of each representation p into a non linear
function Lp. We define the prediction of our model F (x) as follows:
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F (x) =
P∑

p=1

αpLp

( N∑

i=1

αp
i hi(x)

)
, (2)

where αp
i are the weights projecting the outputs of the weak learner hi in the

latent space p and αp the weight of this representation. Equation (2) illus-
trates clearly the difference with linear boosting formulation of Eq. (1). We
denote by Fk the classifier restricted to the first k weak learners: Fk(x) =
∑P

p=1 αpLp

( ∑k
i=1 αp

i hi(x)
)
.

Our method aims thus at combining the same set of classifiers into different
latent spaces. A key point here relies in making these classifiers diverse while
still being relevant in the final decision. To achieve this goal, we update every
weak learner hi to decrease the error of the already learned models in Fi−1 such
that:

hi = argminh

T∑

t=1

�c

( P∑

p=1

αpLp

( i−1∑

k=1

αp
khk(xt) + h(xt)

)
, yt

)
, (3)

where �c(F (x), y) is a classification loss. In other words, we look for a learner
hi that improves over the learned combination, Fi−1.

In gradient boosting [5], one way to learn the next weak learner is to approx-
imate the negative gradient (residuals) of Fi−1 by minimizing the square loss
between these residuals and the weak learner predictions. We define rt

i the resid-
ual at iteration i for the example xt as follows:

rt
i = −∂�c(Fi−1(xt), yt))

∂Fi−1(xt)
. (4)

In fact, from this functional gradient descent approach, we can define a greedy
approximation of Eq. (3) by using a regression loss �r on the residuals computed
in Eq. (4) with respect to the classification loss �c:

hi = argminh

T∑

t=1

�r(h(xt), rt
i). (5)

As stated above, when a weak learner hi is updated, we need: (i) to update
the weights αp

t associated to this learner in each representation p and (ii) update
the representation weights αp in the final decision as follows:

αp := αp − η
∂�c(Fi(xt), yt)

∂αp
; αp

i := αp
t − η

∂�c(Fi(xt), yt)
∂αp

i

.

All the steps of our ONLB training process are summarized in Algorithm1.
In practice, we instantiate our losses with the square loss for the regression

and the logistic loss for the classification as follows:

�c(f(xt), yt) = log(1 + e−ytFi(xt)); �r(f(xt), rt
i) = (rt

i − f(xt))2.
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The choice of the logistic loss is motivated by the need to have bounded
gradients in order to avoid their exponential growth with the boosting iterations,
which can happen for noisy instances for example. The square loss is the main
loss function for regression tasks and has demonstrated superior computational
and theoretical properties for the online setting [22]. Then, according to Eq. (5),
the weak classifiers are updated as follows:

hi = argminh

T∑

t=1

(h(xt) − rt
i)

2. (6)

Equation (6) suggests a fairly simple update of each weak learner: each weak
online learning algorithm Ai uses a simple stochastic gradient descent with
respect to one example at each step. The residuals can be obtained thanks to a
straight forward closed form:

rt
i =

−yt

1 + eytFi−1(xt)
.

Finally, we used a relu activation function such that L(x) =
{

x if x > 0,
0 otherwise.

The weights of the latent spaces αp
i and αp are now updated as follows:

αp
i := αp

i +η

{
ytα

phi(xt)

1+eytFi(xt)
if αp

i hi(xt) > 0,

0 otherwise
; αp := αp+η

ytLp

( ∑N
i=1 αp

i hi(xt)
)

1 + eytFi(xt)
.

At test time, our model learned using Algorithm1 predicts as follows:

F ∗(x) = sign

(
F (x)

)
= sign

( P∑

p=1

αpLp

( N∑

i=1

αp
i hi(x)

))
.

Algorithm 1 Online Non-Linear gradient Boosting (ONLB)
1: INPUT: N online weak learners, a learning rate η and P latent spaces.
2: Initialize h0 = 0
3: for t = 1 to T do
4: Receive example xt

5: Predict F0(xt) = h0 = 0
6: for i = 1 to N do
7: Reveal yt the label of example xt

8: Compute the residual rt
i =

∂�c(Fi−1(xt),yt))

∂Fi−1(x)

9: Predict hi(xt)
10: Ai suffers loss �r(r

t
i , hi(xt)) and updates the hypothesis hi

11: for p = 1 to P do
12: αp := αp − η ∂�c(Fi(xt),yt)

∂αp ; αp
i := αp

t − η ∂�c(Fi(xt),yt)

∂α
p
i

13: end for
14: end for
15: end for
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Table 1. Properties of the datasets used in the experiments.

#Examples Positives ratio #Features

Covtype 581, 012 51.2% 54

Poker 1, 025, 010 49.88% 10

MNIST 70, 000 49% 718

Abalone 4, 177 49% 8

Pima 767 34.9% 8

Adult 42, 842 23.9% 14

HIV 6, 590 13.3% 8

w8a 64000 3% 300

Shuttle 58, 000 21.4% 9

Wine 6, 497 20.64% 12

4 Experiments

In this section, we provide an experimental evaluation of our non-linear online
boosting method ONLB in terms of both quantitative and qualitative analy-
sis. First, we perform a comparative study with different state-of-the-art online
boosting algorithms on public datasets. Second, we present an analysis of the
learned representations.

4.1 Classification Results

We use 10 public datasets from the UCI repository by considering binary clas-
sification problems (multi-class datasets were converted into binary problems as
indicated in parenthesis): Poker (0 vs [1,9]), MNIST ([0,4] vs [5,9]), Wine ([3,6]
vs [7,9]), Abalone ([0,9] vs [10,29]), Covtype (2 vs all), Shuttle (1 vs all), Pima,
Adult, HIV, w8a. A summary of these datasets is presented in Table 1.

Our experimental setup is defined as follows. For every dataset, we apply
a 3-fold cross validation. For tuning the hyper-parameters, we perform in each
fold a progressive validation [23] on the training set as proposed in [11]: This
validation process uses every new example to evaluate the model and then use
it for training. Note that we simulate the online learning setting by giving the
examples according to a random order to the algorithm. We train different mod-
els in parallel with respect to their hyper-parameter values (i.e. the number of
weak learners N , the learning rate η and γ the weak learner edge) and we select
the one achieving the lowest progressive validation error. The selected model is
then evaluated on the test set.

We compare our method to different online boosting algorithms from
current state-of-the-art: the four algorithms online.BBM, Adaboost.OL,
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Adaboost.OL.W, OGB from [11,13] and streamBoost from [14]1. For all the
algorithms, we choose as a relatively weak classifier a neural network with one
hidden layer and two units that we update in an online learning fashion using
stochastic gradient descent. We report the classification error obtained for each
algorithm in Table 2.

ONLB achieves competitive results with the state of the art online boosting
methods and even outperforms them on most datasets. In some cases, such as for
MNIST or Poker, we clearly see that, while using much more weak learners (see
Fig. 2), the other methods were not able to capture the target concept as much
as ONLB did. Note that, a mandatory condition in our experiments was T > 1
such that the boosting takes part in the learning process but in some cases, the
online boosting algorithms were not able to do better than the baseline on the
test set. For example, on the Adult database, only ONLB and OGB achieved an
average error lower than the base learner.

In Table 3, we present the average number of weak learners chosen with
respect to the progressive validation process for each model. While being an
online linear boosting algorithm, online.BBM achieves its performances with a
significantly smaller number of weak learners compared to the other linear boost-
ing methods. As mentioned in [11], this algorithm is optimal in the sense that no
online linear boosting algorithm can achieve the same error rate with fewer weak
learners or examples asymptotically. That being said, ONLB algorithm achieves,
on average, better performances with more than twice less weak learners than
online.BBM.

Finally, in Fig. 2, we plot the convergence curves with respect to the increas-
ing number of examples used for two datasets: MNIST and Abalone. For all
algorithms, each curve corresponds to the evolution of the error rate accord-
ing to the progressive validation error measured during training. We observe
that ONLB still achieves the best convergence rate for both datasets. A similar
behavior has been observed for the other datasets and exhibits the nice fast con-
vergence property of our algorithm which needs less weak learners to converge
to its optimum.

4.2 Analysis of the Learned Multi-latent Representations

In this section, we present two different qualitative analyses on the latent repre-
sentations learned by our algorithm. First, we show that given a sufficiently large
number of weak base learners, the representations obtained tend to be rather
uncorrelated. This provides an evidence that ONLB can generate some diversity.
Then, we show that these representations contribute in a comparable way to the
final decision. For our study, we use the following setup. We consider a model
with 100 representations (i.e. P = 100). We use two base learners: a relatively
weak neural network with one hidden layer composed of 2 units (2-NN) and a

1 We used the implementations available in Vowpal Wabbit and re-implemented the
streamBoost and OGB algorithms.
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Table 2. Error rate reported for different online boosting algorithms.

Dataset Base learner ONLB online.BBM Adaboost.OL Adaboost.OL.W OGB StreamBoost

Covtype 0.2401 0.2057 0.2242 0.2273 0.2313 0.2264 0.2128

Poker 0.4182 0.0497 0.2375 0.1234 0.0953 0.3880 0.2668

MNIST 0.1105 0.0561 0.1029 0.1557 0.0830 0.1139 0.0655

Abalone 0.2673 0.2523 0.2831 0.2487 0.2531 0.2669 0.2720

Pima 0.2992 0.2795 0.2913 0.2952 0.2835 0.2874 0.2953

Adult 0.1523 0.1465 0.1530 0.1530 0.1526 0.1476 0.1586

HIV 0.1986 0.1393 0.1273 0.1360 0.1291 0.1540 0.1526

Shuttle 0.0211 0.0024 0.0173 0.0061 0.0058 0.0133 0.0050

w8a 0.0189 0.0148 0.0158 0.0146 0.0167 0.0178 0.0155

Wine 0.1979 0.1687 0.1921 0.1931 0.1931 0.1743 0.1833

Table 3. Average number of weak learners (N) selected by progressive validation.

Dataset ONLB online.BBM Adaboost.OL Adaboost.OL.W OGB StreamBoost

Covtype 6 60 79 59 282 63

Poker 52 222 348 311 320 285

MNIST 14 66 147 207 431 131

Abalone 5 6 12 3 166 8

Pima 65 64 109 141 437 174

Adult 13 6 18 17 161 119

HIV 6 6 94 188 32 16

Shuttle 30 43 243 108 121 159

w8a 4 7 54 42 132 40

Wine 5 8 112 91 97 118

Average 20 49 121 116 218 111

Fig. 2. Progressive validation error with respect to the learning examples for MNIST
on the left and Abalone on the right.
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stronger learner consisting of a neural network with 500 units in its unique hid-
den layer (500-NN). All representation weights are initialized following a uniform
distribution such that the different representations are highly uncorrelated. We
consider one training file of a fold of the MNIST dataset used above for learning.

Our first analysis aims at showing that the learned representations tend to be
uncorrelated when using a weak learner. For this purpose, we compute a corre-
lation matrix C between all the representations such that Cnm = covnm√

covnn∗covmm

measures the correlation between the latent representations n and m, cov is
the covariance matrix computed with respect to the input weights {αm

i }N
i=1 and

{αn
i }N

i=1 of these representations. We show, in Fig. 3, the C matrix for the latent
space representations obtained after convergence with the 2-NN base learners.
We can see that most of the representations tend to be uncorrelated or weakly
correlated. In contrast, Fig. 4 presents the C matrix using the 500-NN base
learners. We see here that most of the representations are highly correlated.
This experiment shows that by using sufficiently weak base learners, we are able
to learn diverse and uncorrelated representations.

In our second analysis, we want to confirm that the uncorrelated latent rep-
resentations are informative enough to contribute in a comparable way to the
final strong model. We propose to compute, for each representation p, a relative
importance coefficient Ωp by taking the absolute values of the predictions of
p right before they are merged together with the other representation outputs
to form the final prediction. We average this coefficient over {xt}K

t=1 examples
taken from a validation set independent from the learning sample as follows:

Ωp =
1
K

K∑

t=1

|αpLp

( N∑

i=1

αp
i hi(xt)

)|. (7)

We expect for important representations a high Ωp (i.e. having a high impact
in the final decision) and a low Ωp for irrelevant ones (i.e. having low impact in
the final decision).

We consider then the models learned with the 2-NN and 500-NN base learners
as previously. For each model, we plot the importance coefficient Ωp (y-axis)
against the average correlation of each representation (x-axis) that we define as
Ĉp = 1

P

∑P
i=1 Cpi. This illustrates the importance of each representation in the

final decision with respect to their correlation level.
Figure 5 gives the plot for the model using the 2-NN base learners. We see

here that all the representations are involved in the final decision and that their
relative importance coefficients are rather comparable. This is in opposition to
the plot of Fig. 6 that provides the results for the model using the 500-NN base
learners. First, we see that many representations are not used in the final decision
and these correspond to the ones that are uncorrelated. In fact, representations
involved in the final decision are the ones that are all highly correlated with an
average correlation coefficient around 0.75. Clearly, since these representations
have a high correlation level, actually only one representation is really useful at
the end. But note that this representation can in fact be learned by a standard
linear gradient boosting.
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From this experiment, we see that complex models are hard to diversify in
online boosting. Moreover, tuning their hyperparameters is harder making the
probability of overfitting higher and they require a significant larger amount of
training time which makes such complex models useless for online boosting.

Fig. 3. Correlation matrix of the rep-
resentations with 2-NN learners.

Fig. 4. Correlation matrix of the rep-
resentations with the 500-NN learn-
ers.

Fig. 5. Importance of each latent rep-
resentation with the 2-NN learners.

Fig. 6. Importance of each latent rep-
resentation with the 500-NN learners.

5 Conclusion

In this paper, we presented a new Online Non-Linear Boosting algorithm. In this
method, we combine different representations of the same set of weak classifiers
to produce a non-linearly boosted model in order to learn the idiosyncrasies
of the target concept. Our experimental results showed a general improvement
over current state of the art online boosting methods. Additionally, the non-
linear architecture of the model allows the method to use less weak learners
and to obtain faster convergence in terms of examples. Our approach has also
the interesting property to produce efficiently diverse latent spaces contributing
actively to the model predictions. This property makes our model adaptive by
giving more importance to the best current representations.
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Perspectives of this work include adapting our method to the multi-class
setting, to study the impact of delayed feedback (i.e. labels arriving only after
some time delay) and to investigate possible adaptations for transfer learning
and continuous learning in the online setting.
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Abstract. Planning vacations is a complex decision problem. Many
variables like the place(s) to visit, how many days to stay, the dura-
tion at each location, and the overall travel budget need to be controlled
and arranged by the user. Automatically recommending travel itineraries
would thus be a remedy to quickly converge to an individual trip that is
tailored to a user’s interests. While on a trip, users frequently share their
experiences on social media platforms e.g., by uploading photos of spe-
cific locations and times of day. Their uploaded data serves as an asset
when it comes to gathering information on their journey. In this paper,
we leverage social media, more explicitly photo uploads and their tags, to
reverse engineer historic user itineraries. Our solution grounds on Markov
decision processes that capture the sequential nature of itineraries. The
tags attached to the photos provide the factors to generate possible con-
figurations and prove crucial for contextualising the proposed approach.
Empirically, we observe that the predicted itineraries are more accurate
than standard path planning algorithms.

Keywords: Itinerary recommendation · MDP · Personalisation

1 Introduction

The Web has become an effective resource for travelers. In addition to an increas-
ing number of travel blogs, verticals providing reviews and recommendations of
places, restaurants and hotels, prove useful tools for planning trips and night
outs. However, common resources do not exhaustively cover a wide range of
aspects but often focus on narrow scopes to maintain a clear segregation to
other content providers. Users who seek different types of information thus need
to query various sites and aggregate the pieces of information themselves, which
requires significant amount of time and effort.

At the same time, the rise of digital photography through widespread use
of mobile devices and digital cameras has resulted in a great deal of photos
being shared on the Web. Uploaded photos are mostly tagged by users with
information snippets and key words to share the location, emotion, people, etc.
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with others. A remarkable way of understanding itineraries is to study the photo
streams of tourists in touristic zones.

In this paper, we showcase how freely available user-tagged information on
the Web can be aggregated to recover trajectories of tourists in cities. Our anal-
ysis is based on the online photo streams of users that reflect (a possibly incom-
plete) sequence of visited locations during a trip, and we assume those sequences
indicate overall trip satisfaction of users. We thus turn photo-sharing sites into
useful resources to reconstruct a user’s trips. We use Flickr1 as our main source
to acquire such photo streams. Flickr proves useful to generate candidate lists
of Points of Interest (POIs) for any city. Moreover, many photos already come
with geographic, temporal, and/or semantic annotations. Photos annotated with
geo-coordinates can be accurately placed on a map and if the user also provided
semantic tags, the content can be indexed and further processed by Natural
Language Processing techniques.

A touristic trip is considered a sequential problem. At each stage of travel,
a user chooses her next destination from a list of touristic points in the city.
Additionally, the data provides implicit feedback on the user’s preference of a
touristic site by the photographs she uploads on Flickr. This partial labeling of
the data fits well to the problem setting of Reinforcement Learning (RL)-based
approaches where the uncertainty of taking different actions and the resulting
transitions is minimised by trading off exploration and exploitation [20]. We
thus reconstruct sequences of POI visits using reverse engineering of historic
user itineraries.

In our proposed approach 2, we take into account both the sequential nature
of POI visits and the user’s overall satisfaction. We learn a model of the traveler
behavior as a Markov Decision Process (MDP) and extend it to make person-
alised travel recommendations. The system learns the optimal recommendation
policy by observing the consequences of visiting different places by the travelers
in the city and the traveler’s personal preferences. Using the MDP, the user is
recommended a place corresponding to the place category, which is nearest to
her, both in distance and personal taste, and receives an immediate reward for
taking that action. We empirically compare our approach to various path plan-
ning algorithms on data from three European touristic cities - Munich, Paris
and London.

2 Related Work

Many systems have been developed to extract user-generated multimedia con-
tent and infer meaningful information for travel planning. Crandall et al. [4] is
one of the earlier works in exploring the association of Flickr photos to physical
locations, and apply their techniques to extract landmarks at various granular-
ity levels that correspond to a geo-spatial hierarchy. Cao et al. [3] introduce a
method that uses both logistic regression and kernel canonical correlation to
1 www.flickr.com.
2 https://github.com/RGaonkar/MDP-based-Itinerary-Recommendation.

www.flickr.com
https://github.com/RGaonkar/MDP-based-Itinerary-Recommendation
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enrich semantic information and location information based on image content.
The tags assigned to Flickr photographs are further employed to extract place
names, coordinates, and categories as well as popularity values [15,18]. Baba
et al. [2] use co-occurrences between textual tags and geolocations to represent
places related to a tag by probability distributions.

The growing surge of travel data on social media platforms has resulted in
many recent works on touristic place recommendations. Jiang et al. [7] enhance
collaborative filtering recommendations with author topic models that consider
different types of user preferences to exploit textual metadata associated with
geo-tagged pictures on Flickr. Zhang et al. [24] present an extension of the col-
laborative retrieval model (CRM) for POI recommendation, taking temporal
information and social relations into account. Rakesh et al. [17] use Foursquare
data to build a probabilistic generative framework that recommends tours based
on user’s preference, peer circle, travel transitions and popularity of venues.
Lim [10] and Quercia et al. [16] also restrict their work to the geo-tagged points
on Flickr to find shortest routes with the highest satisfaction.

While all these models capture many different aspects of tourist movement,
they fail to address sequentiality in travel itineraries. Shani et al. [20] and Tavakol
and Brefeld [22] propose sequential approaches to recommender systems using
MDPs [21]. Accordingly, probabilistic sequential approaches are used in recom-
mending the next POI either based on location services [14,19], or social net-
works [6]. In WhereNext [12] a T-pattern decision tree is designed to classify the
trajectory patterns, and Muntean et al. [13] rank POIs using Gradient Boosted
Regression Trees and Ranking SVM. Ashbrook et al. [1] apply a Markov model
to GPS data in an attempt to model travel behavior. Kurashima et al. [8] com-
bines user preference and current location into a probabilistic behavior model by
combining topic and Markov models. Zhang et al. [23] goes one step further to
prune the search space and recommend sequential POIs considering their time
constraints. In this paper, we propose a recommendation approach which addi-
tionally encodes the history of visited POIs into the Markov model in order to
better understand the sequential patterns.

3 Data Extraction and Analysis

In order to automate the acquisition of tourist information, we make use of geo-
temporal data from Flickr. The advent of digital photography and its continually
increasing features of spatially and temporally annotated images in real time,
has enriched photographs with useful metadata. This results in augmenting the
photographs with geographical coordinates specifying the location of the picture,
as well as its date and time. Flickr consists of over 5 billion photographs, and
many of them are time stamped. In addition, photos are annotated with seman-
tic data such as tags and titles associated with them. A small fraction of the
photographs are annotated with geographical coordinates. Our system focuses
on extracting and discovering a large number of trips from Flickr metadata and
using these to deduce novel methods of itinerary recommendation.
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3.1 Data Acquisition

Using the public API of Flickr, we collect 44051, 22970, 42104 photographs
of three popular cities, Munich, London and Paris, along with their metadata.
However, a significant portion of the photographs are without geo-coordinates.
Restricting ourselves to only the geo-referenced pictures would significantly
decrease the coverage of our approach. Therefore, we utilise the metadata asso-
ciated with photographs to infer their locations. Nonetheless, working with such
open data poses several key challenges. Most of the photographs have linguis-
tically noisy tags or tags with no location information. For instance, the tags
might only include the details of photography techniques, weather, city name, or
contains semantic ambiguities. Hence, inferring POI names requires using both,
the location coordinates and the information gleaned from the textual tags. We
propose approaches for data pre-processing which result in a significant increase
in the performance of our system.

3.2 From Coordinates to Places of Interest

In order to maintain a high quality mapping from geo-coordinates of photo to
place names, we query the free version of Google Places API and obtain a list
of POIs in each city. This is with the assumption that many touristic points are
already available on Google Maps. We furthermore collect the textual tags of
multiple photographs having the same location coordinates in the Flickr dataset.
The tags are then cleaned, of stopwords, city names and Flickr specific stopwords
such as camera and weather details. The place name and place category (e.g.,
museum, church, etc.) of the location coordinate is obtained by calling the API
with latitude, longitude, ranking criteria and search radius around the location
coordinates. To get the best place name candidate from the returned list, a fuzzy
string match using Levenshtein distance [9] is used and the place with the high-
est fuzzy matching similarity with the textual tags of the location coordinates
is assigned to that location. Despite these techniques, a small fraction of the
coordinates never get a place name from the Google Places API. We thus assign
their place name manually using the Google Maps interface.

3.3 Location Mapping with Tags

The user provided textual tags often contain event and geospatial information
which could be used for inferring the location of non-geotagged data. Since users
may define arbitrary tags, finding the relevant ones is not trivial. In addition,
there is no sequential structure that could be exploited to support possibly con-
tained geographical information using the concept of named-entity recognition
or relation extraction in the text. We exploit the co-occurrence statistics of words
in low dimensional vector space by using the Latent Semantic Analysis (LSA)
[5] similarity between tags of a target non-geotagged photograph and each of the
geo-tagged photographs. The LSA model is learned on the geo-tagged (location
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tags) co-occurrence matrix. Using this, each new tag of a non-geotagged photo-
graph is assigned a location from the highest similarity score, provided it is above
a certain similarity threshold. The data points without a place information in
the tags are dropped for further analysis.

3.4 Itinerary Inference

After obtaining the POI names, we use the Flickr data to emulate tourist behav-
ior. The first step is to remove all travel points falling outside the bounding box
of a city. Our model aims to recommend only single-day itineraries. Therefore,
the sequences of photographs for more than one day are split by their datetime
into single day sequences. Additionally, it is important to differentiate between
the resident and tourist in a city by checking the number of POIs covered by
her. A resident would exhibit travel movements slower than a tourist. There-
fore, we discard travel paths consisting of less than 3 unique POIs. Lastly, some
photographers on Flickr add photographs with invalid datetime value or incor-
rect format. This hampers our modeling of the recommender system and is ergo
removed. As a result, a total of 17904, 6000 and 9032 photographs are left for
Munich, London and Paris, respectively.

4 MDP-based POI Recommendation

4.1 Preliminaries

The photos are uploaded by a set of users U in different cities. Each city c
contains nc POIs where Lc = {l1, l2, l3, ..., lnc

} represents the set of POIs for
that city. The photos are characterised by a set of attributes containing the
timestamp of capture, the latitude and longitude of photo location, the title, the
textual tag and description attached to the picture. Furthermore, the category
vector catl ∈ R

m for each POI l indicates which categories are assigned to the
place, i.e., for a certain category a, catl(a) = 1 if l belongs to category a, and is
zero otherwise. Our goal is to recommend an itinerary I = (l1, l2, ..., lk) for each
user that tries to maximise her overall trip satisfaction.

An MDP is defined by a four tuple: (S,A,R, T ), where S is the set of states,
A is the set of actions, R(s, a) : S ×A → R is the reward function that assigns a
real value to each (state, action) pair, and T (s, a, s′) : S × A × S → [0, 1] is the
state-transition function, which provides the probability of a transition between
every pair of states given an action from the available set. The goal of an MDP
is to obtain the optimal policy, π∗ : S → A, that gives the best action for every
state in order to maximise the sum of discounted reward.

In our problem, the states represent the history of user travels. State st is
given by the sequence of at most k places the user has visited up to time t,
st = (l1, ..., lk). The actions are all POI categories present in the city where
the user is visiting. Transition probability function models the probability of
going to another place given the current location and the recommended place
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category. Each state that the user enters on taking a particular action, she gets
an immediate reward from the reward function. A higher reward is awarded
when the transition is present in the sequence of places in the training set.

4.2 The Predictive Model

We begin with a simple Markov chain model to estimate the state-transition
function. The transition function gives the probability of going to the next place
lk+1, for a user whose k recent POI visits are (l1, ..., lk). A maximum-likelihood
method is used to estimate this transition function based on the user travel data

N(s, s′) =
count(s′)
count(s)

, (1)

where s and s′ are (l1, l2, ..., lk) and (l1, l2, ...lk+1), respectively. The count func-
tion gives the frequency of occurrences. We expand this model to an MDP frame-
work which gives the probability of visiting a new POI lk+1 after choosing some
action a, where catlk+1(a) = 1. The visit to this new POI depends on the place
category recommended to the user at the current POI. The non-zero transitions
occur when (s, s′) occurs in the dataset and a is a place category of s′. For each
set of {s, a, s′} transition probability is defined as

T (s, a, s′) =
N(s, s′)

∑
s′′∈S′ N(s, s′′)

,
∑

s′∈S′
T (s, a, s′) = 1, (2)

where S′ signifies the set of states that can be reached from s when action a
is taken. The reward after taking action a in state s is given by the reward
function R(s, a), which is simply inferred by the number of occurrence of state-
action sequences in the training data.

R(s, a) =
count(s, a)
count(s)

. (3)

4.3 Optimisation

The resulting MDP can be optimised using reinforcement learning methods such
as value iteration. Value iteration learns the state-value function, V (s), and
converges to an optimal policy in a discounted finite MDP [21]. The policy is
defined as the category recommendation for the traveller. An optimal policy π∗

gives the highest expected utility through the traveller’s movements. The utility
of a state V (s) is defined as the expected sum of discounted rewards that the
agent obtains by starting from state s and following policy π. The standard
update rule of value iteration with discount factor γ is given by:

V (s) = maxa∈A(s)[R(s, a) + γ ×
∑

s′
T (s, a, s′)V (s′)]. (4)
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When the value function V (s) converges to an optimal value function V ∗(s), the
state-action values Q(s, a) is derived

Q(s, a) = R(s, a) + γ
∑

s′
T (s, a, s′)V ∗(s′). (5)

The Q-values are proportional to the probability that the user visits a POI of
place category a, given the sequence of visited POIs in s. Hence, a high Q(s, a)
indicates a higher likelihood of observing the transition from s with action a.

4.4 Multi-step Place Recommendations

We use the softmax function to approximate a probability distribution over the
place categories from the Q-values

P (A = a|s) =
exp{Q(s, a)}

∑
a′ exp{Q(s, a′)} . (6)

The action with the highest probability a∗ = arg maxa P (A = a|s), is recom-
mended at each state. However, the system must consider various places associ-
ated with this category to recommend a specific place. We include the distance
factor of POIs to predict the next place. Considering all places corresponding to
the optimal policy, the recommended place lrec is the place closest in distance to
the current state. Since each state consists of a sequence of places (l1, l2, ..., lk),
the distance from the last place lk is considered. The recommendation score is
calculated by the Euclidean distance between the last place lk and the places in
Lc corresponding to the place category of the optimal action.

lrec = arg min
lx∈Lc

catlx (a
∗)=1

dist(lk, lx), (7)

4.5 Online Personalisation

In order to personalise the recommendation model, we apply two techniques for
inferring user preferences from her travel history; duration based user interests
as introduced in [11] and frequency based user interests.

Duration Based User Preference. Each location lx in the user travel history
contains an arrival time talx and departure time tdlx . The duration-based user
preference ρduru (a), for user u ∈ U and category a, is given by the fraction of
time she spent at each of the POIs from category a in her travel history,

ρduru (a) =
∑

lx∈Lu

catlx (a)=1

(tdlx − talx), (8)

where Lu contains all the locations visited by user u. These preferences are then
normalised to [0, 1] for each user. The more time a user spends at a POI of a
place category, the more likely it is that the user is interested in that category.
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Frequency Based User Preference. In this method, the user preferences are
inferred from the number of times a user visited POIs of a certain category
[11]

ρfrqu (a) =
∑

lx∈Lu

catlx (a)=1

count(lx),

Table 1. Variation of partial path accuracy@7 with user history

Path Length 1 2 3 4 5 6

History 1 0.041 0.041 0.042 0.042 0.041 0.034

History 2 0.098 0.090 0.096 0.106 0.100 0.103

History 3 0.097 0.090 0.093 0.105 0.090 0.087

History 4 0.089 0.084 0.083 0.094 0.077 0.060

History 5 0.074 0.071 0.058 0.072 0.070 0.058

which is also normalised for each user.
The preference values obtained from either of techniques, form a preference

vector for each user, e.g., ρu = {a1 : 0.6, a2 : 0.01, · · · , am : 0.3}. We incorporate
the individual preferences into our model at the time of recommending places
for the optimal category a∗. We assign a score to each place proportional to the
weighted sum of distance and the preference associated with its other categories,

lrec = arg max
lx∈Lc

catlx (a
∗)=1

(

(1 − α) × 1
dist(lk, lx)

+ α × (ρu · catlx)

)

,

where α is the personalisation coefficient. A place is recommended which is closer
in distance and belongs to the categories that are preferred by the user.

5 Empirical Study

In this section, we first analyse the path accuracy of our recommended path
by varying the amount of user history encoded in each state. On obtaining the
optimal length of user history, we further compare the performance across three
cities against several baselines. Moreover, we compute accuracy@k when the
recommended places are among the top-k closets places to the current POI. All
the experiments are conducted first without the effects of user preference and
then when user preferences are included.

We use a time-series leave-one-out cross-validation for tuning the parameters
of our model. For the users with multi-day itineraries, we use the last day’s
travel sequence as the test set and the remaining as training set. For users that
have only traveled on one day, the travel sequence is split into 60%-20%-20% of
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POIs into training, validation, and test sets. For evaluation, paths of length z are
obtained from the test set, where z ∈ {1, 2, 3, 4, 5, 6}. A path of length 1 would
contain two place locations (l1, l2) and so on. The performance criteria evaluate
how many of the recommended places are present in the test paths. The exact
match accuracy of total n paths from test set is given by

Accexact =
1
n

pathn∑

x=path1

length(x)∑

z=1

h(z)
length(x)

, (9)

Fig. 1. Variation in partial path accu-
racy with k in accuracy@k

Fig. 2. Partial path accuracy for person-
alisation techniques

where h(z) = 1 if subpath of size z from path x is predicted correctly from the
model, and is zero otherwise. The overall accuracy is given by averaging the
accuracy of all the n paths. Additionally, we compute the partial path accuracy
which assigns a score of 100% if at least one subpath of test path matches the
recommended pair

Accpartial =
1

n

pathn∑

x=path1

length(x)∑

z=1

ψ(h(z))

length(x)
, ψ(h(z)) =

{
length(x), ∃z h(z) ≥ 1

0, otherwise

5.1 Baseline Comparison

We compare our approach with standard graph search algorithms as baselines
and the non-personalised MDP policy. We start from the simplest, Breadth First
Search (BFS) and evaluate more sophisticated algorithms of Dijkstra, Heuris-
tic Search and A∗. For Dijkstra and A∗, the edge cost is given by the distance
between the locations. For each of the baseline algorithms, we look for paths
starting from lstart corresponding to the starting POI in the test set and itera-
tively choose a next POI to visit, till the last POI lend in the itinerary is found.
The heuristic used in A∗ and heuristic search is the Manhattan Distance between
the current place node and the goal node.
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5.2 Results and Discussion

We first study the impact of path history on the prediction accuracy. Note that
history length is the number of visited POIs encoded in the state, while path
length is the number of next consecutive POIs to recommend. Path length of one
hence stands for step-by-step recommendation. Table 1 captures the relation of
path history to the performance of the system. There is a jump in performance
as we change the path history from 1 to 2. Nonetheless, the performance shows
very less improvement as the path history is increased up to length 5. This is
primarily due to the fact that many of the travel sequences do not cover places
more than three on a single day. Moreover, we observe that, as the path history
increases, the number of successors in the transition decreases.

(a) Munich (b) Paris (c) London

Fig. 3. Personalised Recommendation vs Baselines (Partial path accuracy)

In addition, we demonstrate the increase in performance by recommending
the k closest places in Fig. 1. All these places correspond to the optimal place
category obtained through value iteration. Thus, the more flexible a traveler is to
multiple recommendation options at her current POI, the higher the likelihood
to recommend the best possible place entailing her travel preferences. We also
compare the performance of the two personalisation techniques, i.e., duration-
and frequency-based user interest as shown in Fig. 2. The former consistently
outperforms its counterpart and proves more accurate w.r.t. real-life tours of
users, compared to the frequency-based personalisation. Additionally, the per-
sonalisation factor α can be varied to balance the distance from the current state
and the user personal interest. A value of α = 0.35 gave the highest partial path
accuracy during cross validation.

Furthermore, Figs. 3 and 4 show the performance compare to baselines in
terms of partial and exact accuracy, respectively. M1 denotes the personalised
itinerary recommender system and M2 its non-personalised counterpart. Partial
path accuracy@7 is used as evaluation measure. There is an average improve-
ment of 10.5% of M1 over the path planning baselines, across the three cities.
The effects of personalisation in M1 over the non-personalised recommendations
in M2 is still not very significant in our experiments. However, there is a slight
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improvement for the shorter tour recommendations in Paris. Note that the over-
all low accuracy is due to the limited quality data, sparsity of transitions, and
minimal manual intervention in data processing. Nevertheless, the computation-
ally inexpensive MDP-based personalised recommender system outperforms the
robust path planning algorithms and serves as a promising technique for mod-
eling user behavior for travel recommendation.

6 Conclusion

We presented an MDP-based itinerary recommendation approach which took the
sequential travel histories and preferences of users into account. Our system used
both photo-sharing sites (Flickr) as well as the large abundance of geographical
information on web-mapping services to extract supplementary knowledge. As
opposed to many existing systems proposed earlier, our model was not restricted
to the geo-tagged pictures on Flickr but tracked tourist movements from the
time-stamps extracted from data; recommended travel plans emulated the trip
plan of tourists. The empirical study showed that our proposed approach out-
performs standard path planning algorithms.

(a) Munich (b) Paris (c) London

Fig. 4. Personalised Recommendation vs Baselines (Exact path accuracy)
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Abstract. We tackle the issue of classifier combinations when obser-
vations have multiple views. Our method jointly learns view-specific
weighted majority vote classifiers (i.e. for each view) over a set of base
voters, and a second weighted majority vote classifier over the set of
these view-specific weighted majority vote classifiers. We show that the
empirical risk minimization of the final majority vote given a multiview
training set can be cast as the minimization of Bregman divergences.
This allows us to derive a parallel-update optimization algorithm for
learning our multiview model. We empirically study our algorithm with
a particular focus on the impact of the training set size on the multi-
view learning results. The experiments show that our approach is able
to overcome the lack of labeled information.

Keywords: Multiview learning · Bregman divergence · Majority vote

1 Introduction

In many real-life applications, observations are produced by more than one source
and are so-called multiview [22]. For example, in multilingual regions of the
world, including many regions of Europe or in Canada, documents are available
in more than one language. The aim of multiview learning is to use this multi-
modal information by combining the predictions of each classifier (or the models
themselves) operating over each view (called view-specific classifier) in order to
improve the overall performance beyond that of predictors trained on each view
separately, or by combining directly the views [21].
Related works. The main idea here follows the conclusion of the seminal work
of Blum and Mitchell [3] which states that correlated yet not completely redun-
dant views contain valuable information for learning. Based on this idea, many
studies on multiview learning have been conducted and they can be grouped
in three main categories. These approaches exploit the redundancy in different
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representations of data, either by projecting the view-specific representations
in a common canonical space [10,25,29], or by constraining the classifiers to
have similar outputs on the same observations; for example by adding a dis-
agreement term in their objective functions [20], or lastly by exploiting diversity
in the views in order to learn the final classifier defined as the majority vote
over the set of view-specific classifiers [17,18,24]. While the two first families of
approaches were designed for learning with labeled and unlabeled training data,
the last one, were developed in the context of supervised learning. In this line,
most of the supervised multiview learning algorithms dealt with the particular
case of two view learning [9,12,28], and some recent works studied the general
case of multiview learning with more than two views under the majority vote set-
ting. Amini et al. [1] derived a generalization error bound for classifiers learned
on multiview examples and identified situations where it is more interesting to
use all views to learn a uniformly weighted majority vote classifier instead of
single view learning. Koço et al. [13] proposed a Boosting-based strategy that
maintains a different distribution of examples with respect to each view. For
a given view, the corresponding distribution is updated based on view-specific
weak classifiers from that view and all the other views with the idea of using all
the view-specific distributions to weight hard examples for the next iteration.
Peng et al. [17,18] enhanced this idea by maintaining a single weight distribu-
tion among the multiple views in order to ensure consistency between them.
Xiao et al. [24] proposed a multiview learning algorithm where they boost the
performance of view-specific classifiers by combining multiview learning with
Adaboost.
Contribution. In this work, we propose a multiview Boosting-based algorithm,
called MωMvC2, for the general case where observations are described by more
than two views. Our algorithm combines previously learned view-specific classi-
fiers as in [1] but with the difference that it jointly learns two sets of weights for,
first, combining view-specific weak classifiers; and then combining the obtained
view-specific weighted majority vote classifiers to get a final weighted majority
vote classifier. We show that the minimization of the classification error over
a multiview training set can be cast as the minimization of Bregman diver-
gences allowing the development of an efficient parallel update scheme to learn
the weights. Using a large publicly available corpus of multilingual documents
extracted from the Reuters RCV1 and RCV2 corpora as well as MNIST1 and
MNIST2 collections, we show that our approach consistently improves over other
methods, in the particular when there are only few training examples available
for learning. This is a particularly interesting setting when resources are limited,
and corresponds, for example, to the common situation of multilingual data.
Organization of the paper. In the next section, we present the double
weighted majority vote classifier for multiview learning. Section 3 shows that
the learning problem is equivalent to a Bregman-divergence minimization and
describes the Boosting-based algorithm we developed to learn the classifier. In
Sect. 4, we present experimental results obtained with our approach. Finally, in
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Sect. 5 we discuss the outcomes of this study and give some pointers to further
research.

2 Notations and Setting

For any positive integer N , [N ] denotes the set [N ] .={1, . . . , N}. We consider
binary classification problems with V ≥2 input spaces Xv ⊂ R

dv ;∀v ∈ [V ], and
an output space Y={−1,+1}. Each multiview observation x ∈ X1× · · · ×XV

is a sequence x .=(x1, · · · , xV ) where each view xv provides a representation of
the same observation in a different vector space Xv (each vector space are not
necessarily of the same dimension). We further assume that we have a finite set
of weak classifiers Hv

.={hv,j : Xv → {−1,+1} | j ∈ [nv]} of size nv. We aim at
learning a two-level weighted majority vote classifier where at the first level a
weighted majority vote is built for each view v∈[V ] over the associated set of
weak classifiers Hv, and the final classifier, referred to as the Multiview double
ωeighted Majority vote Classifier (MωMvC2), is a weighted majority vote over
the previous view-specific majority vote classifiers (see Fig. 1 for an illustration).
Given a training set S=(xi, yi)1≤i≤m of size m drawn i.i.d. with respect to a
fixed, yet unknown, distribution D over (X1× · · · ×XV )×Y, the learning objective
is to train the weak view-specific classifiers (Hv)1≤v≤V and to choose two sets of
weights; Π = (πv)1≤v≤V , where ∀v ∈ [V ], πv=(πv,j)1≤j≤nv

, and ρ=(ρv)1≤v≤V ,
such that the ρΠ-weighted majority vote classifier BρΠ

BρΠ (x) =
V∑

v=1

ρv

nv∑

j=1

πv,j hv,j(xv) (1)

has the smallest possible generalization error on D. We follow the Empirical Risk
Minimization principle [23], and aim at minimizing the 0/1-loss over S:

L̂ 0/1
m (BρΠ ,S) =

1
m

m∑

i=1

1yiBρ Π (xi)≤0,

where 1p is equal to 1 if the predicate p is true, and 0 otherwise. As this loss
function is non-continuous and non-differentiable, it is typically replaced by an
appropriate convex and differentiable proxy. Here, we replace 1z≤0 by the logistic
upper bound a log(1+e−z), with a=(log 2)−1. The misclassification cost becomes

L̂m(BρΠ ,S) =
a

m

m∑

i=1

ln
(
1 + exp

( − yiBρΠ (xi)
))

, (2)

and the objective would be then to find the optimal combination weights Π�

and ρ� that minimize this surrogate logistic loss.
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all views

v = 1

h1,1 h1,2 h1,3 h1,4

v = 2

h2,1 h2,2 h2,3 h2,4 h2,5

v = 3

h3,1 h3,2 h3,3

Fig. 1. Illustration of MωMvC2 with V =3. For all views v ∈ {1, 2, 3}, we have a set
of view-specific weak classifiers (Hv)1≤v≤V that are learned over a multiview training
set. The objective is then to learn the weights Π (black histograms) associated to
(Hv)1≤v≤V ; and the weights ρ (hatched histograms) associated to weighted majority
vote classifiers such that the ρΠ -weighted majority vote classifier BρΠ (Eq. 1) will
have the smallest possible generalization error.

3 An Iterative Parallel Update Algorithm to Learn
MωMvC2

In this section, we first show how the minimization of the surrogate loss of
Eq. (2) is equivalent to the minimization of a given Bregman divergence. Then,
this equivalence allows us to employ a parallel-update optimization algorithm to
learn the weights Π=(πv)1≤v≤V and ρ leading to this minimization.

3.1 Bregman-Divergence Optimization

We first recall the definition of a Bregman divergence [4,14].

Definition 1 (Bregman divergence). Let Ω ⊆ R
m and F : Ω → R be a

continuously differentiable and strictly convex real-valued function. The Bregman
divergence DF associated to F is defined for all (p,q) ∈ Ω × Ω as

DF (p||q) .= F (p) − F (q) − 〈∇F (q), (p − q)〉 , (3)

where ∇F (q) is the gradient of F estimated at q, and the operator 〈·, ·〉 is the
dot product function.

The optimization problem arising from this definition that we are interested in,
is to find a vector p� ∈ Ω—that is the closest to a given vector q0 ∈ Ω—under
the set P of V linear constraints

P .= {p ∈ Ω|∀v ∈ [V ], ρvp�Mv = ρvp̃�Mv},

where p̃∈Ω is a specified vector, and Mv is a m×nv matrix with nv=|Hv| the
number of weak classifiers for view v∈[V ]. Defining the Legendre transform as

LF

(
q,

V∑

v=1

ρvMvπv

)
.= arg min

p∈Ω

{
DF (p||q) +

V∑

v=1

〈ρvMvπv,p〉
}

.
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the dual optimization problem can be stated as finding a vector q� in Q̄, the
closure of the set

Q .=
{
q = LF

(
q0,

V∑

v=1

ρvMvπv

)∣∣∣∣ρ ∈ R
V ;∀v,πv ∈ R

nv

}
,

for which DF (p̃||q�) is the lowest. It can be shown that both of these optimiza-
tion problems have the same unique solution [8,14], with the advantage of having
parallel-update optimization algorithms to find the solution of the dual form in
the mono-view case [6–8], making the use of the latter more appealing.

According to our multiview setting and to optimize Eq. (2) through a Breg-
man divergence, we consider the function F defined for all p∈Ω=[0, 1]m as

F (p) .=
m∑

i=1

pi ln(pi) + (1 − pi) ln(1 − pi),

which from Definition 1 and the definition of the Legendre transform, yields that
for all (p,q) ∈ Ω × Ω and r ∈ Ω

DF (p||q) =
m∑

i=1

pi ln
(

pi

qi

)
+ (1 − pi) ln

(
1 − pi

1 − qi

)
, (4)

and∀i ∈ [m], LF (q, r)i =
qie

−ri

1 − qi + qie−ri
, (5)

with ai the ith characteristic of a=(ai)1≤i≤m (a being p, q, r or LF (q, r)).
Now, let q0 = 1

21m be the vector with all its components set to 1
2 . For all

i ∈ [m], we define LF (q0,v)i = σ(vi) with σ(z) = (1 + ez)−1, ∀z ∈ R. We set
the matrix Mv as for all (i, j) ∈ [m] × [nv], (Mv)ij = yihv,j(xv

i ). Then using
Eqs. (4) and (5), it comes

DF

(
0
∣∣∣
∣∣∣LF

(
q0,

V∑

v=1

ρvMvπv

))
=

m∑

i=1

ln

⎛

⎝1+exp

⎛

⎝−yi

V∑

v=1

ρv

nv∑

j=1

πv,jhv,j(xv
i )

⎞

⎠

⎞

⎠ .

(6)

As a consequence, minimizing Eq. (2) is equivalent to minimizing DF (0||q) over
q ∈ Q̄0, where for Ω = [0, 1]m

Q0 =

⎧
⎨

⎩q ∈ Ω

∣∣∣∣∣qi = σ

⎛

⎝yi

V∑

v=1

ρv

nv∑

j=1

πv,jhv,j(xv
i )

⎞

⎠ ;ρ,Π

⎫
⎬

⎭ . (7)

For a set of weak-classifiers (Hv)1≤v≤V learned over a training set S; this equiva-
lence allows us to adapt the parallel-update optimization algorithm described in
[6] to find the optimal weights Π and ρ defining MωMvC2 of Eq. (1), as described
in Algorithm 1.
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Algorithm 1 Learning MωMvC2

Input: Training set S = (xi, yi)1≤i≤m, where ∀i,xi = (x1
i , . . . , x

V
i ) and yi ∈ {−1, 1};

and a maximal number of iterations T .
Initialization: ρ(1) ← 1

V
1V and ∀v, π

(1)
v ← 1

nV
1nv

Train the weak classifiers (Hv)1≤v≤V over S
For v ∈ [V ] set the m × nv matrix Mv such that ∀i ∈ [m], ∀j ∈ [nv], (Mv)ij =
yihv,j(x

v
i )

1: for t = 1, . . . , T do
2: for i = 1, . . . , m do

3: q
(t)
i = σ

(
yi

V∑
v=1

ρ(t)
v

nv∑
j=1

π
(t)
v,j hv,j(x

v
i )

)

4: for v = 1, . . . , V do
5: for j = 1, . . . , nv do
6: W

(t)+
v,j =

∑
i:sign((Mv)ij)=+1 q

(t)
i |(Mv)ij |

7: W
(t)−
v,j =

∑
i:sign((Mv)ij)=−1 q

(t)
i |(Mv)ij |

8: δ
(t)
v,j = 1

2
ln

(
W

(t)+
v,j

W
(t)−
v,j

)
9: π

(t+1)
v = π

(t)
v + δ

(t)
v

10: Set ρ(t+1), as the solution of :

minρ −
V∑

v=1

ρv

nv∑
j=1

(√
W

(t)+
v,j −

√
W

(t)−
v,j

)2

(8)

s.t.

V∑
v=1

ρv = 1, ρv ≥ 0 ∀v ∈ [V ]

Return: Weights ρ(T ) and Π (T ).

3.2 A Multiview Parallel Update Algorithm

Once all view-specific weak classifiers (Hv)1≤v≤V have been trained, we start
from an initial point q(1) ∈ Q0 (Eq. 7) corresponding to uniform values of
weights ρ(1) = 1

V 1V and ∀v ∈ [V ], π
(1)
v = 1

nv
1nv

. Then, we iteratively update
the weights such that at each iteration t, using the current parameters ρ(t),Π(t)

and q(t) ∈ Q0, we seek new parameters ρ(t+1) and δ(t)
v such that for

q(t+1) = LF (q0,

V∑

v=1

ρ(t+1)
v Mv(π(t)

v + δ(t)
v )), (9)

we get DF (0||q(t+1)) ≤ DF (0||q(t)).
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Following [6, Theorem 3], it is straightforward to show that in this case, the
following inequality holds:

DF (0||q(t+1)) − DF (0||q(t)) ≤ A(t) , (10)

where A(t) = −
V∑

v=1

ρ(t+1)
v

nv∑

j=1

(
W

(t)+
v,j (e−δ

(t)
v,j − 1) − W

(t)−
v,j (eδ

(t)
v,j − 1)

)2

,

with ∀j ∈ [nv];W (t)±
v,j =

∑
i:sign((Mv)ij)=±1 q

(t)
i |(Mv)ij |.

By fixing the set of parameters ρ(t+1); the parameters δ(t)
v that minimize

A(t) are defined as ∀v ∈ [V ],∀j ∈ [nv]; δ(t)v,j = 1
2 ln

(
W

(t)+
v,j

W
(t)−
v,j

)
. Plugging back these

values into the above equation gives

A(t) = −
V∑

v=1

ρ(t+1)
v

nv∑

j=1

(√
W

(t)+
v,j −

√
W

(t)−
v,j

)2

. (11)

Now by fixing the set of parameters (W (t)±
v,j )v,j , the weights ρ(t+1) are

found by minimizing Eq. (11) under the linear constraints ∀v ∈ [V ], ρv ≥
0 and

∑V
v=1 ρv = 1. This alternating optimization of A(t) bears similarity with

the block-coordinate descent technique [2], where at each iteration, variables are
split into two subsets—the set of the active variables, and the set of the inactive
ones—and the objective function is minimized along active dimensions while
inactive variables are fixed at current values.
Convergence of Algorithm. The sequences of weights (Π(t))t∈N and (ρ(t))t∈N

found by Algorithm1 converge to the minimizers of the multiview classifica-
tion loss (Eq. 2), as with the resulting sequence (q(t))t∈N (Eq. 9), the sequence
(DF (0||q(t)))t∈N is decreasing and since it is lower-bounded (Eq. 6), it converges
to the minimum of Eq. (2).

3.3 A Note on the Complexity of Algorithm

For each view v, the complexity of learning decision tree classifiers is
O(dv mlog(m)). We learn the weights over the views by optimizing Eq. (11) (Step
10 of our algorithm) using SLSQP method which has time complexity of O(V 3).
Therefore, the overall complexity is O(V dv m.log(m) + T (V 3 +

∑V
v=1 mnv)).

Note that it is easy to parallelize our algorithm: by using V different machines,
we can learn the view-specific classifiers and weights over them (Steps 4 to 9).

4 Experimental Results

We present below the results of the experiments we have performed to evaluate
the efficiency of Algorithm 1 to learn the set of weights Π and ρ involved in the
definition of the ρΠ-weighted majority vote classifier BρΠ (Eq. (1)).
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4.1 Datasets

MNIST. is a publicly available dataset consisting of 70, 000 images of handwritten
digits distributed over 10 classes [15]. For our experiments, we created 2 multi-
view collections from the initial dataset. Following [5], the first dataset (MNIST1)
was created by extracting 4 no-overlapping quarters of each image considered as
its 4 views. The second dataset (MNIST2) was made by extracting 4 overlapping
quarters from each image as its 4 views. We randomly split each collection by
keeping 10, 000 images for testing and the remaining images for training.
Reuters RCV1/RCV2. is a multilingual text classification data extracted
from Reuters RCV1 and RCV2 corpus1. It consists of more than 110, 000 docu-
ments written in five different languages (English, French, German, Italian and
Spanish) distributed over six classes. In this paper we consider each language as
a view. We reserved 30% of documents for testing and the remaining for training.

Table 1. Test classification accuracy and F1-score of different approaches averaged
over all the classes and over 20 random sets of m = 100 labeled examples per training
set. Along each column, the best result is in bold, and second one in italic. ↓ indicates
that a result is statistically significantly worse than the best result, according to a
Wilcoxon rank sum test with p < 0.02.

Strategy MNIST1 MNIST2 Reuters

Accuracy F1 Accuracy F1 Accuracy F1

Mono .7827 ± .008↓ .4355 ± .009↓ .7896 ± .008↓ .4535 ± .011↓ .7089 ± .017↓ .4439 ± .007↓

Concat .7988 ± .011↓ .4618 ± .015↓ .7982 ± .017↓ .4653 ± .021↓ .6918 ± .029↓ .4378 ± .015↓

Fusion .8167 ± .017↓ .4769 ± .018↓ .8244 ± .019↓ .4955 ± .027↓ .7086 ± .029↓ .4200 ± .021↓

MVMLsp .7221 ± .021↓ .3646 ± .019↓ .7669 ± .032↓ .4318 ± .025↓ .6037 ± .020↓ .3181 ± .022↓

MV-MV .8381 ± .009↓ .5238 ± .015↓ .8380 ± .010↓ .5307 ± .016↓ .7453 ± .023↓ .4979 ± .012↓

MVWAB .8470 ± .015↓ .5704 ± .012↓ .8331 ± .016↓ .5320 ± .011↓ .7484 ± .017↓ .5034 ± .016↓

rBoost.SH .7580 ± .011↓ .4067 ± .009↓ .8247 ± .009↓ .5148 ± .015↓ .7641 ± .014 .5093 ± .010↓

MωMvC2 .8659 ± .011 .5914 ± .015 .8474 ± .012 .5523 ± .018 .7662 ± .010 .5244 ± .012

4.2 Experimental Protocol

In our experiments, we set up binary classification tasks by using all multiview
observations from one class as positive examples and all the others as negative
examples. We reduced the imbalance between positive and negative examples
by subsampling the latter in the training sets, and used decision trees as view
specific weak classifiers. We compare our approach to the following seven algo-
rithms.

• Mono is the best performing decision tree model operating on a single view.
• Concat is an early fusion approach, where a mono-view decision tree oper-

ates over the concatenation of all views of multiview observations.
1

https://archive.ics.uci.edu/ml/datasets/Reuters+RCV1+RCV2+Multilingual,
+Multiview+Text+Categorization+Test+collection.

https://archive.ics.uci.edu/ml/datasets/Reuters+RCV1+RCV2+Multilingual,+Multiview+Text+Categorization+Test+collection.
https://archive.ics.uci.edu/ml/datasets/Reuters+RCV1+RCV2+Multilingual,+Multiview+Text+Categorization+Test+collection.
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• Fusion is a late fusion approach, sometimes referred to as stacking, where
view-specific classifiers are trained independently over different views using 60%
of the training examples. A final multiview model is then trained over the pre-
dictions of the view-specific classifiers using the rest of the training examples.

• MVMLsp [11] is a multiview metric learning approach, where multiview ker-
nels are learned to capture the view-specific information and relation between
the views. We kept the experimental setup of [11] with Nyström parameter 0.24.2

• MV-MV [1] is a multiview algorithm where view-specific classifiers are trained
over the views using all the training examples. The final model is the uniformly
weighted majority vote.

• MVWAB [24] is a Multiview Weighted Voting AdaBoost algorithm, where
multiview learning and ababoost techniques are combined to learn a weighted
majority vote over view-specific classifiers but without any notion of learning
weights over views.

• rBoost.SH [17,18] is a multiview boosting approach where a single distri-
bution over different views of training examples is maintained and, the distri-
bution over the views are updated using the multiarmed bandit framework. For
the tuning of parameters, we followed the experimental setup of [17].

Fusion, MV-MV, MVWAB, and rBoost.SH make decision based on some major-
ity vote strategies, as the proposed MωMvC2 classifier. The difference relies on
how the view-specific classifiers are combined. For MVWAB and rBoost.SH, we
used decision tree model to learn view-specific weak classifiers at each iteration
of algorithm and fixed the maximum number of iterations to T = 100. To learn
MωMvC2, we generated the matrix Mv by considering a set of weak decision tree
classifiers with different depths (from 1 to maxd −2, where maxd is maximum
possible depth of a decision tree). We tuned the maximum number of iterations
by cross-validation which came out to be T = 2 in most of the cases and that we
fixed throughout all of the experiments. To solve the optimization problem for
finding the weights ρ (Eq. 8), we used the Sequential Least SQuares Program-
ming (SLSQP) implementation of scikit-learn [16], that we also used to learn the
decision trees. Results are computed over the test set using the accuracy and
the standard F1-score [19], which is the harmonic average of precision and recall.
Experiments are repeated 20 times by each time splitting the training and the
test sets at random over the initial datasets.

4.3 Results

Table 1 reports the results obtained for m=100 training examples by different
methods averaged over all classes and the 20 test results obtained over 20 random
experiments3. From these results it becomes clear that late fusion and other
multiview approaches (except MVMLsp) provide consistent improvements over
training independent mono-view classifiers and with early fusion, when the size of

2 We used the Python code available from https://lives.lif.univ-mrs.fr/?page id=12.
3 We also did experiments for Mono, Concat, Fusion, MV-MV using Adaboost. The

performance of Adaboost for these baselines is similar to that of decision trees.

https://lives.lif.univ-mrs.fr/?page_id=12.
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(a) MNIST1

(b) MNIST2

(c) Reuters

Fig. 2. Evolution of accuracy and F1-score w.r.t to the number of labeled examples in
the initial labeled training sets on MNIST1, MNIST2 and Reuters datasets.

the training set is small. Furthermore, MωMvC2 outperforms the other approaches
and compared to the second best strategy the gain in accuracy (resp. F1-score)
varies between 0.2% and 2.2% (resp. 2.2% and 3.8%) across the collections.
These results provide evidence that majority voting for multiview learning is an
effective way to overcome the lack of labeled information and that all the views
do not have the same strength (or do not bring information in the same way) as
the learning of weights, as it is done in MωMvC2, is much more effective than the
uniform combination of view-specific classifiers as it is done in MV-MV.

We also analyze the behavior of the algorithms for growing initial amounts
of labeled data. Figure 2 illustrates this by showing the evolution of the accuracy
and the F1-score with respect to the number of labeled examples in the initial
labeled training sets on MNIST1, MNIST2 and Reuters datasets. As expected,
all performance curves increase monotonically (except MVMLsp) w.r.t the addi-
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tional labeled data. When there are sufficient labeled examples, the performance
increase of all algorithms actually begins to slow, suggesting that the labeled data
carries sufficient information and that the different views do not bring additional
information.

An important point here is that rBoost.SH—which takes into account both
view-consistency and diversity between views—provides the worst results on
MNIST1 where there is no overlapping between the views, while the weighted
majority vote as it is performed in MωMvC2 still provides an efficient model.
Furthermore, MVMLsp—which learns multiview kernels to capture views-specific
informations and relation between views—performs worst on all the datasets.
We believe that the superior performance of our method stands in our two-level
framework. Indeed, thanks to this trick, we are able to consider the view-specific
information by learning weights over view-specific classifiers, and to capture the
importance of each view in the final ensemble by learning weights over the views.

5 Conclusion

In this paper, we tackle the issue of classifier combination when observations
have different representations (or have multiple views). Our approach jointly
learns weighted majority vote view-specific classifiers (i.e. at the view level)
over a set of base classifiers, and a second weighted majority vote classifier over
the previous set of view specific weighted majority vote classifiers. We show that
the minimization of the multiview classification error is equivalent to the mini-
mization of Bregman divergences. This embedding allowed to derive a parallel-
update optimization boosting-like algorithm to learn the weights of the double
weighted multiview majority vote classifier. Our results show clearly that our
method allows to reach high performance in terms of accuracy and F1-score on
three datasets in the situation where few initial labeled training documents are
available. It also comes out that compared to the uniform combination of view-
specific classifiers, the learning of weights allows to better capture the strengths
of different views.

As future work, we would like to extend our algorithm to the semi-supervised
case, where one has access to an additionally unlabeled set during the training.
One possible way is to learn a view-specific classifier using pseudo-labels (for
unlabeled data) generated from the classifiers trained from other views, e.g. [27].
Moreover, the question of extending our work to the case where all the views
are not necessarily available or not complete (missing views or incomplete views,
e.g. [1,26]), is very exciting. One solution could be to adapt the definition of
the matrix Mv to allow to deal with incomplete data; this may be done by
considering a notion of diversity to complete Mv.

Acknowledgment. This work is partially funded by the French ANR project LIVES
ANR-15-CE23-0026-03 and the “Région Rhône-Alpes”.
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Abstract. Subspace sparse coding (SSC) algorithms have proven to be
beneficial to the clustering problems. They provide an alternative data
representation in which the underlying structure of the clusters can be
better captured. However, most of the research in this area is mainly
focused on enhancing the sparse coding part of the problem. In contrast,
we introduce a novel objective term in our proposed SSC framework
which focuses on the separability of data points in the coding space.
We also provide mathematical insights into how this local-separability
term improves the clustering result of the SSC framework. Our proposed
non-linear local SSC algorithm (NLSSC) also benefits from the efficient
choice of its sparsity terms and constraints. The NLSSC algorithm is also
formulated in the kernel-based framework (NLKSSC) which can repre-
sent the nonlinear structure of data. In addition, we address the possi-
bility of having redundancies in sparse coding results and its negative
effect on graph-based clustering problems. We introduce the link-restore
post-processing step to improve the representation graph of non-negative
SSC algorithms such as ours. Empirical evaluations on well-known clus-
tering benchmarks show that our proposed NLSSC framework results in
better clusterings compared to the state-of-the-art baselines and demon-
strate the effectiveness of the link-restore post-processing in improving
the clustering accuracy via correcting the broken links of the represen-
tation graph.

Keywords: Machine learning · Data mining · Subspace clustering
Sparse coding

1 Introduction

Clustering is one of the challenging problems in the area of machine learning and
data analysis [24], for which unsupervised methods try to discover the hidden
structure of the data. On the other hand, sparse coding algorithms aim for
finding a latent representation of data points based on a weighted combination of
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sparsely selected base vectors [18]. Such a sparse representation has the potential
to capture the essential characteristics of the data including its hidden structure
[10]. Therefore, in recent years, several studies have tried and succeeded in using
sparse coding models for clustering purposes [14,25,27]. Calling the weighting
coefficients sparse codes, the clustering phase is applied to the learned sparse
codes using common clustering methods such as spectral clustering [26].

An important group of sparse coding methods for clustering is called sparse
subspace clustering algorithms (SSC) [6]. Assuming the data is distributed on
a union of linear subspaces, SSC methods focus on obtaining self-expressive
representations, such that each data point could be represented by using other
samples from its cluster (subspace) [5,14]. There are considerable variations
in the structure of existing SSC algorithms [7,20,27], which leads to different
optimization schemes.

From another point of view, some of the sparse coding approaches restrict
the sparse codes to non-negative values to obtain a more interpretable represen-
tation for the data, especially when the data is related to biological models [9].
Such non-negativity also often results in a better construction of the subsequent
clustering graph [23,28].

Benefiting from kernel functions, it could be possible to transfer data to a
high-dimensional space in which clusters are more separable. Hence, a subset of
SSC algorithms focused on developing kernel-based SSC methods [2,17,23] which
typically achieve higher clustering accuracies in comparison to their vectorial
versions.
Contributions: In this work, we propose a non-negative SSC algorithm with a
unique structure. The method combines nuclear-norm with a local-separability
objective term. In addition, it preserves the affine representation of data in the
latent space in accordance with an affine assumption about the underlying sub-
spaces. Accordingly, our explicit contributions are as follows:

– We introduce and add a novel objective term to the problem which focuses
on increasing local separability of data. This term is used in an unsupervised
way, and it affects the sparse representation of data to have a better cluster
separability.

– An efficient post-processing method is introduced regarding the negative
effect of sparse coding redundancies on clustering performance.

– Our algorithm is also extended to the nonlinear version via incorporating a
kernel function in its framework.

In the next section, we briefly review SSC algorithms. Afterward, we present
our proposed approaches in Sect. 3 and the optimization procedure in Sect. 4.
Then, we carry out empirical evaluations in Sect. 5, and make the conclusion in
the final section.

2 Related Works

Consider the data matrix X = [�x1, ..., �xN ] ∈ R
d×N which lies in the union of n

linear subspaces ∪n
l=1Sl each with the dimension of {dl}n

l=1. Subspace clustering
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tries to cluster the data such that each cluster i contains samples lying in one
individual subspace Si. Therefore, each data point �xi can be represented by other
data points in X as a linear combination �xi ≈ X�γi. Focusing on the sparseness
of the coding vectors �γi, subspace sparse clustering [6] can be formulated as

min
Γ

‖Γ‖0 s.t. X = XΓ, γii = 0 , ∀i (1)

where Γ is the matrix of sparse codes, γii points to diagonal elements of Γ, and
‖.‖0 denotes the cardinality norm. It is assumed each resulting �γi from Eq. 1
represents �xi using only data points from the subspace in which �xi lies as well.
In that case, computing an affinity matrix A = |Γ|� + |Γ| which represents the
pairwise similarities of data points, and using it in graph-based methods such as
spectral clustering should identify the clusters. However, the problem in Eq. 1 is
NP-hard to solve [6] in its original format. As a solution, ‖.‖0 can be relaxed into
other norms. For instance [2,6,7,17] use the l1-norm to achieve sparse Γ, while
[27] aims for the approximate solution of Eq. 1 while having ‖�γi‖0 ≤ T0. Another
group of SSC methods [14,20,23,28] focuses on shrinking the nuclear norm ‖Γ‖∗
and making Γ low-rank to better represent the global structure of data. Among
SSC algorithms, [6,17] enforced Γ to provide affine representations by using the
constraint Γ��1 = �1 based on the idea of having the data points lying on an affine
combination of subspaces. Despite continuous improvements in clustering results
of aforementioned SSC methods, there is no direct link between the quality of
the sparse coding part and the subsequent clustering goal. Consequently, they
suffer from performance variations across different datasets and high sensitivity
of their results to the choice of parameters.

On the other hand, another group of algorithms called Laplacian sparse cod-
ing encourage the sparse coefficient vectors �γi related to each cluster to be as
similar as possible [7,26]. In their SSC formulation (Eq. 2) they employ a simi-
larity matrix W in which each wij measures the pair-wise similarity between a
pair (�xi, �xj).

min
Γ

‖X − XΓ‖2F + λ‖Γ‖1 + 1
2

∑
i,j wij‖�γi − �γj‖22 s.t. γii = 0 , ∀i (2)

Nevertheless, the optimization frameworks like this suffer from two issues:

1. Columns of Γ are forced to become similar to each other while the similarity
matrix is used as the weighting coefficients. Hence, at best the sparse codes
�γi obtain a distribution similar to the neighborhoods in W. Consequently,
their performance is comparable to kernel-based clustering with direct use of
the kernel information.

2. Although Eq. 2 tries to decrease the intra-cluster distances, the inter-cluster
structure of data is ignored in such frameworks; however, typically both of
these terms have to be adopted when focusing on the separability of clusters.

Contrary to the previous works, our algorithm benefits from a clustering-based
objective term in its framework. Therefore, its resulting sparse codes are more
suitable for the clustering purpose. In addition, our post-processing technique
can contribute to non-negative SSC methods such as [13,23,28] to improve their
latent representations.
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3 Proposed Non-Negative SSC algorithm

In this section, we introduce our proposed SSC algorithms NLSSC and NKLSSC.
Although they are explained in individual subsections, NKLSSC is the kernel
extension of NLSSC which is optimized similarly to NLSSC’s optimization.

3.1 Non-Negative Local Subspace Sparse Clustering

We formulate our non-negative local SSC algorithm (NLSSC) using the following
self-representative framework:

min
Γ

‖Γ‖∗ + λ
2 ‖X − XΓ‖2F + μElsp(Γ,X)

s.t Γ��1 = �1, γij ≥ 0, γii = 0 , ∀ij
(3)

where γii = 0 prevents data points from being represented by own contributions.
The constraint Γ��1 = �1 focuses on the affine reconstruction of data points which
coincides with having the data lying in an affine union of subspaces Sl. The
nuclear norm regularization term ‖Γ‖∗ = trace(

√
Γ∗Γ) is employed to ensure the

sparse coding representations are low-rank. This helps the sparse model to better
capture the global structure of data distribution. The non-negativity constraint
on γij is employed to enforce the data combinations to happen mostly between
similar samples. The novel term Elsp(Γ,X) is a loss function which focuses on
the local separability of data points in the coding space based on values of
Γ. Accordingly, scalars λ and μ are constants which control the contribution
of the objective terms. The goal of having Elsp(Γ,X) in the SSC model is to
reduce intra-cluster distance and increase inter-cluster distance. To do so in an
unsupervised way, we define

Elsp(Γ,X) :=
1
2

∑

i,j

[
wij‖�γi − �γj‖22 + bij(�γ�

i �γj)
]

(4)

in which the binary regularization weighting matrices W and B are computed
as

wij =

{
1, if �xj ∈ N k

i

0, otherwise
, bij =

{
1, if �xj ∈ Fk

i

0, otherwise
(5)

The two sets N k
i and Fk

i refer to the k-nearest and k-farthest data points to �xi,
and are determined via computing Euclidean distance ‖�xi−�xj‖2 between each �xi

and �xj . Defining D(W,Γ) :=
∑

i,j wij‖�γi −�γj‖22 and H(B,Γ) :=
∑

i,j bij(�γ�
i �γj),

the first part reduces the distance between (�γi, �γj) if they belong to N k
i while

the latter focuses on incoherency of each pair of (�γi, �γj) if they are members of
Fk

i . The following explains the effect of Elsp on the separability of the clusters
in the coding space.

Assuming there exist the labeling scalars {li}N
i=1 ∈ R, we prefer �xi and mem-

bers of N k
i to belong to the same class while the set Fk

i to contain data from
other clusters. We define Wc and Wm such that W = Wc + Wm, and they
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respectively denote the correct and wring assignments regarding the label infor-
mation �l. more precisely, if w(i, j) = 1 then in case li = lj we have wc(i, j) = 1,
otherwise wm(i, j) = 1. The rest of the entries in (Wc,Wm) are set to zero.

Definition 1. The neighborhoods in X are cluster representative to the order
of or, if ∃k ∈ N : ‖Wc‖0/‖Wm‖0 = or ∧ or < 1.

Definition 1 means that in the neighborhoods of data samples in X there are
more points of the same class than of different ones.

Proposition 1. Minimizing Elsp in Eq. (4) makes columns of Γ to be better
locally separable regarding the underlying classes, if the neighborhoods in X are
cluster representative with a sufficiently small or.

Proof. {sketch} Eq. 4 can be rewritten as

Elsp = D(Wc,Γ) + D(Wm,Γ) + H(B,Γ)

Therefore, Γ∗ = arg min
Γ

Elsp generally works in favor of decreasing D(Wc,Γ)

and H(B,Γ) compared to an initial Γ0.
Consequently, a small D(Wc,Γ) leads to compact same-label neighborhoods in
Γ∗, and decreasing H(B,Γ) generally increases D(B,Γ) and more provides a
more localized structure for Γ∗.
Denoting ΔD(W,Γ∗) := D(W,Γ∗) − D(W,Γ0), according to the definition 1,
ΔD(Wm,Γ∗)/ΔD(Wc,Γ∗) is a decreasing function of 1/or.
Hence, the smaller or becomes the more columns of Γ∗ can be locally separated
from data samples of the other classes (Wm) in their neighborhoods.

Proposition 1 shows the effect of minimizing the loss term Elsp on having
localized and condense neighborhoods in the sparse codes Γ by making the sparse
codes of the neighboring samples more similar (identical in ideal case) while
making those of far away points incoherent (orthogonal in ideal case). It also
provides the desired condition by which the local neighborhoods in Γ can better
respect the class labels �l and leading to a better alignment between Γ and the
underlying subspaces. Note: Here we referred to �l only to explain the reason
behind our specific model design; however, the algorithm does need the labeling
information in any of its steps.

3.2 Clustering Based on Γ

Similar to other SSC algorithms, the resulted sparse coefficients are used to
construct an adjacency matrix A = Γ + Γ� defining a a sparse representation
graph G. This undirected graph consists of weighted connections between pairs
of (�xi, �xj). Therefore, A is used as the affinity matrix in the spectral clustering
algorithm [26] to find the data clusters.
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3.3 Link-Restore

After constructing the affinity matrix based on the resulting Γ, it is desired to
have positive weights in the representation graph G between every two points of
a cluster. However, in practice, it is possible to see non-connected nodes (broken
links) even inside condense clusters. This happens due to the redundancy issue
related to sparse coding algorithms. In Eq. 3, X is used as an over-complete
dictionary for reconstruction of each �xi, therefore we can assume �xi ≈ X�γi.
Nevertheless, as a common observation in sparse coding models the solution for
the value of �γi is suboptimal because of the utilized ‖�γi‖p relaxations. Thus for
�xs as a close data point to �xi, it is possible to have �xs ≈ X�γs, but with a big
�γ�

i �γs. This means �γi and �γs are not similar in the entries. Consequently, aij can
be small resulting from dissimilar �γi and �γs, albeit �xi and �xs are very similar.
As a workaround to the mentioned issue, we propose the Link-Restore method
(Algorithm 1) as an effective step regarding these situations. It acts as a post-
processing step on the obtained Γ before application of spectral clustering. Link-
restore corrects entries of each �γ by restoring the broken connections between
�x and other points in the dataset. To do so, it first obtains the current set of
data points connected to �x as I = {i | γi �= 0}, where γi denotes i-th entry in
vector �γ. Then for each �γi that i ∈ I, the algorithm collects the indices Ī of data
points which are close to �xi but not used in the sparse code of �x (line 1). To
that aim, for each �xs ∈ Ī the criterion ‖�xi − �xs‖22/‖�xi‖22 < τ should be fulfilled,
where 0 ≤ τ ≤ 1. Then in order to incorporate members of Ī into �γ, the entry
γi is projected to Ī ∪ i based on the value of �x�

i �xs/�x
�
i �xi ∀s ∈ Ī while also

maintaining the affinity constraint on �γ (lines 2–3). It is important to point out
that the pre-assumption for the above is that γi ≥ 0 ∀i. Therefore link-restore
method can be assumed as a proper post-processing method for non-negative
subspace clustering algorithms.

3.4 Kernel Extension of NLSSC

Assume Φ : Rd → R
m is an implicit nonlinear mapping to a Reproducing Kernel

Hilbert Space (RKHS) such that m � d. Thus, there exists a kernel function
K(�xi, �xj) = Φ(�xi)�Φ(�xj). Doing so, we can benefit from the non-linear charac-
teristics of this implicit mapping to obtain better representation for the data.

Algorithm 1: Link-Restore post-processing
Input: Sparse code �γ, data matrix X, threshold τ ∈ [0, 1]
Output: Corrected �γ by restoring its connections to other data points
Initialization: I = {i | γi �= 0} (except index of �x)

Loop: {over all elements i ∈ I }
1 �̂γ = �γ, Ī := {s | (�x�

s �xs − 2�x�
i �xs) < (τ − 1)�x�

i �xi , γs = 0}
2 γ̂i = γi(�x

�
i �xi/

∑
s∈{Ī∪i} �x�

i �xs)

3 γ̂s = γ̂i(�x
�
i �xs/�x�

i �xi) , ∀s ∈ Ī

4 �γ = �̂γ, I = I\{i}
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Accordingly, we can reformulate our NLSSC method (Eq. 3) into its kernel exten-
sion as the non-negative local kernel SSC algorithm (NLKSSC):

min
Γ

‖Γ‖∗ + λ
2 ‖Φ(X) − Φ(X)Γ‖2F + μElsp(Γ, Φ(X))

s.t Γ��1 = �1, γij ≥ 0, γii = 0 , ∀ij
(6)

Comparing to Eq. 3, the second term in the objective of Eq. 6 means a self-
representation in the feature space, and the local-separability term (Elsp) is
equivalent to the one used in Eq. 3. However, W and Wm in Elsp are computed
based on the entries K(�xi, �xj) which directly indicate the pair-wise similarity of
each data �xi to its surrounding neighborhood. The benefit of having a kernel
representation of X is that a proper kernel function facilitates the validity of the
pre-assumption for Proposition 1, which leads to the more efficient role of Elsp.
As we see in Sect. 4, we can use the same optimization regime for both NLSSC
and NLKSSC. In addition, the lines 1–3 of the link-restore algorithm can be
implemented using the above dot-product rule.

4 Optimization Scheme of Proposed Methods

Putting Eq. 4 into Eq. 3 the following optimization framework is derived

min
Γ

‖Γ‖∗ + λ
2 ‖X − XΓ‖2F + μ

2

∑
i,j

[
wij‖�γi − �γj‖22 + bij(�γ�

i �γj)
]

s.t Γ��1 = �1, γij ≥ 0, γii = 0 , ∀ij
(7)

To simplify the 3rd loss term in (7), we symmetrize W → W+W�
2 and

do the same for B. Then according to [21] we compute the Laplacian matrix
L = D − W, where D is a diagonal matrix such that dii =

∑
j wij . Then, with

simple algebric operations we can rewrite Elsp(Γ,X) = Tr(ΓLΓ�)+ 1
2Tr(ΓBΓ�),

and reformulate Eq. 7 as:

min
Γ

‖Γ‖∗ + λ
2 ‖X − XΓ‖2F + μTr(ΓL̂Γ�)

s.t Γ��1 = �1, γij ≥ 0, γii = 0 , ∀ij
(8)

where Tr(.) is the trace operator and L̂ = (L + 1
2B). The objective of Eq. 8

is sum of convex functions (trace, inner-product, and convex norms), therefore
the optimization problem is a constrained convex problem and can be solved
using the alternating direction method of multipliers (ADMM) [3] as presented
in Algorithm 2. Optimizing Eq. 8 coincides with minimizing the following aug-
mented Lagrangian which is derived by adding its constraints as penalty terms
in the objective function.

Lρ (Γ,Γ+,U, α+, αU , �α1) = ‖U‖∗ + λErep(X,Γ) + μElsp(X,Γ)
+ρ

2‖Γ − Γ+‖2F + Tr(α�
+(Γ − Γ+)) + ρ

2‖Γ − U‖2F
+Tr(α�

U (Γ − U)) + ρ
2‖Γ��1 − �1‖22 + 〈 �α1,Γ��1 − �1〉

(9)
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in which Erep := 1
2‖X − XΓ‖2F , and matrices (Γ+,U) are axillary matrices

related the non-negativity constraint and the term ‖Γ‖∗. Equation 9 contains
the Lagrangian multipliers α+, αU ∈ R

N×N and �α1 ∈ R
N , and the penalty

parameter ρ ∈ R
+. Minimizing Lρ Eq. 9 is carried out in an alternating optimiza-

tion framework, such that at each step of the optimization all of the parameters
{Γ,Γ+,U, α+, αU , �α1} are fixed except one. Therefore, the updating steps are
described as follows.
Updating Γ: At iteration t of ADMM, via fixing Γt

+,Ut, αt
+, αt

U , �αt
1, the matrix

Γt+1 is updated as the solution to this Sylvester linear system of equations [11]

[2λX�X+2ρI+�1�1�]Γt+1+Γt+1[2μL̂] = ρ[Γt
++Ut+�1�1�]−αt

U−αt
+−�1 �αt

�
1 (10)

Updating U: Updating Ut+1 which is associated with ‖Γ‖∗ can be done via
fixing other parameters and using the singular value thresholding method [4] as
Ut+1 = T1/ρ(Γ) where term T (.) is the thresholding operator from [4](Eq. 2.2).

Updating Γ+, α+, αU , �α1, ρ: The matrix Γ+ and the multipliers are updated
using the following projected gradient descent and gradient ascent steps respec-
tively

Γt+1
+ = max(Γ + 1

ρα+, 0), αt+1
+ = αt

+ + ρ(Γ − Γ+)
�αt+1

1 = �αt
1 + ρ(Γ��1 − �1), ρt+1 = min(ρt(1 + Δρ), ρmax)

(11)

in which (Δρ, ρmax) are the update step and higher bound of ρ respectively.
Convergence Criteria : The algorithm reaches its convergence point when for
a fixed ε > 0, ‖Γt − Γt−1‖∞ ≤ ε, ‖Γt

+ − Γt‖∞ ≤ ε, ‖Ut − Γt‖∞ ≤ ε, and
‖Γt��1 − �1‖∞ ≤ ε.
Optimizing NLKSSC: The kernel-based algorithm (NLKSSC) is optimized
also using Algorithm 2 while the kernel trick Φ(�xi)�Φ(�xj) = K(�xi, �xj) is applied
to replace X�X by K(X,X) in Eq. 10, and to kernelize the link-restore algorithm
as well.

Algorithm 2: Optimization Scheme of NLSSC
Input: X, λ, μ, k, Δρ = 0.1, ρmax = 106

Output: Sparse coefficient matrix Γ
Initialization: Compute W,B and L̂. Set all {Γ+,Γ,U, α+, αU , �α1} to zero
repeat

Updating Γ by solving Eq. 10
Updating U based on [4](Eq. 2.2)
Updating Γ+, α+, αU , �α1 based on Eq. 11

until Convergence Criteria is fulfilled ;
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5 Experiments

For empirical evaluation of our proposed NNLSSC and NLKSSC algorithms, we
implement them on 4 different widely-used benchmarks of clustering datasets:

– Hopkins155 [19]: Segmentation of 156 video sequences with a setup similar to
[6].

– COIL-20 [16]: A dataset of 1440 gray-scale images of 20 different objects with
the pixel size of 32 × 32.

– Extended YaleB[8]: Contains frontal face images taken from 38 subjects with
the average of 64 samples per subject. Feature extraction is done based on
[20].

– AR-Face [15]: An image dataset including more than 4000 frontal faces of
126 different subjects. We use 2600 images from 100 subjects and use the
pre-processing procedure from [23].

The basis of evaluation is the clustering error as CE = #of miss-clustered samples
#of data samples

using the posterior labeling of the clusters and the normalized mutual informa-
tion (NMI) [1]. For each method, an average CE is calculated over 10 runs of
the algorithm. NMI measures the amount of information shared between the
clustering result and the ground-truth which lays in range of

[
0, 1

]
with the ideal

score of 1. Based on the common practice in the literature, we use average CE
along with its median value for the Hopkin155 dataset.

We compare our algorithms’ performance to baseline methods SSC [6], LRSC
[20], SSOMP [27], S3C [12], GNLMF [13], KSSC [17] KSSR [2] and RKNNLRS
[23]. These algorithms are selected from major sparse coding-based clustering
approaches, among which KSSC, KSSR, and RKNNLRS are kernel-based meth-
ods. The spectral clustering step of the baselines is performed via using the
correct number of clusters.

To compute the kernels required for kernel-based we use Histogram Intersec-
tion Kernel (HIK) as in [22] for AR dataset as it is a proper choice regarding
its frequency-based features [23]. For the implementations on the rest of the
datasets we adopted the Gaussian kernel K(x, y) = exp(−‖x−y‖2

σ ), where δ is
the average of ‖�xi − �xj‖2 over all data samples.

5.1 Parameter Settings

In order to tune the parameters λ, μ, k we utilize a grid-search method. We do
the search for λ in the range of {1, 1.5, ..., 7}, for μ in the range of {0.1, 0.2, ..., 1}
and k in {3, 4, ..., 8}. We implement a similar parameter search for the baselines
to find their best settings. Although for the link-restore parameter, τ = 0.2
generally works well, one can do a separate grid-search for τ .

5.2 Clustering Results

According to the results summarized in Table 1, the proposed methods out-
performed the benchmarks regarding the clustering error. Comparing NLKSSC
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Table 1. Average clustering error (CE) and NMI for YALE, COIL20, AR datasets.
CE and its median value for Hopkins155-(2 motions and 3 motions) datasets.

Methods YALE B COIL20 AR-Face Hopkins-2m Hopkins-3m

CE NMI CE NMI CE NMI CE med. CE med.

SSC [6] 0.1734 0.8902 0.1737 0.9104 0.1065 0.9103 0.0289 0 0.0663 0.0114

LRSC [20] 0.3136 0.7340 0.2943 0.7838 0.0938 0.9037 0.0369 0.2127 0.0746 0.0245

SSOMP [27] 0.3214 0.6792 0.7652 0.5274 0.1012 0.8353 0.1432 0.0328 0.1973 0.1504

S3C [12] 0.1565 0.9104 0.1635 0.9063 0.0897 0.9117 0.0263 0 0.0527 0.0089

GNLMF [13] 0.3074 0.4172 0.3972 0.6421 0.1544 0.8769 0.1052 0.0216 0.1239 0.0841

KSSC [17] 0.1504 0.8907 0.1833 0.9039 0.0678 0.9241 0.0275 0 0.0584 0.0096

KSSR [2] 0.1598 0.8864 0.1983 0.9027 0.0742 0.8983 0.0437 0.6121 0.0756 0.0151

RKNNLRS [23] 0.1493 0.9035 0.1672 0.9126 0.0886 0.9131 0.0254 0 0.0512 0.0087

NLSSC(Proposed) 0.1242 0.9146 0.1409 0.9254 0.0832 0.9125 0.0189 0 0.0427 0.0079

NLKSSC(Proposed) 0.1107 0.9163 0.1528 0.9147 0.0542 0.9364 0.0122 0 0.0331 0.0065

to NLSSC, the kernel-based algorithm resulted in a smaller CE compared to
NLSSC (except for COIL20), which shows that the kernel-based framework was
able to better represent cluster distributions. Regarding the COIL20 dataset,
via comparing kernel-based methods to other baselines, it can be concluded that
the utilized kernel function was not strongly effective for cluster-based represen-
tation of the dataset. However, NLKSSC still outperformed other baselines due
to the effectiveness of its sparse subspace model.

Among other methods, S3C, RKNNLRS, and KSSC have comparable results,
especially for the Hopkins dataset. This means, although KSSC and RKNNLRS
benefited from kernel representation, the S3C algorithm was relatively effec-
tive regarding capturing the data structure. However, KSSR presented low per-
formance even in comparison to vectorial methods such as SSC and LRSC.
This behavior is due to lack of having any strong regularization term in its
model regarding the subspace structure of data. Among non-negative methods,
GNLMF performance is relatively below average. This may suggest that its
NMF-based structure is not suitable for grasping cluster distribution in compar-
ison to self-representative methods. On the other hand, RKNNLRS performance
shows that its non-negative model is more effective for clustering purposes com-
pared to NMF-based models. Comparing NLSSC (the proposed algorithm) to
other baselines with low-rank regularizations in their models, we can conclude
that proper combination of the locality term and the affine constraints aided
NLSSC to obtain higher performance. The same conclusion can be derived via
comparing NLSSC/NLKSSC to KSSC as an affine subspace clustering algorithm.

5.3 Effect of Link-Restore

To investigate the effect of the proposed link-restore algorithm we apply it on
GNLMF, RKNNLRS, NLSSC, and NLKSSC as a post-processing step. This
selection is based on the fact that link-restore is designed based on the non-
negativity assumption about columns of Γ. Also regarding its application on
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Table 2. Application of the link-restore method on the non-negative approaches

Methods YALE COIL20 AR Hopkins-2m Hopkins-3m

CE NMI CE NMI CE NMI CE median CE median

GNLMF-link [13] 0.2514 0.6564 0.2674 0.7161 0.1251 0.8846 0.0793 0.0147 0.1025 0.0649

RKNNLRS-link [23] 0.1237 0.9103 0.1602 0.9137 0.0823 0.9135 0.0230 0 0.0469 0.0081

NLSSC-link 0.1027 0.9182 0.1409 0.9254 0.0776 0.9153 0.0189 0 0.0392 0.0064

NLKSSC-link 0.0842 0.9326 0.1523 0.9148 0.0482 0.9381 0.0122 0 0.0301 0.0054
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Fig. 1. A subset of the affinity matrix resulted by the implementation of NLKSSC on
the AR dataset: (a) Before application of link-restore. (b) After application of link-
restore

GNLMF and NLSSC, we use the kernel matrix K(X,X) related to the ker-
nel baselines. According to Table 2, the application of link-restore was effecting
regarding almost all the cases. It reduced the clustering error of all the rele-
vant methods to some extent, which demonstrates its ability to correct broken
links in the representation graph G. Nevertheless, the amount of improvements
in NLSS/NLKSSC methods vary among datasets. For the 2-motions subset of
Hopkins and for COIL20 datasets it did not add any important link to graph G
which consequently did not change the value of CE. However, for YALE and AR
datasets the amount of decreases in CE shows the effectiveness of link-restore
in correcting the missing connections in G.

Figure 1 visualizes the affinity matrix for implementation of NKLSSC on
the AR dataset. The figure is zoomed in on two of the clusters showing that
the representation graph contains more intra-cluster connections after applying
link-restore (Fig. 1-b).

5.4 Sensitivity to the Parameter Settings

Due to the space limits, we study the sensitivity of NLKSSC to the choice of
parameters only for the AR dataset considering 3 different experiments. In each
experiment, we fix two of λ, μ, k and change the other one and study the effect of
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Fig. 2. Sensitivity analysis of NLKSSC to parameter selection (a)λ, (b)μ and (c)k for
AR dataset

this variation on clustering error (CE). Based on Fig. 2, the algorithm sensitivity
to λ is acceptable when 2 ≤ λ ≤ 4.5. Having λ ≥ 6 does not change CE since it
makes the loss term Erep := ‖Φ(X) − Φ(X)Γ‖2F more dominant in optimization
problem of Eq. 6.

By choosing 0.25 ≤ μ ≤ 0.5, the algorithm’s performance does not change
drastically. However, NLKSSC shows a considerable sensitivity if μ goes beyond
0.6. High values of μ weaken the role of Erep (the main loss term) in the sparse
coding model.

Studying the sensitivity curve of k, its starting point has a similar CE to the
start of μ sensitivity curve, as in both cases effect of Elsp becomes zero in the
optimization. Figure 2-b shows that k ∈ {3, 4, 5} is a good choice. However, with
k ≤ 3 the objective term Elsp is not effective enough and with k ≥ 10 the CE
curve does not follow any constant pattern, but generally becomes worse because
it increases ‖Ww‖0

‖Wc‖0
and it may infringe the pre-assumption of Proposition 1. It

is important to note that even a small neighborhood radius (e.g. k = 4) could
have a wide impact on the global representation if the local neighborhoods can
have overlapping. Generally, similar sensitivity behaviors are also observed for
the other datasets.

6 Conclusion

In this work, we proposed a novel subspace sparse coding framework regarding
data clustering. Our non-negative local subspace clustering (NLSSC) benefits
from a novel locality objective in its formulation which focuses on improving the
separability of data points in the coding space. In addition, NLSSC also obtains
low-rank and affine sparse codes for the representation of the data. Implementa-
tions on real clustering benchmarks showed that this locality constraint is effec-
tive when performing a clustering based on the obtained representation graph.
In addition, the kernel extension of the algorithm (NLKSSC) is also provided
in order to benefit from kernel-based representations of data. Furthermore, we
introduced the link-restore algorithm as an effective solution to the sparse cod-
ing redundancy issue when it has negative effects on clustering performance.
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This post-processing algorithm which is suitable for non-negative sparse repre-
sentations corrects the broken links between close data points in the represen-
tation graph. Empirical evaluations demonstrated that link-restore can act as
an effective post-processing step for different types of SSC methods which use
non-negative sparse coding models. As a future step, we are interested in com-
bining our framework with dimension reduction strategies to better deal with
multi-dimensional data types.
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Abstract. Discovering the hidden community structure is a fundamen-
tal problem in network and graph analysis. Several approaches have been
proposed to solve this challenging problem. Among them, detecting over-
lapping communities in a network is a usual way towards understanding
the features of networks. In this paper, we propose a novel approach to
identify overlapping communities in large complex networks. It makes
an original use of a new community model, called k-clique-star, to dis-
cover densely connected structures in social interactions. We show that
such model allows to ensure a minimum density on the discovered com-
munities and overcomes some weaknesses of existing cohesive structures.
Experimental results demonstrate the effectiveness and efficiency of our
overlapping community model in a variety of real graphs.

Keywords: Community detection · Overlapping community
detection · Social networks · Graph analysis

1 Introduction

One of the most important tasks when studying networks (or graphs 1) is that
of identifying network communities. Fundamentally, community detection aims
to partition a network into communities (clusters), typically thought of as a
group of nodes with more and/or better interactions amongst its members than
between its members and the remainder of the network. The problem of commu-
nity detection has been extensively studied in many fields, and many algorithms
have been proposed. Discovering communities in networks is a crucial step in
studying the structure and dynamics of social, technological, and biological sys-
tems. For example, community detection allows us to gain insights into metabolic
and protein-protein interactions (PPIs), ecological food webs, social networks,
collaboration networks, information networks of interlinked documents, and even
networks of co-purchased products, etc.

Identifying network communities can be viewed as a problem of finding dense
subgraphs, e.g., finding groups of nodes that are densely connected, where a
1 In this paper, we use network and graph interchangeably.
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node can belong to multiple subgraphs at once. Therefore, different mathemat-
ical models have been studied over years as basis for extracting communities in
networks. The most intuitive model for social network analysis is the clique [12]
in which every node is adjacent to every other node. Such structure, preferably
maximal clique, is really the ideal community structure, that one would like
to find. Unfortunately, generating communities with such structural property is
computationally intractable. Additionally, the clique structure is too restrictive.
Cliques in small size are highly frequent in real-world networks, while larger
cliques are expected to be rare (e.g. [5]). Indeed, graphs that occur in many
real-world networks have instead a ”small word” topology in which nodes are
highly clustered yet the path length between them is small [22]. In other words,
a small-world network is a type of graph in which most nodes are not neighbors
of one another, but the neighbors of any given node are likely to be neighbors
of each other and most nodes can be reached from every other node by a small
number steps. Moreover, Watts and Strogatz [22] have shown that many real-
world networks such as the collaboration graph of actors in feature films and
the electrical power grid of the western United States, all have a small world
topology.

The arguments mentioned above reveal the clique is too strict to be helpful.
Consequently, other more relaxed forms of cohesive subgraphs were proposed.
Luce introduced a distance-based model called k-clique [11], and Alba proposed
a diameter-based model called k-club [2]. Generally speaking, these models relax
the reachability among vertices from 1 to k. However, they do not remove either
the problems of enumeration or computational intractability. Furthermore, other
proposals focus on the degree constraint of the clique, like k-plex [16] and k-core
[17]. The k-plex is still NP-Complete since it restricts the subgraph size, while
k-core further relaxes it to achieve the linear time complexity with respect to
the number of edges. However, the k-core method is usually not powerful enough
for uncovering the detailed community structure although it is computationally
quite efficient [15]. Recently, a new direction based on the edge triangle model,
like DN-Graph [20] and truss decomposition 2 [19], is more suitable for social
network analysis since it captures the tie strength between actors inside the
subgroup. Notice that in [18], the authors have shown that k-truss is better than
k-core from the point of view of cohesiveness.

Our paper follows this research issue. We first highlight some limitations of
the k-truss graph structure in providing meaningful communities.

To address these difficulties, we propose a new community model, called k-
clique-star, which can be roughly seen as a hybrid subgraph class combining
both cliques and star structures. In other words, the clique can be seen as the
centroid of the star structure conditionally linked to other nodes outside that
clique. From the arguments about the real-world networks and the computational
complexity issue mentioned above, the initial clique part might be of reasonable

2 For the k-truss structure, the idea is introduced independently by Saito et al. [15] (as
k-dense), Cohen [5] (as k-truss), Zhang and Parthasarathy [27] (as triangle k-core),
and Verma and Butenko [21] (as k-community).



Pushing the Envelope in Overlapping Communities Detection 153

size. Such centroid clique is incrementally augmented with nodes strongly con-
nected to that clique. In addition, we show that this new structure allows to
overcome some shortcomings of k-truss concept while maintaining a reasonable
(lower bound) density of the communities in networks. Finally, our approach
can scale community detection to large graphs and outperforms several popular
algorithms.

2 Background Information

In this paper, we focus on an undirected graph G = (V,E), where V is a set of
nodes and E ⊆ V ×V is a set of edges. We denote by n (resp. m) the number of
nodes (resp. edges) in G. For a node u ∈ V , we denote by Nu the set of neighbors
of u, i.e., Nu = {v ∈ V : (u, v) ∈ E}. The degree of a node u ∈ V , denoted du, is
equal to |Nu|. In graph theory, communities are defined as groups of nodes that
are closely knit together relative to the rest of the network. In real-world net-
works, nodes are organized into densely linked sets of nodes that are commonly
referred to as network communities, clusters or modules. Notice that in many
social and information networks, communities naturally overlap as nodes can
belong to multiple communities at once. Network overlapping community detec-
tion problem consists in dividing a network of interest into (overlapping) com-
munities for intelligent analysis. It has recently attracted significant attention in
diverse application domains. In fact, identifying the community structure is cru-
cial for understanding structural properties of the real-world networks. Various
methods have been proposed to identify the community structure of complex
networks (see [24] for an overview). These existing methods can be roughly cate-
gorized into three classes: (1) optimization-based methods: these approaches aim
to partition the network in communities by maximizing a goodness metric as
modularity, conductance, density-isolation, etc.; (2) seed set expansion methods:
starting from a seed, such methods greedily expand a community around that
seed until they reach a local optima of the community detection objective; and,
(3) cohesive subgraphs based methods: these method aim to partition the net-
work into dense subgraphs by using some cohesive graph structures. Specifically,
various definitions of communities based on different notions of dense subgraphs
have been proposed and studied. Our approach follows this third class and it is
designed for overlapping community detection based on dense subgraphs.

Let us start with some subgraph structures used to discover communities.

Definition 1 (k-clique). A graph G = (V,E) is a k-clique if G is a clique and
|V | = k.

Next, less restricted but also inspired from the clique structure, the k-core is
motivated by the property that every node has degree k − 1 in a k-clique. The
k-core also needs to satisfy the degree condition, but the restriction on subgraph
size is not required.

Definition 2 (k-core). A graph G = (V,E) is a k-core if ∀u ∈ V , d(u) ≥ k.
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Obviously, a k-clique is also a k-1-core. In the worst case, the number of k-
core subgraphs can be exponential in the size of the graph. Therefore, a maximal
k-core subgraph is defined to avoid redundancy.

Similarly to k-core, the k-dense structure defined bellow is inspired by the
fact that in a k-clique each edge is belonging to k − 2 triangles. More formally,

Definition 3 (k-dense). A graph G = (V,E) is a k-dense if ∀(u, v) ∈ E,
|Nu ∩ Nv| ≥ k − 2.

One can see that a k-clique is also k-dense, while a k-dense graph is also
k-core. Obviously, the converse does not hold. This relationships can be deduced
by relating the number of triangles sharing an edge and the degree of the nodes.

Independently, in [5], Cohen introduced a similar structure as k-dense, called
k-truss. This structure is motivated by a simple observation on social networks,
stating that if two individuals are strongly tied, it is likely that they also share
ties to others.

Definition 4 (k-truss). The k-truss of a graph G is the largest connected sub-
graph in which every edge is a part of (reinforced by) at least (k − 2) triangles
within the subgraph.

As we can observe, the difference between k-truss and k-dense is tiny. Indeed,
an edge (u, v) shares at least k − 2 triangles if and only if |Nu ∩ Nv| ≥ k − 2.
The two definitions differ only in the fact that k-truss corresponds to a con-
nected subgraph, while the k-dense may be disconnected. With this additional
condition, a k-truss subgraph is also k-dense. Obviously the converse is not true.
Note that in the experimental part of [15], the authors have explicitly mentioned
that the required communities are the connected components of the resulting k-
dense structures. To obtain more cohesive communities in networks, Huang et
al. introduced an extension of k-truss, called k-truss community [8], defined as
the maximal k-truss subgraph with an additional constraint on edge connectiv-
ity, i.e., any two edges in a community either belong to the same triangle, or
are reachable from each other through a series of adjacent triangles. Here two
triangles are defined as adjacent if they share a common edge.

3 k-Clique-Star Based Community Discovery

In this section, we first show some limitations of k-truss and k-truss community
concepts so that they are not appropriate to find meaningful communities of a
graph. Then, we propose a novel structure aiming to overcome these drawbacks.
Before proceeding further, let us consider the graphs G and G′ of Fig. 1. G
contains two cliques sharing one node v1, while G′ is obtained from G with an
additional edge (v2, v9) connecting the two cliques. By the k-truss definition, the
whole graph G is considered as a unique community for k > 2. In contrast, the
k-truss community structure allows to divide G into two communities, i.e., each
clique is a community. Indeed, there is no adjacent set of triangles allowing to
connect an edge from the first clique to the second one. Now, consider the second
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graph G′. Due to the triangle adjacency condition in the k-truss community
concept, both k-truss and k-truss community allow to group the cliques of G′ in
the same community whatever the size of the cliques. This is clearly a problem,
since the two cliques do not share enough edges and nodes. So the k-truss and
k-truss community subgraphs may not correspond to a meaningful communities.
To cope with these difficulties, in the sequel, we design a novel structure which
we call k-clique-star that allows to detect more intuitive communities in a graph.
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Fig. 1. Three undirected graphs

The intuition behind our structure is that a k-clique can be seen as a (k−1)-
clique with an additional node connected to all nodes of the (k − 1)-clique. By
generalizing this condition, a k-clique can be seen as two disjoints cliques n-
clique and m-clique such that n+m = k and each node of n-clique is connected
to all nodes of m-clique. Now, we can relax these conditions by considering one
clique instead of two, which gives us the definition of k-clique-star.

Definition 5 (k-clique-star). A graph G = (V,E) is called a k-clique-star
(k > 1) if there exists a subgraph G′ = (V ′, E′) of G such that G′ is a k-clique,
and ∀ u ∈ V \ V ′, ∀ v ∈ V ′, (u, v) ∈ E. G′ is called the centroid of G.

A k-clique-star G is a graph containing a centroid subgraph G′, that is, G′

is a k-clique and the remaining nodes of G are connected to each node of G′.
Specifically, a k-clique is a k-clique-star with V = V ′ and E = E′. Also, let

us mention that ∀ k′ < k, a k-clique-star subgraph is a k′-clique-star.

Example 1. Let us consider the graph G′′ depicted in Fig. 1. The subgraph
G′′(X) associated to the set of nodes X = {v1, v2, v3, v4, v5} is a 3-clique-
star whereas the subgraph G′′(Y ) associated to the set of nodes Y =
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{v5, v6, v7, v8, v9} is a 2-clique-star. Note that the addition of the edge (v3, v6)
to G′′ leads to the 3-truss community G′′. Indeed, such additional edge ensures
the triangles adjacency among all the edges of G′′.

Interestingly, the requirements imposed to the k-clique-star guarantee a lower
bound on the density of the graph. In fact, for k = 2, it is straightforward
to conclude that G contains at least (2 × |V | − 3) edges and (2 × |V | − 2)
triangles. When k increases, the set of edges and triangles increases too, making
the subgraph more dense. In the following, we characterize the k-clique-star
subgraph in the light of k-truss structure and edge connectivity.

Proposition 1. If G is a k-clique-star subgraph, then G is k-truss and edge
connected.

Proof. If G = (V,E) is a k-clique-star, then G contains a k-clique G′ = (V ′, E′)
as a centroid. Let (u, v) be an edge of G. We can distinguish three cases.

1. u, v �∈ V ′: In this case, each u and v are connected to each edges of G′. As G′

contains k nodes, and the nodes of V \ V ′ are connected to all nodes of G′,
then (u, v) belongs to k triangles.

2. u, v ∈ V ′: In this case, for each w ∈ V ′ \ {u, v}, {u, v, w} forms a triangle.
Consequently, (u, v) belongs to |V ′| − 2 = k − 2 triangles.

3. u ∈ V ′ and v �∈ V ′: In this case for each w ∈ V ′ \ {u}, {u, v, w} is a triangle.
Consequently, the number of triangles sharing (u, v) is equal to |V ′|−1 = k−1.

From the three cases considered above, we deduce that G is k-truss as each
edge is reinforced by at least k − 2 triangles.

Let us now prove the edge connectivity condition. Let e = (u, v) and e′ =
(u′, v′) two edges of G. 1) If e, e′ ∈ E′, it is straightforward to conclude that
e and e′ are adjacent since G′ is a clique. 2) If e = (u, v) �∈ E′ and u ∈ V ′

and v �∈ V ′, thanks to the edges of G′, e = (u, v) is adjacent to each edge
e′ ∈ E\{e}, by definition of the k-clique-star structure. Indeed, v is connected
to each node w ∈ V ′, which is connected to each node in V \V ′. 3) Finally, let
e = (u, v) �∈ E′ and e′ = (u′, v′) �∈ E′. Let e′′ = (u′′, v′′) ∈ E′, then {u, v, u′′, v′′}
and {u′, v′, u′′, v′′} are two cliques sharing the edge e′′. Consequently, e, e′ are
edge connected.

Consequently, a k-clique-star is a k-truss community without the maximality
condition. Let us also mention that a k-truss community is not necessarily a k-
star-clique. In fact, consider the graph G′′ of Fig. 1 as a counter-example. Clearly,
G′′ with the additional doted edge (v3, v6) is 3-truss community. However, there
is no integer k making the whole graph a k-clique-star.

Given a large network and an integer k, the number of k-clique-star subgraphs
can be exponential in the original graph size in the worst case. Therefore, we
further define the maximal k-clique-star subgraph to avoid redundancy.

Definition 6 (Maximal k-clique-star). A graph G = (V,E) is a maximal
k-clique-star subgraph if there is no G′ ⊃ G such that G′ is a k-clique-star.
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Example 2 Let us consider the graphs depicted in Fig. 1. For the graph G, there
are two maximal 2-clique-star, namely C1 = {v1, v2, v3, v4, v5, v6, v7, v8} and
C2 = {v1, v9, v10, v11, v12, v13, v14, v15}. For the graph G′ there are also two maxi-
mal 2-clique-star C ′

1 = {v1, v2, v3, v4, v5, v6, v7, v8} and C ′
2 = {v1, v9, v10, v11, v12,

v13, v14, v15}. Let us remark that in contrast to k-truss community, where the
whole graph G forms a unique community, our approach derives more mean-
ingful communities. More interestingly, for k > 2, the two possible maximal
communities are the two cliques for both G and G′.

Next, we describe the computation process of maximal k-clique-star sub-
graphs. This set of communities can be detected in two steps. Once the detec-
tion of the set of centroids according to the fixed value k is performed. The
simplest case is obtained when k is set to 2. In this case, the set of initial
communities is obtained by considering for each edge (u, v) the community
C(u,v) = {u, v} ∪ ⋂

x∈{u,v} Nx. When k is fixed to 3, the centroid is a trian-
gle. Then, this requires the enumeration of all triangles. Various algorithms have
been proposed to efficiently enumerate triangles in large graphs. Afterward, each
initial community is built starting from each triangle {u, v, w} and considering
Cu,v,w = {u, v, w} ∪ ⋂

x∈{u,v,w} Nx. When, k exceeds 3, the efficient algorithm
[6] for extracting k-cliques can be used. Notice that the goal of our new concept
is precisely to avoid enumerating large cliques by considering small cliques as
centroids, since for real-world networks, small cliques are more frequent contrary
to larger cliques [18]. As the worst-case complexity of our algorithm is in O(nk),
in the experimental evaluation, we perform our tests with k ∈ {2, 3}. Finally,
to obtain the final communities, we have to remove the set of redundant ones.
The following Algorithm 1 summarizes the computation process ∀k.

Algorithm 1: k-clique-star based communities detection
Input: A network G = (V,E) and k an integer
Output: A set of overlapping communities S

1 C ← k-cliques(G);
2 S ← ∅;
3 for C = (VC , EC) ∈ C do
4 S ← S ∪ (VC ∪ ⋂

u∈VC
Nu);

5 end
6 Remove-redundancy(S);
7 return S

4 Experimental Evaluation

Our experimental evaluation was conducted on five small networks and four big
networks to show the scalability of our model. These instances cover a vari-
ety of application areas. All these networks have ground-truth communities as
presented in column 3 of Table 1.
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We evaluate the performance of our approach by comparing it against the
following most prominent state-of-the-art (overlapping) community detection
algorithms: (i) Community finding using Model-based Overlapping Seed Expan-
Sion (MOSES) [14]: a local approach that search a set of seed nodes and look
for the local view of each node to expand them in order to form communities;
(ii) Clique Percolation Method (CPM) [1]: a local approach consisting of deriving
the local neighborhood of each node. In this method, each node is described by
the cliques it is a member of; (iii) Cluster Affiliation Model for Big Networks
(BIGCLAM) [25]; and (iv) Communities from Edge Structure and Node Attributes
(CESNA) [26]. For the CPM algorithm, we use the cliques of size 3. For BIGCLAM
method, user can specify the number of communities to detect, or let the pro-
gram determine the number of communities from the topology of the network.
We opt for the case where the number of communities is not fixed.

Table 1. Datasets description

Small datasets

Dataset Nodes/Edges #Truth communities Source

Dolphin 62/159 2 [13]

Karate 34/78 2 [23]

Risk map 42/83 6 [4]

Railway 301/1 224 21 [3]

Football 115/613 12 [7]

Big datasets

Dataset Nodes/Edges #Truth communities Source

Amazon 334 863/925 872 75 149 [10]

dblp 317 080/1 049 866 13 477 [10]

Youtube 1 134 890/2 987 624 8 385 [10]

Live-journal 3 997 962/34 681 189 287 512 [10]

The proposed system, referred to as K-CLIQUE-STAR, was written in C. Given
an input network as a set of edges and an integer k, our algorithm starts by gen-
erating the most dense part of each community called centroid. Such centroid
contains k interconnected nodes. The next step consists of expanding the cen-
troids by adding all nodes that are connected to all of the nodes of the centroids.
Our final communities are the maximal k-clique-star subgraphs. Notice that
each community is a one connected component.

For our experimental study, all algorithms have been run on a PC with an
Intel Core 2 Duo (2 GHz) processor and 2 GB memory. We imposed 1 h time limit
for all the methods. Missing histogram bars in Fig. 4 indicate that the algorithm
was not able to scale on the considered network under the time limit.
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4.1 Size of the Centroids

As argued previously, in our k-clique-star based model, the value of k must be
set to a small value. So we run our approach on two different types of networks
from real-world data, namely small and big datasets, while varying k from 2 to 3,
and generate the communities for each value of k. Figure 2 shows some statistics
related to the communities obtained on dblp and youtube networks. What we
can see from these statistics is that starting from a small clique of size 2 or 3
our approach can find communities of large size. Also, in Fig. 2 for each of the
two networks we show the community size distribution when increasing the size
k of the clique. As can be seen, when k increases from 2 to 3 fewer communities
of small size are found for both dblp and youtube datasets.

Fig. 2. Communities size distributions

4.2 Impact of k on Quality Metrics

To further investigate the impact of the size of the centroids in our k-clique-
star based model, we look at the relationship between k and quality metrics
(see Fig. 3). We recall that, several measures have been proposed for quantifying
the quality of communities in networks. Here, we adopt two popular metrics, F1
score [25] and NMI score [9], to assess the performance of our method. Figure 3(a)
(respectively Fig. 3(b)) shows the relationship between F1 score and k (respec-
tively between NMI score and k). As Fig. 3 reveals, for some big datasets, the
best F1 scores (respectively NMI score) are obtained for k = 2. For example,
for amazon, youtube and live-journal datasets, k = 2 gives an important
improvement against k = 3. We also observe that these F1 scores are relatively
close for the dblp network. Now, these performances are relatively close for small
datasets except the karate network. More precisely, the F1 and NMI scores are
very close for dolphin, railway and football networks.
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Fig. 3. Results for k = 2 and k = 3

4.3 Experiments on Recovering Ground-Truth Communities

We evaluate the performance of K-CLIQUE-STAR for k = 2 and baselines in
terms of the agreement between the ground-truth communities and the detected
communities.

Results on Big Networks: After finding communities in big networks, we can
gauge the performance of each community that an algorithm has discovered and
whether a ground-truth community has been successfully identified. Figure 4
reports the performance comparison between our approach and the baseline
algorithms.

Experiments shows that our method outperforms every baseline for both
F1 and NMI scores. We also note that our approach shows a high margin
in performance gain against all baselines in two large networks youtube and
live-journal. MOSES is the closest one to our approach for amazon, and dblp.
Interestingly, on amazon and dblp, K-CLIQUE-STAR outperforms CESNA and
BIGCLAM with a bigger margin of F1 and NMI scores. In terms of average F1
performance, we have 0.389, 0.200, 0.065, 0.060 and 0.241 for K-CLIQUE-STAR,
CPM, BIGCLAM, CESNA and MOSES, respectively. From the average of F1 score our
approach outperforms CPM by 94.5%, BIGCLAM by 498, 46%, CESNA by 548, 33%
and MOSES by 61, 41%.

Similarly, we also observe that our approach, in terms of NMI score average,
gives an important improvement against the baselines in all the large networks.

Results on Small Networks:
Figure 5 displays the F1 and NMI based performance of the methods over all

five small networks.
Compared to baseline algorithms, our approach performs better on karate

graph and relatively close on dolphin, risk map, railway and football
datasets for both F1 and NMI metrics. On average, the F1 performance is 0.566,
0.441, 0.434, 0.532 and 0.438 for K-CLIQUE-STAR, CPM, BIGCLAM, CESNA and
MOSES, respectively. The average value of NMI over the 5 networks is 0.441,
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Fig. 4. Results for big networks

0.272, 0.252, 0.391 and 0.281 for K-CLIQUE-STAR, CPM, BIGCLAM, CESNA and
MOSES, respectively. Overall, K-CLIQUE-STAR outperforms the baselines on aver-
age among the two scores.

As a summary, experimental results show that our approach outperforms the
baselines in every measure and every big network, and it achieves competitive
performance on small datasets and is able to find the ideal communities as same
as the known communities.

Fig. 5. Results on small networks

5 Conclusion

In this paper, we proposed a novel overlapping community detection model based
on the k-clique-star concept which is shown to have cohesive community struc-
ture. Such structure has a centered set of nodes forming a clique and a set of
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additional nodes connected to all the nodes of that clique. We showed that this
hybrid structure allows to avoid some k-truss limitations. Experiments on real-
world networks demonstrate the effectiveness and the efficiency of our proposed
algorithm. As a future work, detecting communities using other hybrid graph
classes is an interesting issue that we plan to further investigate.
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Abstract. We consider the problem of a neural network being requested
to classify images (or other inputs) without making implicit use of a
“protected concept”, that is a concept that should not play any role in
the decision of the network. Typically these concepts include information
such as gender or race, or other contextual information such as image
backgrounds that might be implicitly reflected in unknown correlations
with other variables, making it insufficient to simply remove them from
the input features. In other words, making accurate predictions is not
good enough if those predictions rely on information that should not
be used: predictive performance is not the only important metric for
learning systems. We apply a method developed in the context of domain
adaptation to address this problem of “being right for the right reason”,
where we request a classifier to make a decision in a way that is entirely
‘agnostic’ to a given protected concept (e.g. gender, race, background
etc.), even if this could be implicitly reflected in other attributes via
unknown correlations. After defining the concept of an ‘agnostic model’,
we demonstrate how the Domain-Adversarial Neural Network can remove
unwanted information from a model using a gradient reversal layer.

Keywords: Agnostic models · Explainable AI · Fairness in AI · Trust

1 Introduction

Data-driven Artificial Intelligence (AI) is behind the new generation of success
stories in the field, and is predicated not just on a few technological break-
throughs, but on a cultural shift amongst its practitioners: namely the belief that
predictions are more important than explanations, and that correlations count
more than causations [4,8]. Powerful black-box algorithms have been developed
to sift through data and detect any possible correlation between inputs and
intended outputs, exploiting anything that can increase predictive performance.
Computer vision (CV) is one of the fields that has benefited the most from this
choice, and therefore can serve as a test bed for more general ideas in AI.

This paper targets the important problem of ensuring trust in AI systems.
Consider a case as simple as object classification. It is true that exploiting con-
textual clues can be beneficial in CV and generally in AI tasks. After all, if an
c© Springer Nature Switzerland AG 2018
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algorithm thinks it is seeing an elephant (the object) in a telephone box (the
context), or Mickey Mouse driving a Ferrari, it is probably wrong. This illus-
trates that even though your classifier might have an opinion about the objects
in an image, the context around it can be used to improve your performance
(e.g. telling you that it is unlikely to be an elephant inside a telephone box), as
shown in many recent works [3,13,14].

However, making predictions based on context can also lead to problems
and creates various concerns, one of which is the use of classifiers in “out of
domain” situations, a problem that leads to research questions in domain adap-
tation [6,18]. Other concerns are also created around issues of bias, e.g. classifiers
incorporating biases that are present in the data and are not intended to be used
[2], which run the risk of reinforcing or amplifying cultural (and other) biases
[20]. Therefore, both predictive accuracy and fairness are heavily influenced by
the choices made when developing black-box machine-learning models.

Since the limiting factor in training models is often sourcing labelled data,
a common choice is to resort to reusing existing data for a new purpose, such
as using web queries to generate training data, and employing various strategies
to annotate labels, i.e. using proxy signals that are expected to be somewhat
correlated to the intended target concept [5,11]. These methods come with no
guarantees of being unbiased, or even to reflect the deployment conditions nec-
essarily, with any data collected “in the wild” [8,10] carrying with it the biases
that come from the wild.

To address these issues, a shift in thinking is needed, from the aforemen-
tioned belief that predictions are more important than explanations, to ideally
developing models that make predictions that are right for the right reason,
and consider other metrics, such as fairness, transparency and trustworthiness,
as equally important as predictive performance. This means that we want to
ensure that certain protected concepts are not used as part of making critical
decisions (e.g. decisions about jobs should not be based on gender or race) for
example, or that similarly, predictions about objects in an image should not be
based on contextual information (gender of a subject in an image should not be
based on the background).

In this direction, we demonstrate how the Domain-Adversarial Neural Net-
work (DANN) developed in the context of domain adaptation [6] can be mod-
ified to generate ‘agnostic’ feature representations that do not incorporate any
implicit contextual (correlated) information that we do not want, and is there-
fore unbiased and fair. We note that this is a far stronger requirement than
simply removing protected features from the input that might otherwise implic-
itly remain in the model due to unforeseen correlations with other features.

We present a series of experiments, showing how the relevant pixels used
to make a decision move from the contextual information to the relevant parts
of the image. This addresses the problem of relying on contextual information,
exemplified by the Husky/Wolf problem in [15], but more importantly shows a
way to de-bias classifiers in the feature engineering step, allowing it to be applied
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generally for different models, whether that is word embeddings, support vector
machines, or deep networks etc.

Ultimately, this ties into the current debate about how to build trust in these
tools, whether this is about their predictive performance, their being right for
the right reason, their being fair, or their decisions being explainable.

2 Agnostic Models

Methods have previously been proposed to remove biases, based on various prin-
ciples, one of which is distribution matching [20]: ensuring that the ratio between
protected attributes is the same in the training instances and in the testing
instances. However, this does not avoid using the wrong reasons in assessing
an input but simply enforces a post-hoc rescaling of scores, to ensure that the
outcome matches the desired statistical requirements of fairness.

In our case, we do not want to have an output distribution that only looks as
if it has been done without using protected concepts. We actually want a model
that cannot even represent them within its internal representations, where we
call such a model agnostic. This is a model that does not represent a protected
concept internally, and therefore cannot use it even indirectly. Of course this
kind of constraint is likely to lead to lower accuracy. However, we should keep
in mind that this reduction in accuracy is a direct result of no longer using
contextual clues and correlations that we explicitly wish to prevent.

In this direction, we consider classification tasks where X is the input space
and Y = {0, 1, . . . , L − 1} is the set of L possible labels. An agnostic model
(or feature representation) Gf : X → R

D, parameterized by θf , maps a data
example (xi,yi) into a new D-dimensional feature representation z ∈ R

D such
that for a given label p ∈ Y , there does not exist an algorithm Gy : RD → [0, 1]L

which can predict p with better than random performance.

3 Domain-Adversarial Neural Networks

One possible way to learn an agnostic model is to use a DANN [6], recently
proposed for domain adaptation, which explicitly implements the idea raised in
[1] of learning a representation that is unable to distinguish between training
and test domains. In our case, we wish for the model to be able to learn a
representation that is agnostic to a protected concept.

DANNs are a type of Convolutional Neural Network (CNN) that can achieve
an agnostic representation using three components. A feature extractor Gf (·; θf ),
a label prediction output layer Gy(·; θy) and an additional protected concept
prediction layer Gp : R

D → [0, 1], parameterized by θp. During training, two
different losses are then computed: a target prediction loss for the i-th data
instance Li

y(θf , θy) = Ly(Gy(Gf (xi; θf ); θy),yi) and a protected concept loss
Li

p(θf , θp) = Lp(Gp(Gf (xi; θf ); θp), pi), where Ly and Lp are both given by the
cross-entropy loss and pi is the label denoting the protected concept we wish to
be unable to distinguish using the learnt representation.
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Training the network then attempts to optimise

E(θf , θy, θp) = (1 − α)
1

n

n∑

i=1

Li
y(θf , θy) − α

(
1

n

n∑

i=1

Li
p(θf , θp) +

1

n′

N∑

i=n+1

Li
p(θf , θp)

)
,

(1)
where n′ = N − n and α is the hyper-parameter for the trade-off between the
two losses, finding the saddle point θ̂f , θ̂y, θ̂p such that

(θ̂f , θ̂y) = argminθf ,θy
E(θf , θy, θ̂p), (2)

θ̂p = argmaxθp
E(θ̂f , θ̂y, θp). (3)

As further detailed in [6], introducing a gradient reversal layer (GRL)
between the feature extractor Gf and the protected concept classifier Gp allows
(1) to be framed as a standard stochastic gradient descent (SGD) procedure as
commonly implemented in most deep learning libraries.

The network can therefore be learnt using a simple stochastic gradient proce-
dure, where updates to θf are made in the opposite direction of the gradient for
the maximizing parameters, and in the direction of the gradient for the minimiz-
ing parameters. Stochastic estimates of the gradient are made, both for the target
concept and for the protected concept, using the training set. We can see this as
the two parts of the neural network (target classifier Gy and protected concept
classifier Gp) are competing with each other for the control of the internal repre-
sentation. DANN will attempt to learn a model Gf that maps an example into a
representation allowing the target classifier to accurately classify instances, but
crippling the ability of the protected concept classifier to discriminate inputs by
their label for the protected concept.

4 Experiments

To test the use of DANNs for learning representations that can be used to
make predictions for the right reasons, we ran two different experiments. In
Experiment 1, we first demonstrate the issue of using contextual information to
make predictions in a cross-domain classification task, before using a DANN in
Experiment 2, showing that the network can learn an agnostic representation
that allows us to make predictions on a target concept without using information
from a correlated contextual concept (the protected concept in this case), such
as the image background.

4.1 Data Description

In this work, we combine two datasets, making use of the ‘Jaguar’ and ‘Killer
whale’ categories from the ImageNet dataset [16], as well as the ‘Forest path’
and ‘Coast’ categories from the Places dataset [21].

A two-part training set was constructed containing 2,524 images from the
‘Jaguar’ category, and the same number for the ‘Killer whale’ category from
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Fig. 1. Example images taken from the ‘Jaguar’, ‘Killer whale’, ‘Forest path’ and
‘Coast’ categories of the ImageNet and Places datasets respectively (left-right).

ImageNet (the target concept training set). This was further supplemented with
5,000 images from each of the two categories (‘Forest path’ and ‘Coast’) from the
Places dataset (the contextual concept training set), for a total of 15,048 images
in the combined training set. Two separate hold-out sets were also created, one
for the target concept containing 50 hold-out images from each of the ‘Jaguar’
and ‘Killer whale’ categories, and one for the contextual concept containing 50
hold-out images from each of the ‘Forest path’ and ‘Coast’ categories.

Data augmentation was performed on the training set to increase the number
of instances by creating new images that are multi-crops of 224 × 224 pixels
and horizontally flipping copies of the training set images. All images in our
experiments were also pre-processed to be 256×256 pixels by a process of multi-
cropping where each image is resized before cropping the final size from the
centre region, as in [9,12]. Example images from the training set used for the
experiments can be seen in Fig. 1.

4.2 Network Structure

The network structure used for our experiments in this paper are based upon a
simplified version of the VGG-net CNN used in [17], where the feature extraction
layers Gf consist of five convolutional layers: conv3-641, conv3-128, conv3-256,
conv3-512 and conv3-512, with ReLU activation and max-pooling layers inserted
after each convolutional layer. The output prediction classifiers Gy and Gp are
each composed of four fully connected layers, fc-1024, with ReLU and dropout
layers with a dropout of 0.5 after each fully connected layer.

1 conva-b denotes a convolutional layer consisting of b filters of size a × a.
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Fig. 2. Results from Experiment 1, showing that a standard CNN model trained on
the target concept will also learn how to classify in the contextual concept and vice
versa.

4.3 Experiment 1: Cross-domain Classification

In this first experiment, we motivate our approach by demonstrating the problem
we wish to address, namely that contextual information can be used to make
classification decisions about our target concept that is not related to the target
that we actually wish to learn.

We began by training from scratch two independent CNNs with the same
network architecture, one on the target concept training set and one on contex-
tual concept training set. The layers of the network are described in Sect. 4.2
with a single output prediction classifier Gy per model, i.e. each CNN is com-
posed of five convolution layers, followed by four fully connected layers with no
shared features across the models. Each model was trained for 10 epochs using
the following model parameters: a batch size of 32, a starting learning rate of
η = 0.01 that decays every three epochs by a factor of 10, a momentum of 0.5
and a weight decay of 5e−4.

The accuracy of each model was measured on both the target and contextual
test sets after each epoch as shown in Fig. 2. As one might expect, we can see
that the model trained on the target concept achieves an accuracy of 92% on
the target test set, while the contextual concept model achieves an accuracy of
91% on the contextual test set. More problematically, we can see that the target
concept model, trained only on images of animals, also has good performance
at classifying images of forest paths and coastlines from the contextual test set,
with an accuracy of 79%. Similarly, the contextual concept model, trained only
on images of forest paths and coastlines can correctly identify animals with an
accuracy of 88%.
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Fig. 3. Accuracy of the two independent classifiers in the DANN using the shared
feature space on the test sets for different values of α.

4.4 Experiment 2: Learning with Domain-Adversarial Neural
Networks

In this next experiment, we show that with our proposed use of DANNs max-
imises its performance on the target concept whilst following the constraint that
it should not learn useful features for the protected contextual concept. We
further examine the most informative pixels (e.g. those pixels which have the
strongest response in the feature map) used for classification [7,19], showing that
the most informative pixels are no longer found in the image background.

Keeping all the model parameters, apart from a new learning rate (η =
0.001), the same as in Experiment 1, we trained a single DANN model on the
combined training set, with the network layers outlined in Sect. 4.2, with the tar-
get prediction output layers Gy predicting the target concept, and the protected
concept prediction layers predicting the contextual concept. By doing so, we
force the model to learn a shared data representation (feature space) that max-
imises performance on the target while incorporating no knowledge of features
which are useful for classifying the contextual concept images. This process was
repeated for different gradient trade-offs in the range α = [0, 0.1, . . . , 1] using a
grid-search procedure, where α = 0 represents simply training the shared feature
space on the target concept, and α = 1 represents training the shared feature
space to maximise the loss for the contextual concept. We repeated this process
10 times, reporting the average accuracy for each run, along with the standard
deviation.

In Fig. 3, we can see the accuracy of the DANN for varying gradient trade-
off values on the target and contextual concept test sets. Our results show that
as α increases and is further constrained in its use of information from the
contextual concept, the performance on the target concept decreases, suggesting
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(a) Activation maps for the ‘Killer whale’
category

(b) Activation maps for the ‘Jaguar’ cat-
egory

Fig. 4. Activation maps based on the strongest response of the shared feature represen-
tation. Examples selected are those with the least correlation between the activation
maps for α = 0 and α = 0.8 as shown in the images.

that the performance on the intended target concept was indeed being helped
by the contextual background information. Our results show that once we have
removed features which are useful for predicting the contextual concept, our
target classifier achieves an accuracy of 64%, while the contextual classifier can
only maintain an accuracy close to random guessing.

We further investigated whether after applying the minimax procedure of
the DANN that the most informative pixels for prediction corresponded with
the location of the target concept in the image, or whether they were focused
on the background scene of the image. Figure 4 shows activation maps for the
feature representation shared between the independent classifiers on a set of
three images for each target concept category. Examples were selected as those
with the least correlation between the activation maps for the contrasting α
values of 0 and 0.8 shown, where α values were chosen as the two extremes in
the classification accuracy.

We can observe that for the ‘Killer whale’ category, the most informative
pixels for α = 0 are indeed found in the background of the image, while for
α = 0.8 the activation maps show that the network is focusing on the actual body
of the animal instead, as desired. For the ‘Jaguar’ category, analysis of the most
informative pixels is less clear, with activation generally being spread widely
across the image. However, we do see some evidence of a stronger activation
response to parts of the jaguar’s body overall.
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5 Discussion

In our experiments, we found that as the model learns the shared features
with increasingly less contextual information, accuracy of the target classifier
decreases. This is exactly what we expect and directly addresses our main
argument, that previously the classifier was relying on the protected contextual
background information that should not be used to make its predictions.

At one extreme, where α = 1, the network is using no information from the
target concept in its data representation, instead trying to maximise its loss
on the protected concept in the shared feature space Gf , while minimising its
loss in the protected classifier Gp. This tension between the two parts of the
network leads to a minimax scenario where if there is any information which
can be exploited to correctly predict in the protected concept, it is subsequently
removed from the data representation.

We note that ideally α should be set to 1 for similar experiments, given
that for any other setting the learning system would still be exploiting forbidden
information from the protected concept, and would not be satisfying the original
requirements of the task: to learn to predict without the contextual information.
However, since in this scenario the shared feature space would not rely on the
target domain at all, α needs to be slowly increased as training progresses until
reaching its maximum. In this way, the features will be guided by the target
domain as well, forming a saddle point in the exploration of the feature space as
required.

Results from investigating the most informative pixels for classification at
differing levels of α revealed that the constraint of the contextual concept appears
to have been more successful for the ‘Killer whale’ and ‘Coast’ images than for
the ‘Jaguar’ and ‘Forest path’ pairing. This can perhaps be best explained by how
closely the contextual concept training images represent the contextual concept
found in the target concept training images, i.e. the whales are always pictured
next to or in the ocean, whereas jaguars will sometimes be found outside of the
jungle with different backgrounds, and therefore the ‘Forest path’ category does
not match ‘Jaguar’ backgrounds as closely as ‘Coast’ does for the ‘Killer whale’
category.

Further theoretical and experimental analysis of additional minimax archi-
tectures is needed to explain the phenomena of the target classifier accuracy
increasing on both target and contextual test sets for values of α ≥ 0.8.

6 Conclusions

The creation of a new generation of AI systems that can be trusted to make fair
and unbiased decisions is an urgent task for researchers. As AI rapidly conquers
technical challenges related to predictive performance, we are discovering a new
dimension to the design of such systems that must be addressed: the fairness
and trust in the system’s decisions.

In this paper, we address this critical issue of trust in AI by not only proposing
a new high standard for models to meet, being agnostic to a protected concept,



Right for the Right Reason 173

but also proposing a method to achieve such models. We define a model to be
agnostic with respect to a set of concepts if we can show that it makes its deci-
sions without ever using these concepts. This is a much stronger requirement
than in distributional matching or other definitions of fairness. We focus on the
case where a small set of protected concepts should not be used in decisions, and
can be exemplified by samples of data. We have demonstrated how ideas devel-
oped in the context of domain adaptation can deliver agnostic representations
that are important to ensure fairness and therefore trust.

Our experiments demonstrate that the DANN successfully removes unwanted
contextual information, and makes decisions for the right reasons. While demon-
strated here by ignoring the physical background context of an object in an
image, the same approach can be used to ensure that other protected informa-
tion does not make its way into black-box classifiers deployed to make decisions
about people in other domains and classification tasks.

Acknowledgements. SJ, TLW and NC are support by the FP7 Ideas: European
Research Council Grant 339365 - ThinkBIG.
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Abstract. Search of valid drug candidates for a given target is a vital
part of modern drug discovery. Since the problem was established, a num-
ber of approaches have been proposed that augment interaction networks
with, typically, two compound/target similarity networks. In this work
we propose a method capable of using an arbitrary number of similarity
or interaction networks. We adapt an existing method for random walks
on heterogeneous networks and show that adding additional networks
improves prediction quality.

Keywords: Chemoinformatics · Link prediction · Multi-layer graphs

1 Introduction

Predicting links between biological or chemical compounds, and targets, such as
therapeutic targets, binding sites or disease phenotypes, is an integral part of
research in biology and medicinal chemistry. While the main approach to reliably
identifying such links still depends on in vitro testing, computational methods
are employed more and more frequently to fine-tune the set of candidates to be
tested in silico, cutting down on time and money invested in real-world testing.

A number of methods have been introduced since the problem was first for-
mulated in this form. A straight-forward manner consists of formulating a clas-
sification problem: given a particular target, and a number of compounds that
have been tested against it, one decides on a representation for the compounds
and creates a binary prediction problem that can be solved using any number of
existing machine learning techniques. The problem can also be turned around,
treating a compound as the class, and targets as data instances, or learning on
both entities’ representation [13].

A problem such approaches have to overcome is sparsity: whether it is because
a target has only recently been identified, because a disease is rare (hence com-
mercially unattractive), or because the relation between certain compounds and
targets has not been evaluated for plausible biological reasons, the total space
of possible links remains largely under-explored. Concretely, this means that
negative examples are often not available, ruling certain techniques out.

A semantically similar problem setting that also faces the sparsity problem is
that of product recommendation, and recommender systems have therefore been
c© Springer Nature Switzerland AG 2018
W. Duivesteijn et al. (Eds.): IDA 2018, LNCS 11191, pp. 175–187, 2018.
https://doi.org/10.1007/978-3-030-01768-2_15
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adapted for the problem setting [7]. A simple recommender system-like approach
implements, for instance, the reasoning that if two compounds are both linked
with several shared targets, and one of them is linked to an additional one, it
is reasonable to assume that the other one should be as well. Such an approach
has the advantage of exploiting information that is not directly linked to the
chosen target yet is still faced with a sparsity problem since, as mentioned, most
compounds do not have many links to start with. This makes some approaches
to recommendation, such as matrix factorization, difficult or impossible to use.

One relatively recent proposal to address this problem consists of using net-
work data: vertices represent entities, i.e. compounds and targets, and edges
between them their relation. While this does not solve the sparsity problem per
se, it allows to introduce additional information: chemical or genetic similar-
ity, for instance, or drug-drug/target-target interactions reported in the litera-
ture. There are two obvious question related to this idea: (1) Which information
sources should one use? (2) How can different networks be integrated?

Current solutions often limit themselves to a single similarity network for
both compounds and targets, choosing a single similarity measure such as the
Tanimoto, Cosine, Simcomp [4] similarity, or Smith-Waterman scores [11] (typi-
cally based on empirical validation). In addition, networks are not integrated as
such but typically treated separately, with the similarity networks inducing new
edges in the interaction network.

In our work, we propose to use a multi-layer network to solve this problem.
We illustrate our proposal in the context of ligand-protein interactions, ligands
being organic compounds, and proteins biological targets identified as relevant
for diseases. Instead of picking and choosing between different sources of infor-
mation, we propose to use all of them, exploiting different similarity measures
and interaction information available. Our main contribution is an improvement
on the previously introduced NRWRH method [2] that allows us to exploit multi-
layer networks assembled from an arbitrary number and type of layers. As we
show in the experimental evaluation, the algorithm effectively exploits the com-
bination of different types of incomplete data to perform drug-target prediction.

The rest of the paper is organized as follows. Section 2 provides basic nota-
tions and problem formulation. Section 3 discusses related work in the given
field. Section 4 describes how we adapt existing algorithms to the multi-layer
setting. Section 5 describes how we prepare and integrate different data sources,
the experimental setup, and presents empirical results. Finally, Sect. 6 concludes
and outlines future work.

2 Definitions and Problem Formulation

2.1 Basic Notations

The most important concept in our work is that of a graph.

Definition 1 (Labeled Graph). A labeled graph is a tuple 〈V,E, λv, λe〉, with
V a set of vertices, E ⊆ V × V a set of edges, λv : V �→ Av a labeling function
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mapping vertices to elements of an alphabet of possible vertex labels, and λe :
E �→ Ae a labeling function for edges. We call the degree of a vertex the number
of edges in which it is involved: deg(v) = |{(u,w) ∈ E | u = v ∨ w = v}|.

We exploit this representation in two ways: First, ligands are represented by
their molecular 2D-structure, with Av a subset of atoms, and Ae = {single cova-
lent bond, double covalent bond, triple covalent bond}. For example, Pyridin-4-
amine has chemical equation C5H6N2 and can be presented as in Fig. 1.

Fig. 1. Example of a molecule 2D representation (left) and its corresponding graph in
hydrogen suppressed form (right)

Second, the relationships between ligands, proteins, or between ligands and
proteins, are represented as networks. These include ligand-ligand (ll) and
protein-protein (pp) similarity networks, in which Av is the set of ligand/protein
identifiers, respectively, and Ae = [0, 1]. The other type of network are interac-
tion networks, both ligand-ligand/protein-protein interaction networks derived
from the literature, with Ae = {0, 1}, and ligand-protein (lp) interaction net-
works, which contain two set of vertices Vl, Vp and edges ∀(u, v) ∈ E : u ∈
Vl, v ∈ Vp, and Ae = {0, 1} or Ae = R. The former labeling is usually derived
from the latter by thresholding. An example of relationships between ligands
and/or proteins as networks is presented in Fig. 2.

Definition 2 (Connected component). Given a graph G, we call a subgraph
G′ = 〈V ′, E′, λv, λe〉, V ′ ⊆ V,E′ ⊆ E a connected component (CC) iff for
any two vertices u, v ∈ V , there exists a path {(v1, v2), . . . , (vm−1, vm)}, vi ∈
V, (vi, vi+1) ∈ E, such that v1 = u, vm = v and there is no supergraph of G′,
G′′ = 〈V ′′, E′′, λv, λe〉, V ′′ ⊃ V ′, E′′ ⊃ E′ that is a CC.

Definition 3 (Multi-layer graph). A multi-layer graph is a tuple 〈V,E,
λv, λe〉, with V a set of vertices, E a multi-set of edges, i.e. tuples (u, v), u, v ∈ V .
In a multi-layer graph, E can be decomposed into disjunct sets El ⊆ V ×V , called
layers, E =

⋃
i Eli .

As becomes clear from this definition, an arbitrary number of networks can
be aggregated into a multigraph, as long as there is overlap in their vertex sets.
Trivially, even networks with disjunct vertex sets can be aggregated but since
such vertices will not have any edges in the graphs from which they are missing,
this will probably be of little use.
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Fig. 2. An example of a multi-layer graph with 6 networks: ligand-protein network
is in deep blue (IUPHAR), ligand-ligand networks are in light blue (ligand similarity
network) and violet (DrugBank), protein-protein networks are in green (BioGrid), grey
(protein similarity network based on substrings) and brown (protein similarity network
based on motifs)

Definition 4 (Motif). Protein motifs are patterns defined using biochemical
background knowledge, often expressed in the form of regular expressions.1

Definition 5 (Tanimoto coefficient). The Tanimoto coefficient of two vectors
x,y ∈ {0, 1}d is calculated as: coeffTanimoto(x,y) = x·y

||x||2+||y ||2−x·y .

2.2 Problem Formulation

The problem setting we address in this paper is one of link prediction between
ligands (drug candidates) and proteins (biological targets).

Definition 6 (Ligand-protein activity prediction). For a given number of
ligand-protein activity networks Gi

lp = 〈Vl ∪ Vp, Ei, λv, λei〉, with u ∈ Vl labeled
with ligands identifiers, v ∈ Vp labeled with protein identifiers, ∀(u, v) ∈ E, u ∈
Vl, v ∈ Vl, and Ae = {0, 1}, ligand-ligand networks Gi

l = 〈Vl, E
i
l , λv, λeil

〉,
protein-protein networks Gi

p = 〈Vp, E
i
p, λv, λeip

〉 and a given (u, v) �∈ E, u ∈
Vl, v ∈ Vp predict, whether λe((u, v)) = 1.

We limit ourselves to the relatively easier task of predicting whether there is
activity or not, leaving the prediction of its strength as future work.

1 An open-access database is available at http://prosite.expasy.org.

http://prosite.expasy.org
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3 Related Work

The literature on compound-target activity prediction, even using networks, is
too vast to discuss here. We therefore present a number of works illustrating the
characteristics we discussed in the introduction. Ligand-protein activity, the use
case we explore here, has been addressed in [13], which selects a ligand and target
similarity measure each, and multiplies activity vectors of known ligands/targets
with the similarity to new ligands/targets to derive predictions. In [14], the same
group used ligand structural and pharmacological similarity, as well as genetic
protein similarity, mapped ligands and targets into a shared feature space and
predicted activity. The authors of [3] used three networks: ligand-ligand simi-
larity, target-target similarity, ligand-target activity, evaluated four ligand simi-
larity measures, settling on Tanimoto distance. The proposed method, NWNBI,
exploits similarity weights and log-values of activity measurements to perform
four-step network traversals. In [2], ligand similarity is calculated as weighted
average of two similarity measures, and combined with a target similarity, and
the interaction network into a three-layer network, which they refer to as “het-
erogeneous”. They simulate random walk with restart by matrix multiplication,
and show that only using a single similarity measure or ignoring the interaction
network deteriorates results. Three networks are also used in [7], the authors
discuss different options for similarity measures, and perform low-rank matrix
factorization on the adjacency/similarity matrices. They address sparsity by giv-
ing non-existing links a small non-negative weight. Ligand-protein activity is also
the subject of [1], which exploits the three-layer network to perform weighted
nearest-neighbor classification. Gene-disease interactions have been considered
in [12], using three layers, simulating random walk by matrix multiplication,
using different numbers of steps for the two similarity networks. Using a simi-
lar bi-random walk idea, [9] consider microRNA-disease interactions, exploiting
a three-layer network. The random walk with restart in [8] is symmetric (and
functionally the same as in [2]), with the similarity networks constructed by
averaging two similarity measures. They evaluate different parameter settings.

4 Exploring a Multi-layer Graph

As the preceding section shows, the standard setting employed consists of three
networks, and to adhere to this setting, authors either choose a single similarity
measure empirically, or combine similarity measures via user-specified weights.
Instead, we propose to combine all available networks into a multi-graph having
more than three layers. Once we have such a network, the question is how to
exploit it, however, and here we hew close to the literature.

4.1 The Random Walk Model

A long-established method for exploring a network is the random walk [10],
which proceeds roughly as follows: starting from a randomly selected node, it
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performs walks along edges of the graph at random. In every step, the edge to
follow is chosen uniformly from all outgoing links (in the case of an unweighted
graph) or proportional to link weights (in the case of a weighted graph). Node
importance is based on how frequently the walker visits the node: a node with
higher frequency is considered more important than a node with a low value
(Fig. 3). This idea can be modified in a number of ways to improve network
exploration: the walker can be constrained to perform at most max steps steps,
to not visit any of the last c vertices it encountered, or with small probability
1−β the process can be restarted at any time to avoid getting trapped by those
vertices it mustn’t visit. The product of the probabilities of edges the walker
traversed gives the cumulative probability of a path between two nodes and can
be used to predict a link between a starting node and an end node: if the path
probability is greater than a given threshold, a new edge is predicted.

Fig. 3. Nodes importance example in a graph, taken from [6]

To extend this approach to multi-layer graphs, one needs to add how to
choose the layer to walk in. We propose to select a network uniformly at random
from the set of networks, and multiply the path strength by 1

|{Gi
l}|+|{Gj

p}|+|{Gk
lp}| .

Repeat the process until a user-defined target vertex is reached or the maximum
number of steps have been performed. Due to the randomized nature, random
walks are usually repeated several times to derive more robust estimates.

4.2 Network-Based Random Walk on Multi-layer Network

Instead of explicitly random walking as described above, random walks are often
simulated via matrix multiplication of transition matrices. This is notably the
approach proposed in [2], abbreviated as NRWRH. They define a transition

matrix M =
[
Mpp Mpl

Mlp Mll

]

, in the manner described above, i.e. uniform probabili-

ties for lp/pl-transitions, proportional probabilities for similarities, with an addi-
tional user-specified parameter λ ∈ [0, 1] affecting moves from ligands to proteins
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and vice versa. Given a ligand li, a starting vector v0 ∈ [0, 1]|Vl|+|Vp| is initialized
with 1 at the position for v ∈ Vl, λv(v) = li, 1

|{(v,u)∈Elp}| at the positions for the
proteins linked to it, 0 otherwise. Protein entries in v0 are multiplied with 1− η,
ligand entries with η, a user-defined parameter to bias the walk towards proteins
(η < 0.5), or ligands (η > 0.5). The vector representing the probabilities that a
walker starting with li finds itself in any of the nodes is calculated iteratively as
pt+1 = (1−β)MT pt+βp0 until |pt+1−pt| < 10−10. This can be understood as the
random walker walking “in all directions at the same time”. The approach can be
considered a simplified version of Personalized PageRank [5], simplified because
edges are undirected and there is only a single starting vertex. Removing the
starting vertices from the final state vector, and ranking entries gives predicted
edges. We adapt this approach to a setting with |{Gi

l}| + |{Gj
p}| + |{Gk

lp}| ≥ 3.
While the algorithm stays essentially the same, we decompose the transition
matrix into a matrix M for within-network/layer transitions, and a matrix N
for between-network/layer transitions. We also do away with the user-dependent
λ. Explicitly creating M in the manner shown above is easy for three layers but
becomes much harder when different numbers can be involved. We hence con-

struct M =

⎡

⎣
MGp

0 0
0 MGl

0
0 0 MGlp

⎤

⎦, with MGp
=

⎡

⎢
⎣

M1
Gp

0 . . . 0
0 M2

Gp
. . . 0

0 0 . . . M
|{Gi

p}|
Gp

⎤

⎥
⎦ derived

from protein-protein similarity networks (MGl
, MGlp

accordingly). The tran-

sition matrix N =

⎡

⎢
⎢
⎣

NG1
p→G1

p
NG2

p→G1
p

. . . N
G

Gi
lp

lp →G1
p

. . . . . . . . . . . .
N

G1
p→G

Gi
lp

lp

N
G2

p→G
Gi

lp
lp

. . . N
G

Gi
lp

lp →G
Gi

lp
lp

⎤

⎥
⎥
⎦ explicitly models

possible layer transitions, with 1s on the main diagonal of a submatrix NGj→Gi

for all nodes present in both layers, 0s otherwise. Note that this means that
transition matrixes from ligand to protein layers (and vice versa) have zeros
everywhere including the main diagonal. The initial state vector v0 has dimen-
sionality (|Vp| · |{Gpi

}| + |Vl| · |{Gli}| + |Vl ∪ Vp| · |{Glpi
}|) with entries for all

vertices in all layers. It is initialized by setting the entry for the starting ligand
and each linked protein to 1 in every network they are present. Matrices and
state vectors are column-normalized – the entries of a column must sum to 1.

Our algorithm, NEtWork-basEd Random walk on MultI-layered NEtwork
(NEWERMINE), is summarized in Algorithm 1. (MnormN)norm can be pre-
computed, giving us a matrix that is functionally equivalent to M as defined in
NRWRH, and used on every iteration of NEWERMINE to save computation
time. At the end, vfinal needs to be summarized by summing up for each vertex
all corresponding entries, leading to a vector with dimensionality |Vl ∪ Vp| from
which the edge ranking can be derived.

5 Experimental Evaluation

In order to allow reproducibility of our work, we evaluated our approach on
publicly available data. In this part we provide a description of the data used
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Algorithm 1: The NEWERMINE algorithm
Input : adjacency matrix M , transition matrix N , starting vertex,

max steps, η, β, max diff
Output: Probability scores vfinal

V0l ← initialize starting vertex
V0p ← initialize targets for which an interaction with starting vertex is known
V0 ← (1 − η) · V0lnorm + η · V0pnorm

step ← 0
repeat

step ← step + 1
Vstep ← β · (MnormN)normVstep−1 + (1 − β) · V0

until (|vstep − vstep−1| ≤ max diff) ∨ (step > max steps)
return vstep

and the details of the experimental protocol. This is followed by the results and
the discussion.

5.1 Experimental Settings

Datasets. In total we have used 4 datasets:

1. IUPHAR – an open-access database of ligands, biological targets and their
interactions. We used version 2017.5 (released on 22/08/2017). The full
dataset has 8978 ligands, 2987 proteins, and 17198 interactions (edges)
between them2. In order to satisfy the designed setting conditions, we removed
duplicate interactions (based on different affinity measures), leaving 12456
interactions in total. For existing interactions, we label an edge with 1 if the
negative logarithm of the affinity measure is ≥5, non-interacting otherwise.3

We treat all affinity measures available in the data (pKi, pIC50, pEC50, pKd,
pA2, pKB) as equivalent.

2. DrugBank (DB) – an open-access database of drug-drug interactions. We
used version 5.0.11 (released 20-12-2017). It has 658079 interactions of 3138
distinct drugs. 242922 of these interactions involve 1254 distinct ligands that
are present in IUPHAR. The database was also used as a source of 2D rep-
resentations of ligands to compute ligand similarities.

3. BioGrid (BG) – an open-access database of protein-protein interactions mined
from a corpus of biomedical literature. We used version 3.4.154 (25/10/2017).
It has 1482649 interactions of 67372 distinct proteins. Only 15410 of these
interactions involve proteins present in IUPHAR (1925 distinct proteins).

4. NCBI Protein database – The National Center for Biotechnology Information
proteins database4 was used to obtain amino acids sequences to represent tar-
gets. The data was parsed from the website of NCBI and mapped to IUPHAR

2 in ligands.csv, interactions.csv, and targets and families.csv, respectively.
3 Cutoff proposed by researchers from CERMN (http://cermn.unicaen.fr).
4 https://www.ncbi.nlm.nih.gov/protein/.

http://cermn.unicaen.fr
https://www.ncbi.nlm.nih.gov/protein/
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Table 1. Data set and network characteristics

Data set Entities Relations Sparsity Network

Vertices Edges Sparsity CC

IUPHAR 11965 12456 0.00017 11965 12456 0.00017 443

DrugBank 3138 658079 0.1337 1254 122808 0.15631 1

BioGrid 67372 1482649 0.00065 1898 8658 0.0048 11

Ligand similarity 6821 23259610 1 6821 23259610 1 1

NCBI 1818 1651653 1 1818 1651653 1 1

using the RefSeq attribute (human protein sequence identifier) available in
IUPHAR. The database was accessed 20/12/2017.

Ligands were mapped between networks by numerical identifiers provided by
IUPHAR as well as by INN (International Non-proprietary Name) and Common
name attributes. Proteins were mapped by IUPHAR identifiers as well as by
Human Entrez Gene attribute.5 In total we have built 6 networks:

1. a drug interaction network based on DrugBank,
2. a drug similarity network based on similarities calculated using the Tanimoto

coefficient on binary vectors constructed by frequent subgraphs,
3. the drug-target interaction network based on IUPHAR,
4. a target interaction network based on BioGrid, and
5. two target similarity networks calculated using the Tanimoto coefficient on

feature vectors constructed by frequent substrings and Prosite motifs.

Similarity networks’ edges were labeled with labels ∈ [0, 1], interaction net-
works with labels ∈ {0, 1}. Table 1 shows the characteristics of the data sets,
and of the networks we derived from them. It is noticeable how sparse the data
is, and also how this sparsity translates into disconnected parts of the network.
Sparsity might result in a low performance of the traditional recommender sys-
tems approaches, while disconnected networks are challenging for random walker
approaches.

Evaluation Protocol. To evaluate our approach, we used leave-one-out cross-
validation: for each of the 12456 edges in the IUPHAR network, we remove
it from the network, set the ligand as starting vertex, infer strengths for all
possible ligand-target paths, remove ligand-target edges contained in the training
data, and check whether the removed edge is found in the top-20 remaining
paths6 according to their strengths. If this is the case for an interacting edge,
we consider it a true positive, otherwise a false negative. For negative examples,
the relationship is inverse.

5 Global Query Cross-Database Search System gene identifiers: https://www.ncbi.
nlm.nih.gov/gene.

6 Precision at 20.

https://www.ncbi.nlm.nih.gov/gene
https://www.ncbi.nlm.nih.gov/gene
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Quality Measures. To evaluate our methods we use several performance mea-
sures:

– Accuracy: the ratio of true positives (TP) – drug-target links correctly clas-
sified as positives – and true negatives (TN) – drug-target links correctly
classified as negatives – over all predictions: Acc = TP+TN

TP+FP+TN+FN .
– Area under receiver operating curve (AUC): evaluates whether true positives

are usually ranked above or below false positives when sorting predictions by
confidence.

– Precision: the ratio of TP over all drug-target links classified as positives:
Prec = TP

TP+FP . Precision measures whether a model is specific enough to
mainly classify links of the positive class as positive. This gives additional
insight into the accuracy score.

– Recall: the ratio of TP over all positive links in the test data: Rec = TP
TP+FN .

Recall measures whether a model is general enough to classify a large pro-
portion of the positive class as positive.

In addition to this, we also report weighted versions of accuracy, precision, and
recall that give us a more accurate assessment for unbalanced datasets. Due to
the fact that the number of negative examples are smaller than that of the posi-
tives in our data, we assign a classification cost of 1 to positives and cost neg cost

to negatives, derived by: neg cost = |D|
2×|N | , where |D| – number of examples, |N |

– number of negative examples. We then perform evaluation based on the costs
defined: FN and TN receive score neg cost for every negative example w.r.t. its
real class, while FP and TP receives score 1 for positives.

Implementation. We implemented NEWERMINE in Python7. We used the
networkx library to model the multi-layer network, the NumPy library to per-
form all matrix computations and the sklearn library for cost-based evaluation.

5.2 Experimental Results

Using Three-Layer Graphs. We first use NEWERMINE on a number of
multigraphs aggregated from three networks each, the ligand-target network, one
ligand-ligand network, and one target-target network. This is the setting used
in the papers discussed in Sect. 3.

For the experiments we defined 6 possible combinations with IUPHAR,
only ligand-target interaction network we have: (1) DrugBank + BioGrid,
(2) DrugBank + Target similarity (TS) (substrings:str), (3) DrugBank + TS
(motifs:mot), (4) Ligand similarity (LS) + BioGrid, (5) LS + TS (str), (6) LS +
TS (mot). The basic properties of the combinations compared to the full graph
are presented in Table 2. The results of the use of NEWERMINE with param-
eters η = 0.2, β = 0.7 (taken from [2]) are presented in Fig. 4. This is a rather
conservative setting, equivalent to relatively few steps before the walker restarts.

7 https://zimmermanna.users.greyc.fr/supplementary-material.html.

https://zimmermanna.users.greyc.fr/supplementary-material.html
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Table 2. Basic properties of different combinations of networks

Combination Ligands Targets |V | |E| Sparsity CC

DB + BG 7025 2307 9332 143922 0.003 87

DB + TS (str) 7025 2101 9126 1786917 0.042 103

DB + TS (mot) 7025 2101 9126 1786917 0.042 103

LS + BG 8056 2307 10363 23280724 0.434 21

LS + TS (str) 8056 2101 10157 24923719 0.4832 22

LS + TS (mot) 8056 2101 10157 24923719 0.4832 22

Six layers 8137 2502 10639 26706838 0.4719 1

Fig. 4. Evaluation results of NEWERMINE for different combinations of three net-
works and the six-layer graph

The number of vertices in different networks depend on available IDs and
structural information. In any case, the networks are sparse and they are not
fully connected. Using similarity networks alleviates this situation somewhat and
combining all networks leads to a single connected component (bottom row).

Figure 4 shows that using different three-layer graphs leads to rather different
results. The arguably most notable result is that using ligand structural similar-
ity instead of DrugBank network significantly improves accuracy and recall.

Using the Full, Six-Layer Graph. The results for NEWERMINE on the full
multi-layer graph are also presented in the Fig. 4. We show additional values for
η and β: η = 0 strongly biases the walk towards targets, we also consider β = 0.8
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for η = 0.2. Using more layers decreases recall somewhat, but improves weighted
accuracy (taking the lower proportion of negative examples into account), AUC
score and precision. Different parameter values do not have a large effect on the
results but change running times: increasing β also increases the number of steps
necessary for convergence, and decreasing η decreases this number.

6 Conclusion and Perspectives

We have presented an approach for exploiting an arbitrary number of networks
combined into a multi-layer network, proposing general matrix formulations to
form intra- and inter-network transitions.

As we have demonstrated experimentally, combining different networks
improves vertex reachability and therefore interaction prediction. So far, we
have only exploited more than one protein similarity network, already achieving
very good results. In future work, we intend to also integrate different ligand
similarity semantics, and different databases indicating ligand-protein activity.
Additionally, we intend to employ our approach for different target settings, e.g.
for miRNG-disease links. Finally, we aim to move from the “active”/“inactive”
setting to one where we predict the strength of the activity.
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Abstract. Longitudinal data is ubiquitous in research, and often com-
plemented by broad collections of static background information. There
is, however, a shortage of general-purpose statistical tools for studying
the temporal dynamics of complex and stochastic dynamical systems
especially when data is scarce, and the underlying mechanisms that gen-
erate the observation are poorly understood. Contemporary microbiome
research provides a topical example, where vast cross-sectional and lon-
gitudinal collections of taxonomic profiling data from the human body
and other environments are now being collected in various research lab-
oratories world-wide. Many classical algorithms rely on long and densely
sampled time series, whereas human microbiome studies typically have
more limited sample sizes, short time spans, sparse sampling intervals,
lack of replicates and high levels of unaccounted technical and biologi-
cal variation. We demonstrate how non-parametric models can help to
quantify key properties of a dynamical system when the actual data-
generating mechanisms are largely unknown. Such properties include
the locations of stable states, resilience of the system, and the levels of
stochastic fluctuations. Moreover, we show how limited data availability
can be compensated by pooling statistical evidence across multiple indi-
viduals or studies, and by incorporating prior information in the models.
In particular, we derive and implement a hierarchical Bayesian variant of
Ornstein-Uhlenbeck driven t-processes. This can be used to characterize
universal dynamics in univariate, unimodal, and mean reversible systems
based on multiple short time series. We validate the model with simu-
lated data and investigate its applicability in characterizing temporal
dynamics of human gut microbiome.

Keywords: Longitudinal analysis · Hierarchical models ·
Ornstein-Uhlenbeck process · Resilience · Stochastic processes

1 Introduction

Many natural and social systems are complex and cannot be studied in isolation.
The underlying data-generating mechanisms are often largely unknown in such
cases, and the observed dynamics can be characterized only indirectly [8]. Non-
parametric models that focus on characterizing observed data properties, rather
c© Springer Nature Switzerland AG 2018
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than modeling the underlying mechanisms, can provide valuable information on
the system behavior. In the context of human microbiome dynamics, for instance,
such non-parametric models have been used to describe and infer the presence
of alternative ecosystem states [13], periodicity, stochasticity, and chaos [5,6]. In
many real applications, the data is scarce, and new methods are needed in order
to derive maximal information from limited observations.

Our study is motivated by the analysis of temporal dynamics of human gut
microbiome. This refers to the totality of microbial communities living on skin,
gastrointestinal tract and other body sites. Contemporary human microbiome
research has largely focused on cross-sectional cohorts with limited follow-ups,
providing information on the composition and inter-individual variation of the
microbiome. The dynamics of these systems are yet, however, not well under-
stood despite their clinical importance [1,10]. As understanding of these systems
is accumulating, the research focus is beginning to shift from general descriptions
towards actionable clinical applications and manipulation.

In this work, we show how key dynamical properties of poorly understood
dynamical systems can be inferred from limited time series by pooling informa-
tion can across multiple individuals. In the present work, we focus specifically
on mean-reversible stochastic processes. Such dynamic behavior is frequently
observed in the human gut microbiome. Many bacterial species in the human gut
ecosystem have been reported to exhibit characteristic abundance levels around
which they tend to fluctuate over time (see e.g. [13]). It has been reported that
the average abundance levels of many gut bacteria remain relatively stable over
long time periods but on a shorter (daily) time scale the abundances can exhibit
considerable fluctuations [3]. Mean-reverting stochastic processes, in particular
the Ornstein-Uhlenbeck (OU) process, provide well-established means to char-
acterize key properties of such systems, including the location and resilience
of the potential wells, speed of mean reversion, and volatility of abundance
levels, even when the underlying mechanisms regulating those dynamics are
unknown. Stochastic processes and generative probabilistic models provide a
rigorous framework for the characterization of the observed dynamics in such
cases, with wide applicability across different application domains [9,11,16,18].

We adapt and apply these techniques to model human gut microbiome
dynamics. A key practical limitation of the existing methods in our applica-
tion is that the available implementations of the OU process depend on the
availability of long time series with dozens of time points or more. The currently
available longitudinal data sets in typical human microbiome studies have more
limited sample sizes and time series lengths, or sparse sampling intervals. Com-
bined with high levels of variation and limited knowledge of the data-generating
processes, these limitations form considerable challenges for the application of
previously established stochastic models, such as the the OU process, in con-
temporary human microbiome research. In order to address these limitations,
we derive, implement, and validate a hierarchical extension to the OU process.
This can be used to recover key information of the system dynamics from limited
data by aggregating information across short time series from multiple individ-
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uals. Further potential advantages of the probabilistic formulation include the
opportunities to model individual variation, and to incorporate of prior informa-
tion from the cross-sectional background collections in the model. We validate
the implementation with simulated data, investigate its robustness to varying
modeling assumptions including the numbers, lengths and densities of the time
series, and ranges of parameter values, and finally explore the applicability of
this model on topical human gut microbiome data sets.

In order to maximize the flexibility we have constructed the implementation
so that the number of observation per time series and the observation times do
not have to be identical. Thus, our implementation of the OU process provides
a rigorous and justified method for modeling dynamics of single potential wells.

2 Preliminaries

This section outlines the statistical model and the relevant technical derivations.

2.1 The Ornstein-Uhlenbeck Process

Many natural processes can be modeled by a combination of deterministic drift
and stochastic fluctuations. These assumptions naturally lead to stochastic dif-
ferential equations, which are commonly encountered in literature in the form:

dXt = f(X, t)dt + L(X, t)dZt.

Here, Xt is the system state at time t, Z is a stochastic process and f , and L are
called the drift and dispersion terms, respectively. The drift defines the deter-
ministic behavior, whereas dispersion characterizes the stochastic component of
the system. Unlike the solutions of ordinary differential equations, the solutions
of the stochastic counterparts are non-unique and nowhere differentiable as they
are different for different realizations of the noise term. The deterministic solu-
tion can be recovered by averaging over these solutions.

The Ornstein-Uhlenbeck (OU) process, also known as the Langevin equation
in physics and Vasicek model in finance, is a stochastic process with a wide range
of applications [12]. It is frequently used to model systems that have a steady
state, and a tendency to recover from perturbations by gradually returning, or
drifting, towards the long-term mean value. The OU process is the continuous-
time extension of autoregressive AR(1) model and is defined as the solution
to the stochastic differential equation with drift function f(X, t) = λ(μ − X)
and constant dispersion L(X, t) = σ. The parameters λ ∈ [0, 1], μ ∈ R and
σ ≥ 0 have natural interpretations as mean-reversion rate, long-term mean and
size of stochastic fluctuations, respectively. The OU process can be formulated
as a Gaussian process on the real line GP(μ, K) with a covariance function
K = Cov(Xt1 ,Xt2) = σ2

2λe−λΔt, and as all diffusion processes, is also a Markov
process [12].
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2.2 The Ornstein-Uhlenbeck Driven t-Process

We adopt the Student’s t-process, instead of the traditionally used Wiener pro-
cess as the driving process of the OU process. This choice is more robust to
outliers and short term volatility, with little if any additional computational
cost as the critical analytical equations are available in both cases.

Although the stochastic process in OU process is often modeled as white
noise, requiring Zt to have Gaussian transition density is often a too limiting
assumption for practical purposes as it does not allow large enough fluctuations.
Thus, robustness against outliers is compromised and a more general process
would be preferred [15]. The Student’s t-process is a non-Gaussian alternative
to a prior over functions that allows more flexibility and room for outliers. Using
t-processes is a convenient choice also in the sense that the Gaussian process can
be obtained as a special case by taking the limit ν → ∞ [15]. Thus we will adopt
t-processes as the driver of dispersion of the OU process. See Fig. 1 for an example
of simulated OU process time series and corresponding parameter estimates. The
t-process has recently been studied in e.g. [14,15] and the following definition
can be found in these references.

Definition 1. A vector ȳ ∈ R
n is multivariate Student-t distributed with ν

degrees of freedom, mean parameter μ and shape matrix Σ, ȳ ∼ ST n(ν, μ,Σ), if
it has density

p(ȳ) =
Γ (ν+n

2 )
((ν − 2)π)

n
2 Γ (ν

2 )
|Σ|− 1

2 ×
(
1 +

(ȳ − μ̄)T Σ−1(ȳ − μ̄)
ν − 2

)− ν+n
2

(1)

Definition 2. The process f is a Student-t process, f ∼ ST (ν, μ,Σ), if any
finite set of values is multivariate t-distributed.

The covariance matrix K is related to the shape matrix via Σ = ν−2
ν K.

2.3 Hierarchical Extension

The model outlined above describes the Ornstein-Uhlenbeck driven t-process as
implemented in [9]. Our novel contribution that we present now is to equip the
model with hierarchical structure and testing the robustness of the extended
implementation. Let X = {X̄i, i ∈ {1, . . . , N}} be a set of OU process values,
with ni observations in each, each i representing e.g. a different measurement
site. We assume a hierarchical structure for the parameters λ, μ and σ,

dXj,t = λj(μj − Xj,t)dt + σjdZt,

for all j ∈ {1, . . . , ni}. As the OU process is a Markov process the generative
model for the data can be described as in 2. We have implemented the model
using the multivariate t-distribution formulation but it is possible to implement
the model using transition densities between consecutive observations.

Adding a level of hierarchy to the implementation for a single series can be
obtained by modifying the model likelihood in the extended version so that it
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Fig. 1. A A simulated OU driven t-process time series with ν = 7 and parameter
values λ, σ = 0.5, μ = 0. B Posterior estimates of the model parameters. Dashed lines
mark the simulation values used to generate the data.

equals the product of likelihoods of individual series. In addition priors have to be
assumed to follow some distribution. We have used normal distributions for μ and
σ and inverse gamma distribution for λ. Hyperpriors for the hyperparameters φ
were chosen to be uninformative but still strong enough to guide the parameter
estimates to practically reasonable ranges. We can now write the generative
model for the hierarchical OU process with partially pooled estimates

Xi ∼ MVTn(ν, μi,Σi)
μi ∼ N (μμ,i, σμ,i)
σi ∼ N (μσ,i, σσ,i)

λ ∼ Γ−1(αi, βi)
φ ∼ N (φμ, φσ),

(2)

where i = {1, . . . , N} and φ represents all hyperpriors.
The model can also be specified so that both the prior shape and hyper-

parameters are fixed. This version corresponds to no pooling between distinct
observations. It does not share information as it assumes that the differences
between series are too large to be modeled together. The other extreme is com-
plete pooling in which all data are assumed to be generated by identical param-
eters. Partial pooling assumes some, but not full, similarity between time series
and thus represents a compromise between the other two alternatives. These
models are compared in Subsect. 3.1 below.
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Fig. 2. Bayesian graph representation of the hierarchical OU process. Hyperparameters
are denoted with φ.

For a general and simplified treatment of the OU process we assumed that
our observations are directly generated from the OU process and use uniform
time intervals in the following simulations. The model can, however, incorpo-
rate unequal time intervals and varying numbers of observations per time series.
Alternative models of observation noise represent opportunities for further exten-
sion. In ecological studies that motivate the present work, the observation noise
is often modeled with a Gaussian or Poisson distribution, where the rate param-
eter is obtained from the OU process by exponentiation. This so called stochastic
Gompertz model is frequently used in ecological time-series analysis [4]. For OU
process implementation of the Gompertz model in the context of a single time
series, see [9].

3 Model Validation

Next, we tested the implementation with simulation experiments. The simula-
tions were motivated by recent human microbiome studies that are introduced
in more detail in Sect. 4. The data sets in these studies have considerable dif-
ferences in sample sizes and in this respect represent the scope of the currently
available human microbiome data.

In the simulations the values for λ, σ and μ were sampled separately for each
series from priors Γ−1(6, 4), N (0, 1) and N (3, 1) respectively. The degrees of
freedom in the multivariate Student’s t-distribution was set to 7. These distri-
butions and parameter values were chosen as they generate values and varia-
tion resembling those encountered in (log-transformed and centered) human gut
microbiome time series. Hyperprior distributions for the model parameters were
chosen to be vague as no prior understanding of these parameters exists in this
context. Normal distributions with relatively large variance were used.

Parameter estimates are obtained by coding the model in rstan [2]. Stan
requires the user to specify data, parameters and model in the corresponding
code blocks and uses Hamiltonian Monte Carlo and No-U-Turn Sampler tech-
niques to sample from the posterior distribution. To minimize the amount of
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divergent transitions in HMC sampling we have used a non-centered parameter-
ization for μ and σ. This is in agreement with [17] where it is mentioned that
hierarchical models often perform better with non-centered parameterizations,
especially when the sample size is limited. Non-centering λ led to additional
divergences so its parameterization was kept centered. We encountered no diver-
gences of other pathologies in the MCMC diagnostics, which yields additional
confirmation for the validity of our implementation. In principle the degrees of
freedom of the multivariate t-distribution could be estimated in addition to the
other model parameters. In our experiments we were, however, unable to reliably
recover this parameter so the implementation assumes it to be fixed and input
to the model. The source code for the Stan model is available at https://github.
com/velait/OU IDA.

3.1 Model Comparison

To demonstrate the differences between the three basic model variants available
for multiple observation units (complete, partial and no pooling) we now com-
pare the estimates they provide. We use a single simulated test set with sample
size similar to [7]: 30 time series, 30 samples each with 3 time units between
observations. The parameter values were sampled from prior distributions indi-
vidually for each series and parameter.

Maximum a posteriori (MAP) estimates for the parameter λ from each model
as well as their distance to simulation values and widths of the 50% interquartile
ranges are displayed in 3. The MAP estimates of the partially pooled model are
on average closer to the simulation values, although some individual estimates are
farther as they get shrunk towards the estimate from completely pooled model
(dashed line). The IQRs are shorter compared to the model with no pooling,
which yields additional confirmation for the models improved accuracy. Similar
results were obtained for the other parameters.

One of the advantages of a hierarchical model with partially pooled param-
eters is that the prior distributions can be estimated as well. This provides
information on the parameters’ population level variation. In Fig. 4 the simula-
tion and estimated priors are compared. Prior of μ is recovered best and lambda
on a relatively satisfactory level as well. The prior of the variation parameter σ,
however, is not very well estimated as the mode and variance are clearly different
from the target. The reason for less than ideal estimates may lie in the low num-
ber of values simulated in the first place, as only 30 values are drawn from each
distribution. Thus there is plenty of room for stochastic variation. Additional
uncertainties may arise due to possibly challenging regions in the (λ, σ) space.
As these parameters are intertwined it is possible that certain combinations (e.g.
small λ, large σ) pose challenges beyond the capabilities of our implementation.

4 Application to Human Microbiome Time Series

Next, we demonstrate the use of these models in analyzing the dynamics of
microbial ecosystems in the human body.

https://github.com/velait/OU_IDA
https://github.com/velait/OU_IDA
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Fig. 3. A MAP estimates from different model variants. Dashed line marks the com-
pletely pooled estimate and solid line the simulation values, sorted in increasing order.
B Distribution of estimates error, defined as difference between MAP and simulation
value. C Distribution of 50% IQR widths.

In the first case study, two healthy volunteers were followed over a year and
provided hundreds of stool samples [3]. During the study the gut ecosystem of
one of the individuals experienced a dramatic change in composition due to a
Salmonella infection. This perturbation is beyond the capacities of the OU pro-
cess model and for this reason we have limited our analysis to the samples prior
to the infection, leaving 125 samples covering 4.5 months for a closer analysis.
The sample size in this study is large in the human gut microbiome context, con-
sisting of nearly daily samples from two individuals over several months. In total
387 different genus level taxonomic units were observed out of which we chose to
focus on the symmetric and unimodal abundance types as their observed dynam-
ics roughly corresponds to the model assumptions. For demonstration purposes,
we limit the analysis to a single genus-level taxonomic unit, Bacteroides, which
is highly abundant and prevalent in human gut at least in the Western popu-
lations. We explored the estimates given by our implementation with the first
120 samples and subsets of these to assess how many samples are required for
estimates close to the full sample size. Figure 5 A displays the MAP estimates for
various samples sizes, where values on the x-axis correspond the first n samples
of the full 120 time points. The estimates level after sufficient amounts of time
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points suggesting that a there is little increase in accuracy after enough samples.
We also experimented with randomly removing observations and discovered that
roughly half of the samples can be removed without significant loss of accuracy
compared to the full sample size, see B.
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Fig. 5. MAP estimates for parameter λ against length of time series A and proportion
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We also carried out preliminary analyses on the HITChip Atlas data set [13],
which has considerably shorter time series but from a larger number of individ-
uals. The HITChip Atlas data set consists of stool samples from 1006 healthy
western adults. Multiple (2–5) follow-up samples were available from 78 subjects
with weeks or months between samples. We performed preliminary experiments
on this data and data simulated with similar abundance, variation and sparsity
profiles but recovered only unreliable and inaccurate results. The posterior esti-
mates had high levels of uncertainty, the model inference had convergence issues,
and the results were sensitive to initialization and changes in the data, indicating
that the 2–5 sparse time points will not suffice to distinguish the effects of the
mean reversion and stochastic drift parameters in the hierarchical OU model.
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5 Discussion

The main objective of this work has been to propose new general-purpose meth-
ods to characterize key properties of poorly understood dynamical systems based
on scarce longitudinal data, and demonstrate their applicability in the topical
research area of human microbiome studies.

We have extended the previously proposed Ornstein-Uhlenbeck (OU) driven
t-process by deriving hierarchical version, which allows the pooling of informa-
tion across multiple time series and parameter inference of the shared stochastic
process. This is specifically motivated by topical problems in human microbiome
research, where time series are often as short as 2–3 time points per individual,
but available for a potentially large number of individuals. In such case, the
traditional variants of the OU process are not applicable, and a hierarchical
extension can potentially help to aggregate information across multiple experi-
ments. We have implemented this model by adding a new level of hierarchy to
the standard OU driven t-process [9]. Importantly, we designed the model so
that the number of samples and observation times in each time series is flexible,
allowing efficient utilization of real time series where the number and timings
of the observations may differ across the available time series. This removes the
need to impute missing values, or force synchronized observation times, thus
facilitating application in many real-life scenarios. Following the work by [9],
our model takes advantage of the Student’s t-process based version of the OU
process, rather than the Wiener process which is more common in the OU pro-
cess literature, in order to increase robustness for outliers. This comes with little
additional computational cost.

In simulation experiments we have demonstrated the advantage of partially
pooling the parameters over the variants with complete and no pooling. In addi-
tion to increased accuracy the hierarchical OU process model offers information
on the population level variation of the model parameters as it learns the prior
distribution by estimating the hyperpriors. The model performance was satis-
factory when tested on a simulated data set with moderate amounts of samples
and series but failed to produce reliable estimates for very sparse and short time
series. We anticipate that this failure could be explained by the narrow width of
observation intervals compared to the simulated dynamics. Naturally observa-
tions need to be sufficiently dense and cover a large enough interval to be able
to capture dynamics at of a particular scale. We also demonstrated the use of
this model on longitudinal time series from human gut microbiome [3]. These
experiments clearly demonstrate how the model parameters converge towards
a saturation point with increasing time series lengths and densities. Regarding
technicalities of he model fitting, the MCMC sampling converged well, also sup-
porting the validity of the implementation. For a more complete view on the
robustness of parameter inference, a more extensive probing of the parameter
ranges, alternative priors, observation noise and data with uneven and sparse
sampling intervals should be undertaken. Alternative parameterizations should
be tested to see if some perform better with higher sample sizes.
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The hierarchical OU process provides several promising opportunities for
future extensions that are directly applicable to microbial ecological time series.
In particular, the standard OU process, which assumes unimodal and symmetri-
cally distributed data, could be generalized to model other abundance types [13]
of the human-associated microbial taxa abundance distributions. In particular,
the analysis of alternative community states of dynamical systems, frequently
observed the human vaginal microbiome[7], for instance, provides interesting
challenges for further research and model extensions. Our current implemen-
tation of the hierarchical OU process currently only handles time series with
unimodal density profiles. Moreover, generalizations of the hierarchical model to
the multivariate setting would be valuable. These depend on the development
of computationally more efficient implementations, for instance based on vari-
ational learning of simulation-based methods. Apart from [9] we are not aware
of applications of these models, in particular its hierarchical extension that we
develop here, in the context of human microbiome studies.

Whereas the focus in our current analysis is limited to investigating the
applicability of the model to readily available real observations from a single
taxonomic group, further studies could provide a systematic comparison of the
stochastic, mean and drift parameters across different taxonomic units in order
to characterize differences in the dynamical variation in the abundance level
of various gut bacteria. By classifying the individuals to larger groups based on
health status, life style factors, age or other meta data, clinically and biologically
interesting connection could be learned. The methodology and the challenges of
overcoming the limitations of scarce, noisy, and poorly understood observations
that these models help to solve are very generic, and the potential applications
naturally reach beyond population dynamics.
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Abstract. It is recognised that the imbalanced data problem is aggra-
vated by other difficulty factors, such as class overlap. Over the years,
several research works have focused on this problematic, although pre-
senting two major hitches: the limitation of test domains and the lack of
a formulation of the overlap degree, which makes results hard to gener-
alise. This work studies the performance degradation of classifiers with
distinct learning biases in overlap and imbalanced contexts, focusing on
the characteristics of the test domains (shape, dimensionality and imbal-
ance ratio) and on to what extent our proposed overlapping measure
(degOver) is aligned with the performance results observed. Our results
show that MLP and CART classifiers are the most robust to high levels
of class overlap, even for complex domains, and that KNN and linear
SVM are the most aligned with degOver. Furthermore, we found that
the dimensionality of data also plays an important role in explaining
performance results.

Keywords: Imbalanced data · Class overlap · Machine learning
classifiers

1 Introduction

Data imbalance occurs when there is a considerable difference between the class
priors of a given problem and, for a binary classification scenario, is commonly
described by the Imbalance Ratio, IR = nmaj

nmin
, where nmaj and nmin repre-

sent the number of majority and minority examples in the domain [2]. Predic-
tion models built from imbalanced datasets are most often biased towards the
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majority concept [9], which is especially critical when there is a higher cost of
misclassifying the minority examples, such as diagnosing rare diseases, prevent-
ing fraud or detecting faulty systems [4,14]. However, data imbalance is not the
sole factor that affects the performance of classifiers. As stated in recent litera-
ture, there are several others that combined with data imbalance, create a rather
chaotic setting [12]. These are frequently referred to as data difficulty factors and
commonly include: class overlap, small data set size/lack of density, the presence
of small disjuncts and the existence of different types of minority examples (e.g.
safe, borderline, rare and outlier examples) [16].

The problem of class overlap in imbalanced domains has been previously dis-
cussed in related work, although not with the required depth. The main objective
of related work is to show that class imbalance is not the sole factor that affects
classification performance, and that overlap plays an important role as well.
However, authors often fail to provide some insights on how both problems act
together and affect well-established classifiers, and to what extent one problem
is more critical than the other for different learning biases. Furthermore, related
work is also limited in the following aspects:

• Definition of overlapping degree: Some authors define the overlapping
degree as a distance between minority and majority classes [3,10,13], which
is only appropriate for specific data structures/shapes, while others define it
as an intersection region of the majority and minority class, although without
presenting a clear formulae to the define the degree of overlapping [5–7]. Other
authors approximate the overlapping degree by considering the overlap of
individual features (e.g. Fisher Discriminant Ratio – F1 measure) [11] or by
identifying minority borderline examples [12,15], which may not completely
capture the overall overlapping of the domains.

• Tested domains: Most research works consider artificial domains where the
data structure is limited and unlikely to be found in real-world scenarios [5–7],
besides being limited to two to five dimensions [3,13]. Others consider more
complex shapes (e.g. linear versus non-linear shapes), however, limited to a
two-dimensional space [12,15].

• Nature of data and classifiers: In the majority of works, only one or
two/three classifiers are tested. The research of Garćıa et al. [5–7] is an
exception, where different inductive biases are discussed, and it is possible
to distinguish the behaviour of local versus global classifiers, although not
in depth. Furthermore, performance results are most often discussed from a
general perspective, rather than attending to the characteristics of the tested
domains.

We have replicated several imbalanced scenarios with different characteris-
tics found in related work and compare them altogether. These scenarios are
generated for different degrees of imbalance and overlap, and the performance
of standard classifiers is analysed. We also put an effort to fill in the gaps in
related work by defining and evaluating a measure of the overlapping degree
(degOver), considering artificial domains with different shapes and dimension-
ality (2–40 dimensions). Our experiments are focused on studying the behaviour
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of classifiers with distinct learning biases to determine whether some are more
affected than others. This study is furthermore taken from different perspectives:
focusing on the properties of the tested domains (shape and dimensionality), and
focusing on to what extent the proposed overlapping measure is aligned with the
performance results of the studied classifiers.

2 Related Work

The work of Prati et al. was one of the first studies on the impact of overlap in
imbalanced domains [13]. Their domains consisted of two 5-dimensional clusters
(Fig. 1a), where the distribution of minority and majority examples, as well as
the distance between cluster centroids, could be changed (1–9 standard devia-
tions). The classification results (C4.5) showed that the influence of the degree
of imbalance becomes weaker as the distance between centroids increases.

Garćıa et al. [7] performed a similar experiment with 2-dimensional domains,
where the majority and minority classes start well-separated and, for a fixed
IR, the majority class moves towards the minority class, increasing the amount
of overlap (Fig. 1b). Similarly to Prati et al. [13], authors concluded that the
increasing overlap deteriorated the performance of classifiers. In a later work
[5], authors distinguish between typical and atypical domains (Figs. 1b/d and c,
respectively).
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Fig. 1. Artificial domains generated by Prati et al. [13] (a) and Garćıa et al. [7] (b–d).

Authors found that for typical domains, classifiers with a local nature (e.g.
KNN) were more subjected to loss in performance for the majority class than
classifiers with a more global learning. Regarding atypical domains, the classifi-
cation results suggested that the recognition rate of the minority class improved
as the minority class became denser. Denil and Trappenberg [3] also studied
the joint-effect of class imbalance and overlap: they generated two-dimensional
domains where both the class overlap and class imbalance could be changed.
Their analysis was focused on the performance of SVM, showing that as the
training size increases, the influence of class imbalance is negligible and that
overlap is the main responsible for performance degradation.

The research of Luengo et al. [11] was not focused on the effects of class
imbalance and overlap, although authors found that one measure of overlap
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between classes (F1 measure) proved to be informative of good/bad behaviour
of classifiers.

Finally, we refer to the line of research of Napierala and Stefanowski [12,15],
where class overlap is defined via the percentage of borderline minority examples.
Napierala and Stefanowski studied the influence of disturbing minority class bor-
ders in three different 2-dimensional domains with different characteristics, paw,
clover and subclus, (Fig. 2) and concluded that increasingly adding borderline
examples degraded the classification performance [12].
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Fig. 2. Artificial domains generated according to Napierala and Stefanowski [12,15].

As stated in the Introduction, a common limitation of related work is in
the way class overlap is measured. In the research work of Prati et al. [13],
increasing the distance between cluster centroids guarantees that the overlap is
being reduced, although it is not possible to quantify the exact degree of overlap
in each configuration. In Garćıa et al. [5–7], authors generate an artificial domain
represented by a square of length 100 where both classes are defined uniformly
in a rectangle of 50 × 100 (typical domain). The IR was fixed to 4:1, while
the overlapping degree was controlled through the distance between the square
centres. Initially, the majority and minority squares start well separated by a line
orthogonal to X1 axis, and increasing amounts of class overlap are produced by
moving the majority square towards the minority square in a stepwise manner:
[0..50], [10..60], [20..70], [30..80], [40..90] and [50..100] for 0, 20, 40, 60, 80 and
100% overlap. Let us consider the example given in Fig. 1b, for a typical domain
with IR 4:1 and 40% overlap. Since no formulae is presented in the original
papers [5–7], we may assume that the calculation of the overlap degree was
performed as a fraction of the area that is overlapped (Ainter) over the total
minority area (Amin) (or majority area, since they are equal). In that way we
would obtain overlap = Ainter

Amin
= 2000

5000 = 40%. If the IR was defined arbitrarily,
then Fig. 1d, with an IR of 8:1, would also illustrate a scenario with 40% class
overlap. However, if we consider the definition of class overlap as regions in the
data space with similar priors [10], this does not seem correct, since the number
of points that occupies the same region is lower in Fig. 1d. Basing our reasoning
on the similarity of class priors, a 8:1 configuration should produce a lower degree
of overlap.

For atypical situations, the majority examples are always uniformly dis-
tributed in a square of length 100, while the minority examples are condensed in
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ranges [75..100], [80..100], [85..100], [90..100] and [95..100]. If the same rationale
as above is applied to atypical domains (Fig. 1c), the percentage of overlap would
be 100%, since the minority area is completely embedded in the majority area.
In their paper [5], authors do not elaborate on the percentage of overlap present
in each configuration – no percentages or any other values are presented for the
overlapping amount. Instead, these domains are evaluated in terms of global
imbalance, local imbalance and the size of the overlapping region: the notion of
overlap gets somewhat lost, which complicated the discussion of results. Accord-
ing to the definition of class overlap as “regions in the data space with similar
priors” [3,10], we believe that the “local imbalance in the overlap region” implies
the existence of an overlap degree. For instance, since the distribution of exam-
ples is uniform, a [75..100] range of minority examples over the majority class
square means that both classes have the same number of patterns (100 points of
each class) in the overlap region, thus, there is no local imbalance in the overlap
region. In this situation, the priors of both classes are the same, and therefore the
overlap degree should be maximum. As the minority class becomes denser, the
local imbalance increases because the size of the overlapping region is decreased,
meaning that the class priors are uneven, and therefore the overlap, in fact,
is decreasing. From this perspective, we could evaluate the results as follows:
as the minority class becomes denser, the overlapping degree is decreasing and
therefore the classification performance improves.

Regarding the F1 measure used in the research of Luengo et al. [11], it mea-
sures the highest discriminative power in all the features in the data. Essentially,
F1 is measured for all the features in the dataset according to F1 = (μ1−μ2)

2

σ2
1+σ2

2
,

and the highest value among all features is returned. Therefore, F1 measures the
overlapping of individual features, not the “overall overlapping of data”. If two
domains have the same structure (features have the same range and spread), F1
assumes the same or similar value, although they might be different in classifi-
cation terms.

Finally, regarding the typology defined by Napierala and Stefanowski [12], as
only the minority class is considered, borderline examples from the majority class
(that contribute to class overlapping) are not identified. Also, as the percentage
is determined over the total minority examples, majority regions where there are
no examples from the minority class are not taken into account.

An overlapping degree should attend to regions with the same class priors
(rather than considering distances between classes or the size of overlapping
areas only), consider the overall overlap (rather than the overlap of individual
features or focusing solely on the minority class examples) and focus on the
characteristics of data space: structure and class decomposition, distribution of
examples (implying that class imbalance could affect class overlap) and data
dimensionality. In a recent work, Lee and Kim propose a hybrid classifier based
on a fuzzy support vector machine and k-nearest neighbour algorithm to address
class imbalance and overlapping simultaneously [8]: the data space is divided into
soft and hard overlap regions so that each is handled separately. Although the
focus of the work is not to analyse the joint-impact of these problems, authors
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define overlap-sensitive costs, where each example is classified as being part of
an overlapping or a non-overlapping region, through a k neighbourhood-based
function. This approach is advantageous since it considers the factors mentioned
above and therefore we have decided to adapt it in order to formulate a degree
of overlap and analyse its behaviour when applied to several data characteristics
and imbalance ratios.

3 Experiments

All datasets contained 1500 examples and were generated with increasing levels
of imbalance, namely 1:1, 2:1, 4:1, 6:1, 8:1 and 10:1, and increasing number
of dimensions, namely 2, 3, 5, 10, 15, 20, 30 and 40D. The datasets further
considered several overlap degrees and data structures (shapes), resulting in
different levels of complexity for classifiers: clusters and garcia (less complex
shapes) and clover, paw and subclus (more complex shapes).

The clusters domains, clusters-vo (Fig. 1a) and clusters-va, consist of two
normal distributions (one for each class) where each cluster has unitary stan-
dard deviation. For clusters-vo only one of the attributes is changed and the
overlap region decreases as the separation in the X1 axis between cluster cen-
tres increases. For clusters-va, all the attributes are changed and the separation is
increased in all axis, according to the number of dimensions. The garcia domains,
garcia-va and garcia-vo (Fig. 1b), follow a rectangular shape where both class are
centred in the same point, being overlapped. The distance between the centres
is then increased in steps of 10 units until 3×radius for garcia-va or 4×radius
for garcia-vo is reached, guaranteeing no overlap. The paw, clover and subclus
scenarios (Figs. 2a, b and c, respectively) are composed by different shapes of
the minority class, and the remaining space is filled by the majority class. The
minority class is formed by two types of examples – safe (located in homoge-
neous regions of the class) and borderline (located in the boundary between both
classes). For each imbalance ratio and dimension, the ratio of safe/borderline
examples varies from 100/0 to 0/100.

We measured the degree of overlap using a neighbourhood function. For
each example xi in data (considering both classes), its 5-nearest neighbours
are found: if xi and all its 5-nearest neighbours are from the same class, then
example xi belong to a non-overlapping region; otherwise, it belongs to an over-
lapping region. The number of examples (considering both classes) that belong
to overlapping regions (nmin over and nmaj over) are then divided by the total
number of examples, n. Thus, degOver = (nmin over + nmaj over)/n measures
the percentage of examples comprised in overlapping regions. Measuring the
degree of overlap as a neighbourhood-based function has two main advantages:
it can be applied to d-dimensional data with different structures/shapes and
takes the imbalance ratio (IR) into account. Besides considering the IR as a
fraction of nmaj/nmin, we have normalised this ratio to measure the severity of
the imbalance ratio. The degree of imbalance is defined as degIR = 1 − nmin

n/2 .
The value of nmin is naturally affected by the IR, and for a particular IR
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(e.g. IR = 4) and total number of examples (e.g. n = 500), is computed as
nmin = n/(IR + 1), (for IR = 4:1, nmin = 500/(4 + 1) = 100 minority examples
and degIR = 1 − 100/(500/2) = 0.6). This degree of imbalance reflects how
much a particular scenario is affected by class imbalance on a normalised scale
between 0 and 1. We analysed seven classifiers with distinct inductive biases
[1]: Classification and Regression Trees (CART), k-Nearest Neighbour (KNN),
Fisher Linear Discriminant (FLD), Naive Bayes Classifier (NB), Multilayer Per-
ceptron (MLP), Support Vector Machine with a linear kernel (SVM-linear) and
Support Vector Machine with radial basis kernel (SVM-rbf). Regarding the eval-
uation of the classification performance, similarly to previous work [5,16], we use
Sensitivity (SENS) and Specificity (SPEC).

4 Results and Discussion

We start by analysing the performance degradation of each classifier according
to the properties of the test domains (IR, structure/shape and dimensionality).
To analyse this degradation, we first tuned the parameters of all classifiers (k for
KNN, C for SVM-linear, C and γ for SVM-rbf and number of neurons and layers
for MLP) on the configuration with the least amount of overlap, for each domain,
IR and dimensionality. Then, we analysed how much the defined model is affected
by increasing levels of overlap. The Sensitivity results for the minority class are
presented in Table 1, as well as the degOver for all the presented domains (due
to space restrictions, we report only the Sensitivity, although the Specificity was
analysed as well). Overall, CART, MLP and KNN show the lowest degradation
in classification performance (considering both Sensitivity and Specificity) for
all the test domains, whereas FLD and SVM-linear suffer the most with the
increase of class overlap. These latter two classifiers also seem to be critically
affected by the IR and data structure: the Sensitivity of FLD becomes 0 for 4:1
ratios and higher (clover and subclus domains), while SVM-linear struggles with
both higher IR and higher dimensions (for clover and subclus) with Sensitivity
results of 0 for ratios higher than 4:1 in higher dimensions (15 and 40D). Thus,
linear classifiers seem to be affected by all four components of the problem (IR,
dimensionality, class overlap and data structure), where the data structure seems
to be the most prominent factor.

CART, MLP and KNN, although with different classification paradigms, are
able to “adapt” to the data structure more easily, handling data that is not
linearly separable: CART by recursively partitioning the input space, MLP by
using multiple layers with non-linear activation functions and KNN through its
neighbourhood function. These three classifiers have only achieved a poor per-
formance for clusters-va and garcia-va, when both clusters/squares are centred
at the same coordinates, respectively. These poor results are consistent with
higher values of degOver (between 0.4 and 0.97), although degOver is not capa-
ble of explaining this effect entirely: in clover and subclus domains, there are
some scenarios achieving the same overlapping values, where KNN, MLP and
CART perform well. This may be mostly due to the structure of the domain
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and the way overlap is generated. In clover and subclus, the structure of data is
not changed (when the overlap increases, more borderline examples are added,
but the core structure of the domain remains the same – Fig. 2). In clusters-
va and garcia-va, the structure of data changes with the increase of overlap,
since the cluster/square centres become closer (Figs. 1a and b). For these par-
ticular scenarios (clusters-va and garcia-va) it is also noticeable that higher IR
ratios deteriorate the classification performance (for all dimensions), which is
not observed for the remaining domains. Therefore, it is not possible to infer
clearly what is more severe for these classifiers, since they seem to be affected
by a combination of data structure, IR and class overlap, though not as severely
by data dimensionality. Finally, although SVM-rbf seems to be more affected by
class overlap than class imbalance, where the decrease in Sensitivity results was
especially noticed in lower dimensions (2D) for most scenarios. Kernel meth-
ods are known to ease non-linear problems by mapping the input data to an
“improved” feature space, but this largely depends on data itself. Furthermore,
we also observed that this classifier has obtained poor Specificity results: it was
not possible to define a clear decision hyperplane without compromising the
classification of the majority class. On the contrary, NB suffered the most from
higher IR, which is consistent with its bias to favour the most prevalent class,
adjusting its decision threshold accordingly.

degOver
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Fig. 3. Alignment between degOver and classification performance of KNN.

We now perform an analysis on the alignment of degOver and classification
performance. As previously discussed, degOver may not be able to fully charac-
terise the behaviour of all classifiers, although it may provide interesting insights
in some cases. Of note is the ability of degOver to “adapt” to different IR levels:
class overlap is not measured independently of class imbalance, and degOver
generally assumes lower values as the IR increases, as discussed in Sect. 2. An
exception occurs for the subclus domain for higher dimensions (15 and 40D),
which shows that both the shape of domain and dimensionality may impact
the results in certain scenarios. We then transformed degOver and classification
performance to categories to ease the interpretation of results: degOver values
were divided in five intervals from 0 to 1: very low overlap (VLO), low overlap
(LO), average overlap (AO), high overlap (HO) and very high overlap (VHO),
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Fig. 4. (a) Alignment between degOver and classification performance of FLD (clusters
and garcia); (b) Lines representing different levels of degIR.

while Sensitivity and Specificity results were combined to produce also five cat-
egories of performance: very bad, bad, good, great and excellent. Figure 3 shows
the relationship between degOver and KNN, which was found to be the classifier
most aligned with degOver (as expected, since their underlying principles are the
same – they are based on neighbourhood functions). Overall, the performance of
classifiers deteriorates with higher values of degOver, although this decrease is
not linear: maximum levels of overlap do not necessarily correspond to minimum
performance results. This suggests, as previously discussed, that there are other
factors (namely, data structure) affecting the performance of classifiers, as will
be discussed in what follows.

For clusters and garcia, classification performance and degOver are aligned
for all classifiers: an example of this alignment is presented in Fig. 4a for FLD.
The slight increase in performance for higher degOver values (HO and VHO)
may be explained by the IR values (Fig. 4b): the blue line (normalised IR of
0) indicates that there is no class imbalance – in this scenario, although the
overlap is high, the performance results are also high, causing the slight increase
of performance for the high overlap levels in Fig. 4a. Again, these results suggest
that all these properties of data (IR, class overlap and data structure) should
be analysed together to better understand the performance of classifiers. For
more complex scenarios, as clover, subclus and paw, the alignment with degOver
varies for different classifiers. None of them presents the expected behaviour
(a performance decrease for higher values of degOver) for all three domains,
although KNN and SVM-linear present a better alignment than the remaining
classifiers, being KNN clearly the most aligned (Fig. 5a). Figure 5a also presents
the results for FLD and SVM-rbf, two of the classifiers that do not present a
good alignment between degOver and classification performance for complex
domains. We hypothesise that this mismatch can be related to the structure of
data, which may be influenced by data dimensionality. Some classifiers (SVM-
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Dimensionality discrimination for SVM-rbf.

rbf, CART, NB and MLP) are able to classify datasets with higher overlap levels
in higher dimensions (Fig. 5b): the subclus domain is such an example (Table 1)
where high degOver values occur in 40D, and the mentioned classifiers obtain
better results than for lower dimensions (sometimes with lower degOver values
as well). These results suggest that data dimensionality is especially relevant for
more complex domains and that degOver may have to be adjusted according to
the number of dimensions and number of examples in data in order to give more
insights on properties of the domain.

5 Conclusions

Class overlap is one of the difficulty factors that deteriorates the performance
of classifiers and is even more critical in imbalanced contexts, as discussed in
related work. However, most authors study class overlap without providing a
clear formula to measure its degree: overlap is often perceived as a distance
between majority and minority concepts or as an area of intersection between
majority and minority classes, without considering the IR nor the structure of
data, which may limit the conclusions derived from such setups. From our per-
spective, a measure of the degree of overlap should take the IR and structure of
data into account. Therefore, we evaluate the usefulness of degOver to quantify
the overlapping degree and its relationship with the classification performance
of standard classifiers in several domains with different shapes, IRs and dimen-
sionality. Our results revealed that MLP and CART are less prone to suffer from
high levels of overlap and show good performance even in the presence of more
complex domains. Furthermore, in simpler scenarios, degOver is aligned with
classification performance for all classifiers, even for varying amounts of imbal-
ance. However, this alignment varies significantly in more complex domains and
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seems to be influenced by data dimensionality. In sum, although degOver takes
the imbalance ratio into account and can be measured for any data structure
and dimensionality, it needs to be adjusted to better represent these properties
of data so that it may provide more useful insights for more complex domains.
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11. Luengo, J., Fernández, A., Garćıa, S., Herrera, F.: Addressing data complexity
for imbalanced data sets: analysis of smote-based oversampling and evolutionary
undersampling. Soft Comput. 15(10), 1909–1936 (2011)

12. Napiera�la, K., Stefanowski, J., Wilk, S.: Learning from imbalanced data in presence
of noisy and borderline examples. In: Szczuka, M., Kryszkiewicz, M., Ramanna,
S., Jensen, R., Hu, Q. (eds.) RSCTC 2010. LNCS (LNAI), vol. 6086, pp. 158–167.
Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-642-13529-3 18

13. Prati, R.C., Batista, G.E.A.P.A., Monard, M.C.: Class imbalances versus class
overlapping: an analysis of a learning system behavior. In: Monroy, R., Arroyo-
Figueroa, G., Sucar, L.E., Sossa, H. (eds.) MICAI 2004. LNCS (LNAI), vol.
2972, pp. 312–321. Springer, Heidelberg (2004). https://doi.org/10.1007/978-3-
540-24694-7 32

https://doi.org/10.1007/978-3-642-13059-5_22
https://doi.org/10.1007/978-3-540-72849-8_63
https://doi.org/10.1007/978-3-540-76725-1_42
http://arxiv.org/abs/1305.1707
https://doi.org/10.1007/978-3-642-13529-3_18
https://doi.org/10.1007/978-3-540-24694-7_32
https://doi.org/10.1007/978-3-540-24694-7_32


212 M. Mercier et al.
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Abstract. Bank fraud detection is a difficult classification problem
where the number of frauds is much smaller than the number of genuine
transactions. In this paper, we present cost sensitive tree-based learning
strategies applied in this context of highly imbalanced data. We first pro-
pose a cost sensitive splitting criterion for decision trees that takes into
account the cost of each transaction and we extend it with a decision
rule for classification with tree ensembles. We then propose a new cost-
sensitive loss for gradient boosting. Both methods have been shown to be
particularly relevant in the context of imbalanced data. Experiments on
a proprietary dataset of bank fraud detection in retail transactions show
that our cost sensitive algorithms allow to increase the retailer’s bene-
fits by 1,43% compared to non cost-sensitive ones and that the gradient
boosting approach outperforms all its competitors.

Keywords: Cost sensitive learning · Imbalance learning · Binary
classification

1 Introduction and Related Work

Imbalanced data are ubiquitous in many real world applications, e.g. in medi-
cal domains [13], bank transactions [2,16] or industrial processes [1]. Supervised
machine learning tasks are challenging in this context because algorithms strug-
gle to focus on the important class (e.g. fraud, disease, failure, etc.) which is
under-represented in the data. Classical approaches tend to tackle the problem
by rebalancing the data [7] or optimizing different performance measures than
the classical accuracy [15] which would otherwise lead to predict all instances
in the over-represented classes. Ensemble methods such as random forests [5]
or boosting algorithms [9,17] have been shown to be particularly successful in
this context because they can combine local decisions taken in areas where the
imbalance is (made) less prominent.
c© Springer Nature Switzerland AG 2018
W. Duivesteijn et al. (Eds.): IDA 2018, LNCS 11191, pp. 213–224, 2018.
https://doi.org/10.1007/978-3-030-01768-2_18
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In some application domains such as fraud/anomaly detection, additional
precise information can be given to favor one class from other ones in the learning
process. This can for example be done by cost-sensitive learning approaches [8]
which can take into account user preferences (in terms of the importance of the
classes or of the attributes). For example, [2] proposes a cost-sensitive decision
tree stacking algorithm to tackle a fraud detection task in a banking context.
The authors provide a cost matrix that assigns costs to each decision made
by the model and define an optimization function that takes this matrix into
account. In Decision Tree learning the splitting criterion is made according to
these costs method and not according to the usual impurity measures (such as
entropy or Gini). This allows them to better target the rare classes. [17] presents
a cost-sensitive version of the Adaboost boosting algorithm [9] and also shows
its relevance in this imbalanced scenario. [18] gives a general study of the cost-
sensitive learning methods in the context of imbalanced data. They categorise
the methods into two sets: those which fix the error costs in each class and
apply it a posteriori to make a decision, and those which tune a priori the cost
matrix depending on the local distribution of the data (this category seems more
successful). [16] tackles the problem of credit card fraud detection. The approach,
similar to [2] and to the first one we present in this paper, proposes to induce
decision trees by splitting each node according to a cost matrix associated to
each example. However, as in [16], they focus on the actual money losses losses
but not on possible benefits of better classifications and they apply their method
to ranking problems. Other methods like [13] have focused on the cost of the
attributes (here in the context of medical data). They consider that acquiring
the exact value of a given attribute is costly and try to find a good compromise
between the classification errors and the total feature acquisition costs.

In this paper, we also propose different cost sensitive tree-based learning
approaches in the highly imbalanced context of bank fraud detection. The first
approach, similar to [2] and [16] and presented in Sect. 3, uses a cost sensitive
splitting criterion for decision trees that takes into account the costs (as well
as the benefits) of each transaction. But it differs from [2] and [16] in the com-
binaison strategy for building an ensemble method. The second one presented
in Sect. 4 is a new cost-sensitive proper loss [6] for gradient boosting. Section 2
presents our notations, the gain/cost matrix we are working with and the asso-
ciated weighted miss-classification loss we want to optimize. The experiments
and results are presented in Sect. 5. We illustrate the different methods using
both the retailer margin and the F-Measure (F1) as performance measures. The
experiments are made on a proprietary dataset of the Blitz company. We finally
conclude in Sect. 6.

2 Notations and Problem Formulation

2.1 Notations

We focus in this paper on binary supervised classification problems. Let S =
(X,Y) = ((x1, y1), ...(xm, ym)) be a set of m training instances where xi ∈ R

d



Tree-Based Cost Sensitive Methods for Fraud Detection in Imbalanced Data 215

and yi ∈ {0, 1}m are their corresponding labels. The notation xj
i is used to

denote the value of the jth variable of the instance i. The label 0 will be used
for the negative or majority class (i.e. the genuine transactions) and the label 1
will be used for the positive or rare class (i.e. the fraudulent transactions). We
will further denote by S+ the set of m+ positive examples and S− the set of m−
negative examples (here m− >> m+). We will also note ŷi the label predicted
by our learned model for the instance i. We use the notation p for the predicted
probability that an example belongs to the minority class, F will be used to
design the learned model, i.e. pi = F (xi) is the probability that the transaction
is fraudulent. A threshold is then used to get its label.

2.2 Problem Formulation

Our goal is to maximize the profits of the retailers by predicting, online, with
decision trees [4] which transactions, made by a customer are genuine or not.
While training the trees offline, the company might like to introduce some costs
assigned to the training examples, according to the adequacy between the actual
label of the transaction and the predicted one (see Table 1). For instance, the
retailers will gain money by accepting a genuine transaction, i.e. cTNi

> 0,
where TN stands for True Negative or genuine transactions correctly classified.
However, if the retailers accept a fraudulent one, they will loose the amount of
the transaction cFNi

< 0, where FN stands for False Negative or fraudulent
transaction predicted as a genuine one.

Table 1. Cost Matrix associated to each example of the training set.

Predicted positive (fraud) Predicted negative (genuine)

Actual positive (fraud) cTPi
cFNi

Actual negative (genuine) cFPi
cTNi

In this paper, we use a similar approach as the one presented in [2]. However,
instead of only minimizing the money loss due to an acceptation of a fraudulent
transaction, we rather focus on maximizing the retailers profits, i.e. we aim at
maximizing the loss function L defined as follows:

L(y | ŷ) =
m∑

i=1

[yi(ŷicTPi
+ (1 − ŷi)cFNi

) + (1 − yi)(ŷicFPi
+ (1 − ŷi)cTNi

)] .

(1)
Talking about profits instead of classical “costs” is more meaningful for the

retailers. Furthermore, if we simply focus on the error made by the algorithm, a
correctly classified instance will have no influence on the learned model.

In the next section, we show how this loss function can be optimized while
learning decision trees.
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3 Cost Sensitive Decision Trees

A classic decision tree induction algorithm proceeds in a top-down recursive
divide-and-conquer manner. At each step, the best (according to a given crite-
rion) attribute A is chosen as a new test (internal node) in the tree and the
set of examples is splitted according to the outcome of the attribute for each
of the instance (there is one child node v per possible outcomes for a given
attribute). Then, the same procedure is applied recursively to each new created
subset of examples Sv until reaching a given stopping criterion. Classification
trees (e.g. [4]) usually split the nodes according to an “impurity” measure. One
such measure is the Gini index of a set of m instances (xi,yi) defined as follows:
Gini = 1 − ∑C

k=1 p2k, where pk denotes the probability to belong to the class k
and C is the number of classes (C = 2 in our case). In this paper, the splitting
criterion is based on the cost matrix defined above. We do not want to minimize
an impurity but to maximize the retailer profits according to the cost matrix.

3.1 Splitting Criterion and Label Assignment

Our splitting criterion ΓS on a given set of training instances S of size m (as
defined in Sect. 2) is:

ΓS =
∑

i∈S−

(m+

m
cFPi(xi) +

m−
m

cTNi(xi)
)
+

∑

i∈S+

(m+

m
cTPi(xi) +

m−
m

cFNi(xi)
)

, (2)

where the first term corresponds to the profits due to genuine transactions and
the second to the fraudulent transactions.

Note that this quantity depends on the amount of the transaction of each
example in S through the costs c. The best attribute A is the one which maxi-
mizes the quantity:

(
1

n + ε
)

∑

v∈Children(A)

ΓSv
− ΓS .

Note that this quantity is very similar to the splitting criterion used to minimize
to minimize the Gini impurity up to the number of examples in the parent node.
We simply take the opposite of the classical gain and divide it by the number of
instances in the parent node, so that this criterion becomes convex.

The values ΓSv
are computed using Eq. (2) on each set Sv. It differs from

the splitting criterion used in [2] where the splits minimize the cost of wrongly
accepting or blocking the transactions.

Once the induction tree stopping criterion is reached (ours is defined in
Sect. 5), a class label is associated to each leaf of the tree. For the sake of clarity
we introduce the following notations:
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γ0(l): the average profit associated to the leaf l if all the instances are pre-
dicted as genuine:

γ0(l) =
1
|l|

⎛

⎝
∑

i:xi∈l∩S−

cTNi
+

∑

i:xi∈l∩S+

cFNi

⎞

⎠ ,

γ1(t): the average profit associated to the leaf l if all instances are predicted
as frauds:

γ1(l) =
1
|l|

⎛

⎝
∑

i:xi∈l∩S−

cFPi
+

∑

i:xi∈l∩S−

cTPi

⎞

⎠ ,

where |l| denotes the number of examples in the leaf l and i : xi ∈ l ∩ S
denotes the index i of the example xi both in leaf l and in the set S.

A leaf is assigned the label 1 if γ1 > γ0, i.e. all the transactions in a given
leaf are predicted fraudulent if the associated average profit is greater than one
associated when all instances are predicted genuine.

Note that this strategy can be easily extended to ensembles of trees [5]. In
this case, a standard decision rule consists in applying a majority vote over
the whole set of the T learned decision trees. However, this decision rule does
not take into account the probability score that can be associated to each tree
prediction using the class distribution of the examples in the leaf l(xi) (as in
[16]). Following this idea, we suggest here to label an instance as positive if the
average γ̄1(x) of the average profits γ1(lj(xi)) over the T trees is greater than
γ̄0(x), where lj(xi) is the leaf of the jth tree containing xi:

γ̄1(x) =
1
T

T∑

j=1

γ1(l(x)) ≥ 1
T

T∑

j=1

γ0(l(x)) = γ̄0(x).

4 Cost Sensitive Gradient Boosting

In this section, we briefly present the gradient boosting framework introduced in
[11]. Then we present a proper cost-sensitive loss function in order to implement
it in a gradient boosting algorithm in an efficient way.

4.1 Generalities about Gradient Boosting

Gradient boosting has been shown to be very efficient to deal with classification
problems, and a very good candidate to address issues due to imbalance data
[3,12]. Unlike the well known Adaboost algorithm [9], gradient boosting performs
an optimization in the function space rather than in the parameter space. At each
iteration, a weak learner ft is learned using the residuals (or the errors) obtained
by the linear combination of the previous models. The linear combination Ft at
time t is defined as follows:

Ft = Ft−1 + αtft, (3)
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where Ft−1 is the linear combination of the first t−1 models and αt is the weight
given to the tth weak learner. The weak learners are trained on the residuals
ri = yi−Ft−1(xi) of the current model. These residuals are given by the negative
gradient, −gt, of the used loss function L with respect to the current prediction
Ft−1(xi):

ri = gt = −
[
∂L(y, Ft−1(xi))

∂Ft−1(xi)

]
.

Once the residuals ri are computed, the following optimization problem is solved:

(ft, αt) = argmin
α,f

m∑

i=1

(ri − αf(xi))2.

Finally, the update rule (3) is applied.

4.2 Cost Sensitive Loss for Gradient Boosting

In this section we aim to use the framework presented in [6] to give a proper
formulation of our loss function of Eq. (1) in the context of a boosting algorithm,
using the gain matrix presented in Table 1.

Using a Bayes rule for classification [8], an instance i is predicted fraudulent
if γ1 > γ0, i.e:

picTPi
+ (1 − pi)cFPi

− picFNi
− (1 − pi)cTNi

> 0,

where pi denotes the probability of the instance to be a genuine transaction. It
gives us a threshold over which the transaction is declined (or predicted fraud-
ulent):

pi >
cTNi

− cFPi

cTPi
− cFNi

+ cTNi
− cFPi

= si

Using the threshold si, our cost-weighted miss-classification loss can be
rewritten as:

L(y | p) = − 1
m

m∑

i=1

(yicTPi
+ (1 − yi)cFPi

)1pi>si
+(yicFNi

+(1−yi)cTNi
)1pi≤si

.

(4)
Then, following the framework presented in [6], L(y | p) can be rewritten as

follows:

L(y | p) =
1
m

m∑

i=1

ξi [yi(1 − si)1pi≤si
+ (1 − yi)si1pi>si

]

− 1
m

m∑

i=1

(yicTPi
+ (1 − yi)cTNi

), (5)
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where 1 is an indicator function and where we use the fact that s = s1p>s +
s1p≤s and set ξi = cTNi

− cFPi
+ cTPi

− cFNi
which is positive in our context.

In fact, cTN > cFP , we earn more if we correctly classify a genuine transaction.
Furthermore, if we accept a fraudulent transaction then we loose money and we
earn nothing if we declined it, i.e. 0 = cTP > cFN .

The first part of Eq. (5), which we will note Lsi
corresponds to the cost-

sensitive loss introduced in [6] with si ∈ [0, 1]. Each term of the sum is multiplied
by a constant ξi which depends on the data. The second term represents the
maximum that our loss can reach if the predictions were perfect. Note that this
second term does not depend on pi. Therefore, we want to minimize:

argmin
p∈[0,1]

Ey[L(y | p)] = argmin
p∈[0,1]

Ey

[
1
m

m∑

i=1

ξiLsi
(yi | pi)

]
.

However it has been shown that in the context of Boosting, it is more con-
venient to use an exponential approximation [11]. We adapt it to consider the
output of a prediction model F directly in our approach as follows 1:

�si
= (1 − si)yie

−F (xi) + si(1 − yi)eF (xi).

Solving
∂EY[�si

]
∂F (xi)

= 0, we obtain the link function ψi between pi and F̂i = F (xi):

pi = ψi(F̂i) =
1

1 +
1 − si

si
e−2F̂i

,

and its inverse ψ−1
i is given by:

eF̂i =
(

1 − si

si

)1/2 (
pi

1 − pi

)1/2

. (6)

The way to transform the output of a boosting model into a probability (the
calibration process) plays a key role in the performance of the predictive algo-
rithm. It has been shown that we can achieve at least the same performance with
well calibrated boosting model than with one which is cost sensitive [14]. How-
ever, we think that our cost sensitive approach gives us a good transformation
of the output of the model into a probability.

It is worth noticing that we can make use of Eq. (6) to provide a smooth
approximation of the indicator function, such that:

1pi>si
≤

(
1 − si

si

)1/2 (
pi

1 − pi

)1/2

= eF̂i .

1 Note that it exists a direct link between a predicted probability and the output of a
model (see Sect. 3 of [10] and Sect. 4 of [6] for further details).
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Note that: pi > si ⇐⇒ ψi(F̂i) > si ⇐⇒ eF̂i > 1 ⇐⇒ F̂i > 0. So it is
enough to check the sign of the score to predict the label of each transaction.
Finally we are minimizing an upper bound L̃ of L:

L(y | p) ≤ L̃(y | F ) =
1
m

m∑

i=1

(1 − si)yie
−F̂i + si(1 − yi)eF̂i .

To use it in a gradient boosting algorithm, it remains to compute the first
and second order derivative of L̃ for each instance i with respect to F̂i. They are
given by:

∂L̃

∂F̂i

= ξi

[
−(1 − si)yie

−F̂i + si(1 − yi)eF̂i

]
,

and
∂2L̃

∂F̂ 2
i

= ξi

[
(1 − si)yie

−F̂i + si(1 − yi)eF̂i

]
.

5 Experiments

In this section, we evaluate the decision rule presented in Sect. 3 and the loss
function presented in Sect. 4. We compare the results of our method on the
retailer profits compared to using a classic Random Forest (RF) algorithm based
on the Gini impurity criterion (baseline). The experiments are performed on a
private dataset own by the Blitz company which can not be entirely described
and made available for privacy reasons.

5.1 Dataset and Experiments

The Blitz dataset consists of 10 months of bank transactions of a retailer. The
first six months are used as the training set (1, 663, 009 transactions) and the
four remaining ones as test set (1, 012, 380 transactions). The data are described
by 17 features and are labeled as fraud or genuine. The Imbalance Ratio (IR) of
the dataset is equal to 0.33%.

The first series of experiments compares the random forest baseline (RF)
to the tree ensemble algorithm which uses the decision rule presented in Sect. 3
(RFX). We made different variants of the decision rule:

1. RFmaj: each leaf is labeled according to the majority class of the examples
that fall into the leaf, thus the output of each tree is in {0,1}. The voting
criterion is detailed below.

2. RFmaj−mar: each leaf is labeled to maximize the profit (also called margin)
over the set of all examples in the leaf (the label is 0 if γ0 > γ1 and 1 other-
wise). We then use a majority vote to predict the label of each transaction.

3. RFmean−mar: this model is the one described in Sect. 3
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For each tree ensemble algorithm, we have used 24 trees with the same maximum
depth. Furthermore, for the models RF,RFmaj and RFmaj−mar, the ensemble
classifies a transaction as “fraud” if at least 9 trees agree on this positive class
(this threshold is coherent with the one currently used in the Blitz company).

The second series of experiments is dedicated to the analysis of the gradi-
ent boosting approaches. We compare our approach GBmargin, presented in
Sect. 4.2, with three gradient boosting algorithms which aim to minimize the
logistic loss:

1. GBtune−Pre: the threshold has been chosen so that we have the same preci-
sion on the validation set as the model RF in the training phase.

2. GBtune−mar: the threshold has been chosen to maximize the margin on the
validation dataset.

3. GBtune−F1: the threshold has been chosen to maximize the F-Measure F1

on the validation dataset.

For each of these three experiments we needed a validation data set to choose
the optimal threshold over which a transaction is predicted as fraudulent. For
this purpose, the training set is splitted in two sets, the first one is used to
train the model and the other as a validation set, to find the best threshold
for the given criterium we want to optimize. To do so, the first four months of
transactions constitute the training set, the two remaining months are used as
the validation set. Finally these three experiments have been conducted on the
same training/validation set and the R software2.

For privacy reasons, the explicit expressions of cTPi
, cFPi

, cTNi
, cFNi

of the
cost matrix can not be given. Note that they are simple functions of the amount
M of the transaction. For example, we define cFPi

as follows cFPi
= h(M) − ζ,

where ζ is a parameter used to translate in financial terms, the dissatisfaction
of the customer whose transaction has been declined.

5.2 Results

To measure the performance of each algorithm, we measure the gap between the
maximum profits, i.e. the profits obtained if no errors are made, and the profits
given by the algorithms. We use classic performance measures that are often used
in an imbalanced setting such as the Precision, Recall and F1-Measure defined
as follows:

Precision =
TP

TP + FP
, Recall =

TP

TP + FN
F1 =

2 Precision × Recall

Precision + Recall
.

All the experiments have been conducted with the same cost matrix where
ζ = 5. The results are presented in Table 2. We first notice that we get a reduction
of the gap of profits of 1.43%, with the gradient boosting model GBmargin

compared to the baseline RF. To give an idea to the reader, having a gap of 1%

2 https://www.r-project.org/ and using the package XGBoost.

https://www.r-project.org/
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Table 2. Gap to the maximal margin of each algorithm. In this table, the value of ζ
was set to 5. The results are separated into two groups: Random Forest models and
Gradient Boosting models.

Experiments Gap max profits Precision Recall F1

RF 2.99% 68.1% 5.66% 10.5%

RFmaj 2.88% 73.8% 4.71% 8.86%

RFmaj−mar 1.81% 30.2% 10.6% 15.7%

RFmean−margin 1.87% 30.3% 9.52% 14.5%

GBtune−Pre 3.01% 61.0% 6.49% 11.7%

GBtune−mar 2.26% 19.1% 16.6% 17.8%

GBtune−F1 2.70% 45.4% 9.24% 15.4%

GBmargin 1.56% 18.8% 13.3% 15.6%

to the maximum profits represents a loss of 43, 000 euros. So, by reducing the
gap of 1.43% we increase the profits of the retailer by 60, 000 euros.

Regarding the Random Forest models, we note that the proposed approaches
are able to improve the profits of the retailer compared to the model RF. How-
ever, we note that RFmaj, which uses the number of examples and their label
to predict the class of the examples in the leaf, gives similar performance as
RF even if it is built differently. This means that the way to label the leaves
has, at least, the same importance as the way to build the trees. The models
RFmaj−mar and RFmean−mar which directly use the notion of average profits
in each leaf are the two models that give the best results, in terms of both profits,
recall and F-Measure even if the precision is reduced. This is explained by the
fact that refusing a genuine transaction will have small impact on the margin of
the retailers while accepting a fraudulent transaction will represent a loss for the
retailers that is close to the amount of the transaction. Using only our proposed
method of Random Forest algorithm, we are able to reduce the gap of 1.18.

If we focus now on gradient boosting models, we first note that the model
GBtune−Pre is the one with the highest precision. On the other hand, the other
models have a significantly smaller precision but exhibits a higher recall: by max-
imizing the margin they actually try to find the most fraudulent transactions.
As mentioned previously, our cost-sensitive approach GBmargin is the one that
achieves the best results in terms of margin. But it has also the worst precision
(18.8%) for the reason given in the previous paragraph. This model provides
also better results than GBtune−mar which emphasizes the interest of a cost-
sensitive approach compared to a simple classification model. However, we note
that the model GBtune−F1 is not the one achieving the best F-Measure at test
time. Let us also note that F1 score remains low for each presented algorithms.
We think that low values are observed because of the complexity of the data and
the problem. Frauds are rare and spread in the all data set.

In a second part, we want to analyze the effect of the parameter ζ. Indeed,
some retailers, for marketing reasons, do not want to refuse the transaction of



Tree-Based Cost Sensitive Methods for Fraud Detection in Imbalanced Data 223

good customers, i.e. they prefer to have a higher precision on their predictions.
A simple way to take this into account in our model is to artificially increase the
value of ζ. Figure 1 shows the impact of the parameter ζ on the Precision, Recall
and F1, while the Gap Margin is still evaluated with ζ = 5. Recall that some
retailers do not want to refuse the payment of the good customers, however, the
model which maximized is the one with the lowest precision (16.6%). So, it can
be interesting to propose to the retailers several models using different values of
ζ and give them the choice of the compromise between profits and precision.

We first notice that the higher the value of ζ, the higher the precision and
the smaller the recall. However, we see that it possible to reach a precision which
is twice superior than the GBmargin one by setting ζ = 20 and the gap will still
be low with a value of 1.94%.

Fig. 1. Study of the influence of the parameter ζ in the definition of the gain of false
positive CFPi . We illustrate the behaviour of the Precision, Recall and F1 according
to ζ. We also represent the gap to the maximum margin with respect to ζ, but we set
ζ = 5 to compute the gap.

6 Conclusion

We have presented different cost sensitive tree-based learning strategies to detect
frauds in imbalanced retail transaction data. The first strategy is a tree ensemble
algorithm which uses a new decision rule which tries to directly optimize the
retailer profit. The second one is a gradient boosting algorithm which optimizes
a new cost-sensitive loss function. Experiments show that our cost sensitive
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algorithms allow to increase the retailer’s benefits by 1,43% compared to non
cost-sensitive ones and that the gradient boosting approach outperforms all its
competitors. We plan to focus on how to combine different types of models that
may capture different modalities of the data. Furthermore, due to our industrial
context, we also want to work on the notion of concept drift and study how the
distribution of frauds is evolving in order to take it into account in our models.
This opens the door to the development of new domain adaptation methods.
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Abstract. Multi-class classification problems are often solved via reduc-
tion, i.e., by breaking the original problem into a set of presumably sim-
pler subproblems (and aggregating the solutions of these problems later
on). Typical examples of this approach include decomposition schemes
such as one-vs-rest, all-pairs, and nested dichotomies. While all these
techniques produce reductions to purely binary subproblems, which is
reasonable when only binary classifiers ought to be used, we argue that
reductions to other multi-class problems can be interesting, too. In this
paper, we examine a new type of (meta-)classifier called reduction stump.
A reduction stump creates a binary split among the given classes, thereby
creating two subproblems, each of which is solved by a multi-class classi-
fier in turn. On top, the two groups of classes are separated by a binary
(or multi-class) classifier. In addition to simple reduction stumps, we
consider ensembles of such models. Empirically, we show that this kind
of reduction, in spite of its simplicity, can often lead to significant per-
formance gains.

Keywords: Multi-class classification · Reduction · Ensembles
Automated machine learning

1 Introduction

Reduction of a multi-class classification problem means breaking down the orig-
inal problem into other presumably simpler subproblems. Typical examples
include one-vs-rest and all-pairs decomposition [6], as well as nested dichotomies
[5]. One-vs-rest creates one binary problem for each class, in which the class is
separated from the rest, whereas all-pairs creates a binary problem for each pair
of classes. Nested dichotomies reduce the given problem by recursively splitting
the set of classes, which yields a binary tree structure where each leaf has one
class and each inner node is meant to separate the classes occurring under the
left child from the classes occurring under the right child. In general, the sub-
problems created by reduction are all binary. Thus, reduction makes multi-class
problems amenable to binary classifiers, which can be seen as their main merit.

c© Springer Nature Switzerland AG 2018
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Fig. 1. A multi-class problem with five classes.

While a complete reduction to binary problems is necessary when only binary
classifiers can be used, reductions to other multi-class problems might be inter-
esting as well. A priori, one cannot exclude that modifying an underlying multi-
class problem by reducing it to other multi-class problems (on less but possibly
more than two classes) is beneficial for a learner, even if the latter is principally
able to solve multi-class problems right away. For example, one may suspect that
a multi-class learner like a random forest or a neural network could benefit from
an explicit reduction of the problem shown in Fig. 1.

An interesting area of research where such reductions can be important is
automated machine learning (AutoML). AutoML aims at automatically find-
ing a machine learning “pipeline” (including methods for data preprocessing,
model induction, etc.) that optimizes a performance measure of interest for a
given learning task (typically specified by a dataset). A couple of approaches
to AutoML have been proposed [4,10–12] in the recent past. Currently, how-
ever, reduction is hardly considered by these approaches, although its potential
benefit is completely unclear.

In this paper, we examine a new classifier that we call reduction stumps.
Reduction stumps split the given set of classes into two subsets and then solve
the resulting problems with a multi-class classifier. Separating instances of the
two subsets is achieved by a third (and possibly binary) classifier. The motiva-
tion for looking at this type of classifier is that it offers a middle-ground solution
between native multi-class classifiers and a complete reduction to binary prob-
lems as in nested dichotomies. Therefore, reduction stumps achieve a reasonable
compromise between simplification and complexity.

Due to this property, reduction stumps offer an interesting means to achieve
performance gains in AutoML. However, the effort to determine such reductions
needs to be moderate, as AutoML tools must consider many different machine
learning pipelines and cannot spend too much time on a single decision, such as
whether or not reduction should be used. Besides, each of the reduced problems
gives rise to a new AutoML problem itself, so again for reasons of complexity,
one should avoid creating too many of them.
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Empirically, we show that (ensembles of) reduction stumps indeed lead to
significant performance gains over many other classification algorithms in a sig-
nificant number of cases. More precisely, we compare reduction stumps against
several standard classification algorithms, including multi-class logistic regres-
sion, neural networks, nearest neighbors, support vector machines via all-pairs
reduction, decision tress, and random forests. We find that reduction stumps or
ensembles of them are better than any of the other algorithms in more than
half of the 21 examined datasets from the UCI repository [1]. Even though the
improvement over the best non-reduction-based classifier is often only small,
we thus provide a strong justification for the consideration of reduction stumps
when solving multi-class classification problems.

2 Background: Nested Dichotomies

Nested dichotomies (NDs) reduce a multi-class classification problem to a set
of (presumably easier to solve) binary problems. To this end, the original set of
classes (as long as comprising more than one element) is recursively split into
two nonempty subsets. Thus, an ND defines a binary tree, in which every node is
labeled with a set of classes, such that every leaf is labeled with a distinct class,
and every inner node with the union of labels of its children. Figure 2 shows two
example dichotomies for the case of four classes.

To each inner node of an ND, a classifier is attached and fitted for the task
of discriminating the two sets of classes (meta-classes) assigned to its children.
These classifiers are trained using a base learner, which is typically supposed
to produce probabilistic predictions. For a given instance, the class with the
highest probability is predicted, where the probability for a leaf is obtained by
multiplying the probabilities predicted by the base learners along the path from
the root to the respective leaf node.

Of course, the performance of an ND critically depends on the structure of the
binary tree, as it determines the complexity of the induced binary classification
problems, as well as the type of classifier attached to the inner nodes. Usually,
the type of classifier is fixed, and one is interested in finding the most beneficial
structure [9]. The criterion that is commonly optimized is the overall predictive
accuracy (percentage of correct classifications), which depends on the quality of
the binary classifiers, and therefore on the structure of the ND. Approaches to
finding suitable dichotomies are based on random sampling [5,9], greedy error
minimization [8], clustering [3], and evolutionary optimization [13].

A partial nested dichotomy is an ND in which the leaf nodes may be labeled
with more than only one class. Therefore, partial NDs need to be equipped with
multi-class classifiers in their leaf nodes. Of course, other reduction techniques
such as one-vs-rest or all-pairs [6] could be used here as well. To our knowl-
edge, partial dichotomies have only occurred during the construction process of
complete nested dichotomies, but have never been used as classifiers themselves.
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Fig. 2. A partial (left) and a complete (right) nested dichotomy for five classes.

3 Reduction Stumps and Reduction Stump Ensembles

In this paper, we focus on partial NDs of depth 1, which we refer to as reduction
stumps. Reduction stump have exactly one inner node, which is the root, and
two child nodes with an arbitrary number of classes. Of course, just like NDs,
reduction stumps are multi-class classifiers.

3.1 Motivation and Overview

The main goal of classical reduction techniques is to make multi-class problems
amenable to binary classification. Therefore, techniques such as one-vs-rest, all-
pairs [6], ECOC [7], and nested dichotomies [2,5] reduce the original problem
in such a way that all induced subproblems are binary. As opposed to this, the
distinguishing feature of reduction stumps is their partiality. In fact, reduction
stumps have a different use case and aim at distributing smaller and presumably
easier subproblems among two multi-class classifiers. For instance, this can be
advantageous because the multi-class classifier, despite being principally able
to treat an arbitrary number of classes, does not scale well for larger numbers
of classes. Furthermore, it might be interesting to consider different types of
base learners at the inner nodes, as one classifier might be able to separate one
group of classes well, while another one may prove beneficial for separating the
remaining classes.

In contrast to previous approaches, we allow different classifiers to be used
as base learners in reduction stumps. The flexibility of adopting different clas-
sifiers for (different parts of) the same problem is precisely one of the supposed
strengths of reduction stumps. We call reduction stumps with different classi-
fiers heterogeneous. Analogously, reduction stumps with the same classifier for all
subproblems are called homogeneous. One reason for considering homogeneous
reduction stumps may be that only one classification algorithm is available; for
example, in medical data analysis, often only decision trees are accepted for
reasons of interpretability.

In addition to single reduction stumps, we also consider ensembles. It has
been observed that ensembling often improves predictive accuracy, provided
there is a reasonable variety among the classifiers within the ensemble. For
reduction stumps, there are two sources of variety, which makes them especially
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suitable for being used in an ensemble. First, there is randomness in the choice
of the splits of a reduction stump, which can be averaged out using ensembles;
for the same reason, it is common to consider ensembles of nested dichotomies
instead of only single dichotomies [5,8]. Second, the topology of a reduction
stump strongly depends on the choice of the base learner. Hence, the ensemble
effect might even be amplified when heterogeneous reduction stumps are used.

3.2 Training a Reduction Stump and Obtaining Predictions

Training a reduction stump requires two decisions. First, one must choose a split
of the set of classes, i.e., decide which classes belong to the left and which to
the right child of the root node. Second, one must choose the classifiers for (i)
the binary split and (ii) the rest problems associated with the left and the right
child, respectively. Obviously, there is an interaction between these two choices.

Even though the number of reduction stumps is much smaller than the num-
ber of nested dichotomies, it is still infeasible to enumerate all possible reduction
stumps. Given a problem with n classes, there are 2n−1 − 1 different splits. We
may enumerate these candidates for small n, but we cannot reasonably build a
general algorithm on this basis. However, there is reason to believe that near-
optimal splits can be found without extensive search. First, a number of heuris-
tics for finding good splits has been proposed [8]. Second, it has been shown that
even randomly sampling a relatively small number of splits and taking the best
of them often yields at least as good results [9].

Moreover, it is possible to conduct a grid-search over the possible classifiers
for the binary problem and the two child nodes, i.e., to enumerate all options for
the second choice. A full nested dichotomy has n− 1 inner nodes, where n is the
number of classes. If m classification algorithms are eligible, this leads to mn−1

possible combinations of classifiers over the inner nodes, which is generally not
feasible. For the reduction stump, however, we have at most m3 many combi-
nations1. For example, we shall consider m = 23 classifiers, which leads to over
1012 combinations in a full nested dichotomy for a 10-class problem, whereas we
only have 12,167 possible combinations for a reduction stump.

As a consequence, we design the reduction stump as a meta-classifier that can
be parametrized with a set of base classifiers. Given such a set C of classifiers,
it iterates over all active classifier combinations R ⊆ C3, where R = C3 in
the heterogeneous case and R = {(c, c, c) | c ∈ C} in the homogeneous case.
For each classifier combination r ∈ R, depending on the split technique, one
or more splits are identified and evaluated. The algorithm then associates the
classifier combination r with the best determined split s(r) and the respective
validation score t(r). The stump eventually selects argminr∈R t(r) as the classifier
combination and uses s(r) as the split.

The split is computed by drawing splits (uniformly) at random and evaluating
them against a validation set. To this end, the set of classes is organized in a

1 If the split separates a single class from the rest, then we even have only m2 many
combinations.
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shuffled list, and a position within that list is drawn uniformly at random. We
draw k such splits and, for each of them, we also split the given training data
into a reduced training set and a validation set. The reduced training set is used
to train the reduction stump, and the validation set is used to validate it. We
do neither conduct cross-validation nor a holdout method here, but only use
single evaluations. First, conducting a sophisticated evaluation would be costly
and further reduce the data available for training the stump. Second, since the
sampling routine itself considers different splits of both data and classes, an
averaging effect over different data is still achieved.

We also experimented with another interesting split technique called random
pairs. The random-pair selection heuristic (RPND) was proposed by Leathart
et al. [8] for the construction of nested dichotomies and suggests to build the
two subsets by randomly choosing two classes as “seeds”, training a classifier to
separate them, and adding each of the other classes to the seed to which most of
its instances are assigned by the trained classifier. Our experiments showed that
RPND does not perform significantly better than the above best-of-k random
sampling, so we do not include it in the experiments for space reasons; this also
conforms to the observations of [9]. However, the results are available with the
implementation.

The inference for reduction stumps is straight forward. Given a new instance,
the root classifier decides whether the instance should belong to the first or the
second subset of classes. Based on this decision, the respective classifier for the
subproblem is used to make a final decision for the class of the instance. For
probabilistic predictions, each of the three classifiers computes a probability for
the instance to belong to its covered classes. The class distribution for an instance
is computed by multiplying the class probabilities produced by the base learners
at the child nodes with the probability for the respective child as obtained from
the root node’s base learner.

3.3 Ensembles of Reduction Stumps

As already said, in addition to single reduction stumps, we are interested in
ensembles of such models. Yet, in this paper, we only consider ensembles of homo-
geneous reduction stumps. Although we conjecture that heterogeneous ensembles
can be much more powerful, a training procedure needs to make more decisions
and would have to be more sophisticated than the straight forward approach as
described below. To reduce the computational cost, an effective heuristic would
be required. Since this work is more concerned with the fundamental question
of whether a reduction is beneficial at all, designing such a heuristic is left for
future work.

For ensembles of homogeneous reduction stumps, the training method is quite
straight forward. Given a set C of available base classifiers, the algorithm iterates
over all c ∈ C, using c as the base learner at each inner node. The algorithm
constructs an ensemble of a given size by creating the structure of the reduction
stumps at random. Furthermore, instead of performing a best-of-k selection for
each ensemble member, we apply the best-of-k heuristic to the entire ensemble.
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That is, we build k ensembles of reduction stumps and select the ensemble with
the best score. For computing the score, the training data is again split into
a reduced training set and a validation set, and the ensemble is trained on the
former and evaluated on the latter. This evaluation procedure is repeated several
times to obtain a stable estimate for the ensemble (which is not changed over
the iterations), resulting in a holdout validation of the ensembles. After having
selected all |C| ensembles, the algorithm chooses the one with the best score to
be used for future predictions and trains it on the entire training data.

The prediction routine for ensembles is implemented as a majority vote. Each
reduction stump votes for a class, and the prediction of the ensemble is the class
that collects the highest number of votes.

4 Experimental Evaluation

In our experimental evaluation, we compare the proposed (ensembles of) reduc-
tion stumps to (ensembles of) single classifiers to analyze the potential benefit of
reducing the original problem to a set of simpler problems (with fewer classes).
Recalling our motivation of reduction as a possible means to improve automated
machine learning, note that, as part of an AutoML toolbox, reduction stumps
would serve as an option rather than a default choice. Correspondingly, includ-
ing them in the toolbox seems warranted if they provide the best choice in a
sufficient portion—but not necessarily the majority—of the cases.

We subdivide our analysis into two main aspects. First, we carry out a
detailed analysis of (ensembles of) homogeneous reduction stumps, comparing
them to the single classifier and a bagged ensemble of the latter. Second, we
additionally consider heterogeneous reduction stumps, comparing the best mod-
els using any classifier as a base learner.

4.1 Experimental Setup

In total, we evaluate the four methods on 21 datasets (as shown in Table 1)
from different domains, including image recognition, biology, and audio. To
estimate the predictive accuracy of each method, we used a 20-holdout (also
known as Monte-Carlo cross-validation), splitting the data into 70% training
data and 30% test data. As learning algorithms, which were also used as base
learners for the reduction stumps, we considered BayesNet (BN), NaiveBayes
(NB), NaiveBayesMultinomial (NBM), Logistic (L), MultilayerPerceptron (MP),
SimpleLogistic (SL), SMO (SMO), IBk (IB), KStar (KS), JRip (JR), PART
(PART), DecisionStump (DS), J48 (J48), LMT (LMT), RandomForest (RF),
and RandomTree (RT).

To build ensembles of reduction stumps, we used the Best-of-k strategy. To
this end, we used another internal stratified split of 70% data for building the
reduction stumps and 30% validation data for selection, and set k = 10.

We have implemented both reduction stumps and ensembles as WEKA clas-
sifiers. The code, the data used to conduct the experiments, and the database
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Table 1. Datasets used in the evaluation

Dataset #instances #attributes #classes

audiology 226 69 24

autoUnivau6750 750 40 8

car 1728 6 4

cnae9 1080 856 9

fbis.wc 2463 2000 17

kropt 28056 6 18

letter 20000 16 26

mfeat-factors 2000 216 10

mfeat-fourier 2000 76 10

mfeat-karhunen 2000 64 10

mfeat-pixel 2000 240 10

optdigits 5620 64 10

pendigits 10992 16 10

page-blocks 5473 10 5

segment 2310 19 7

semeion 1593 256 10

vowel 990 13 11

waveform 5000 40 3

winequality 4898 11 11

yeast 1484 8 10

zoo 101 17 7

with the presented results are publicly available2. The computations were exe-
cuted on (up to) 150 Linux machines in parallel, each of which with a resource
limitation of 2 cores (Intel Xeon E5-2670, 2.6 Ghz) and 16 GB memory. The total
run-time was over 30 k CPU hours (more than 3 years).

4.2 Analysis of Homogeneous Reduction Stumps

Table 2 shows the error rate averaged over 20 train/test splits of single classi-
fiers (SC), homogeneous reduction stumps (RS), bagged ensembles of classifiers
(BA), and majority vote ensembles of homogeneous reduction stumps (EN) for
different classifiers and datasets. In the last column of the table, a statistic of
wins/ties/losses (W/T/L) is provided comparing RS to SC and EN to BA. Miss-
ing values indicate that the respective algorithm was either not applicable to the
problem or that it did not finish in a given timeout of 1h.

2 https://github.com/fmohr/ML-Plan/tree/ida2018.

https://github.com/fmohr/ML-Plan/tree/ida2018
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Considering the results for RS, we can indeed see that the performance
of every classifier can sometimes be increased when wrapped into a reduction
stump. Although RS is not an overall dominating strategy, except for SL and
LMT, there are at least 3 datasets for each classifier where a reduction stump
performs better than the single classifier. This indicates that reduction in prin-
ciple can be beneficial in terms of performance improvement.

Comparing BA to EN, for some datasets, the overall picture is quite similar
to the comparison of RS and SC. Neglecting the classifiers BN and NBM, there
are at least 8 datasets for which EN yields a better performance. In particular,
EN seems to yield improved results for DS, LMT, RT, and RF rather frequently.
For 13 of 16 classifiers, EN wins more often than it loses against BA. We conclude
that reduction stumps might be more suitable for being used in ensembles.

4.3 Analysis of Heterogeneous Reduction Stumps

In the second part of our evaluation, we consider heterogeneous reduction
stumps. Since we cannot compare heterogeneous stumps in the context of a
single base classifier, we now consider the overall best performance achieved
with any classifier of the respective class. From the perspective of AutoML, this
is the most interesting part of the evaluation, because it answers the questions
whether (ensembles of) reduction stumps can be superior to any other classifi-
cation algorithm (either by itself or used within a (bagging) ensemble).

The results are summarized in Table 3, where we now distinguish between
RS-hom for homogeneous and RS-het for heterogeneous reduction stumps. Note
that with EN we still only refer to ensembles of homogeneous reduction stumps.
Significant differences are determined using a t-test with p = 0.05. While sig-
nificant improvements of reduction stumps over the baseline (single classifier
respectively bagged ensemble) are indicated by •, significant degradations are
indicated by ◦. Best performances within one row are highlighted in bold. Results
that are not significantly worse than the best result are underlined.

Regarding RS-hom, in this table, it becomes even clearer that homogeneous
reduction stumps do not perform that strong and in this context never achieve
the best performance for any of the datasets. Nevertheless, if used in an ensem-
ble, the homogeneous reduction stumps yield the best result in 5 cases. Further-
more, compared to BA, EN achieves 9 significant improvements. A significant
degradation, in turn, is observed only once.

However, the most remarkable observations are made for heterogeneous
reduction stumps that clearly outperform the other approaches. RS-het yields
6 significant improvements over SC while being significantly worse in only two
cases. Furthermore, it turns out to achieve the best performance in 15 of 21 cases.
From these results, we conclude that reduction stumps represent an interesting
approach for decomposing multi-class classification problems to a set of simpler
subproblems.

The results also motivate the investigation of ensembles of heterogeneous
reduction stumps. On one hand, it would be interesting to design a heuristic for
building such ensembles as a standalone classifier. On the other hand, instead
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Table 2. Mean error rate of base learners on 21 UCI datasets. (see Footnote 2)
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Table 3. Averaged error rate (mean±standard deviation) using best base learners.

Dataset SC RS-hom RS-het BA EN

audiology 16.38±3.01 19.31±3.99 14.22±0.75 19.31±1.86 19.68±0.96

autoUnivau6750 73.4±2.77 74.02±2.17 70.05±0.24 • 73.54±1.75 72.72±0.38

car 1.13±0.58 3.84±0.75 ◦ 0.10±0.10 • 1.75±0.70 0.42±0.12 •
cnae9 5.90±1.16 5.80±1.20 4.60±0.16 • 6.83±1.46 5.61±0.53 •
fbis.wc 18.19±1.05 18.23±1.93 19.99±1.19 15.13±1.25 15.62±0.40

kropt 29.74±0.38 29.77±0.59 30.17±0.11 ◦ 32.22±0.46 29.36±0.43 •
letter 4.22±0.28 4.35±0.19 4.13±0.07 4.80±0.22 3.84±0.07 •
mfeat-factors 2.41±0.50 2.60±0.62 1.95±0.42 2.20±0.28 2.09±0.20

mfeat-fourier 15.88±1.21 16.84±1.42 15.76±0.51 16.93±1.11 16.48±0.52

mfeat-karhunen 3.76±0.34 3.81±0.42 2.97±0.25 3.61±0.57 3.46±0.24

mfeat-pixel 2.59±0.47 2.88±0.39 2.46±0.25 2.58±0.48 2.48±0.11

optdigits 1.51±0.26 1.50±0.35 1.11±0.15 1.50±0.26 1.38±0.08

page-blocks 2.51±0.38 2.44±0.25 2.00±0.15 • 2.37±0.31 2.45±0.09

pendigits 0.77±0.13 0.75±0.12 0.73±0.18 0.84±0.16 0.70±0.03 •
segment 2.16±0.49 2.58±0.48 ◦ 2.04±0.44 2.76±0.65 2.19±0.19 •
semeion 6.65±0.96 6.52±0.92 6.77±0.10 6.61±0.64 5.92±0.28 •
vowel 1.78±0.98 2.20±1.23 1.05±0.55 4.69±2.23 2.02±0.23 •
waveform 13.04±0.78 14.82±0.56 ◦ 13.08±0.17 13.01±0.58 14.75±0.31 ◦
winequality 32.29±1.48 32.54±1.09 31.12±0.71 33.53±1.12 32.49±0.30 •
yeast 39.58±2.09 39.79±2.75 36.46±0.81 • 38.38±2.25 38.51±0.63

zoo 3.48±2.61 4.35±4.86 0.00±0.00 • 4.35±3.37 3.67±0.68

of only choosing classifiers from a portfolio, the results motivate to actively
decompose multi-class problems in the context of AutoML, and further tailoring
the base learners to the respective subproblems. From an AutoML perspective,
homogeneous reduction stumps are less attractive, as they seem to never achieve
globally the best performance; thus, the effort for considering them would not
be justifiable. In contrast to this, it is worth considering ensembles of reduction
stumps, which in some cases perform best, especially since the effort for building
them is relatively low.

5 Conclusion

In this paper, we proposed a meta-classifier called reduction stump, which can
be seen as the simplest reduction scheme for multi-class classification problems:
the original problem is decomposed into three subproblems of smaller size, two
multi-class problems on subsets of the original set of classes, and one binary
problem on the two respective meta-classes. In spite of their simplicity, reduc-
tion stumps show promising performance in our experiments, especially in their
heterogeneous version.

Our main motivation for analyzing reduction stumps originates from the field
of automated machine learning. For the reasons already explained, reduction can
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be useful in AutoML, but should be applied with caution, in order to keep the
complexity manageable. Encouraged by the results of this paper, our next step
is to incorporate reduction stumps into the toolbox of AutoML. An additional
interesting research question that arises from the observation that some datasets
are more amenable to reduction than others is whether one can predict the
benefit of applying reduction based on the properties of a dataset.

Acknowledgements. This work was partially supported by the German Research
Foundation (DFG) within the Collaborative Research Center “On-The-Fly Comput-
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Abstract. We argue the usefulness of Gaifman graphs of first-order rela-
tional structures as an exploratory data analysis tool. We illustrate our
approach with cases where the modular decompositions of these graphs
reveal interesting facts about the data. Then, we introduce generalized
notions of Gaifman graphs, enhanced with quantitative information, to
which we can apply more general, existing decomposition notions via 2-
structures; thus enlarging the analytical capabilities of the scheme. The
very essence of Gaifman graphs makes this approach immediately appro-
priate for the multirelational data framework.

1 Introduction

First-order (finite) relational structures (see e.g. [9]) are the conceptual essence
of the relational database model. Gaifman graphs are a well-known, quite natural
theoretical construction that can be applied to any relational structure [9]. They
have provided very interesting progress in the theory of these logical models.

Given a first-order relational structure, or relational database, with relations
(or tables) Ri, where the values in the tuples come from a fixed universe U ,
the corresponding Gaifman graph has the elements of U as vertices; and there
is an edge (x, y), for x �= y, exactly when x and y appear together in some
tuple t ∈ Ri for some table Ri. That is, Gaifman graphs record co-occurrence
(or lack thereof) among every pair of universe items.

Hence, a clique in a Gaifman graph would group items that, pairwise, appear
together somewhere in the relational structure: co-occurrence patterns; a clique
in its complement would reveal an incompatibility pattern. Of course, finding
maximal cliques is NP-complete; but there are less demanding ways to study
graphs that identify efficiently both sorts of patterns in a recursive decomposi-
tion: namely, the modular decomposition and its generalization, the decomposi-
tion of 2-structures.

This paper proposes to employ these decompositions as avenues for
exploratory data analysis on relational data (whether single- or multi-relational):
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by applying them on the Gaifman graph of a dataset, we can obtain valuable
information that would not be readily observable directly on the data.

Modular decompositions suffice to treat standard Gaifman graphs. However,
we extend the capabilities of our approach by generalizing, in very natural ways,
the notion of Gaifman graph so as to handle quantitative information (a must
in many data analysis applications). Hence, we develop our work using the more
general decomposition of 2-structures [4]: again a notion that has been very fruit-
fully developed in their theoretical form, and in a number of applications (such
as [8]), but not yet imported, to our knowledge, into data analysis frameworks.

2 Decomposing Standard Gaifman Graphs

As already mentioned, the basic notion of Gaifman graph is pretty simple: on
all items that appear along all the tuples of a single- or multi-relational dataset,
edges join pairs of items that appear together in some tuple.

Example 1. As a running example, let us consider a very small, single-relation
database on the universe {a, b, c, d, e}, with three attributes and three tuples:

t1: a b c
t2: a d e
t3: a c d

Then, the Gaifman graph is as shown in Fig. 1 (left).

Fig. 1. A Gaifman graph, its natural completion, and a labeled variant.
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2.1 2-Structures and Their Decompositions

The very classical notion called “modular decomposition” [6] suffices to imple-
ment our approach on plain Gaifman graphs; this notion has been rediscov-
ered many times and described under several different names1. However, it is
insufficient to handle adequately the generalizations that we will propose below.
Therefore, we develop our approach directly on top of the more general notion
of 2-structures and their clans [4].

First, we describe some “cosmetics” on our Gaifman graphs: they will be seen
as a complete graph with two sorts of (nonreflexive) edges. One sort corresponds
to edges present in the graph (solid lines in our diagrams); the other corresponds
to absent (nonreflexive) edges (broken lines). We call this graph the “natural
completion” of the original graph. In our example, this process is illustrated in
Fig. 1 (center).

Additionally, we can label each edge with its multiplicity, that is, the number
of tuples that contain the pair of items linked by the edge. The previous example
then becomes as in Fig. 1 (right): pairs appear either zero times together (dashed
edges), once (black lines, labeled 1) or, in two cases, twice (gray lines, labeled 2).

Now, in general terms, a 2-structure is simply the complete graph on some
universe U , plus an equivalence relation E among the edges. Figure 1 (right)
serves as an example, where there are three equivalence classes of edges: the
broken edges, the black edges, and the gray edges; of course, Fig. 1 (center) is
also an example, with just two equivalence classes of edges. We will restrict
ourselves to undirected edges, and will employ the common, very graphical and
intuitive representation of coloring in the same way edges belonging to the same
equivalence class.

Observe that the type of the equivalence relation E is E ⊆ ((U×U)×(U×U))
because E tells us whether two arbitrary edges (x, y) and (u, v) are equivalent.

For a 2-structure given by the set of vertices U and the equivalence relation E
among the edges of the complete graph on U , we say that a subset C ⊆ U is a
clan, informally, if all the members of C are indistinguishable among them by
non-members. That is: whenever some x /∈ C “can distinguish” between y ∈ C
and z ∈ C, in the sense that the edge (x, y) is not equivalent to the edge (x, z),
then C is not a clan. Formally (see [4]):

Definition 1. Given U and an equivalence relation E ⊆ ((U × U) × (U × U))
on the edges of the complete graph on U , C ⊆ U is a clan when

∀x /∈ C ∀y ∈ C ∀z ∈ C ((x, y), (x, z)) ∈ E.

Note that different vertices outside the clan might see the clan differently:
for x /∈ C and x′ /∈ C, and y ∈ C, the edges (x, y) and (x′, y) may well be
nonequivalent. We only require that each fixed x does not distinguish between
the clan members.

1 See https://en.wikipedia.org/wiki/Modular decomposition for some of the alterna-
tive names that the concept has received.

https://en.wikipedia.org/wiki/Modular_decomposition
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Basic examples of clans are the so-called trivial clans: all the singletons {x}
for x ∈ U , as well as U itself, are vacuously clans. There may be other clans.
For instance, consider the natural completion of the Gaifman graph obtained
from Example 1, depicted in Fig. 1 (center). Edges are split into two equivalence
classes (existing or nonexisting edges in the original Gaifman graph). Then, one
can see that there would be exactly one nontrivial clan, formed by {b, c, d, e}:
all vertices not in the clan (that is, vertex a, the single one not in the clan) are
connected to each vertex inside the clan through edges of the same color, namely
solid black. Any other candidate turns out not to be a clan. For instance, any set
including a and b but excluding e is not a clan, as e “distinguishes” between a
and b; then, any set including b and e must include c and d, which can distinguish
between them. All in all, any clan including a and b ends up including all the
vertices, that is, becoming a trivial clan. Analogous reasoning applies if we start
by pairing a with other vertices.

On the other hand, it is not difficult to see that the labeled, colored version
of the Gaifman graph of Example 1, as depicted in Fig. 1 (right), does not have
nontrivial clans. Equivalence is given by the same multiplicity label (that is,
edges drawn in the same “color”): the extra distinction between gray and black
edges allows for external vertices to distinguish between some vertices inside
every candidate proper subset. Further examples come later as clans are the key
tool for our proposal of a data analysis method.

2.2 Prime Clans and Tree Decompositions

It is known [4] that certain clans, called prime clans, allow us to decompose a
2-structure into a tree-like form.

Definition 2. For a fixed universe U , we say that two subsets of U overlap if
neither is a subset of the other, but they are not disjoint. That is, for S ⊆ U
and T ⊆ U , they overlap if the three sets S ∩ T , S \ T , and T \ S are all three
nonempty. Then, prime clans are those clans that do not overlap any other clan.

Of course, trivial clans are also immediately prime clans. Thus, by definition,
any two sets in the family of prime clans are either disjoint, or a subset of one
another: they provide us with a so-called “decomposable set family” [11] that
can be pictured in a tree form, by displaying every prime clan (except U itself)
as a child of the smallest prime clan that properly contains it.

There are studies that report how these decompositions look like. Specifically,
at each node of the tree we have again a 2-structure, whose vertices correspond
to the clans that fall as children of the node. In the case of our constructions
out of Gaifman graphs, it is known that all the 2-structures that appear as
nodes of such a tree decomposition are of one of two well-defined sorts: either
“complete” (all edges are equivalent) or “primitive” (only having trivial clans).
This is due to our graphs being undirected, because 2-structures on directed
graphs may exhibit a third basic component in their tree decomposition (“linear”
2-structures). Further information on this topic appears in [4]. This reference
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contains, as well, often far-from-trivial proofs of theorems that ensure that things
are as we have described.

Example 2. Continuing Example 1, the tree decomposition of the 2-structure in
Fig. 1 (center) is displayed in Fig. 2 (left). Boxes correspond to clans: here, the
topmost box corresponds to the trivial clan containing all the vertices and, inside
it, each dot corresponds to a prime subclan. All along the whole decomposition,
trivial clans are indicated by a link to the vertex they consist of, represented
with an elliptic node; nontrivial ones are linked instead to a new box describing
the internal structure of the clan, in terms of the prime clans it has as proper
subsets. Then, as a set, each clan is formed by all the elements in the leaves of
the subtree rooted at it.

A “brute-force”, exhaustive search attempt was employed in [12] to identify
all prime clans. A couple of published algorithms [10,11] can be adapted for
implementing a system computing this sort of tree decompositions. However,
as we envision an analysis support system able to add Gaifman nodes in an
incremental manner, we have implemented a somewhat different, incremental
algorithm. Due to the space limit, the details of our algorithmic contributions
will be presented in a follow-up paper (or in an expanded version of this one),
together with some comparisons against other algorithms.

2.3 Limits to the Visualization of Complex Clans

Our experimentation shows that, unsurprisingly, the visualization of large Gaif-
man graphs is unadvisable. Actually, sometimes the clans lead to large primitive
2-structures, whose mathematical study gets pretty complicated [5]. We set up
some relatively arbitrary limits, trying to get understandable diagrams. Let us
consider a more realistic example to explain them.

In Fig. 2 (right) we display (a fragment of) the decomposition of the Gaif-
man graph of the well-known Zoo dataset from the UC Irvine repository [2]; it
contains 17 attributes of 100 animal species. We have preprocessed it slightly
so that the semantics of each item is clearly identifiable (e. g. predator False or
toothed True). We will return to this dataset below in Sect. 4.2.

For the time being, we just discuss the decomposition of its standard Gaifman
graph. The topmost node of this decomposition is, as always, the trivial clan with
the whole universe; in this case, it turns out to decompose as a set of many trivial
clans, set up in the form of a primitive 2-structure that we choose not to draw
complete; however, one nontrivial clan also appears: “mammal” and ‘milk True”
are indistinguishable from the perspective of all the other elements in the dataset.
That is, for every other piece of information, either it goes together with each
in some tuples (one such item could be “hair True”), or it does not go together
with any of them ever (for instance: “feathers True”).

In our diagrams, as we do here, clans containing more than a handful of
nontrivial clans are not drawn in detail: just the clan type label (“primitive” or
“complete”) is shown. Besides, if there are few nontrivial clans, but many trivial
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Fig. 2. Decompositions of the Gaifman graphs for Example 1 and for the Zoo dataset.

ones, then the trivial clans are grouped in a single node labeled Others, sort of
a merge of them all. The reader must keep in mind that this particular node
actually represents together a number of unstructured items.

This approach of limiting the size of the substructures that become fully
spelled-out was taken also in [8], where also a “zooming” capability was intro-
duced (we may consider adding one such option to our system in the future).

2.4 Isolated Vertex Elision

As we move on, later, into quantitative generalizations of Gaifman graphs, one
case turns out to be common in our experiments. Whereas Gaifman graphs do
not have isolated vertices (except in limit, artificial cases such as relations with
a single attribute), in our generalizations this is no longer true: many datasets
will lead to 2-structures exhibiting many vertices that are endpoints only of
broken edges; that is, they are isolated vertices in the corresponding (generalized)
Gaifman graph. The set of those isolated vertices forms a sometimes quite large
clan that clutters the diagram but contributes nothing to the analysis beyond
“all these vertices are actually isolated”. We use again the label “Others” to
represent these items, all alike from the decomposition perspective, as a single
vertex, as indeed this is a particular case of the usage of the “Others” label as
per the previous Sect. 2.3.

3 Interpreting a Decomposition of a Gaifman Graph

We move on to explain another example of our analysis strategy. We present and
discuss the outcome of a tree decomposition of the Gaifman graph of a simple,
famous, and relatively small dataset often used for teaching introductory data
analysis courses. It comes from data of each of the passengers of the Titanic.
Among several existing variants of this dataset, some of them pretty complete,
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we choose a reduced variant on which we illustrate the interpretation of our
decompositions. This variant we use keeps four attributes, one of them (age)
discretized. To describe the details of this dataset, we quote:

“The titanic dataset gives the values of four categorical attributes for each of
the 2201 people on board the Titanic when it struck an iceberg and sank. The
attributes are social class (first class, second class, third class, crewmember), age
(adult or child), sex, and whether or not the person survived.”

(http://www.cs.toronto.edu/∼delve/data/titanic/desc.html)
(As indicated in that website, this variant of the data was originally compiled

by Dawson [1] and converted for use in the DELVE data analysis environment
by Radford Neal.)

The decomposition via its standard Gaifman graph is depicted in Fig. 3.
Recall that broken edges represent pairs that never appear together in any tuple,
whereas solid edges are edges of the original Gaifman graph and thus join uni-
verse elements that appear together in some tuple.

The clans for sex and survival are clear and intuitive: as they are different
possible values for the same attribute, they never appear together. On the other
hand, every possibility for these attributes does appear somewhere, as does every
possible pairing with all other items in the universe, so that the top node is a
complete 2-structure consisting on all solid edges.

Likewise, one might expect a clan with the four alternative values of traveling
class, namely, 1st, 2nd, 3rd or Crew. However, that clan only has actual passenger
classes. The value Crew migrates to the parent “ages” clan, where we find some
interesting fact: a small primitive 2-structure arising from the interaction of the
ages values and the Crew value, where of course being an adult is incompatible
with being a child, and both are compatible to all the traveling classes (the top
node in the middle clan); however, being in the crew is only compatible with
being an adult. This calls our attention to the fact that the crew included, of
course, no children, a fact that we might overlook in a non-systematic analysis.
That is: even if the traveling classes and the “Crew” label are employed as values
in the same column, the data tells us, through our decomposition procedure, that
they have different semantics!

4 Generalizations of Gaifman Graphs

We move on to discuss tree decompositions based on generalized Gaifman graphs.
The aim is to keep track of quantitative information that the standard Gaifman
graph lacks. In our context, many ideas present themselves to complement Gaif-
man graphs and clan decompositions with quantitative considerations. For the
time being, we contemplate just some very simple cases: we let the number of
occurrences of each pair play a role.

http://www.cs.toronto.edu/~delve/data/titanic/desc.html
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Fig. 3. Decomposing the standard Gaifman graph of the Titanic dataset.

4.1 Thresholded Gaifman Graphs

Our first variant is as follows.

Definition 3. For a threshold k (a nonzero natural number) a thresholded Gaif-
man graph is a completion of a Gaifman graph in which each labeled edge is
classified according to its number of occurrences, as follows. We still have two
equivalence classes of edges. If the number in the label is above the threshold k,
the edge goes into one equivalence class (represented in our diagrams by a solid
line); whereas if the number of occurrences of the edge is less than or equal to
the threshold, then the edge belongs to the other equivalence class (and a broken
line is used to represent it).

Figure 4 provides an alternative analysis of the Titanic dataset described
before. There, we decompose a thresholded Gaifman graph, aiming at uncovering
very common co-occurrences, that is, high multiplicities. We set the threshold
rather arbitrarily at the quite high value of 1000 (out of 2201 tuples). We see
at work the effect of isolated vertex elision, as many attribute values to not
reach multiplicity 1000 with any other value: the elision process, as described in
Sect. 2.4, replaces all of them by a single node, playing the same role all of them
play, that is, broken lines among themselves and to all the surviving values. The
new decomposition is interesting in that it very clearly reflects the Birkenhead
Drill: “Women and children first”.

4.2 Quantitative Gaifman Graphs

The linear colored Gaifman graph is a (completion of a) Gaifman graph in which
the equivalence classes of the edges are directly defined by the label, that is, the
number of occurrences. All pairs occurring once would lead to one class, those
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Fig. 4. Titanic dataset: thresholded Gaifman graph, at 1000, and its decomposition.

occurring twice to another, and so on; up to some limit, beyond which we do
not keep the distinction. Figure 1 (right) corresponds to this case.

A natural variation is to have each color stand for some interval of values,
with linearly growing limits; the case just described would correspond to intervals
of width 1. Figure 5 shows one such case: we apply intervals of width 25 over
the Zoo dataset. Broken lines mark less than 25 occurrences, solid lines less than
50, and the gray line appearing inside one of the clans goes beyond that limit
because it gathers all birds and all fish and all insects into the oviparous clan.

Fig. 5. Decomposing the linear Gaifman graph of Zoo with 25 as interval width.

This notion can be combined naturally with the previous one: instead of
broken lines being simply the first interval, we can apply a different value as
threshold and leave as broken lines all occurrence multiplicities below it, and
then use the colors for the values at the threshold or above it, at linearly grow-
ing intervals of fixed width. Likewise, an upper threshold can be imposed. For
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instance, on the Titanic data, we used colors by width 1 intervals up to an upper
threshold of 10: this approach is able to point out for us, with no particular user
guidance, the fact that the number of children among the first-class travelers was
surprisingly small: as it happened to Crew, the first-class node migrates from
the traveling-class clan to the age clan.

We expect usefulness also from the exponential colored Gaifman graph: while
similar in spirit to the intervals in linear graphs, here the interval width grows
exponentially: each equivalence class (or color) represents an exponentially grow-
ing interval of occurrence multiplicities. On one hand, this frees the user from
having to bet on a specific interval width. On the other, there are cases where
the Gaifman graph multiplicities turn out to be approximately Zipfian, and the
exponential coloring is likely to be adequate. Again, as with the linear case, we
can also impose a user-defined threshold below which, or over which, the occur-
rences are not considered different; then, one runs the exponential count between
them.

Even though the black-and-white printed version of this paper will not show
it, we chose to provide an example of application of the exponential graph to
the (“people” table within the) UW-CSE dataset from the Relational Dataset
Repository (http://relational.fit.cvut.cz) at threshold 3. The items have been
renamed for better understanding; also, we have manually edited out a small
part of the diagram to fit the page size and to focus on the three different colors
in the pairs of equivalent items: these colors tell us that the amount of Students
(and thus NotProfessors) is largish (specifically 216), the quantity of year zero
cases clearly smaller (namely 138) and the amount of Professors even smaller
(62 in total).

Fig. 6. UW-CSE: part of the decomposition via the exponential Gaifman graph.

5 Discussion and Subsequent Work

We have described a data analysis approach based on the prime tree decompo-
sition of variations of the Gaifman graph of a dataset. We have illustrated the
process with some relatively successful cases. Technologically, we have resorted

http://relational.fit.cvut.cz
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to a relatively simple implementation in Python, https://github.com/MelyPic/
PrimeTreeDecomposition, relying on the standard graph module NetworkX
and on the graphical capabilities of the pydot interface to the Dot engine of
Graphviz [7]. We have not compared the available algorithms: there is no room
left for that study in this submission, and it will be the subject of forthcoming
write-ups.

Many possibilities of further development remain. First and foremost, we
must discuss a clear limitation. Like in so many other exploratory data analysis
frameworks, for a given dataset we may not be lucky: it may happen that a
given selection of Gaifman graph, once decomposed, has no nontrivial clans, or
decomposes into just a few quite large primitive substructures that provide little
or no insight about the data. For one, the linear Gaifman graph of the well-known
toy dataset Weather (discussed e.g. in [13]) has only trivial clans and, if fully
displayed, leads to just a large box of colored spaghetti. Useful advice to choose
properly sorts of Gaifman graphs, thresholds, and interval widths remains to be
found. After all, parameter tuning is a black art in many data mining approaches.

One natural variant consists of combining the constraints defining clans with
those of standard frequent-set mining; we explored that avenue and, unfortu-
nately, in all our attempts, we never found a single case of nontrivial clans.

Also, we can run this sort of processes on multirelational datasets or, even,
directly on graphs. For the first case, our examples so far fall into the very
common and standard “single table” perspective. However, from their earliest
inception, Gaifman graphs were a multirelational concept by essence. Applying
tree decompositions of generalized Gaifman graphs to multirelational datasets
is, therefore, conceptually immediate, and indeed our example in Fig. 6 comes
from a well-known multirelational benchmark. However, there, we have not taken
into account the foreign key phenomenon: would it be appropriate to denormalize
before computing the Gaifman graph? If so, can one compute the graph directly,
efficiently, without actually denormalizing the data?

For the second case, graphs are, so to speak, their own Gaifman graph,
so we can simply apply the tree decomposition on the given graph. A couple
of extra possibilities naturally arise. For instance, we could decompose a 2-
structure where the equivalence classes come from the lengths of the shortest
paths between vertices, or from thresholding these lengths; or from the vertex-
or edge-connectivity (equivalently, min-cuts, by Menger’s theorem), again possi-
bly thresholded. Along this line, there may be interesting connections with the
topic known as “blockmodeling” in social networks, which uses a notion similar
to that of clan, although relaxed through allowing exceptions.

The multiplicity-based generalizations we have proposed are quite basic; more
sophisticate approaches to define the equivalence relation between edges might
be advantageous. In particular, we believe now that some advances might come
from the study of the applicability of unsupervised discretization methods [3].
Indeed, the actual multiplicities appearing as labels of the edges of the Gaifman
graph form a set of integers that is to be discretized in a number of intervals in an
unsupervised manner. A few existing algorithms for unsupervised discretization

https://github.com/MelyPic/PrimeTreeDecomposition
https://github.com/MelyPic/PrimeTreeDecomposition
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can be applied to try and automatize parts of the transformation of the labeled
Gaifman graph into the starting 2-structure.

Besides the theoretical developments, improving the software tool is also a
desirable endeavor. Initially, we found the very notion of exploratory data anal-
ysis via 2-structure decompositions of quantitative versions of Gaifman graphs
risky enough, and were not eager to compute very fast, nor in a very usable way
by other people, results that, in principle, were candidates to be fully useless.
However, we found our initial results clearly sufficient to consider that this app-
roach is worth of further effort: we did design better algorithms than the ones
initially employed [12], and we are confident that our tool will see considerable
improvements along several facets in the coming months: the exploration of alter-
native tree visualizations, the implementation of additional control like zooming,
or the possibility of importing the data directly from databases; this last exten-
sion is actually crucial in order to try our methods on the usual multirelational
benchmarks.
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Abstract. In data imputation problems, researchers typically use sev-
eral techniques, individually or in combination, in order to find the one
that presents the best performance over all the features comprised in the
dataset. This strategy, however, neglects the nature of data (data distri-
bution) and makes impractical the generalisation of the findings, since
for new datasets, a huge number of new, time consuming experiments
need to be performed. To overcome this issue, this work aims to under-
stand the relationship between data distribution and the performance of
standard imputation techniques, providing a heuristic on the choice of
proper imputation methods and avoiding the needs to test a large set of
methods. To this end, several datasets were selected considering different
sample sizes, number of features, distributions and contexts and missing
values were inserted at different percentages and scenarios. Then, differ-
ent imputation methods were evaluated in terms of predictive and distri-
butional accuracy. Our findings show that there is a relationship between
features’ distribution and algorithms’ performance, and that their per-
formance seems to be affected by the combination of missing rate and
scenario at state and also other less obvious factors such as sample size,
goodness-of-fit of features and the ratio between the number of features
and the different distributions comprised in the dataset.

Keywords: Missing data · Data imputation · Data distribution

1 Introduction

Missing data imputation refers to the process of finding plausible values to
replace those who are missing in a dataset and is a common data preprocessing
technique applied in several fields [14]. Most often, imputation is performed using
a brute force strategy, where a set of algorithms is used to impute all the features
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in a dataset. Then, the imputed datasets pass to the classification stage, where
the imputation performance is evaluated through the classification error (CE)
[1]. Although this is a standard approach to the missing data problem, it raises
some important hitches: first, since all techniques must be implemented for all
features, its computational cost is high; secondly, it assumes that the same tech-
nique should perform well for all or the great majority of features, which could be
an over-assumption for features with different characteristics and finally, it uses
the CE to evaluate the imputation quality, which for contexts other than classi-
fication, could be inappropriate. In general classification scenarios, the objective
is to efficiently solve a classification problem, and therefore imputation is con-
sidered a required step to produce quality data. When imputation, rather than
classification, is the focus, the use of CE is controversial. Some authors strongly
defend that “imputation is not prediction” [22], and that the imputation method
that minimises the classification error may produce biased estimates and affect
the original data distribution.

Imputation methods should ideally be able to reproduce the true values in
data – Predictive Accuracy (PAC) – and preserve the distribution of those true
values – Distributional Accuracy (DAC) [6]. However, in the majority of impu-
tation works, the nature of data (data distribution) is completely neglected and
the above-mentioned properties are disregarded in favour of CE. Taking into
account the distribution of data could be relevant to guide the choice of an
appropriate imputation method: it considers the intrinsic characteristics of data
and avoids the need to test a large set of methods for datasets where the fea-
tures’ distributions are known. Thus, studying the influence of data distribution
in imputation presents a new challenge for missing data research and may pro-
vide a heuristic on the most appropriate imputation strategy for each feature
in the study, allowing researchers to address missing data problems more easily
and effectively.

This work follows from the initial research of Santos et al. [18], where authors
showed that there was a relation between imputation methods and data distribu-
tion, when missing data is generated completely at random (MCAR mechanism).
In this work, we extend their experimental set up to consider more datasets (15
datasets) and missing not at random (MNAR) mechanism, created in 6 different
ways (scenarios T1 to T6, as will be explained in Sect. 3). Our experiments show
that regardless of the missing data generation scenario, the imputation meth-
ods are in fact influenced by data distribution, with the exception of Support
Vector Machine (SVM). Aside for SVM, that achieves the best PAC and DAC
results for the great majority of distributions, Self-Organizing Map (SOM) is
the overall winner in both metrics. However, the choice of the best imputation
method depends also on the scenario and missing rate at state, besides other less
obvious aspects as the Goodness of Fit (GoF), sample size and ratio of features
per distribution.

The remainder of this document is structured as follows: Sect. 2 discusses
related works regarding missing data imputation in several contexts. Sections
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3 and 4 describe the experimental setup used in this work and report on the
achieved results, while Sect. 5 presents the conclusions and suggests some pos-
sibilities for future work.

2 Related Work

Nanni et al. [13] compared the performance of standard imputation techniques
(including MMimp and KNNimp) and their proposed imputation method for
classification purposes, by generating missing values on 5 health related datasets
at different rates (10–50%). The researchers concluded that their imputation
techniques, based on clustering and random sub-spaces, present better behaviour
than all the others (in terms of CE), achieving a satisfactory performance for
MR greater than 30%. Aisha et al. [2] studied the effects of data imputation
(including MMimp, KNNimp and SVMimp) on the classification of an incom-
plete health dataset (MR of 48%). SVMimp, along with Local Least Squares,
outperformed the remaining techniques (in terms of CE). Rahman and Davis
[15], investigated the classification performance of several imputation methods
(such as SVMimp, MMimp, DTimp) using CE metrics, on a real incomplete
medical dataset with 0–30% MR per feature. The results showed that all impu-
tation methods based on machine learning improved the sensibility (and in some
cases accuracy) of the classification task, in relation to MMimp. Garćıa-Laencina
et al. [7] studied the influence of imputation (including KNNimp and SOMimp)
on classification accuracy, using synthetic and real datasets. In this work, the
authors start by evaluating the imputation quality using PAC (Pearson’s r) and
DAC (Kolmogorov–Smirnov distance) metrics, but just applied KNNimp (with
different k values) on the first feature of synthetics datasets (MR 5–40%). How-
ever, this approach was discarded in favour of CE metrics, since the main objec-
tive of the experiments was to solve a classification problem. Rahman and Islam
[16] propose imputation techniques based on DT and compare them in terms of
PAC - coefficient of determination (R2), Mean Squared Error (MSE) and Mean
Absolute Error (MAE). DAC metrics are, however, neglected. This work used 9
real datasets from different contexts, where missing values were generated (1–
10%). The proposed imputation techniques outperformed the others. Amiri and
Jensen [3] introduced three imputation methods based on Fuzzy Rough Sets and
compared their performances with 11 standard techniques (including KNNimp
and SVMimp), in terms of RMSE (PAC analysis). In this work, the authors
used 27 complete and real datasets from different contexts and inserted missing
values varying from 5 to 30%. The simulations showed that SVMimp, KNNimp
and the three proposed techniques obtained the best results.

In the above-mentioned works, imputation techniques are frequently eval-
uated in terms of CE, and the effects they may have in data distribution are
most often ignored. Moreover, in these approaches, the same technique is used
to impute all features, without considering the possibility that different features
may be more properly imputed with different techniques. This work conducts a
study on the influence of data distribution in missing data imputation, aiming
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to assess how different imputation techniques perform across different feature
distributions and missing generation types, extending the work of Santos et al.
[18].

3 Experimental Setup

Our experimental setup consisted in 4 main stages: Data Collection, Distribution
Fitting and Missing Data Generation, Data Imputation and Evaluation (Fig. 1).

Distribution 
Fitting 

Missing Data 
Generation

Data 
Imputation

Evaluation 
Metrics 

Data Collection 

ctgbupa

redwine

letter

backpain breast

hillvalley

iris

leaf

parkinson

pen

relax

spectf

wdbc

whitewine

For each 
feature

KNN

Mean

DT

SOM

SVMT6: freq-both

MR {5%,10%, 
15%, 20%, 25%}

T1: pdf-outer

T2: pdf-inner

T3: pdf-both

T4: freq-outer

T5: freq-inner

T7: randomly

Fig. 1. Experimental Setup Architecture, comprising Data Collection, Distribution Fit-
ting and Missing Data Generation, Data Imputation and Evaluation.

Data Collection comprised the selection of several publicly available datasets,
from UCI Machine Learning Repository (http://archive.ics.uci.edu/ml) and
Kaggle Datasets (https://www.kaggle.com/datasets), attending to different con-
texts, sample sizes, number of features and number of different distributions
(Table 1).

After the datasets were collected, the Distribution Fitting and Missing Data
Generation follows. Each feature of each dataset is fitted against a comprehen-
sive set of distributions (beta, birnbaum-saunders, exponential, extreme value,
gamma, generalized extreme value, generalized pareto, inverse gaussian, logistic,
loglogistic, lognormal, nakagami, normal, rayleigh, rician, t location-scale and
weibull) and the Goodness of Fit (GoF) statistic is used to determine the distri-
bution that best fits the data—GoF values vary from −∞ (bad fit) to 1 (perfect
fit). Then, based on the best fitting distribution, the probability density function
(pdf ) is determined and used to define several scenarios from which the missing
values are introduced at different rates (5, 10, 15, 20 and 25%). Missing values
are inserted following 7 distinct methods: the simplest method (T7) consists on
randomly selecting values to remove from each feature (MCAR mechanism); the
remaining methods follow MNAR mechanism and are based on the probability
density function (pdf -based methods: T1 to T3) and on the frequency distribu-
tion (freq-based methods: T4 to T6) of each feature. For each of these methods,

http://archive.ics.uci.edu/ml
https://www.kaggle.com/datasets
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the missing values are selected considering 3 different scenarios: removing from
the inner areas, outer areas, or both. Inner and outer areas refer to high and
low values of the pdf and freq histograms, respectively. Figure 2 depicts each of
these methods and variations.

(a) T1 (b) T2 (c) T3

(d) T4 (e) T5 (f) T6

Fig. 2. Strategies for missing data generation: T1 to T3 are pdf -based methods while
T4 to T6 are freq-based methods.

The Data Imputation stage considers the top five strategies used in recent
works, attending also to different paradigms: statistical-based (Mean imputa-
tion - MMimp), tree-based models (Decision Trees - DTimp), neural networks-
based (Self-Organizing Maps - SOMimp), similarity-based methods (k-Nearest
Neighbours - KNNimp) and kernel-based methods (Support Vector Machines -
SVMimp), which we briefly describe herein. MMimp is the most common and
simple of imputation techniques: it imputes the missing values with the mean
of the complete values on the respective features [8,13,19]. KNN imputes the
incomplete patterns by finding its k nearest neighbours, found by minimising a
similarity measure. Once those k neighbours are found, the missing values are
imputed according to the type of feature [17]. The KNN implementation used
in this work considers a weighted average of the k neighbours (1–20 neighbours)
to determine the substitute value to impute. In DTimp, each incomplete feature
is used as target, while the remaining features are used to fit the model: missing
values are determined as if they were class labels [5]. SOMimp determines each
incomplete pattern’s Best Matching Unit (BMU) and imputes its missing values
according to the BMU’s weights on the incomplete features [11]. In this work,
several network sizes were tested for SOMimp: 10–100 nodes. Support Vector
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Machines can also be used for imputation (SVMimp), considering the feature to
be imputed as the target. In this work, SVMimp was implemented considering
both a linear (SVMlinear) and a gaussian (radial basis function, RBF) kernel
(SVMrbf) [7]. For the linear kernel, we considered a value of C = 1, while for the
gaussian kernel, different values of C and γ were tested (1e-5 to 1e5, increasing
by a factor of 10).

Finally, the quality of imputation is evaluated regarding two imputation prop-
erties proposed by Chambers [6]: Predictive Accuracy (PAC) and Distributional
Accuracy (DAC). The former refers to a procedure’s efficiency on retrieving the
true values in data while the latter refers to its ability to preserve the origi-
nal data distribution. PAC properties were assessed using the well-known coef-
ficient of determination (R2) and Mean Squared Error (MSE) [10] and DAC
was assessed using the Kolmogorov–Smirnov distance (DKS) [12]. R2 provides
a measure of the correlation between the original and imputed values (efficient
imputations should have a value closer to 1), MSE measures the average squared
deviation of the imputed values from the true values (values closer to 0 suggest
more accurate imputations) and DKS measures the distance between the cumu-
lative distribution functions of the imputed values of a feature and its original
values where better imputations are represented by smaller distance values.

4 Experimental Results and Discussion

Considering all imputation methods, our experiments have shown that SVMimp
is the winning method for the great majority of distributions, with an overall
ratio of victories over 80%, regarding both PAC and DAC metrics. Considering
all distributions, SVMimp obtains the highest mean value for R2 – 0.765 ver-
sus 0.723 obtained with the remaining methods – and the lowest mean values
for MSE and DKS – 0.015 and 0.106 versus 0.019 and 0.136 of the remaining
methods, for the respective measures, showing that it is not affected by data dis-
tribution and surpassing the remaining methods. However, a preliminary anal-
ysis of the results indicated that, if SVMimp was not considered, the remaining
methods performed differently across different distributions, metrics, scenarios
and missing rates. Therefore, we have investigated how the remaining methods
behave in different configurations.

Overall, KNNimp and SOMimp are responsible for the highest performance
results, with a percentage of wins of 46.8% and 43.2%, respectively. Regarding
each individual metric, this tendency is maintained for R2 (Fig. 3a), although
it is slightly different for DKS and MSE: KNNimp is more appropriate to keep
the data distribution (Fig. 3b), while SOMimp is responsible for the best MSE
values (Fig. 3c).

Figure 4a shows the victories and draws, altogether, for each range of consid-
ered missing rates (5–10, 15–20 and 25%). SOMimp and MMimp show a similar
behaviour, where they surpass the other methods for increasing percentages of
missing data. Contrariwise, DTimp and KNNimp tend to perform worse as the
MRs increase. To further study this behaviour, Fig. 4b shows the overall victo-
ries and draws of each method, considering each specific metric (R2, DKS and
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Fig. 3. Overall results (divided by wins and draws) for each metric: R2, DKS and MSE.

MSE). For low MRs (5–10%), KNN outperforms all other methods in terms of
both PAC and DAC, being considered the most frequent winner in all metrics
(50%, 75.2% and 68.6% for MSE, R2 and DKS , respectively). When the MR
increases (15–20%), KNNimp loses its podium to SOMimp in terms of PAC (R2

and MSE), though not DAC, where KNN appears as winner in 57.2% of times.
When the missing rate increases to 25%, the previous behaviour is respected,
although the differences between SOM and KNN are more accentuated. In terms
of PAC, SOMimp’s superiority becomes clearer (66.9% and 59.6% of wins for
MSE and R2), while KNNimp’s dominance in terms of DKS decreases to 49%.

Fig. 4. Overall results (wins and draws altogether) for each imputation method, divided
by MRs (a) and further specified by each metric (b).

The observed results are in agreement with the characteristics of the con-
sidered algorithms. Although MMimp is a rapid and simple solution to impute
missing data, it is known to ignore the relations between the features, disturbing
the original data variance [9]. As such, MMimp tends to have a poor performance
compared to the other methods, in terms of DAC. Regarding KNNimp, previous
works have shown that it has a robust behaviour even for large amounts of miss-
ing data [4,21]. The fact that it uses the information of the most similar cases
rather than all the cases makes it superior to MMimp, being stronger in main-
taining the distribution of data (DAC). DTimp is resilient to outliers and has
the ability to cope with skewed distributions; however, the higher the amount of
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missing data, the more difficult is to have a good decision tree to estimate the
missing values [22]. SOM imputation somehow approximates a clustering solu-
tion, in the sense that the imputations are made in clusters, activation groups
constituted by the k-closest BMUs of a given incomplete pattern. This type of
mapping allows SOM to preserve the data topology, which is one of the factors
that may contribute to its robust behaviour [20].

Out of these four methods, MMimp serves as a baseline, and behaved as
expected, deteriorating the data distribution. DTimp does not seem to be a
general good approach for imputation in terms of PAC and DAC: it estimates
missing values based on the information of the remaining features and there-
fore it produces good estimates when the correlation is high. However, for low
correlations between features it can lead to poor performances, which could be
on the origin of its discouraging behaviour. Finally, imputation algorithms that
approached a clustering-based solution (KNNimp and SOMimp) seem to be gen-
erally appropriate to keep the PAC and DAC properties of data: this fact could
be related to the fact that both these methods properly address the similar-
ity between patterns, using only resembling data points to impute the missing
values.

Figure 5 specifies the overall victories and draws of each imputation by metric
(MSE, R2 and DKS), for each scenario. It is clear that KNNimp achieves the best
results for DAC, regarding all generation types. In terms of PAC, SOMimp seems
to be the preferable approach for all scenarios except T2, where the supremacy
of KNN is noticeable both in terms of MSE and R2.

Fig. 5. Comparison between analogous pairs: freq-based versus pdf -based generations
types.

From Fig. 5 it is also possible to compare the analogous pairs of freq-based
and pdf -based generation types. There are not relevant differences to point out,
except for the imbalance between SOM’s and KNN’s results for PAC metrics in
T2 versus T5 pairs. T2 generation is most often better imputed with KNN for
all metrics, with KNN gaining a clear advantage over SOM; in T5, this gap is
not so clear.
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Since this work considers an extensive set of configurations (distributions,
missing data rates, scenarios and metrics), summarising the conclusions to pro-
vide a clear heuristic is not a trivial process. Thus, we have decided to build a
dataset including each existing variable from each studied dataset to analyse all
the available information. Specifically, the produced dataset includes informa-
tion on the name of distribution, missing rates, metrics, generation type, feature
ratio, number of features, number of features with the same distribution included
in the dataset, sample size, goodness-of-fit of the feature and the best imputation
method, as the target class. An excerpt of such dataset is shown on Listing 1.1.

1 @relation LowLevelInfoT1T2T3T4T5T6T7
2

3 @attribute Distribution_class {Beta ,BirnbaumSaunders ,Exponential ,
ExtremeValue ,Gamma ,GeneralizedExtremeValue ,GeneralizedPareto ,
InverseGaussian ,Logistic ,Loglogistic ,Lognormal ,Nakagami ,Normal ,
Rayleigh ,Weibull ,tLocationScale}

4 @attribute MissingRate {5 ,10 ,15 ,20 ,25}
5 @attribute Metric_class {ksdistance ,mse ,pearson}
6 @attribute GenType_class {T1,T2,T3,T4,T5,T6,T7}
7 @attribute FeatureRatio numeric
8 @attribute FeatureNo numeric
9 @attribute SameFeature numeric

10 @attribute SampleSize numeric
11 @attribute GoF numeric
12 @attribute bestMethod_class {DT,KNN ,Mean/Mode ,SOM}
13

14 @data
15 Gamma ,5,mse ,T1 ,0.33333 ,12 ,2 ,310 ,0.91288 , SOM
16 Gamma ,5,pearson ,T1 ,0.33333 ,12 ,2 ,310 ,0.91288 , SOM
17 Gamma ,5,ksdistance ,T1 ,0.33333 ,12 ,2 ,310 ,0.91288 ,DT

Listing 1.1. Produced dataset regarding all the available information.

With the help of Waikato Environment for Knowledge Analysis (WEKA)
software, we then started by analysing the simplest rules (ZeroR and OneR)
that allowed a general classification of the data. ZeroR suggested classifying all
instances as SOM (AUC of 0.5) and OneR used GoF to produce a larger set of
rules for classification (AUC of 0.608). These results show that SOM is generally
the overall winner for the great majority of configurations and suggest that GoF
has a high discriminative power. Motivated by these results, we performed an
attribute selection based on Information Gain, which revealed that GoF (0.229),
Sample Size (0.165) and Feature Ratio (0.158) are the top three most discrimina-
tive features. We also ran a sequential forward selection to determine the subset
of features that more accurately traduced the best imputation method for each
input variable. This search returned a subset including the missing generation
scenario (Generation Type), Sample Size and GoF, for which a 10-fold cross-
validation of a C4.5 decision tree returned an average AUC of 0.725, decreasing
just by 0.027 relatively to the AUC results including all information (0.752).

However, these features did not provide any insights regarding the different
distributions. Therefore, we have tested several decision trees in order to obtain
a model that included the most information possible, but without compromising
the interpretability of the model: we looked for subsets of features that enabled a
clear interpretation of a decision tree with a minimum performance drop, in order
to produce meaningful rules. The subset of features that enable the most clear
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decision tree is the distribution of the feature (Distribution), MR, the metric
considered (Metric) and Generation Type, with a mean AUC of 0.675, showing
a decrease of 0.077 relatively to the best AUC achieved (considering all features).
Despite this drop in performance, this model allows the construction of general,
heuristic rules that may be useful for researchers that know the distribution of
data and want to select the best imputation method: an example branch of such
a decision tree is shown in Fig. 6. From this heuristic, some imputation methods
stood out for particular Distribution and Generation Types, e.g.: SOMimp for
Birnbaum-saunders (T1,2,3,4,5,6), Extreme Value (T1,2,3,6) and Weibull (T1,3,4,6);
KNNimp for Logistic (T1,2,3,4,5).

Fig. 6. Example of a branch of the decision tree generated from the con-
sidered subset of features. An example of a rule obtained by the pre-
sented model is: Generation Type = T3 and Metric = MSE and Distribution =

Gamma and Missing Rate <= 10: KNN(46,21)

5 Conclusions and Future Work

This research follows from Santos et al. [18], where authors found a relation
between data distribution and imputation quality, showing that the latter is
influenced by the missing rate and the ratio of features per distribution, when
missing data is generated completely at random. Herein, we extend the work of
Santos et al. to more extreme setups, where missing values affect specific areas
of features’ frequency histograms and probability density functions. To this end,
a set of comprehensive experiments were conducted in order to study the effect
of several data distributions on well-known imputation algorithms. We collected
several datasets with different characteristics, fitted the data to determine the
best distribution that describes each feature and then inserted missing data in
7 different approaches (T1 to T7). After the insertion of missing values, five
imputation methods were used to reproduce the original values and the results
were evaluated in terms of PAC and DAC metrics.

From the results gathered we can summarise the following conclusions:

• SVMimp is the winning method for nearly all distributions in both PAC and
DAC metrics, unaffected by data distribution;

• Overall, imputation algorithms that followed clustering-based solutions
(KNNimp and SOMimp) seem to be generally appropriate to keep the PAC
and DAC properties;



262 J. Pompeu Soares et al.

• KNNimp is more appropriate in terms of DAC and SOMimp seems preferable
in terms of PAC;

• KNNimp outperforms all methods regarding both PAC and DAC metrics
for MRs < 15%, However, for MRs ≥ 15% SOMimp is generally the best
approach for PAC, though for DAC, KNNimp still maintains its superiority.

With more detail on the heuristic analysis we have the following conclusions:

• Overall, SOMimp is the most robust approach across several scenarios;
• GoF, Sample Size, Feature Ratio and Generation Type seem to be relevant

features to determine appropriate imputation algorithms, although they do
not provide insights regarding the different distributions;

• It was possible to obtain a clear decision tree model that allows the extraction
of general rules comprising Generation Type, Metric, Distribution and MR;

• SOMimp is the most appropriate method for Birnbaum-saunders, Extreme
Value and Weibull distributions. Logistic distributions tend to be better
imputed with KNNimp.

There are several directions for future work. One is the extension of this
methodology for datasets comprising also discrete features, fitting discrete dis-
tributions and investigating how the studied imputation techniques perform in
each scenario. Also, from a classification perspective, it would be interesting to
assess whether the best imputation techniques regarding PAC and DAC metrics
would also achieve good results in terms of classification error. An ongoing work
is focused on a sensibility analysis of SVMimp, studying the best set of param-
eters that achieve high PAC and DAC results and looking for the absolute most
missing data rate for which SVMimp is still able to maintain the original data
values and distribution.

Acknowledgments. This article is a result of the project NORTE-01-0145-FEDER-
000027, supported by Norte Portugal Regional Operational Programme (NORTE
2020), under the PORTUGAL 2020 Partnership Agreement, through the European
Regional Development Fund (ERDF).
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Abstract. Widening is a method where parallel resources are used to
find better solutions from greedy algorithms instead of merely trying to
find the same solutions more quickly. To date, every example of Widen-
ing has used some form of communication between the parallel workers
to maintain their distances from one another in the model space. For
the first time, we present a communication-free, widened extension to a
standard machine learning algorithm. By using Locality Sensitive Hash-
ing on the Bayesian networks’ Fiedler vectors, we demonstrate the ability
to learn classifiers superior to those of standard implementations and to
those generated with a greedy heuristic alone.

1 Introduction

Moore’s Law has begun to run up against harder physical limits, and parallel
processing has taken over the continuing increases in computing performance.
Whether it is from multiple cores in potentially multiple CPUs on desktops or
thousands of individual cores available in GPGPUs (general-purpose graphics
processing units) to seemingly unlimited parallel computing resources available
from commercial cloud computing providers, little research [2] has been per-
formed on applying those parallel resources to finding better quality solutions.
Widening [1] has demonstrated an ability to describe parallelized versions of
greedy machine learning algorithms, while using diversity between the parallel
workers, that are able to find better solutions than their standard counterparts.
The guiding philosophy is “Better. Not Faster.” Although the demonstrated
examples, such as Widened Krimp [24], Widened Hierarchical Cluster-

ing [11], Widened Bayesian Networks [25] and Bucket Selection [12]
have been able to find superior solutions, i.e., “better,” they have been unable
to demonstrate this ability in a run-time that is comparable to the standard ver-
sions of the greedy algorithms. “Not faster” is not intended to mean “slower.”

This is because all of the demonstrated examples have used some form of
communication between the parallel workers to enforce a distance between them
while they move through the model space. In this paper we present the first
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example of Widening that enables the workers to traverse the model/solution
space without communication between them–communication-free widening.

Communication-free widening can be realized through the use of a hash func-
tion, where each model and its refinements form a potential path through the
model space only when they have all been hashed to the same hash value. The
sets of models that hash to the same values form a partitioning of the model
space and are the mechanism Widening uses to maintain diversity between the
parallel workers in the model space.

The hash function used here is a variant of a Locality Sensitive Hashing

[13] hash family and is used to hash the Fiedler vectors of the matrix represen-
tations of Bayesian networks which are evaluated for use as classifiers.

2 Background

2.1 Learning Bayesian Networks

A Bayesian network is a probabilistic graphical model that represents conditional
dependencies between features of a dataset. More formally, given a dataset, D,
with features, X , a Bayesian network, B, is a pair 〈G,Θ〉, where G = 〈X , E〉 is
a pair representing a directed acyclic graph, where the nodes of the graph are
represented by X , E are the edges, and Θ is the set of conditional probability
tables for each of the features. Each edge, E = 〈Xi,Xj〉, where E ∈ E and
Xi,Xj ∈ X , is an ordered pair reflecting the conditional dependency of one
feature on another, where a child node, Xj , is conditionally dependent a parent
node, Xi.

Algorithms for learning the structure of Bayesian networks are, at their core,
search algorithms that vary in how they score changes to a network’s struc-
ture along the search path in the super-exponentially sized, i.e., O(|X |!2(|X|

2 )),
model space. Largely, they vary in the starting network configuration and in
the assumptions they make about the relationships between the features of the
Bayesian network and in their method of scoring the network. The algorithms can
be divided into four categories: constraint-based, search-and-score, hybrid, [15]
and evolutionary algorithms [17]. Constraint-based algorithms derive network
structure based on dependency relationships between features. Search-and-score
algorithms refine the network topology by adding, deleting, or reversing the
edges in the network and then score and select the network in a greedy man-
ner. Hybrid algorithms integrate techniques from both of the search-and-score
and constraint-based methods; a partially-directed-acyclic graph is created using
constraint-based techniques, and the network is evaluated using search-and-score
methods, while giving a direction to each undirected edge. These methods usually
use either Bayesian methods, by calculating the posterior probability of a net-
work given the dataset or likelihood-based information theoretic scores. Evolu-
tionary algorithms follow a typical evolutionary algorithmic pattern of mutation,
reproduction, selection, and random sampling, where the classification perfor-
mance accuracy for classification is often used for the selection (fitness) function.
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When using a Bayesian network as a classifier, the calculated probabilities
are solely influenced by the Markov blanket, i.e., the target variable, its parents,
its children, and the other parents of its children [22]. To calculate the predicted
target variable value, each value of the target variable is evaluated using a vector,
x, of instantiated values for all of the other features in the dataset, i.e., X \ C,
using Eq. 1 [3],

ĉ = argmax
u=1,...,|C|

P (cu,x) = argmax
u=1,...,|C|

P (cu|pa(C))
|x|∏

v=1

P (xv|pa(Xv)) (1)

where C ∈ X is the target variable, cu are the values that C may assume, Xv is
the variable corresponding to the value xv ∈ x, and pa(·) is the set of parents
of a given node. The target variable value, ĉ, with the highest probability is the
predicted value.

2.2 Widening

Widening is a framework that describes a method for using parallel resources for
potentially finding better solutions with greedy algorithms than the algorithms
would find using their standard implementation.

Given an initial model, m0 ∈ M, from the set of all models in a model
space, a refinement operator, r(·), and a selection operator based on a perfor-
mance metric, s(·), a greedy algorithm can be defined as a series of iterations,
mi+1 = s(r(mi)), which continues until a stopping criterion is met. More exactly,
mi is refined to a set of derivative models, M ′

i = r(mi), and from this set one
model is selected, mi+1 = s(M ′

i). A simple extension to this is Beam Search,
where the top k models are selected at each iteration. The widening frame-
work terms this Top-k-widening, i.e., Mi+1 = sTop−k(r(Mi)) : |Mi+1| = k.
Widening begins to widen the search paths beyond a simple greedy mechanism
when diversity is brought into play. The notion of diversity can be implemented
in either the refining step as in [24,25] or in the selection step as in [11,12].
Given a diverse refinement operator, rΔ(·), as in [24,25], where a diversity func-
tion, Δ, is imposed on the output, Diverse Top-k Widening is described by
Mi+1 = sTop−k(rΔ(Mi)).

Depending on how this diversity is imposed, it can either be communication-
free or not. Widened Krimp evaluated the best models from all parallel workers
at the end of each iteration. The p-Dispersion-Min-Sum measure [21] is used
by Widened Bayesian Networks to find maximally disperse, i.e., diverse,
members of the refined sets at each refinement step. Widened Hierarchical

Clustering, in contrast, uses a clustering method to find diverse subsets and
selected a top member from each of the clusters. Bucket Selection uses a
hashing mechanism and transfers models between the parallel workers. All four
examples require non-parallelized communication between the parallel workers
for a comparison of their results.
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2.3 Communication-Free Widening

Communication-free widening can be thought of as a partitioning of the model
space, where a refinement operator either yields only models that are part of the
partition, or yields models to many partitions and discards those that do not
belong to the partition.

Many problems have large model spaces that are characterized as having
large plateau-like structures that are difficult for greedy algorithms to progress
within. Often there are many local optima distributed throughout the solution
space. Given a partitioning of such a model space, which restricts the search of
each parallel worker within a partition (See Fig. 1), we hypothesize (1) that as
the number of partitions increases, i.e., as the width increases, that Widening

will be able to find better solutions, and (2) that with too many partitions, the
solutions will deteriorate as more of the partitions do not cover a better solution
or will not cover a complete path to a solution.

Fig. 1. Solution paths (red) are limited to regions of the model space defined by the
output of a hash function, i.e., buckets, denoted by b1, . . . , b8.

Partitioning the model space introduces a potential problem to the greedy
search–reachability. The problem of reachability describes when the parallel
worker is unable to find any better solution in a partition or, in the extreme
case, any better solution in any partition. It also describes when a good or
best solution path is not complete under any given partition and would need to
“jump” partitions.

A hash function, H(·), is a natural method for partitioning a model space.
(See Fig. 1.) The refined models are hashed with H(·), where refined models
with different hash values from the original model are discarded. The best of
these models are in turn selected by a selection operator for the next iteration.
Continuing with the notation from above, each parallel path, denoted by j, is
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described by Widening as Mj,i+1 = s({m′ ∈ r(Mj,i)|H(m′) = j}) where j is
the output of the hash function H(·).

2.4 Locality Sensitive Hashing

Locality Sensitive Hashing (LSH) has shown excellent results in similarity
search, with applications in image retrieval [16], genetic sequence comparison [5],
melody-based audio retrieval [20], among others. LSH reduces the dimensionality
of a dataset by hashing the dataset’s entries with a hash function, h(·) ∈ F , from
a hash family F , which has a high probability of giving the same value to similar
examples [6].

Several different hash families, F , are found in the literature including dat-
apoints on a unit hypersphere [28], angle-based distance [6], and p-stable distri-
butions [9].

In the r-Nearest Neighbor (r-NN) problem, LSH is used with a number,
L, of sets of concatenated hash functions from F in order to increase the proba-
bility of a collision between a query example and examples already hashed from
the database. Typically, the results of g different examples of each hash function,
{h1(·), . . . , hg(·)}, are concatenated together to create a hash value for one hash
function, H(·). L hash functions are used to hash each example, x ∈ D, into L
hash tables. When there is a collision between examples, a collision list is kept
for each hash entry in the appropriate hash table. When searching for r-NN

examples, a query item xq is hashed using each of the L hash functions, and the
previously bucketed values from each of L hash tables are retrieved. These are
then compared to xq with a standard similarity measure. Those falling within
some distance, r, of xq are considered to be matches for r-NN [9].

The L2 Gaussian hash family [9] hashes an example, v, of dimension d using
the function h(v) =

⌊
v·a+b

w

⌋
, where a is a d-dimensional vector whose elements

are randomly sampled from a Gaussian distribution with μ = 0 and σ = 1 and
b is a value randomly sampled from a linear distribution between [0, w), where
w is an input parameter. g different examples of h(·) derived from g different
vectors a and values b are concatenated together to compose H(·). In this work
we only use one (L = 1) set of hash functions, as opposed to the larger number
used for r-Nearest Neighbor in [9], because we are only interested in testing
a single partitioning of the model space.

2.5 Fiedler Vectors

An adjacency matrix, A, of an undirected network graph is defined to be an
n × n : n = |X | matrix with entries, aij ∈ {0, 1} : i, j ∈ {1, . . . , |X |}. aij is set
to 1 if there is an edge between nodes i and j in the network, and to 0 where
no edge exists. A node degree matrix, D, is an n × n diagonal matrix where
the diagonal, i.e., the entries dii, are set to the number of edges incident to the
node i ∈ {1, . . . , |X |}; all other entries are set to 0. The unnormalized Laplacian
matrix of the undirected graph is simply L = D−A, which, when deg(i) is the
node degree, gives [7]:
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LUN =

⎧
⎪⎨

⎪⎩

deg(i) if i = j,

−1 if i �= j and Xi,Xj are adjacent,
0 otherwise.

(2)

Normalized Laplacian matrices exist, such as the symmetric norm from
Chung [7]

LSN =

⎧
⎪⎪⎨

⎪⎪⎩

1 if i = j and deg(i) �= 0,

− 1√
deg(i)deg(j)

if i �= j and Xi,Xj are adjacent,

0 otherwise.

(3)

and the random walk from Doyle and Snell [10], LRW , which differs from that
of Chung by the value for adjacent nodes: − 1

deg(i) .
The eigenvalues of symmetric matrices are both real and positive, with the

number of eigenvalues equal to 0 reflecting the number of connected components
in the graph. The Fiedler vector is the eigenvector associated with the second
smallest, i.e., first non-zero, eigenvalue, or Fiedler value, of a connected graph’s
Laplacian matrix [7]. The Fiedler value is associated with a graph’s algebraic
connectivity; the Fiedler vector reflects graph’s structure, in that graphs cannot
be isomorphic if they do not have the same Fiedler vector. If the graphs do have
the same Fiedler vector, then the probability of their being isomorphic is very
high and seems to trend to 100% as |X | → ∞ [29].

Table 1. Dataset Characteristics. |D| is the number of entries in the dataset, |X | is
the number of features including the target feature, |C| is the number of target classes,
and max |H(·)| is the width where refined models are more likely to be refined to the
same hash than random, obtained from the experiments as depicted in Figs. 3a and 3b.

Dataset |D| |X | |C| max |H(·)|
Car 1728 7 4 22

Connect4 67556 43 3 29

Ecoli 336 8 8 23

Glass 214 10 7 24

Ionosphere 351 35 2 28

Pima 768 9 2 24

Waveform 5000 22 3 28

Assuming the property that the Fiedler vector approximates a unique iden-
tifier for a graph,1 we hypothesize (3) that the LSH function as described

1 Isomorphic graphs have similar Fiedler vectors. The converse is not necessarily true.
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above, when hashing the Fiedler vector allows similar Bayesian networks to stay
together in a partition, and that the disparate refinement paths will lead to a
superior solution, thereby realizing Communication-free Widening.

2.6 Related Work

This work relies implicitly on work related to the Subgraph Isomorphism

Problem, which is an area of active research into efficient methods for finding
common subgraphs. The use of graph spectra is a popular method with applica-
tions in clustering [26], chemistry [30], and image retrieval [23], among others.
Luo et al. in [19] used spectral properties with other graph theoretical values for
graph clustering. Qiu and Hancock in [23] used graph spectral properties, and
the Fiedler vector in particular, for graph matching by decomposing a graph into
subgraphs.

Zhang et al. in [31] used LSH on graphs for k-Nearest Neighbor Simi-

larity Search. Their method is based on using a hash function of differences
between graphs in the database and prototypes either randomly selected before-
hand or calculated by clustering. Variants of LSH exist that use only one hash
function, such as the Single Hash MinHash [4]. To our knowledge no examples
exist in the literature of implementing LSH for graphs with the Fiedler vector
as the value to be hashed.

3 Experimental Setup

The datasets used for the experiments were chosen for their wide variety of
dimensionality and number of target classes and for their lack of missing values
(See Table 1). They are all available from the UCI Machine Learning Reposi-
tory [18] and were discretized using the LUCS-KDD DN software [8].

Fig. 2. Number of hash values related to w and g. The number of different initial hash
values measured for two datasets (ecoli and ionosphere) with two different sizes of
sets of initial models, |M0| = 40 in Fig. 2a and 2b, and |M0| = 80 in Fig. 2c and 2d, are
plotted with values for g ∈ {1, 2, 3} and w ∈ {0.1, 0.2, 0.4, 0.8, 1.0, 2.0, 3.0, 4.0}. Small
values of w result in a large number of hashes quickly approaching the number of initial
values.
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Each experiment tested the response to Widening by varying the input vari-
ables w, which controls the number of different output values for each function
hg(·) and g, which is the number of hash values concatenated together. Experi-
ments with every combination of w and g for each dataset were conducted using
5-fold cross-validation and repeated five times, resulting in 25 individually scored
trials with different random values for the hash functions h(·) for each trial. The
5-fold cross-validation is naturally an 80/20 train/test split. The iterative refine-
score-select steps in each of the five training folds are also learned and scored
using an 80/20 partitioning, resulting in an overall 64/16/20 train/validate/test
split. All experiments were conducted using KNIME v3.5.

3.1 Initialization

In the experiments presented here, the initial models are single-component net-
works with up to two edges being added from every node to other random
node(s). All experiments were performed with an initial model set, M0, with
|M0| = 40 initial models and with w ∈ {0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.5, 2, 3, 4} and
g ∈ {1, 2, 3}. For each initial model, the Fiedler vector for the Markov blanket
is calculated and hashed. The number of initial hashes for the experiment is
determined from the initial set of hashed values.

Because of the stochastic nature of the hashing scheme, it is impossible to
predict exactly how many different partitions will be created from the initial set
of models, but we can measure the response for the number of generated hash
values. What is certain is that, in our application as w decreases and g increases
there will be a tendency for the number of hash values to increase (See Fig. 2).

For applications where the exact width needs to be known beforehand, sev-
eral different rounds of initialization are performed, and the round with the
model(s) with the correct number of unique hashes is used as the starting point
for Widening. The primary relationship being evaluated here is that between

Fig. 3. Percentage of refined models with Fiedler vector/LSH to the same hash value for
two datasets: car and connect4 and three Laplacian normalizations: SymNorm (green),
RandomWalk (purple), Unnormalized (blue). Figure 3a and 3b show the percentage of
models refined to the same partition when comparing the Fiedler vector for the entire
network. Figure 3c and 3d show the percentage of models refined to the same partition
when using the Fiedler vector only for the network’s Markov blanket.
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the amount of widening, i.e., the number of unique hash values, and the result-
ing classification performance of the derived Bayesian networks. When there is
no widening, i.e., there is no hashing and partitioning of the model space, the
refined model path is a simple, greedy search.

3.2 Refinement

Because the Markov blanket is the portion of the network that, when changed,
can cause changes in classification accuracy, the refinement strategy first
attempts to add or delete edges from non-Markov blanket nodes to the Markov
blanket, depending on the constraints of the network’s being acyclic and a single
component. If that fails, similar attempts for any edge in the network are made.
Because this work is interested in demonstrating Widening via the use of the
Fiedler vector as a good hashable descriptor of a Bayesian network, and how its
use with an LSH-based hashing scheme will find better solutions than standard
greedy algorithms, only one model is refined per iteration—this corresponds to
the use of l = 1 in [25]. The number of parents for any given node in a model
is limited to 5, because conditioned probabilities can degrade to 0 for datasets
where |D| is insufficiently large.

The Fiedler vector for the refined model is filled with zeroes for the nodes
that are not included in the Markov blanket, and hashed using g concatenated
values of h(·). Any refined model with a hash value differing from its preceding
model is discarded. The preceding model may have a differing set of nodes in
the Markov blanket.

3.3 Partitioning

To determine the efficacy of the Fiedler vector/LSH method of refining models
within the same partition, we performed some preliminary experiments. Twenty-
five repetitions of |M0| = {40, 80} initialized models were refined through 50
iterations as described above. The new model’s hash value is compared to the
previous model’s hash value. When equal, the new model is kept for further
refinement; when unequal, it is discarded. No scoring of the resulting Bayesian
network is performed, so in this case, the only difference considered between
datasets is the number of features.

Figure 3 shows how well the Fiedler Hash/LSH technique performs with
refining models to the same hash value for three different types of normalization
for the Laplacian matrix compared to a 1/n baseline, which would be expected
with a purely random hashing scheme. Two different Fiedler vector/LSH hashing
schemes are shown in Fig. 3 to illustrate the effect of using just the Markov
blanket compared to the entire network. In the cases (Fig. 3a and 3b) where
the Fiedler vector from the entire network is hashed, the larger datasets have a
higher number of hashes for which the models are refined to the same partition,
and a higher number of hashes which perform better than the baseline. This is
because small perturbations to the larger network can have smaller effects on the
Fiedler vector. In the cases (Fig. 3c and 3d), where only the Markov blanket is
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Fig. 4. Communication-free Widened Bayes accuracy versus the number of unique
hashes. The red and blue lines are second degree polynomials fitted to the mean (red
dots) and median accuracy, respectively, for each value of the number of unique hashes
(width). When the lines are concave facing down, it supports the hypothesis of better
performance with Widening to a certain point with worsening performance thereafter.
connect4 is shown twice (Fig. 4g and 4h, once each with and without outliers (σ ≥ 3),
to better show the trend.) The x-axis shows the max number of hashes from Table 1
plus 20% thereof allowing for a decline in accuracy afterwards.

considered, the Markov blanket is (usually) smaller than the total network, and
small changes may eliminate a node or nodes entirely from the Markov blanket
resulting in larger changes to the Fiedler vector and its hash value. The crossover
to performance worse than the baseline is between 23 hash values for smaller
datasets, e.g., car and 29 for larger datasets, e.g., connect4. This value (max
|H(·)| in Table 1) is used for the maximal widening in later experiments.

Additionally, the different Laplacian matrix normalizations described in
Sect. 2.5 were compared with an unnormalized Laplacian matrix in these exper-
iments. The three different types of Laplacian matrix normalization performed
similarly to one another, but Chung’s LSN (See Eq. 3) slightly yet consistently
outperformed LRW and LUN (See Eq. 2), and is therefore used in the classifica-
tion evaluation experiments.

3.4 Scoring and Selection

At each iteration, the model is scored using 20% of the training data subset.
For Widening in general, the best models are selected, but, here only a single
model is being evaluated—this corresponds to the use of k = 1 in [25]. If the
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Table 2. Experimental results comparing simple greedy search (one partition) to the
best results from Communication-free Widened Bayes and three algorithms from
the R bnlearn package. The p-values are for Student’s t-test, two-tailed, 95% confi-
dence level with equal variances assumed, comparing Communication-free Widened

Bayes Networks to the purely greedy variant.

Dataset R:Hill-

climbing

R:MMHC R:Tabu Greedy Comm.-free

Widened

Bayes

Best

number

of Parti-

tions

p-value

car 0.715 ±
0.037

0.700 ± 0.002 0.718 ± 0.035 0.682 ± 0.125 0.816 ±
0.029

2 <0.01

connect4 0.678 ±
0.012

0.658 ± 0.000 0.684 ± 0.002 0.589 ± 0.152 0.669 ±
0.006

23 <0.01

ecoli 0.632 ±
0.044

0.495 ± 0.088 0.602 ± 0.109 0.677 ± 0.100 0.803 ±
0.032

17 <0.01

glass 0.501 ±
0.112

0.388 ± 0.036 0.500 ± 0.057 0.532 ± 0.107 0.649 ±
0.079

15 <0.01

ionosphere 0.807 ±
0.055

0.641 ± 0.011 0.810 ± 0.057 0.826 ± 0.055 0.869 ±
0.037

17 <0.01

pima 0.706 ±
0.053

0.716 ± 0.065 0.760 ± 0.027 0.693 ± 0.050 0.745 ±
0.051

23 <0.01

waveform 0.504 ±
0.119

0.339 ± 0.000 0.612 ± 0.016 0.630 ± 0.058 0.725 ±
0.017

15 <0.01

performance score is better than that of the model from the previous iteration,
the model is passed into the next iteration, otherwise the old model is kept and
refined anew. The iterations stop when the improvement in performance is less
than 0.01%. A Laplacian correction of 1 is added to the entries in the conditional
probability table when a count is 0.

4 Results

A summary of the experimental results for the seven datasets is shown in Table 2.
Communication-free Widened Bayes was able to find superior solutions
when compared to three standard Bayesian network learning algorithms (Hill-

climbing (both perturb and restart = 100)), Max-Min Hill-Climbing

(MMHC) (perturb = 100), and Tabu from the R bnlearn v4.2 package [27])
for five of seven datasets. However, for all seven datasets Communication-free

Widened Bayes was able to demonstrate, as hypothesized, finding better solu-
tions when compared to a purely greedy learning method.

As depicted in Fig. 4, five of the seven datasets, (ecoli, pima, waveform,
ionosphere, and connect4) show the predicted curves for both the mean and
the median with the exception of ionospheres’s mean. ecoli and pima show
the clearest examples whereas glass shows a sharp peak in the middle that
the smoothing lines oversmooth. connect4 shows minimal variation in response
to Widening, and its results from the different algorithms differ relatively lit-
tle, indicating that good solutions are relatively easy to find along the solution
surface; we do not expect all datasets to respond equally well, either because
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of the nature of the dataset, or because of the reachability problem described
in Sect. 2.2. car found the best solutions with only two partitions, but, like
connect4 showed little variability overall.

5 Conclusion and Future Work

The results demonstrate for the first time the successful implementation of a
communication-free, widened version of a class of popular machine learning algo-
rithms. Additionally, the experiments compared two methods of normalizing the
Laplacian matrix and the unnormalized Laplacian matrix, and while no large
differences between the three were found, Chung’s symmetric normalization [7]
slightly outperformed the other two. The results verify the Fiedler vector as a
viable descriptor of mixed-sized Markov blankets from Bayesian networks for use
with Locality Sensitive Hashing.

A drawback to these experiments is the use of the undirected adjacency
matrix for calculating the Laplacian matrix. Hashing the complex values that
are the result of the eigendecomposition of skew-symmetric adjacency matrices
or of a Hermitian adjacency matrix [14], or even of variations to the Laplacian
matrix calculated with them could result in a stricter partitioning. Furthermore,
within each hash region, a Top-k could be used to find slightly better models at
each refinement step, thereby accelerating the search. Schemes that affect the
refining step, such as preventing an edge that has contributed to a better score
from being deleted in the next refining step, could also speed up the search.
Experiments involving other LSH hash families could also be useful.
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Abstract. Numerous citizen science platforms aiming at monitoring
biodiversity have emerged in the recent years. These platforms collect
biodiversity data from participants and allow them to increase their sci-
entific knowledge and share it with other participants, experts and sci-
entists. One key aspect of such platforms is quality control on the data,
a task usually performed by a limited number of co-opted experts. With
the amount of data collected increasing steeply, finding new experts is
needed. In this paper we propose a new graph-based expert finding app-
roach for the citizen science platform SPIPOLL, aiming at collecting data
on pollinator diversity across France. We exploit both users comments
quality and users social relations to calculate users expertise for spe-
cific insect family. Experimental results show that the proposed method
performs better than the state-of-the-art expert finding algorithms.

Keywords: Expert finding · PageRank algorithm · Citizen sciences

1 Introduction

Citizen science (CS) platforms represent a powerful tool allowing participants
to contribute to research and increase their scientific knowledge. Furthermore,
CS platforms help scientists in their research projects, by collecting more data
and analyzing it. Generally, the primary goal of CS platforms is connecting
many participants, experts, and researchers towards a common scientific goal.
Nowadays, numerous CS platforms have emerged and can be classified accord-
ing to their scientific objectives such as: medicine, ecology, astronomy, computer
science, psychology, etc. Many popular CS platforms with large communities
of participants exist today, such as Zooniverse1, Foldit2, Eyewire3, and eBird4.
Zooniverse benefits from the collaboration from more than 1 million registered
1 https://www.zooniverse.org/.
2 http://fold.it/portal/.
3 https://eyewire.org/explore.
4 https://ebird.org/home.
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users to analyze pictures of distant galaxies. Foldit allows users to fold the struc-
tures of selected proteins as correctly as possible, by playing an online puzzle
video game. Eyewire challenges players to map neurons in 3D, by solving 2D
puzzles, thereby helping researchers to model information processing circuits.
eBird collects bird information from many volunteers, to provide data about
bird distribution and abundance in real-time. Similarly to eBird, SPIPOLL5

allows users to take photos of flowering plants and their pollinating insects to
study changes in pollinator assemblages across space and time. However, most
of the existing CS platforms still lack an expert finding (EF) mechanism, which
could improve the quality of collected data and optimize data evaluation time.
EF approaches aim to extract a list of experts with high knowledge and expertise
in a specific domain, to produce high quality answers to questions from online
communities. Most of these approaches were focused on communities question
answering (CQA) websites. Unlike the existing EF approaches, our study deals
with the problem of EF in online CS platform on biodiversity, with the SPIPOLL
as a study case. In the SPIPOLL, after taking pictures of pollinators on flowers,
the users give a name to each photographed insect from 600 possibilities and
share their photos and associated insect names on the platform. While users
can comment on each other observations and identifications, experts validate or
correct the pollinator identifications.

In our approach, we analyze the users comments and extract the comments
that contain precise identifications. The extracted comments will be considered
as answers and will be used to construct the users social network. A weighted
PageRank algorithm will be applied on the obtained network, to calculate the
users expertise for a specific insect family. This paper is organized as follows:
Section 2 provides an overview of the related work in the area of EF in CQA web-
sites. Section 3 presents the general structure of the SPIPOLL website. Section 4
introduces the details of our proposed EF approach. Section 5 describes the
experimental setup and obtained results. Finally, we provide some concluding
remarks in Sect. 6.

2 Related Works

CQA websites represent a powerful tool of knowledge mining on specific topics
which cant be extracted easily from general web search engines. CQA websites
allow online users to post and answer questions and exchange knowledge among
them. Nowadays, several CQA platforms have emerged, such as Quora6, Yahoo
Answers7, Blurtit8 and Stack Overflow9. With the increase of these platforms,
the task of EF has received significant attention in the literature. EF aims to
find the appropriate users or experts who can provide good quality answers for

5 http://www.spipoll.org/.
6 https://fr.quora.com/.
7 https://fr.answers.yahoo.com/.
8 https://www.blurtit.com/.
9 https://stackoverflow.com/.

http://www.spipoll.org/
https://fr.quora.com/
https://fr.answers.yahoo.com/
https://www.blurtit.com/
https://stackoverflow.com/
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posted questions. Many research fields can benefit from EF techniques, such as
questions recommendation [16] and spam detection [3,6]. For CQA websites,
several approaches have been proposed, which can be classified into three main
categories: 1- graph-based EF approaches, 2- content-based EF approaches and
3- competition-based EF approaches. In graph-based EF approaches, the users’
network is represented by a directed graph, where nodes represent users, and
edges represent the relationships among them. A link from user A to user B is
drawn, if the user B answers for question posted by user A. The user expertise
score can be estimated from the number of edges pointing on him. Most of exist-
ing works in this category have adopted link analysis algorithms like PageRank
[13] or Hits [8], to calculate the users’ expertise scores. We provide in what fol-
lows a brief review of such approaches: Zhang et al. [21] proposed a new experts
ranking algorithm, named ExpertiseRank. This algorithm is based on PageRank
algorithm and calculates the expertise of each user according to the expertise
of others related users to him. Li et al. [9] combined documents quality, docu-
ments topic-focus degree and users’ activities to calculate the users’ expertise
rank. A social network analysis (SNA) algorithm has been used to analyze the
links between the discovered experts, to obtain the specific experts for a spe-
cific topic. Zhao et al. [23] exploited the online social relations between users
via graph regularized matrix to find experts in CQA systems. Zhao et al. [22]
proposed a novel ranking metric network learning framework for EF by exploit-
ing both the social interactions between users and users’ relative quality rank to
given questions. Rafiei et al. [15] proposed a hybrid method for EF based on con-
tent analysis and SNA. The content analysis is based on concept map and SNA
is based on PageRank algorithm. Wei et al. [18] proposed the ExpRank algo-
rithm, an extension of the PageRank algorithm. In this algorithm, the negative
and the positive agreements relations between users have been both exploited to
calculate their expertise. Yeneterzi et al. [20] exploited topic-relevant users and
the interactions between them, to construct topic specific authority graph, called
Topic-Candidate (TC) graph. This graph has been used to estimate the topic-
specific authority scores for each user. Zhu et al. [25] exploited the information
in both relevant and target categories, to improve the quality of authority rank-
ing. Procaci et al. [14] proposed a new approach for EF in online communities
based on graph ranking algorithm and information retrieval approach. In this
approach, two machine learning techniques, artificial neural network, and clus-
tering algorithm have been exploited for EF. Dom et al. [5] applied a graph-based
algorithm to rank email correspondents according to their degree of expertise on
specific topics. Their results showed that PageRank algorithm performs better
than all other algorithms. Shen et al. [17] used a weighted HITS algorithm for
computing users reputation and recommending the obtained experts to the users
who have posted questions. Content-based EF approaches analyze the extracted
information from the users’ answers to predict their expertise. User expertise
score can be estimated from his Z-score [21], his answers’ quality [24], his exper-
tise domains [7] or his answers voted score [4]. Competition-based approaches
suppose that the best answerer has higher expertise than other answerers for a
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question. To achieve that, they explore the pairwise comparisons between users
(players) deduced from best answer selections, to estimate user expertise score.
The resulting pairwise comparisons can be considered as two-players competi-
tion. Liu et al. [10] applied two-players competition models to determine the
relative expertise score of users. Aslya et al. [2] proposed a novel community
expertise network structure, by creating relations among the best answerer and
other answerers they have beaten. The EF process is based on the principle of
competition among the answerers of a question. In this work, unlike the exist-
ing graph-based EF approaches, we take into account the relationship degrees
between users. We represent the interactions between users by a weighted graph.
Then, we apply a weighted PageRank algorithm on this graph to estimate the
users’ expertise. Details of the proposed method will be described in Sect. 4.

3 The General Structure of the SPIPOLL

SPIPOLL is an SC platform created by the National Museum of Natural History
(MNHN) and the Office for Insects and their Environment (Opie), to collect data
on flowers and their insect pollinators within metropolitan France. The collected
data improve the users’ knowledge about insect pollinators and allow scientists
to assess the abundance variations of pollinator communities. In the SPIPOLL,
each user (observer) is asked to take pictures of all insects visiting chosen flower-
ing plant, for a given period of time. Observers are then asked to identify insects
and flowering plants, using an online identification key. The pictures of insects
and flowering plant from an observation session, as well as their identification,
are then uploaded on the SPIPOLL website to form a photographic collection.
Nowadays, the SPIPOLL database contains more than 31329 photographic col-
lections and 307719 insects’ pictures. Finally, the identifications will be validated
by a small group of entomologists from the OPIE. In the SPIPOLL, users can
also comment pictures and collections, and add doubts in the identified photos
if they aren’t sure about identifications.

However, with the increase of collected pictures in the SPIPOLL, the limited
number of current experts is insufficient to validate all identifications. Therefore,
we propose a novel approach to identify expert within the users for specific
insect family based on the users’ comments. The comments which contain precise
identifications will be considered as answers. Each answer will be compared
to corresponding validation (the correct identification validated by experts) to
verify its reliability. In other word, we know what the true identification is and
we then search for comment that gave the right answer with no ambiguity. In the
SPIPOLL, all data will be eventually validated as correct identification which is
a prerequisite for ecological analysis.

4 The Proposed Approach

In our approach, we exploit both comments (answers) quality and social interac-
tions between users to predict their expertise. In our weighted graph model, users
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are represented as nodes, related among them by weighted directed edges. Each
edge points from the questioner (the observer) to the answerer (the commenta-
tor). The edges weights are calculated according to the reliability of exchanged
answers between users. We consider the comments that contain a precise iden-
tification (the exact name of the insect) as answers and the posted pictures as
questions which wait for identifications (answers). An answer is considered its
identical to the validation. Finally, we estimate the users’ expertise, by applying
a weighted PageRank algorithm on the graph representing the network of ques-
tions and answers among users. Our proposed approach can be summarized as
follows: 1- Merging users comments on pictures and collections. 2- Extracting
precise identifications from comments, using text analysis technique. 3- Extract-
ing the comments with precise identifications (CPIs). 4- Comparing the extracted
CPIs with the corresponding validations (the true identifications) and calculate
a score for each user and for each insect family. 5- Calculating the relationship
degree between users and constructing the users social network graph. 6- Apply
a weighted PageRank algorithm on the obtained graph and determine the expert
users.

4.1 Merging Users Comments

The comments posted on collections represent 90% of the whole comments on the
SPIPOLL website. This is due to the fact that most users prefer to add comments
directly to collections rather than on the insect pictures as it avoids several clicks.
This situation, prevent us from knowing the precise pictures that users’ refer in
their comments. As a solution for this, we compare the validation of each picture
belonging to a collection, with its collection comments. Each comment will be
attributed to the corresponding picture if this comment contains identification
identical to one of the validated picture of the collection. Comments without any
identical identification to any pictures validations will be attributed randomly
to any picture without comment from the collection. In the end, collections
comments will be merged with pictures comments. Figure 1 shows an example
of the comments merging process.

4.2 Extracting Precise Identifications from Comments

In the SPIPOLL, each user can add comments on pictures or collection, to great
other observers, to comment the picture esthetics, or to comment identifications.
Users can also add identifications in comments if they think that posted identi-
fications are false. Usually, the proposed identifications in comments are used by
observers to update its identifications. In some case, users propose wrong iden-
tifications which can push the observer to change their correct identifications.
For this reason, the comments represent an important key for obtaining reliable
identifications. Hence, comments can be used to calculate users’ expertise. In
one hand, we suppose that users with high expertise in specific insect family
are more likely to add comments with true and precise identification. In other
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Fig. 1. Example of the comments merging process. ID(CC1) and ID(CC2) represent
the contained precise identifications on comments CC1 and CC2 respectively. V(P1)
and V(P2) represent the validations of the pictures P1 and P2 respectively.

hand, users with low expertise are likely to add comments with wrong identi-
fications. However, some comments can contain an imprecise identification and
can’t be used to judge users’ answers. Identification is considered imprecise when
it doesn’t contain a term or terms combination that correspond unequivocally
to a single insect name. On the contrary, comments with precise identification
contain a term or terms combination that correspond unequivocally to a single
insect name and can be defined as follows:

CPI = {term|∃ term ∈ Unique terms} (1)

With:

term : is a comment term.
Unique terms : is the set of existing unique terms. To obtain the set of

unique terms, we apply a text analysis technique on the SPIPOLL’ insect names.
First, we transform each insect name to a list of tokens, we then eliminate the
stopwords. We mention that unigram unique terms (with one word) which have
ambiguous meanings (like brown, garden, day, etc.) have been deleted, because
they have insufficient meanings to describe the insects.

4.3 Calculating Relationship Degree Between Users

The extracted CPIs will be used to calculate the relationship degree between
users. These comments will be considered as answers, and the posted pictures
will be considered as questions which wait for good identifications (answers).
In our case, we use only CPIs that have been posted on insects’ pictures of
the same family. The relationship between two users will be calculated for one
target insect family, using their average answers’ scores of insects which belong
to the target insect family. The relationship strength between two users will



284 Z. Saoud and C. Fontaine

increment if they exchange good answers (i.e. if their answers are identical with
the validations). The relationship degree between two users will decrement if
they exchange wrong answers. The difficulty of identification of insect can affect
on answers’ gained score. The user will earn more score if he gives good answers
for a difficult insect to identify, and will earn less score if he gives good answers
for an easy insect to identify. On the other hand, the user will lose fewer score
if he gives wrong answers for difficult insect, and will lose more score if he gives
wrong answers for an insect easy to identify. The length of the answer can also
affect on answers’ gained score. Expert users are expected to give long answers
with more unique terms. The relationship degree should be calculated from each
user side. Thus, we can calculate the relationship degree between two users A
(the commentator) and B (the observer) for specific insects’ family (insects set)
f , as follow:

relationshipf (A,B) =
∑

taxon∈f

score answerstx(A,B)
|f | (2)

|f | : is the number of existing insects in the f insect family.
score answerstx(A,B)represents the score of posted answers of user A on

the pictures of the user B, for a specific insect tx. This score is calculated using
the following formula:

score answerstx(A,B) =

∑
R∈Answerstx(A,B)

{ 1
ease(tx)

∗ |R| , R = V

− ease (tx) ∗ |R| , R �= V
∑

R∈Answerstx(A,B) |R|
(3)

With:
ease(tx) : represent the ease score of the insect tx. This score is high when

the insect is easy to identify and is low when it’s hard to identify. This score is
calculated as follows:

ease (tx) =
Number of tx pictures with true identifications

Total number of tx validated pictures
(4)

Answerstx(A,B) : is the set of posted answers of user A on the pictures of
the user B for the insect tx.

R : is one answer from the set of answers Answerstx(A,B).
|R| : is the length of the answer, i.e. the size of the largest existing unique

term on the answer.
V : is the corresponding picture validation.

In our study, each insect with score higher than 0.65 (the average ease score
of all insects), will be considered easy for identification. On the other hand, an
insect with a score lower than 0.65, will be considered hard for identification.

4.4 Constructing the Users Social Network

When users (observers) post pictures on the SPIPOLL website, some other users
can comment on his pictures. Connecting observers to commentators by direc-



Expert Finding in Citizen Science Platform for Biodiversity 285

tional weighted arrows from observers to commentators, allows us to create the
users’ social network. Hence, the SPIPOLL’ users can be organized in a weighted
and directed graph G(V,E), Where:

V : is the set of users who share or comment pictures of one specific insect
family.

E : is the set of directed edges, where ei,j indicates that user uj has com-
mented on one or more pictures of user ui. These edges are weighted using the
friendship degree formula (see Sect. 4.3).

4.5 Calculating Users Expertise Using Weighted PageRank
Algorithm

Nowadays, PageRank algorithm has proven its efficiency not only on web pages
ranking but also on EF field. Many PageRank-based EF algorithms [5,15,18,21]
have proved that PageRank outperforms other algorithms like HITS and Z scores
[21] for EF. However, these studies have applied PageRank only on non-weighted
graphs. In our case, we use a weighted PageRank algorithm to extract experts
from a weighted graph. Several Weighted PageRank algorithms have been pro-
posed [11,19] to improve the performance of original PageRank. The weighted
PageRank consists of adding weights to different parts of PageRank formula.
According to [1,19], weighted PageRank performs better than traditional PageR-
ank. In our approach, we use the proposed weighted PageRank algorithm by
Mihalcea [12]. In this algorithm, the PageRank score of target vertice Va is
calculated using the weights of coming edges from of its predecessors’ vertices
In(V a) and the weights of destined edges to the successors of its predecessors’
vertices Out(V b). In our approach, we calculate the weighted PageRank score
for a user A as follows:

WP (A) = (1 − d) + d
∑

B ∈In(A)

relationshipf (B,A)
∑

C∈Out(B) relationshipf (B,C)
∗ WP (B) (5)

With:
B : is a user who has received at least a comment from user A.
In(A) : is the list of users who have received comments from user A.
C : is a user who has commented on pictures or collections of user B.
Out(B) : is the list of users who have commented on the pictures or collections

of user B.
WP (B) : is the PageRank score of the user B.
d : is a damping factor which can be set between 0 and 1. Similar to the

previous studies, we will set the damping factor to 0.85.

5 Experiments

In this section, we evaluate the performance of our proposed approach using
a set of validated pictures, observers and commentators from the SPIPOLL.
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The collected comments are posted on the insects’ pictures of the same fam-
ily. In our study, we choose the “Apidae” insect family because it contains the
most observed insects in SPIPOLL. To show the effectiveness of our proposed
approach, we compare it with 2 state-of-the-art methods: the Z-score [21] and
ExpertiseRank [21]. To generate the ground truth ranking scores, we use the set
of added identifications on the pictures. We calculate for each commentator, his
ground truth expertise score for specific insect, by comparing his identifications
with the corresponding validations. The ground truth expertise of the user Un

for the insect txm can be defined as follows:

Expertise (Un, txm) =
Number of correct identifications posted on txm by Un

Totale number of identifications posted on txm by Un

(6)

The obtained expertise will be used to calculate the user ground truth exper-
tise score for specific insect family. The ground truth expertise of the user Un

for the insect family fm can be defined as follows:

Expertise (Un, fm) =

∑
txm∈fm

Expertise (Un, txm)
|fm| (7)

|fm| : is the number of existing insects in the fm insect family.

5.1 Data Preparation

The dataset is obtained from a sample of the SPIPOLL database. We collected
the information from all posted pictures and comments from April 2010 to Octo-
ber 2017. In total, we extracted 31329 collections, 307719 pictures, 76288 com-
ments and 1455 users. Among these comments, 28% contain precise identifica-
tions. In our case, we use only the posted comments on the insect pictures of the
“Apidae” insect family, which represent 12% of all comments. Thus, we obtain a
sample which contains 1844 validated pictures, 252 users, and 1866 CPIs. Figure
2 shows the obtained social network using this sample. In this graph, the node
size represents the number of connections of the node with the other nodes.
Largest nodes have a higher degree of connections than others.

5.2 Evaluation Criteria

We evaluate the performance of each algorithm under investigation based on
two evaluation metrics: Precision at K (P@K) and Spearmans rho. The first
metric measures the proportion of the best commentators (best experts) ranked
in the top K results. In our evaluation, each commentator with higher ground
truth expertise than 0.4 (the average ground truth expertise of all users), will be
considered as best expert. The second metric measures the correlation between
the ideal ranking (the ground truth ranking) and the obtained ranking. We
calculate the Spearmans rho for the 10, 20 and 40 top ranked commentators.
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Fig. 2. The obtained social network

5.3 Results

Figure 3 shows the obtained precision from the top 10, 20, 30, 40 commenta-
tors respectively. We can see that graph-based algorithms perform better than
the Z-score algorithm. This result proves that the exploiting of relations among
users can improve the performance of experts’ identification. As Fig. 3 shows,
our weighted PageRank algorithm also outperforms the ExpertiseRank algo-
rithm, especially in the top 10, 20 and 30 users. The precision of the weighted
PageRank algorithm reduces when the number of users increases and is equal to
the ExpertiseRank algorithm on the top 40 users. To measure the performance
of the three algorithms, we calculated the correlation between each algorithm
and the ground truth ratings. Figure 4 illustrates the statistical results regarding
Spearman’s rho. From this figure, we can see that for all algorithms, the corre-
lation decreases when the number of users increases. This due to the increasing
in the variation between the ideal ranking and the obtained ranking from each
algorithm. We can see also that our weighted PageRank algorithm gives a rela-
tively higher correlation than other algorithms, which show that our approach is
useful to rank experts than other algorithms. From the obtained results, we can
see that our weighted PageRank algorithm outperforms the other EF algorithms.

Fig. 3. Precision at top K commenta-
tors.

Fig. 4. The performance of three
algorithms in Spearman’s rho dis-
tance
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6 Conclusions

In this paper, we proposed a new graph-based EF approach for the citizen sci-
ence platform, the SPIPOLL. This approach exploits users comments and users
social relations to predict their expertise on a specific insect family. The rela-
tionship between users is extracted from the comments sent by users. Depending
on the insects identification ease and the length of comments, the relationship
between users can increase or decrease. These relationships have been used to
construct a weighted graph. Then, a weighted PageRank algorithm has been
applied on the obtained graph to rank the users according to their expertise. We
evaluated the performance of our method using a dataset from the SPIPOLL
database. Experimental results showed that our method achieve better perfor-
mance than the state-of-the-art EF algorithms. This is due to the exploitation
of the relationship degrees between users and the weighted page-rank algorithm
for calculating the users expertise.

References

1. Aktas, M.S., Nacar, M.A., Menczer, F.: Using hyperlink features to personalize
web search. In: Mobasher, B., Nasraoui, O., Liu, B., Masand, B. (eds.) WebKDD
2004. LNCS (LNAI), vol. 3932, pp. 104–115. Springer, Heidelberg (2006). https://
doi.org/10.1007/11899402 7
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Abstract. The random forest model is a popular framework used in
classification and regression. In cases where dense dependences exist
within the variables, it may be beneficial to capture these dependences
through latent variables, further used to build the random forest. In this
paper, we present Sylva, a generalization of the T-Trees model (Botta et
al., 2008), the only attempt so far where latent variables are integrated
in the random forest learning scheme. Sylva is an innovative hybrid
approach in which an adapted random forest framework benefits from
the modeling of dependences via FLTM, a forest of latent tree models
(Mourad et al., 2011). The FLTM model drives the generation on the fly
of the latent variables used to learn the random forest. In the unprece-
dented large-scale study reported here, Sylva, instantiated by different
clustering methods, is compared to T-Trees using high-dimensional real-
world datasets in the context of genetic association studies. We show
that the already high predictive power of T-Trees is not significantly
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1 Introduction

The random forest (RF) scheme devised by Breiman in the early 2000s [6] is
one of the most popular ensemble learning techniques used for binary classifi-
cation or regression. Supervised ensemble methods are meant to produce lower
variance predictions when applied beyond the learning set. This aim is achieved
by constructing a set of weak predictors and combining their outputs to build
the final prediction. The random forest framework applies bootstrap aggregat-
ing (bagging) to decision trees. In standard decision tree learning, at each node,
the whole set of variables, V, is inspected to determine the best discriminat-
ing split with respect to the variable of interest (class or continuous outcome).
In contrast, in RFs, a subset of V drawn at random is used for this purpose.
Regardless of the context (decision tree or RF), the optimal split at a node is the
split that decreases the most node impurity for a classification tree (respectively
the sum of squared errors for a regression tree) after the split. To set ideas,
in RFs, the latter quantity over all splits and over all trees involving a given
variable constitutes a standard measure of the importance of this variable to
the regression problem; symmetrically, the sum of impurity decreases over all
tree nodes in the forest allows to measure the importance to the classification
problem [12]. The recognized advantages of the non-parametric stochastic RF
framework encompass ability to identify complex relationships between predic-
tors and response, capability to handle high-dimensional data while maintaining
sufficient efficiency, and capacity to rank the variables according to their impor-
tances to the classification or regression problem. Henceforth, we will focus on
RFs in a binary classification context (categorical variable C taking its values in
{0, 1} unless stated otherwise), and V will denote the set of n observed discrete
variables.

In RFs, the presence of correlated variables may be a matter for debate,
depending on the downstream application. Solutions have been proposed, such
as conditional importance measure [20], and recursive feature elimination based
on permutation importance measure [10]. In other cases, when a dense depen-
dence network exists within the variables, it is in contrast appealing to infer
latent variables that capture the dependences between the variables, in order to
build the trees of the RF, based on these latent variables. This novel paradigm
was proposed in the seminal work of Botta and collaborators, who developed
the T-Trees (Trees inside Trees) model [5]. In this article, we propose Sylva,
a generalization of T-Trees, and at the same time the single proposal after T-
Trees to construct random forests from latent variables (RFLVs). Sylva is an
innovative hybrid method combining T-Trees with a refined variant of FLTM
(Forest of Latent Tree Models). The FLTM model was designed by Mourad and
collaborators, to model dependences within variables [13]. As high performances
were already reported for T-Trees, this paper focuses on T-Trees and Sylva.
In the extensive study reported here, Sylva, instantiated by different clustering
methods, is compared to T-Trees using high-dimensional real-world data.

The rest of the paper is organized as follows. Section 2 first briefly reviews the
features of T-Trees and FLTM essential to understand the Sylva method; then it
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explains the connection between FLTM and the RFLV Sylva proposal. Section
3 briefly describes the main algorithms behind Sylva. Section 4 provides infor-
mation on the implementation. A large-scale experimental comparative study of
T-Trees and four Sylva variants is presented and discussed in Sect. 4.

2 From T-Trees to Sylva

In this section, we first explain the shift from T-Trees to Sylva. Then we explain
how categorical latent variables are inferred through FLTM learning. The third
subsection connects the previous latent variables to the numerical latent vari-
ables handled by the Sylva RFLV framework and describes the key mechanisms
underlying this approach.

2.1 T-Trees Generalized

In the random forest framework, t trees are grown by recursively partitioning t
bootstrap samples of the initial dataset. At each tree node, a set of K variables is
drawn at random and an optimal split is computed. This involves the calculation
of all univariate split functions (v ≤ θ) across the value domain of any variable
v within these K variables.

The T-Trees concept was proposed to enhance random forests when analyzing
genetic data. Therein, the n discrete variables, genetic markers ordered along the
genome, are known to be related by a dense network of local spatial dependences.
The key idea behind T-Trees is to apply the RF framework to a novel feature
space consisting of latent variables expected to capture such dependences. In
T-Trees, contiguous blocks of m (e.g., m = 20) contiguous variables provide the
n
m latent variables of this novel feature space.

In the Sylva approach, we first transform the initial space of variables into a
smaller space of discrete latent variables through FLTM modeling. The FLTM
model is a generic model designed to capture dependences within data. It is a
set of latent tree models, namely tree-shaped Bayesian networks with observed
discrete variables at leaf nodes, and discrete latent variables at internal and root
nodes. The parameters of the FLTM describe the marginal distributions of all
root nodes, and the distribution of each other node conditional on its parent
node. These discrete latent variables will be further used to generate numerical
latent variables involved in non-linear multivariate node splitting functions.

2.2 Inferring FLTM Latent Variables

Learning a latent tree model in high-dimensional settings is intractable unless
a process based on iterative ascending clustering of variables is employed [14].
In this line, the FLTM learning algorithm imposes neither binary structure for
trees, nor common cardinality for latent variables.

The iterative ascending process used to learn an FLTM relies on a user-
specified clustering method. Figure 1 details the first iteration of the FLTM
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learning algorithm on a toy example. In Sylva, we are only interested in latent
variables produced by the first iteration of the generic FLTM learning algo-
rithm. To note, this “simplified” task remains complex in high-dimensional
settings. The theoretical worst case time complexity for FLTM learning is
O(n2(1 + c2

max nbs e p)), where n and p are the number of observed variables
and number of observations, cmax is the maximal cardinality specified for the
latent variables, and nbs and e respectively denote the number of multiple starts
for the Expectation-Maximization (EM) algorithm and the number of iterations
for each EM run.

Fig. 1. FLTM learning adapted to the Sylva approach. (a) The clustering method
specified by the user is employed to partition the variables into non-overlapping clusters.
The metrics used is the mutual information measure. (b) The variables in each cluster
are connected to a latent variable, to form a latent class model (LCM). A heuristic is
used to determine the specific cardinalities of latent variables L1 to L4. This cardinality
is defined as an affine function of the number nc of child variables: card(L) = α+β×nc.
In addition, a cardinality threshold (cmax) allows to control the learning complexity.
(c) The Expectation-Maximization algorithm is run to instantiate the parameters of
each LCM: nbs possible instantiations of the parameters of the LCM are generated;
the best instantiation is determined using the BIC score criterion [18]. (d) Latent
variable L3 fails the quality test. The quality of a latent variable is assessed through a
criterion averaging the mutual information between this variable and any child variable,
normalized by the minimal entropy between the latent variable and any child variable.
If the criterion is greater than a specified threshold (τ), the latent variable is validated.
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2.3 From FLTM Latent Variables to Numerical Latent Variables in
the RF Framework

The strategy employed in T-Trees and Sylva to infer numerical latent variables
is to grow “embedded” decision trees following the RF principle. “Extremely
randomized trees” (Extra-trees) are used for this purpose [9]. In an Extra-tree,
not only are variables selected at random at a node; the best split is computed
from splits picked at random (one split per variable). In the remainder of this
article, we will then refer to meta-trees (and their meta-nodes) in the RFLV,
and embedded trees (and their nodes).

We now illustrate how Sylva works with the toy example of Fig. 2. The uni-
variate splitting in standard RF is first reminded in Fig. 2 (a). In Fig. 2 (b),
we select at random K (pre-specified as 4) clusters from the dependence map,
namely clusters associated with FLTM latent variables, possibly including single-
tons. Figure 2 (c) details the inference of the numerical latent variable related to
cluster C88, composed of variables S57, S63, S65 and S66. For the report, these
four variables were children of the same latent variable in the FLTM model.
Figure 2 (c) displays the Extra-tree expanded from this restricted set of four
variables. A formal presentation corresponding to Fig. 2 (b) and (c) is provided
in the next subsection.

2.4 Description of the Algorithms behind the Sylva RFLV

The main procedure of Sylva grows a forest of t meta-trees (Algorithm 1). The
parameters are described in Table 1. Each meta-tree is grown recursively using K
numerical latent variables at each meta-node as shown in Algorithm 2. Function
growEmbeddedTree grows an Extra-tree using k variables at each node. The
theoretical worst case and average case time complexities of standard RF learning
are O(t K p2 log(p)) and O(t K p log2(p)), where p is the number of observations.
The empirical complexity was shown to equal the average complexity [11]. The
empirical complexity for the RFLV in Sylva is therefore O(t K k p2 log4(p)).

3 Implementation

The two C++ components involved in Sylva were respectively adapted from T-
Trees [5] and FLTM [15]. ProBT, a C++ library dedicated to Bayesian networks,
freely available to academics, is required to run FLTM [2,16]. The extensiveness
of the comparative study required intensive use of Xeon hexa-core bi-processors
(2,66 GHz).

Notably, we adapted FLTM to allow the selection of the clustering method
among CAST [1], DBSCAN [8], the Louvain method [3], and a consensus-based
process involving the three latter methods. When using the consensus-based
strategy, Sylva stores the q (e.g., 3) top best FLTM models for each of CAST,
DBSCAN and the Louvain method, thus providing 3 × q partitions of V. The
consensus is built by merging sufficiently overlapping clusters from these par-
titions. Otherwise, clusters are fragmented. This way, we take the risk to miss
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Fig. 2. Node splitting in standard random forest and in the Sylva approach. Context
of a genetic association study. The observed variables are genetic markers (discrete
variables with values in {0, 1, 2}). Each leaf is labeled with P(D), the probability to be
diseased. P(D) is computed from the population of cases and controls having reached
the node. (a) Standard random forest - K = 4. The 4 variables selected at random at
each node are indicated on the right of the node. At the root node, the best optimal
split is obtained for S13 (in bold), in competition with S2, S48 and S57. (b) Meta-node
splitting in Sylva - K = 4. At the root meta-node, C3, C7, C41 and C88, produced by
FLTM learning, are in competition. Each of these sets is processed to infer a numerical
latent variable. (c) Node splitting in the Extra-tree developed for the set C88 - k: the
size of C88. The leaves of this embedded tree are labeled with 0.004, 0.036, 0.962, 0.985
and 0.997, which defines the value domain of a numerical latent variable (denoted C88).
The best split for the root meta-node in (b) is C88 ≤ 0.0036.
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Algorithm 1

FUNCTION Sylva(V, C, D, t, Θo, Θn, K, θo, θn, k)

INPUT:

• V: n discrete variables

• C: a binary categorical variable (C /∈ V)

• D = (DV, DC): therein, matrix DV describes the n variables of V for

each of the p rows (i.e. observations), and vector DC depicts categorical

variable C for each of the p observations in DV

• For description of parameters t, Θo , Θn , K, θo , θn , k, see Table 1

OUTPUT:

• FFF : an ensemble of t meta-trees

1. Initialize FFF to the empty set

2. Run the FLTM generator to produce the map of dependences DepMap

3. for i in 1 to t

4. Sample with replacement from D, to provide Di

5. TiTiTi ← growMetaTree(C, Di, Θo, Θn, DepMap, K, θo ,,, θn,,, k)

6. Add meta-tree TiTiTi to growing forest FFF
7: end for

8: return FFF

Algorithm 2

FUNCTION growMetaTree(C, Di, Θo, Θn, DepMap, K, θo, θn, k)

OUTPUT:

• TTT : a subtree of the meta-tree under construction

9. if recursion is terminated then create a leaf node TTT and return TTT end if

10. Initialize LLL to the empty set, to further store K latent variables

11. Draw uniformly a subset CCC of K clusters from DepMap

12. for each cluster c�c�c� of CCC
13. Obtain the dataset Dc�Dc�Dc�; it consists of the submatrix of Di where only

columns (i.e. observed variables) in c�c�c� are kept

14. Tc�Tc�Tc� ← growEmbeddedTree(C, Dc�Dc�Dc�, θoθoθo, θnθnθn, k)

15. Infer numerical latent variable ��� using Tc�Tc�Tc�, compute its optimal split

16. and store ��� in LLL
17. end for

18. Determine OS∗, the best optimal split over all latent variables in LLL
19. Split matrix Di into Di1

and Di2
using OS∗

20. T1T1T1 ← growMetaTree (C, Di1
, ΘoΘoΘo, ΘnΘnΘn, DepMap, K, θoθoθo, θnθnθn, k)

21. T2T2T2 ← growMetaTree (C, Di2
, ΘoΘoΘo, ΘnΘnΘn, DepMap, K, θoθoθo, θnθnθn, k)

22. create a subtree TTT with root labeled by OS∗ and having T1T1T1 and T2T2T2 as child subtrees

23. return TTT

latent variables, but therefore control the number of false latent variables. The
current version of the FLTM generator, SYLVESTRA++, is available at [21].

4 Comparative study of T-Trees and Sylva

The application domain for our large-scale comparative study is that of genetic
associations studies. Given a pathology of interest, such studies aim at find-
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ing genetic markers that are most influential on affected/unaffected status in
a population of cases and controls. To note, an extensive study focused on
Sylva/DBSCAN and applied to simulated genetic data had already been con-
ducted and is reported in [19]. The present work focuses on the behavior of
Sylva on high-dimensional real genetic data. We first present the datasets and
experimental settings. Then we present our three-fold comparative study.

4.1 Experimental Settings

Datasets. We used 161 datasets provided by the Wellcome Trust Case Con-
trol Consortium (WTCCC) [22]. These datasets describe cases’ and controls’
genotypes for seven diseases: Bipolar Disorder (BD), Coronary Artery Disease
(CAD), Crohn’s disease (CD), Hypertension (HT), Rheumatoid Arthritis (RA),
Type 1 Diabetes (T1D) and Type 2 Diabetes (T2D). Therein, for each of the
seven diseases, around 4,500 to 5,000 subjects (affected and unaffected) are
described for each of the 23 human chromosomes. Across these 161 large-scale
datasets, the number of variables ranges from 5,754 to 38,867 (average 20,236).

Parameter Adjustment. T-Trees and the FLTM generator respectively
require the adjustment of 7 and 5 parameters. To note, in Sylva, the adjust-
ment of the FLTM generator parameters is independent of the adjustment of
the T-Trees parameters. Given a specified parameter setting for FLTM learning,
the FLTM generator used in Sylva is able to optimize the parameters of the
clustering method specified by the user. For this purpose, Sylva relies on a user-
defined set of parameter combinations to build FLTM models. The best model is
automatically selected relying on the BIC score criterion. Table 1 describes the
parameter setting used in the present work. When the consensus-based clustering
method is used, automatic parameter adjustment is performed as well.

4.2 Results and Discussion

We now present our three-fold comparative study.

Comparison of AUC Distributions. Following [4], we used the parameter
setting recommended when applying T-Trees on the WTCCC datasets. We com-
puted the AUCs though the pROC package [17]. Table 2 recapitulates averages
and standard deviations for the AUC distributions related to the five methods
considered. For each Sylva variant, we observe a slight increase of the average
over T-Trees. This increase is the largest for Sylva/Consensus and the smallest
for Sylva/Louvain.

We then focused on the AUC distributions collected for each disease (23
datasets per disease). For each dataset, we compared the AUC distribution
obtained for T-Trees with the four distributions obtained for the Sylva vari-
ants. We used Wilcoxon rank sum tests for this purpose. We showed that there
is no statistically significant difference between T-Trees and any Sylva variant.

Comparison of the Top Importance Measure Distributions. For each
method and each disease, we obtained a distribution by merging the r variables
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Table 1. Parameter setting. The T-Trees parameters were tuned according to the
experimental feedback reported in [4]. In the latter work, T-Trees was extensively
tested under various parameter settings, on the WTCCC datasets (the same we use),
using cross-validations. The values of the FLTM generator parameters were set after
indications from [13], except for cmax which was tuned according to our own experience.
To adjust automatically DBSCAN and CAST parameters, a limited set of combinations
of values (DBSCAN) or values (CAST) is considered, and the corresponding FLTM
models obtained are compared based on the BIC score criterion.

Method Parameter description Value

T-Trees

Sylva

t # of meta-trees in the random forest 1000

Θo Threshold (# of observations), to control meta-tree leaf size 2000

Θn Threshold (# of meta-nodes), to control meta-tree size ∞
K # of blocks, or # of clusters, to be selected at random at each

meta-node, to compute the meta-node split

1000

θo Threshold (# of observations), to control embedded tree leaf

size

1

θn Threshold (# of nodes), to control embedded tree size 5

k # of variables in a block or cluster, to be selected at random,

at each node, to compute the node split

size of block (20) or

of cluster

FLTM

generator

α, β, 3 parameters to model the cardinality of each latent variable 0.2, 2

cmax as an affine function with a maximum threshold 10

τ Threshold to control the quality of latent variables 0.3

nbs # of multiple starts for the EM algorithm 10

CAST a Affinity threshold to decide cluster membership value selected in 0.05

to 0.9, step 0.05

DBSCAN R Maximum radius of the neighborhood, to grow a cluster idem

Nmin Minimum number of points required within a cluster value selected in

{2, 3}
Louvain No parameter to be tuned by user

Table 2. Comparison of the predictive powers of T-Trees and the four Sylva variants
on 161 real datasets. The four Sylva variants differ by the clustering methods used for
the FLTM constructions (see Sect. 2.2). SX stands for the appropriate Sylva variant.

AUC

Method

T-Trees Sylva

CAST DBSCAN Louvain Consensus

min 0.887 0.902 0.890 0.885 0.913

max 0.961 0.979 0.972 0.955 0.979

avg 0.934 0.946 0.952 0.940 0.955

avg(SX)-avg(T-Trees) 0.012 0.018 0.006 0.021

std 0.008 0.010 0.009 0.011 0.008
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(e.g., r = 100) showing the highest importance (IMP) measures in each of the 23
datasets related to the disease. In the following, we will refer to such distributions
as top r-IMP distributions. We first compared T-Trees with any Sylva variant,
using Wilcoxon rank sum tests. This time, we show that the difference between T-
Trees and any Sylva variant is statistically significant (largest p-value: 7×10−6).

In addition, for each Sylva variant SX, we compared the top r-IMP distribu-
tion of T-Trees with the distribution of IMP measures obtained through method
SX for the top variables ranked by T-Trees. The latter distribution is denoted
r-T>SX. Symmetrically, we compiled the distribution r-SX>T.

In each subfigure of Fig. 4, the first five boxes show that top r-IMP distri-
butions tend to differ between T-Trees (box 1) and any Sylva variant. Since the
confidence intervals highlighted do not overlap, there is a strong evidence that
the medians differ between T-Trees and any Sylva variant [7]. We conclude that
any Sylva variant pinpoints more important variables than T-Trees. The com-
parison with the two other distributions shows that the most important variables
in a Sylva variant are detected as less important than other variables by T-Trees
(discussion not shown). These trends hold for the other diseases (not shown).

Finally, Fig. 3 illustrates how the difference between top r-IMP T-Trees and
SX distributions escalates with decreasing r values. This trend is observed across
the seven diseases analyzed (extract shown).

Fig. 3. Comparison of four importance measure distributions, for top 100, top 25
and top 3 variables. IMP: importance measure. T: IMP distribution for the top r
variables (top r-IMP) in T-Trees. SX: top r-IMP distribution for Sylva variant SX.
Sca: Sylva/CAST, Sdb: Sylva/DBSCAN, Slo: Sylva/Louvain, Sco: Sylva/Consensus.
Mi>Mj : IMP distribution for the top r variables identified by method Mi according
to method Mj . T1D: Type 1 Diabetes.

Analysis of Variables Jointly Identified by Standard Univariate Test-
ing, T-Trees and Sylva Variants. For each disease and each dataset, we more
thoroughly examine to which extent the top 100 variables overlap between any
two methods among the χ2 test (hereafter denoted U as univariate), T-Trees
and Sylva variant SX. We also examine the size of the intersection between the
top 100 variables provided by U, T-Trees and SX. From Fig. 5, we learn that the
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Fig. 4. Comparison of top r-IMP distributions for increasing values of r. See Fig. 3
for the notation top r-IMP. From bottom to top, the 8 groups of 5 boxes describe the
trends observed for r in {1, 3, 5, 10, 25, 50, 75, 100}. In each group of 5 boxes, from bot-
tom to top, the boxes describe the top r-IMP distributions for T-Trees, Sylva/CAST,
Sylva/DBSCAN, Sylva/Louvain and Sylva/Consensus. For disease abbrevations BD,
CD and RA, see Sect. 4.1.

Fig. 5. Number of top 100 variables common to two or three methods. U: univariate
test (χ2). T: T-Trees. See Fig. 3 for notations Sca, Sdb, Slo and Sco. A bar in the
histogram represents the average value computed from the 23 chromosome datasets
related to a given disease. M1/M2 (resp. M1/M2/M3): the average number of top 100
variables common to methods M1 and M2 (resp. M1, M2 and M3) is described.

average sizes are similar (≈ 20) for overlaps between U and T-Trees on the one
hand, and between U and SX on the other hand. Between 30 and 50 top 100 vari-
ables are common to T-Trees and Sylva/CAST or Sylva/DBSCAN. This number
increases up to 60 for T-Trees and Sylva/Louvain. The order of magnitude is in
the range 30–40 for the pair {T-Trees, Sylva/Consensus}.

In Sect. 4.2, we showed that the AUCs are quite similar and high for T-Trees
and any Sylva variant. On the other hand, the top r-IMP distributions differ.
We therefore conclude that T-Trees and Sylva are two powerful complementary
approaches. This feature suggests the possibility to cross-validate findings: a
variable jointly pinpointed as top 100 by T-Trees and Sylva should be selected
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for further biological analysis, in the context of genetic association studies. A
fortiori, top 100 variables jointly identified by U, T-Trees and SX should be
paid attention to and provided to biologists as a short list of priorized variables.
Finally, it is recommended to use CAST or DBSCAN, and not the Louvain
method, to increase the probability of Sylva to detect top 100 variables missed
by T-Trees in its top 100s. Besides, in this context, using a consensus-based
clustering method does not help to yield more relevant top variables.

5 Conclusion

In this paper, we proposed Sylva, an approach designed to foster feature selection
when dealing with highly correlated variables. So far, Sylva is the second pro-
posal around a random forest framework with latent variables. The innovation
in Sylva consists in driving the dynamic generation of latent variables used to
learn the random forest, based on a forest of latent tree models. We illustrated
the relevance of Sylva for feature selection in the context of genetic associa-
tion studies. Beyond omics data analysis, Sylva is potentially suitable to analyze
a wide spectrum of data characterized by dense dependences. We will further
adapt Sylva to allow either continuous variables or a mix of discrete and contin-
uous variables. Second, there is still room for improving the time complexity of
Sylva. The bottleneck to apply Sylva on a very large scale is the scalability of the
FLTM learning algorithm. To accelerate the latter, we plan to investigate GPU
implementation. Finally, in the near future, we will investigate schemes alterna-
tive to embedded tree learning, to drive the generation of the latent variables of
the random forest from the latent variables of the FLTM model.
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Abstract. A basic step for each data-mining or machine learning task is
to determine which model to choose based on the problem and the data at
hand. In this paper we investigate when non-linear classifiers outperform
linear classifiers by means of a large scale experiment. We benchmark
linear and non-linear versions of three types of classifiers (support vector
machines; neural networks; and decision trees), and analyze the results
to determine on what type of datasets the non-linear version performs
better. To the best of our knowledge, this work is the first principled and
large scale attempt to support the common assumption that non-linear
classifiers excel only when large amounts of data are available.

Keywords: Linear Classifiers · Meta-Learning · Benchmarking

1 Introduction

The experiments in many academic machine learning papers are designed to
answer which particular method works better, typically by introducing a new
algorithm and demonstrating success over a set of baselines or benchmarks. In
a recent paper, Sculley et al. [22] pinpoint this as a problem: ‘Empirical studies
have become challenges to be won, rather than a process for developing insight
and understanding.’ [22] To counteract this, we propose to answer the question
when certain methods work better. Furthermore, we propose to add reference-
able large scale empirical support for rules of thumb that are frequently used by
data miners in real world applications. Meta learning studies can achieve these
goals and thereby help turn machine learning from what has recently been called
alchemy [16] into more of a principled engineering science. In this paper we will
investigate when non-linear models outperform linear models. This may appear
c© Springer Nature Switzerland AG 2018
W. Duivesteijn et al. (Eds.): IDA 2018, LNCS 11191, pp. 303–315, 2018.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01768-2_25&domain=pdf


304 B. Strang et al.

as a somewhat strange research question in this day and age, but linear models
are still frequently used in practice since they are simpler, typically computa-
tionally more efficient and (due to their simplicity) often easier to interpret than
modern non-linear models, such as deep learning models. With EU regulations
on algorithmic decision-making and a “right to an explanation” [9] which came
into effect on May 25, 2018, especially this often belittled dimension of inter-
pretability is bound to become one of the most important deciding factors in
day-to-day machine learning business. Furthermore, as our experiments demon-
strate, it is not a given that a non-linear classifier will outperform a linear one at
a statistically significant level. The underlying problem may simply be linear, or
more commonly, insufficient data is available to estimate complex relationships
reliably; furthermore, non-linear methods run a larger risk of overfitting given
that they are typically higher variance methods [15].

Our contributions are as follows: (i) We run a large scale meta learning
experiment on 299 datasets from OpenML [18,24], and compare linear vs. non-
linear variants of neural networks, support vector machines and decision trees.
Based on these datasets we give an indication when non-linear models may work
better, and how often. (ii) We train a meta model to predict when non-linear
models work better based on dataset characteristics. (iii) All experimental data
and results are made available through OpenML, and the code used is made
available as a Jupyter notebook. (iv) Whilst we address a very common topic
in modeling, to the best of our knowledge this study is at least an order of
magnitude larger than other studies on this topic in terms of number of datasets
included.

2 Related Work

We review the literature on some exemplar studies that either discuss the ques-
tion whether to use a linear or non-linear classifier, or use large scale experi-
mentation to answer general scientific questions. Due to the broadness of these
subject areas, this list is by no means complete.

Linear vs. Non-linear classifiers. Various studies exist that compare lin-
ear classifiers and non-linear classifiers. Typically the comparison of linear and
non-linear classifiers is performed in the context of a special modeling task,
e.g., electricity consumption forecasting [10], CO2 emissions [13], aggregate retail
sales [4], EEG signal classification [7], corporate distress diagnosis [1], macroe-
conomic time series forecasting [23], routing [21] and epidemiological data [8].
These studies have in common that they are small scale experiments limiting the
performance comparison to a special field of application and a small number of
datasets. A simple general conclusion regarding the classification performance of
linear and non-linear models cannot be drawn from the aforementioned related
work as the final conclusions of these studies differ regarding classification per-
formance. While in some studies [4,7,10,13] non-linear models in the form of
neural networks or support vector machines achieved a better performance, some
research groups find that non-linear components or methods are of no benefit or
worse than the particular linear modeling approach [8,21].
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Large Scale Experimentation. OpenML [18,24] offers infrastructure to con-
duct large scale experiments which provide a solid empirical foundation for
answering scientific questions. For each dataset, it contains a range of scien-
tific tasks and meta-features, and it also allows for uploading new experimental
results. In the past, several large scale experiments have been conducted by var-
ious research groups using this infrastructure. [6] use the experimental results
on OpenML to study characteristics of precision recall curves over 886 classi-
fication datasets [6]. [14] researched in which cases feature selection improves
classification performance on 399 classification datasets [14]. [11] developed an
algorithm selection method for QSAR’s, and demonstrated its applicability on
2,700 QSAR problems [11]. Indeed, empirical results are typically more credible
when based on a large number of datasets.

3 Background

This work aims to answer the basic scientific question when to use a linear or
non-linear classifier by large scale experimentation. To achieve this, care needs
to be taken to build on a solid infrastructure and experimental setup. In this
section, we review the methods we used.

Datasets. We prefer quality over quantity. As such, rather than using all of
the thousands of datasets on OpenML, we selected a (still large) set of diverse
datasets, i.e., the OpenML100 [3], which provides 100 datasets carefully selected
from the OpenML overall dataset repository. The OpenML100 is designed to
contain datasets that have a real world concept (rather than artificially gener-
ated data), have a meaningful classification task, and are introduced by a scien-
tific publication. While the OpenML100 imposes dimensionality restrictions on
the datasets (i.e., 500–100,000 data points, 1–5,000 features), we also report on
results on datasets outside this range. Like for the OpenML100, highly unbal-
anced datasets with a minority class to majority class ratio of less than 0.05 were
excluded. As this additional set of datasets is not as curated as the OpenML100,
these results are reported separately. The total number of datasets used is 299.

Classifiers. This study considers support vector machines (SVMs), neural net-
works and decision trees, each of them in a linear and a non-linear variant. SVMs
natively support the notion of (non-)linearity by means of their kernel;

we use either a linear or an RBF kernel. For neural networks, next to a stan-
dard feed-forward network with hidden layers and non-linear (sigmoid) activation
functions, as a linear variant we consider a linear model with no hidden layers
trained by stochastic gradient descent. For decision trees, as a linear version we
consider a decision stump (a decision tree with depth 1); this is arguably a very
limited linear model, as it can only represent decision boundaries perpendicular
to one of the axes. This means that even when a dataset is linearly separable, a
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Table 1. Hyperparameters optimized by random search.

Classifier Parameters

SVM (linear) C (2−5 . . . 215, log-scale), dual (boolean), imputation strat-
egy, tol (10−5 . . . 10−1, log-scale)

SVM (non-linear) C (2−5 . . . 215, log-scale), gamma (2−15 . . . 23, log-scale),
imputation strategy, tol (10−5 . . . 10−1, log-scale), shrinking
(boolean)

NN (linear) alpha (10−7 . . . 10−1, log-scale), imputation strategy, learn-
ing rate (‘optimal’, eta = 1/(α · (t+ t0))), tol (10−5 . . . 10−1,
log-scale), penalty (l2, l1, elasticnet)

NN (non-linear) Alpha (10−7 . . . 10−1), early stopping (boolean), hidden
layer size (32, 64, 128), imputation strategy, initial learn-
ing rate (10−5 . . . 100, log-scale), num. hidden layers (1, 2),
tol (10−5 . . . 10−1)

DT (stump) Criterion (gini, entropy), imputation strategy, max. features
(0.1, 0.2, 0.3, . . . 1.0)

DT (non-linear) Criterion (gini, entropy), imputation strategy, max. depth
(2, 3, 5, 7, 10), max. features (0.1, 0.2, 0.3, . . . 1.0)

decision stump might not be able to model it perfectly; however, we decided to
still include this as a representative of the popular class of tree-based models.1

Hyperparameter Optimization. The performance of machine learning clas-
sifiers highly depends on hyperparameter optimization, which can often make
the difference between mediocre and state-of-the-art performance. In this study,
to minimize the bias resulting from the choice of a particular hyperparameter
optimization method, we use the simplest option: random search [2].

We use a budget of 250 iterations (in the case of the decision stump only 60
iterations due to the limited hyperparameter space). While more powerful opti-
mization methods, such as Bayesian optimization, are sometimes orders of mag-
nitudes faster, random search is simpler, trivially available in any programming
language, almost parameter-free, and robustly applicable across various types of
hyperparameter spaces, making it a straight-forward simple choice when we can
afford to evaluate a large number of configurations.

In order to determine which hyperparameters are important to optimize,
we followed the recommendations of [19]. Table 1 shows the hyperparameters
and ranges over which we performed random search. We note in particular that
this search space includes regularization hyperparameters, such as the penalty
parameter C in SVMs and the strength α of the L2 regularizer in neural networks.

Evaluation. We use nested 10-fold cross-validation for evaluating the classifiers.
For each of the 10 outer cross-validation folds, the hyperparameter optimization
1 In this study, we do not compare (still quite interpretable) decision trees against

(more powerful, yet less interpretable) random forests in order to limit ourselves
purely to a comparison of linear vs. non-linear models.
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Fig. 1. Ratios of wall clock run times. Ratios larger than 1.0 indicate that the linear
model needed less time.

used an internal 3-fold cross-validation procedure on the training portion to
determine the best hyperparameters. The model is then re-fitted using the best
found hyperparameters on the full training set of that cross-validation fold, and
this is used to make predictions for the test set.

4 Linear Versus Non-linear

This section aims to answer the primary question of this work, i.e., when to use
linear and non-linear classifiers.

Setup. For each of the three classifier families, we perform hyperparameter
optimization and measure the performance in terms of predictive accuracy of
both the linear and non-linear classifier using 10-fold nested cross-validation.
As this yields 10 individual scores, we can also perform a statistical test, which
determines whether the results are statistically significant (α = 0.05); for this,
we used the Wilcoxon signed rank test as recommended by Demšar [5], since
non-parametric tests do not depend on the assumption of normally-distributed
data. The data is pre-processed using imputation, one-hot-encoding, variance
threshold and feature scaling to unit variance. Of course, the values for these
operations are inferred on the training set and applied to the test set. All clas-
sifiers, as well as the random search module, are as implemented in Scikit-learn
version 0.19.1 [12]. Each algorithm had a maximum run time of 96 hours on a 20
core Intel Xeon E5-2630v4, i.e., a maximum of 1,920 CPU hours per run. Tasks
which ran out of time were not evaluated. Figure 1 shows boxplots of the ratio
of the run time for the linear and non-linear algorithms per dataset. The run
time was measured over the full random search procedure.

Results. The results are provided in an OpenML study2, to which a Jupyter
Notebook is attached. This section summarizes the results as three case studies.
For each family of classifiers we present: (i) A table with summarizing statistics,
both on the OpenML100 and on the complete set. (ii) A scatter plot showing for

2 https://www.openml.org/s/123.

https://www.openml.org/s/123


308 B. Strang et al.

Support Vector Machine Case Study
Table 2. General Statistics on Performance

All datasets OpenML100 datasets

Absolutely Significantly Absolutely Significantly

Result Number % Number % Number % Number %

Linear better 121 41 14 5 19 20 2 2

Equal/Neither ... nor 19 6 218 74 6 6 44 46

Non-linear better 154 52 62 21 70 74 49 52

294 100 294 100 95 100 95 100

Fig. 2. Scatterplot showing whether
linear or non-linear performs statis-
tically better; each dot represents a
dataset.

Fig. 3. Accuracy difference per dataset
between linear and non-linear. Positive
values indicate linear performed better.

each dataset whether the linear or non-linear variant performed better, with the
number of data points and the number of features as axes. (iii) A figure plotting
the difference of mean predictive accuracy per dataset. It sorts the datasets
by difference in mean accuracy scores. A positive difference indicates a better
performance of the linear model.

The results of the SVM case study are presented in Table 2, Fig. 2 and Fig. 3;
the results of the neural network case study are presented in Table 3, Fig. 5 and
Fig. 4; finally, the results of the decision tree case study are presented in Table 4,
Fig. 6 and Fig. 7.
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Neural Network Case Study

Table 3. General statistics on performance

All datasets OpenML100 datasets

Absolutely Significantly Absolutely Significantly

Result Number % Number % Number % Number %

Linear better 75 32 4 2 11 16 2 3

Equal / Neither ... nor 13 6 181 78 5 7 30 45

Non-linear better 143 62 46 20 51 76 35 52

231 100 231 100 67 100 67 100

Fig. 4. Scatterplot showing whether
linear or non-linear performs statis-
tically better; each dot represents a
dataset.

Fig. 5. Accuracy difference per dataset
between linear and non-linear. Positive
values indicate linear performed better.

Discussion. Many of the results are as expected, which validates the experi-
mental setup. The absolute statistics tables (Tables 2, 3 and 4) and difference
plots (Figs. 3, 4 and 7) show that the non-linear classifier performs better more
frequently than the linear one. Especially for decision trees this difference is
eminent, arguably because of the limited representation of the decision stump.
However, the linear classifier also sometimes performs better, and in many cases
there is no significant difference. Specifically, for all datasets, only in half the
cases SVMs yielded statistically significantly better results with the non-linear
kernel than with the linear one. However, we note that failure to detect a sig-
nificant difference does not imply that there is no such difference: our statistical
tests are only based on 10 samples (one per cross-validation fold) and thus have
limited power; thus, our results should not be overinterpreted.
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The scatter plots (Figs. 2, 5 and 6) reveal general trends which classifier
performs better on datasets with specific characteristics. We plot this against
the number of data points and the number of features; the background color
shows which type of classifier is dominant in a region (based on a k-nearest-
neighbour model with k = 5). Note that the background coloring looks a bit
peculiar because it is determined in Euclidean space and represented in log space.
Also note that some datasets have similar dimensions, causing several dots to
overlap. For all classifier types the non-linear models are dominant in the regions
with a large number of data points. However, when applied to a data set with
few data points, the implementations of linear SVMs and neural networks we
used do not perform worse than their non-linear counter parts at a statistically
significant level. This result indicates that the optimal choice is not always clear-
cut, and in case of doubt it may be preferable to use the linear version (since it
is less likely to overfit, faster to run, and yields more interpretable results). We
would like to highlight that, based on our data, we can only draw conclusions
based on the scikit-learn implementations and the datasets we used; it remains
an open question whether similar results would hold when using more advanced
regularization schemes for the non-linear classifiers and other real-world data
sets.

5 Learning When to Use What Classifier

In this section we present the results of an algorithm selection experiment. The
relevance is three-fold: (i) this experiment adds credibility to the analysis in
Sect. 4, by evaluating on a hidden test set (ii) this experiment is implicitly a
deeper variant of the analysis in Sect. 4, i.e., by looking at a larger set of data
characteristics, and (iii) the results of this experiment could be used to auto-
matically select between a linear and non-linear classifier.

Setup. The algorithm selection framework [17] consists of the following compo-
nents: (i) a set of previously encountered datasets D, (ii) a set of data character-
istics F (also called meta-features), (iii) a set of algorithms A, and (iv) measured
performance p of the algorithms A on datasets D. For any new dataset D′ (not
in D) the task is to predict which algorithm from A maximizes performance
measure p. In our case, D is the set of datasets on which both versions of a clas-
sifier terminated, A is the linear and the non-linear classifier of a given type, F
is a set of meta-features selected from OpenML (which we define more precisely
shortly) and performance measure p is predictive accuracy. We train a random
forest (100 trees) on the set of meta-features to predict whether the optimized
linear classifier or optimized non-linear classifier will perform statistically better.
Cases where there is no statistical difference are assigned to the ‘prefer linear’
class. Hence, this is a binary decision problem.
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Decision Tree Case Study

Table 4. General statistics on performance

All datasets OpenML100 datasets

Absolutely Significantly Absolutely Significantly

Result Number % Number % Number % Number %

Linear better 79 26 4 1 10 10 0 0

Equal/Neither ... nor 13 4 162 54 0 0 17 17

hline Non-linear better 207 69 133 44 90 90 83 83

299 100 299 100 100 100 100 100

Fig. 6. Scatterplot showing whether
linear or non-linear performs statis-
tically better; each dot represents a
dataset.

Fig. 7. Accuracy difference per dataset
between linear and non-linear. Positive
values indicate linear performed better.

Table 5 shows the sets of meta-features that we consider, per category. In
our experiment we consider the following subset of these: (i) simple, containing
just the features that can be computed in a single pass over the dataset, (ii) no
landmarkers, which contains meta-features from the categories simple, statisti-
cal and information theoretic, and (iii) all, containing all meta-features in this
table. Indeed, calculating meta-features comes at a certain cost and in particular
calculating the landmarkers might impose a high run time. However, note that
the algorithms in A are both optimized using 250 iterations of random search,
and the landmarkers are (by design) ran with a given set of hyperparameters.
This justifies the use of applying landmarkers.

We evaluate the meta-model in a leave-one-out fashion, training the model
on all but one dataset and test it on this left-out dataset, in order to assess the
performance of the meta-model.



312 B. Strang et al.

Table 5. Meta features

Category Meta-features

Simple Number Of Features, Number Of Data Points, Dimensionality, Default
Accuracy, Number Of Data Points With Missing Values, Percentage Of
Data Points With Missing Values, Number Of Missing Values, Percent-
age Of Missing Values, Number Of Numeric Features, Percentage Of
Numeric Features, Number Of Symbolic Features, Percentage Of Sym-
bolic Features, Number Of Binary Features, Percentage Of Binary Fea-
tures, Majority Class Size, Majority Class Percentage, Minority Class
Size, Minority Class Percentage, Number Of Classes, Minority Majority
Ratio

Statistical Mean Means Of Numeric Attributes, Mean Std Of Numeric Attributes,
Mean Kurtosis Of Numeric Attributes, Mean Skewness Of Numeric
Attributes

Information
Theoretic

Class Entropy, Mean Attribute Entropy, Mean Mutual Information,
Equivalent Number Of Attributes, Mean Noise To Signal Ratio

LandmarkersDecision Stump Error Rate, Decision Stump Kappa, Decision Stump
AUC, Naive Bayes Error Rate, Naive Bayes Kappa, Naive Bayes AUC,
1-NN ErrRate, 1-NN Kappa, 1-NN NAUC

Table 6. Accuracy and AUROC scores for different sets of meta-features. The majority
class is the combined set of ‘linear statistically better’ and ‘no statistical difference’.
Results over all datasets.

Classifier family Default accuracy Simple No landmarkers All

accuracy AUC accuracy AUC accuracy AUC

SVM 0.789 0.844 0.874 0.844 0.897 0.861 0.908

DT 0.555 0.839 0.895 0.826 0.902 0.856 0.913

NN 0.801 0.857 0.846 0.870 0.827 0.861 0.852

Total dataset 0.708 0.803 0.837 0.801 0.836 0.805 0.841

Results Table 6 and Table 7 show the performance results of the meta-learning
experiment evaluated for all completed datasets and for the completed datasets
of the OpenML100 repository, respectively. As baseline the default accuracy
(obtained by always predicting the majority class) is listed for each subset. The
‘classifier family’ column shows which classifier type was used, the ‘default accu-
racy’ column shows the default accuracy, and the other columns show the accu-
racy and AUROC score of the meta-model for each set of meta-features. The set
of meta-features with the highest accuracy score is typeset in bold.

Both tables show a similar trend. In all cases, the meta-model performs con-
sistently better than the default accuracy. From this we conclude that the meta-
features model something related to the linearity of the dataset. Interestingly,
the majority class is different between the two meta-datasets. When consider-
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Table 7. Accuracy and AUROC scores for different sets of meta-features. The majority
class is ‘non-linear statistically better’. Results over the OpenML 100.

Classifier family Default accuracy Simple No landmarkers All

Accuracy AUC Accuracy AUC Accuracy AUC

SVM 0.516 0.611 0.745 0.621 0.719 0.674 0.789

DT 0.830 0.840 0.869 0.840 0.795 0.870 0.883

NN 0.522 0.657 0.716 0.642 0.677 0.672 0.715

Total dataset 0.637 0.740 0.798 0.756 0.796 0.760 0.804

Fig. 8. Bar plot showing the mutual information for each meta feature. OpenML100
subset. Sorted by the mutual information values of the total dataset

ing only the OpenML100, the majority class is ‘non-linear statistically better’;
contrarily, when considering all datasets, the majority class is the combined set
of ‘linear statistically better’ and ‘no statistical difference’. This is most likely
due to the slightly larger datasets in the OpenML100. The set of simple meta-
features already makes a decent improvement compared to the default accuracy.
Adding the set of statistical and information theoretic features adds only a lit-
tle predictive power (as shown in the column ‘no landmarkers’). Finally, adding
the landmarker features (and thus having most information) results consistently
in the highest accuracy. We analyze which features are most important for the
meta-model. Features that are important to the meta-model have the poten-
tial to give more information about the linearity of a dataset and the dynamics
between the linear and non-linear classifier. We use the mean mutual information
measure, as described in [20], because this is a uni-variate measure and prevents
biases incurred from correlations between features. The results are presented in
Fig. 8.

The features that we analyzed in Sect. 4 (number of data points and number
of features) appear to be quite important. Of the other features, the nearest
neighbour based landmarkers seem important.
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6 Conclusion

Motivated by the interpretability of linear models (which is important in the
context of legal requirements explainability of automated decisions), as well as
secondary niceties of linear models (such as ease of use and computational effi-
ciency), this paper presented the results of a large scale experiment comparing
the performance of linear and non-linear classifiers. Our main focus was to build
large scale empirical support to determine the circumstances under which a given
type of classifier is better. We considered three classifier families: SVMs, neural
networks and decision trees, all as implemented in scikit-learn and represented
by a corresponding linear and non-linear model. Unsurprisingly, non-linear mod-
els of each classifier family achieved a better performance on more datasets than
their linear counterparts. However, for many datasets the performance difference
was not significant, a finding that is highly relevant for practical applications.
Meta-features related to dataset dimensionality (number of data points, num-
ber of features and the ratio of these) were the most relevant meta-features for
deciding whether to choose a linear or a non-linear model. As expected, non-
linear models typically exhibit a significantly better predictive performance if
the dataset at hand has a large number of data points and few features.

In order to make this experiment reproducible, all results are available on
OpenML and can be conveniently accessed through a Jupyter notebook. This
also makes it convenient to change the experimental parameters, such as the set
of datasets, displayed meta-features and optimization criterion, which all poten-
tially influence the results. Future work will focus on a better understanding
of the dynamics between meta-features and linearity of the dataset. One inter-
esting direction would be to search for meta-features that better distinguish the
datasets on which linear classifiers perform well. Furthermore, we would also like
to perform these analysis on different evaluation measures, such as Area under
the ROC Curve or F-measure. Having a publicly available meta-dataset enables
the community to actively participate in this process.

In summary, as our title states: don’t rule out simple models prematurely.
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Abstract. Rapid changes in public opinion have been observed in recent
years about a number of issues, and some have attributed them to the
emergence of a global online media sphere [1,2]. Being able to monitor
the global media sphere, for any sign of change, is an important task
in politics, marketing and media analysis. Particularly interesting are
sudden changes in the amount of attention and sentiment about an issue,
and their temporal and geographic variations. In order to automatically
monitor media content, to discover possible changes, we need to be able
to access sentiment across various languages, and specifically for given
entities or issues. We present a comparative study of sentiment in news
content across several languages, assembling a new multilingual corpus
and demonstrating that it is possible to detect variations in sentiment
through machine translation. Then we apply the method on a number of
real case studies, comparing changes in media coverage about Weinstein,
Trump and Russia in the US, UK and some other EU countries.

Keywords: Media content monitoring · Public opinion · Sentiment
analysis · Machine translation · Big data

1 Introduction

The past few years have been marked by rapid changes in public attitudes and
sentiment about a range of topics. Examples include attitudes about sexual
harassment, social media, and varying degrees of support about Russia. Jour-
nalists and Social scientists have been interested for a long time in detecting,
tracking and measuring rapid changes in coverage of specific issues and entities
[1,2,5,7], a quest that is made harder by the global nature of the media sys-
tem. Studies have included analysis of Twitter content and news-media content,
for example following the Fukushima disaster [3,6] and public sentiment about
migration in Britain [9]. Some of these works involve human coding methods
which may be more accurate but they are often limited in their ability to deal
with very large data sets. This work can be automated by collecting online news,
on a global scale, and analyzing their contents to extract sentiment specific to a
given entity.
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Big data technologies along with AI could be part of tracking and making
sense of these global shifts, perhaps in real time, by monitoring global news
media coverage. This poses the challenge of measuring sentiment across differ-
ent languages in a comparable way. In turn, this requires a consistent method
for calibrating and comparing the sentiment extracted from news in different
languages.

In this paper we present one approach to detect shifts in media coverage
about specific issues, in a multilingual setting. On the technical side, we iso-
late sentiment about a topic by extracting the words that immediately surround
each mention of that topic, and analyzing them with the LIWC (Linguistic
Inquiry and Word Count) dictionary [11]. This is done both in English, and in
machine-generated English (machine-English for short) produced by Moses, the
statistical phrase-based translation tool [10]. In order to measure the validity of
this approach, we assemble a new multilingual corpus of news articles, published
by Euronews in English, German, French, Spanish and Italian, covering the
same topics, and we compare the sentiment about two chosen entities ‘Europe’
and ‘Russia’, extracted from the English version with that extracted from the
machine-English versions, reporting significant correlation both in positive sen-
timent and negative sentiment (ranging between 15% and 60% depending on
the language pair). We continue by demonstrating the technology in action on a
larger set of news outlets from 6 countries (US, UK, Germany, Italy, France and
Spain), analyzing a total of 4.4M articles, tracking the changes in positive and
negative sentiment surrounding three entities: Weinstein, Trump and Russia. We
observe correlations but also interesting patterns of difference, which may reveal
different attitudes about the same entities. We demonstrate how this could be
used to monitor rapid changes in sentiment and attention about any given entity
in global news media at a large scale.

In Sect. 2 we discuss related work in the domain of analysing opinion shifts in
online news and social media. In Sect. 3 we describe the data and methods used.
Section 4 discusses how sentiment can be measured through machine translation.
In Sect. 5 we discuss results related to the amount of attention and sentiment
for Weinstein, Trump and Russia and in Sect. 6 we discuss conclusions.

2 Related Work

Studies in the past have identified public opinion shifts in social media and opin-
ion polls. People have proposed methods for opinion mining of specific entities
from Twitter content [4]. Measures of public opinion derived from polls related
to consumer confidence and presidential job approval polls have seen to be corre-
lated with sentiment measured from analysis of text from tweets [16]. This work
detected topics and measured sentiment around these topics using the subjectiv-
ity lexicon from Opinion Finder [17]. Another work [18] studied how emotions,
and their role in public opinion formation, can be tracked in online forums. Sen-
timent is measured using the ANEW (Affective Norms for English Language
Words [25]) list measuring three different kinds of emotions: valence, arousal,
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and dominance. They showed that some political events such as the 9/11 attack
unleash disagreement in valence and arousal than in dominance emotions and
they have different lasting effects. Opinion shifts have been tracked in real time
[19] through the introduction of computational focus groups in Twitter. Users
were grouped according to similar user biases in to average users and elites and
then the response of these groups to US presidential debates were tracked and
shifts in sentiment were found.

Multilingual sentiment analysis has been explored by researchers over the
past few years. Previous work [21,22] has shown that machine translation sys-
tems are mature enough to be employed to produce reliable training data for
sentiment classification in languages other than English. They found that the gap
in opinion and sentiment classification performance between systems trained on
English and translated data is minimal. There has been a wide research effort on
analyzing sentiment in news other than English by applying bilingual resources
and machine translation techniques to employ the sentiment analysis approaches
existing for English [23,24]. For example sentiment of entities has been analyzed
in the past from news text translated from 8 foreign language news papers in to
English using information extraction methods and using the IBM Web Sphere
Translation Server (WTS) to translate text to English [24]. This study was lim-
ited to data containing news articles from 10 days in May 2007 and the entities
analyzed were the ones most common across news papers in their data set.
Machine translation has also been used successfully to generate resources for
subjectivity analysis in other languages such as Romanian and Spanish [23].

In this paper we demonstrate a large scale experiment on detecting sentiment
shifts about specific issues. Our work measures sentiment using the LIWC tool,
in news content across several languages, assembling a new multilingual corpus
and demonstrates that it is possible to detect variations in sentiment through
machine translation with Moses [10]. We apply the method on a number of real
case studies and in large scale, showing that we could now monitor the global
news media for rapid changes in sentiment about entities.

3 Data and Methods

The data sets used for this study were collected by our previously developed
modular system [26], an integrated platform for monitoring and analyzing news
media. In order to validate if sentiment across languages can be measured using
machine translation, we used news articles from Euronews for French (14,646
articles), German (15,850 articles), Italian (16,886 articles) and Spanish (16,821
articles) from January 2015 to October 2017. For the rest of the analysis we
obtained news articles from French, Spanish, Italian and German news outlets
from January 2010 to March 2018. The most prominent news outlets for each
country were selected for the analysis, which are Le Monde, Le Figaro, Libération
(France), Der Tagesspiegel, Die Welt, Die Zeit (Germany), El Mundo, El Páis,
La Vanguardia (Spain) and La República, La Stampa, Corriere della Sera (Italy).
We also collected news data from UK and US outlets in the same period such
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as BBC, Daily Mail, Guardian, The Independent, Daily Telegraph and Daily
Mirror (UK) and Seattle Times, LA Times, New York Times, Washington Post
and New York Daily News (US). In total 4,439,440 articles were included in the
analysis.

3.1 Translating Text

We translate text using the traditional statistical phrase based machine trans-
lation [14] method with Moses. Statistical machine translation of text can be
formulated as follows: Given a source sentence written in a foreign language
f , Bayes rule is applied to reformulate the probability of translating f into a
sentence written in a target language e.

ebest = argmaxep(e|f) = argmaxep(f |e)pLM (e) (1)

p(f |e) is the probability of translating e to f and pLM (e) is the probability of
producing a fluent sentence e. Sentences are broken in to phrases instead of words
and phrases between the source and target language are aligned for training a
translation model.

In our work translation models were trained with Moses for French, Spanish,
German and Italian using the WMT (Workshop on Machine Translation) 2015
shared task training data. During the translation process Moses scores transla-
tion hypotheses using a linear model. Tuning refers to the process of finding the
optimal weights for this linear model, where optimal weights are those which
maximise translation performance on a small set of parallel sentences (Tuning
set). We tuned our trained models with the tuning set from WMT using the
MERT (Minimum error rate training [27]) algorithm. The output translation
table from Moses contains all phrase pairs found in the parallel training corpus
including a lot of noise. To reduce this noise the table is then pruned [28], result-
ing in faster loading of the model in memory. A language model was trained
using all the available English corpora in WMT. We evaluated our trained mod-
els in the WMT test set using BLEU [12] score metric which is the most used
metric based on n-gram precision computed between the machine generated
translation and human generated translation. It ranges between 0-100%, and
larger value identifies better translation. The idea behind BLEU is the closer a
machine translation is to a professional human translation, the better it is. We
obtain the following BLEU scores for each translation model: French (28.14%),
Spanish (30.91%), German (26.11%) and Italian (30.69%). Translation models
were deployed as Moses services, supporting multi-threading, so that all trans-
lation services run at a single point and several clients could request and collect
translations at the same time. We translated news articles from all the outlets
mentioned above including Euronews to English.

3.2 Measuring Sentiment

We used the LIWC sentiment word lists for positive and negative emotions
(named as posemo, negemo) to measure sentiment about an entity in news arti-
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cles. An entity in this context refers to named entities such as Persons, Organ-
isations or Locations. Sentiment scores were computed in two weekly intervals
with a one week overlapping time series window. For a given two weekly period,
we obtain all news articles from the outlets mentioned above and search them for
the given entity using Apache Lucene text search engine [15]. For each mention
of the word we compute the number of positive and negative words surrounding
the word with a text window of size 5 and total them for the period. Sentiment
scores psr and nsr were computed. psr refers to positive sentiment ratio which is
the number of positive words (p) divided by the total words in sentences contain-
ing the entity. The negative sentiment ratio (nsr) is computed similarly using
the number of negative words (n).

We also measure the sentiment distance for an entity given by (p−n)/(p+n).
It shows how negative or positive was the news coverage about the entity in a
given period of time.

3.3 Measuring Attention

The relative attention of an entity is computed by counting the number of entity
mentions in a given period, dividing it by the total number of words from all
articles in that period. This is again computed in two weekly intervals with a
one week overlapping time series window.

4 Measuring Sentiment in Machine Translated Text

In this section we discuss and validate how machine translated text can be used
to measure the sentiment across different languages. We compare the sentiment
about two chosen entities ‘Europe’ and ‘Russia’, extracted from the English ver-
sion with that extracted from the machine-English (translated) versions, report-
ing significant correlation both in positive sentiment and negative sentiment. For
this purpose we use English, French, German, Spanish and Italian news articles
from Euronews from 2015 to 2017. Euronews is a multilingual news media ser-
vice publishing news content in several languages other than English. For each
non-English article there is an equivalent English article published.

We translated Euronews news articles in French, German, Spanish and Italian
to English using our trained models. Starting from the machine-English article,
for each language we match its equivalent original English article by computing
cosine similarities between the document vectors (term frequency vectors) across
all relevant pairs obtained by date of article. We only filter the pairs that have
a cosine similarity (θ) > 0.5 for computing sentiment correlation between pairs
for entities ‘Europe’ and ‘Russia’. For each mention of the entity in the pair of
articles, we compute the number of positive and negative words surrounding the
entity with a text window size 5 and calculate scores psr and nsr as described
in Sect. 3.2. We compute the Pearson correlation coefficient between psr and
nsr vectors for the English and machine-English pairs resulting in a positive
and negative correlation score for the words in each language. Table 1 shows
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Table 1. Positive and Negative Sentiment correlation scores and p-values for null
hypothesis between machine-English and original English article pairs for entities
‘Europe’ and ‘Russia’

Language Total pairs Topic Total pairs

with topic

Total pairs

with topic

θ > 0.5

Positive corr

(p-val)

Negative corr

(p-val)

French 14644 Europe 1113 219 0.25(0.03) 0.59(0.0)

Russia 1190 118 0.13(0.03) 0.41(0.05)

German 15849 Europe 1886 541 0.24(0.0) 0.62(0.0)

Russia 1428 346 0.31(0.02) 0.14(0.08)

Italian 16886 Europe 2056 458 0.50(0.0) 0.47(0.0)

Russia 1523 255 0.53(0.03) 0.33(0.01)

Spanish 16821 Europe 2337 738 0.38(0.0) 0.60(0.0)

Russia 1568 424 0.22(0.06) 0.51(0.0)

for each language, the total number of matching pairs found, then for each
topic, it shows the total pairs of articles containing the topic, the total number
of pairs containing the topic with a cosine similarity (θ) > 0.5 and positive
and negative correlation scores for these pairs. Overall we observe positive and
negative correlation in the region of 13%–53% and 15%–63%. To test the null
hypothesis, in each language from the pairs with (θ) > 0.5 we randomly assign
machine-English articles to English articles, form pairs and compute the positive
and negative correlation scores like before in 100 iterations. Our test statistic is
the correlation score obtained and in each iteration we check if the correlation
score is greater than the actual score obtained for each word in each language.
Our p-value is n/100 where n is the number of times the score was greater than
or equal to the actual score obtained. Table 1 shows the corresponding p-values
next to the actual score. The p-values are very low ranging from 0.0 to 0.08.
Therefore we conclude that the observed correlation is significant and sentiment
can be measured across languages using machine translation.

5 Results and Discussion

In this section we demonstrate how sentiment and attention has changed in
different periods of time over the past few years for entities Weinstein, Trump
and Russia comparing the trends across US, UK, French, Spanish, German and
Italian (FSGI) news outlets. The timelines were computed for each region by
summing up the following counts across all outlets from that region in a two
weekly period with a one week overlapping time series window. The counts are
the number of positive (p), negative (n) words surrounding an entity, the total
number of words in sentences containing the entity and the total number of words
in all sentences. These counts were used to compute the positive sentiment ratio
(psr), negative sentiment ratio (nsr), sentiment distance and attention towards
an entity as discussed in Sect. 3. We also measure the correlation between the
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Fig. 1. The Attention and Sentiment Distance for the entity Weinstein in US, UK and
FSGI news outlets starting from January 2017 until March 2018 analysing 716,610
articles. Period from January to September, 2017 is not shown in sentiment plot due
to high error bars.
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Fig. 2. The Attention and Sentiment Distance for the entity Trump in US, UK and
FSGI news outlets starting from January 2017 until March 2018 analysing 716,610
articles.

sentiment distance series and attention series for the entities in US-UK, US-FSGI
and UK-FSGI regions.

5.1 Shifts in Sentiment and Attention

Harvey Weinstein Scandal. The Harvey Weinstein scandal first came to
light on the 5th of October, 2017 in a New York Times article1, publishing a
story detailing allegations of sexual harassment against him. Since then there
have been a larger number of women coming forward to confess that they were
harassed by him. We plot two quantities in Fig. 1, showing the attention and
sentiment distance for Weinstein in US, UK and FSGI new outlets starting from
January 2017 until March 2018. The period from January to September, 2017 is
not shown in sentiment plot due to high error bars. Error bars were calculated
based on Wilson score confidence interval [17]. A high error bar indicates that
1 https://www.nytimes.com/2017/10/05/us/harvey-weinstein-harassment-

allegations.html.

https://www.nytimes.com/2017/10/05/us/harvey-weinstein-harassment-allegations.html
https://www.nytimes.com/2017/10/05/us/harvey-weinstein-harassment-allegations.html
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Fig. 3. The Attention and Sentiment Distance for the entity Russia in US, UK and
FSGI news outlets starting from January 2010 until March 2016 analysing 3,722,830
articles. The period beginning in 2012 shows NaN values due to missing data.

the sentiment score for that period was not supported by enough positive and
negative mentions about the entity.

We see that the coverage starts from the beginning of October, 2017 with
a massive peak in all three regions marking the outbreak of the scandal on 5th
October. News media in all three regions show a steady increase in negative sen-
timent from the beginning of October and continues to be negative throughout
the latter part of 2017 and 2018. The sentiment is more positive in FSGI and
more negative in UK an US, although it is overall negative in all regions.

The correlation for attention is very high for Weinstein according to the
correlation plot in Fig. 4 in all three regions while Sentiment distance is much
more correlated in US-UK than US-FSGI or UK-FSGI meaning the way the
story was covered in the US and UK is very similar.

Donald Trump’s Reactions to Riots. Donald Trump’s presence in the media
became increasingly negative from August 2017 which continued until January
2018. Figure 2 shows the Attention and Sentiment Distance for the entity Trump
in US, UK and FSGI new outlets starting from 2017 January until March 2018.
We see that Trump was discussed more in US than UK or FSGI in the beginning
of 2017. Sentiment clearly shows a negative shift happening in the news coverage
of US, UK and FSGI during the first weeks of August. This was due to the
reaction of Trump to the Charlottesville Riots on 12th August 2017 [30], where
white supremacists clashed with counter-demonstrators during a rally. It was
followed by a period of negative coverage in news for Trump when he repeatedly
criticized the NFL players who protested against the national anthem to bring
attention to racial injustice in the United States [29].
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Fig. 4. Correlation plots of Sentiment distance series and Attention series between,
US-UK, US-FSGI and UK-FSGI for Weinstein (October 2017 - Mar 2018), Trump
(Jan 2017 - Mar 2018) and Russia (Jan 2010 - Mar 2016) monitored every two weeks
with a one week overlapping time series window.

The UK has the most negative coverage of Trump from the beginning of the
riots. We see at periods it is overall negative, whereas in other EU countries and
US it is more balanced. The correlation for media attention is high for all three
regions according to Fig. 4 while the Sentiment distance is also correlated across
regions, more in US-FSGI.
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Russia’s Military Intervention in Ukraine. The Russian military interven-
tion in Ukrainian territory started in February 2014. The Crimean peninsula was
annexed from Ukraine by the Russian Federation in February-March 2014 [31].
We see how this event has caused a sentiment shift for Russia in global media.
Figure 3 shows the Attention and Sentiment Distance for the entity Russia in
US, UK and FSGI new outlets starting from 2010 January until March 2016.

Coverage of Russia peaks in February 2014 Crimean crisis, attracting negative
coverage in all regions and very negative in US and UK than FSGI. A rise in
attention is observed again in July 2014 while an increasingly negative coverage is
also observed at the same time during the shot down of Malaysia Airlines Flight
17 over an area of Ukraine. The attention seems to be higher in FSGI from this
period. The Russian intervention in Crimea and Eastern Ukraine caused a lot of
reactions and this period of negativity is well evident in the sentiment distance
plot showing negative coverage about Russia in the US, UK and FSGI regions
in the period between February 2014 and January 2016.

Correlation of media attention is very high for Russia across all three regions
and Sentiment distance is more correlated in US-UK than others.

5.2 Conclusions

Monitoring the contents of the global media is an important task that requires
automation. Challenges range from the correct way to measure and validate
sentiment, to the problem of operating across languages. In this study we
have demonstrated that it is possible to extract usable sentiment signals from
machine-translated text, in a news setting, and we have presented a study of how
media sentiment has changed across UK, US and some European counties, over a
long time period. There are significant correlations across the three regions, but
also interesting differences. Along the way we have also proven that sentiment
can be measured across translation by creating a new aligned corpus of news that
are paired using the translated Euronews articles from French, German, Span-
ish, Italian and their equivalent English article in Euronews where we assume
that the sentiment of the coverage of a given entity is similar. We found that
the positive and negative sentiment between these pairs are correlated showing
that we can measure sentiment across languages through machine translation.

Acknowledgements. Saatviga Sudhahar and Nello Cristianini are supported by the
ERC Advanced Grant “ThinkBig awarded to NC.
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Abstract. Many modern Artificial Intelligence (AI) systems make use
of data embeddings, particularly in the domain of Natural Language
Processing (NLP). These embeddings are learnt from data that has been
gathered “from the wild” and have been found to contain unwanted
biases. In this paper we make three contributions towards measuring,
understanding and removing this problem. We present a rigorous way
to measure some of these biases, based on the use of word lists created
for social psychology applications; we observe how gender bias in occu-
pations reflects actual gender bias in the same occupations in the real
world; and finally we demonstrate how a simple projection can signifi-
cantly reduce the effects of embedding bias. All this is part of an ongoing
effort to understand how trust can be built into AI systems.

Keywords: Fairness in AI · Bias in data · Artificial intelligence
Natural language processing · Word embeddings

1 Introduction

With the latest wave of learning models taking advantage of advances in deep
learning [21–23], Artificial Intelligence (AI) systems are gaining widespread pub-
licity, coupled with a drive from industry to incorporate intelligence into all man-
ner of processes that handle our private and personal data, giving them a central
position in our modern-day society.

This development has lead to demand for fairer AI, where we wish to establish
trust in the automated intelligent systems by ensuring that systems represent
us fairly and transparently. However, there has been growing concern about
potential biases in learning systems [1,6] which can be difficult to analyse or
query for explanations of their predictions, leading to an increasing number of
studies investigating the way black-box systems represent knowledge and make
decisions [7,9,11,19,20]. Indeed, principled methods are now required that allow
us to measure, understand and remove biases in our data in order for these
systems to be truly accepted as a prominent part of our lives.

In the domain of text, many modern approaches often begin by embedding
the input text data into an embedding space that is used as the first layer in
a subsequent deep network [4,14]. These word embeddings have been shown to
c© Springer Nature Switzerland AG 2018
W. Duivesteijn et al. (Eds.): IDA 2018, LNCS 11191, pp. 328–339, 2018.
https://doi.org/10.1007/978-3-030-01768-2_27
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contain the same biases [3], due to the source data from which they are trained.
In effect, biases from the source data, such as in the differences in representation
for men and women, that have been found in many different large-scale studies
[5,10,12], carry through to the semantic relations in the word embeddings, which
become baked into the learning systems that are built on top of them.

In this paper, we make three contributions towards addressing these con-
cerns. First we propose a new version of the Word Embedding Association
Tests (WEATs) studied in [3], designed to demonstrate and quantify bias in
word embeddings, which puts them on a firm foundation by using the Linguis-
tic Inquiry and Word Count (LIWC) lexica [17] to systematically detect and
measure embedding biases.

With this improved experimental setting, we find that European-American
names are viewed more positively than African-American names, male names are
more associated with work while female names are more associated with family,
and that the academic disciplines of science and maths are more associated
with male terms than the arts, which are more associated with female terms.
Using this new methodology, we then find that there is a gender bias in the
way different occupations are represented by the embedding. Furthermore, we
use the latest official employment statistics in the UK, and find that there is a
correlation between the ratio of men and women working in different occupation
roles and how those roles are associated with gender in the word embeddings.
This suggests that biases in the embeddings reflect biases in the world.

Finally, we look at methods of removing gender bias from the word embed-
dings. Having established that there is a direction in the embedding space that
correlates with gender, we use a simple orthogonal projection to remove that
dimension from the embedding. After projecting the embeddings, we investigate
the effect on bias in the embeddings by considering the changes in associations
between the words, demonstrating that the associations in the modified embed-
dings now correlate less to UK employment statistics among other things.

2 Methodology

2.1 Word Embedding

A word embedding is a mapping of words into an n-dimensional vector space.
Given a corpus of text, a word embedding can be created that will translate that
corpus into a set of semantic vectors representing each word. Each word that
appears in the corpus will be represented by an n-dimensional vector to indicate
its position within the embedding.

This embedding has a set of features that can be used in natural language
processing methods. The nearest neighbours of a word will be other words that
have similar linguistic or semantic meaning, when comparing words using a mea-
surement such as cosine similarity. There are also linear substructures within the
word embeddings that can explain how multiple words are related to each other,
making it a useful preprocessing step for natural language processing applica-
tions.



330 A. Sutton et al.

A word vector for a given word will now be defined as w. Word vectors are
normalised to unit length for measurement:

ŵ =
w

||w|| . (1)

All future analysis will be done using normalised word vectors, if vectors in
the future are edited they will again be normalised to unit length.

2.2 Comparison of Embedded Words

Two words vectors w1 and w2 within a vector space can be compared by taking
the dot product of their words:

〈ŵ1, ŵ2〉 =
n∑

i=1

ŵ1,i · ŵ2,i. (2)

As both word vectors are normalised, this is equivalent to the cosine similarity
between the two word vectors. A cosine similarity closer to 1 means that the
vectors are similar to each other, while a cosine similarity of 0 means that the
vectors are orthogonal to each other.

In addition to comparisons between individual word vectors, we can compare
an individual word vector to a set of word vectors. This is done by finding the
mean of the set, normalizing the resulting vector and calculating the dot product
with the individual word vectors as follows:

〈ŵ, µ̂〉 =
n∑

i=1

ŵi · µi

||µ|| . (3)

The resulting calculation gives us how closely an individual word is associated
with a larger set of words. This association can be used to assess how closely
related a given word is to different topics or concepts within the embedding
space.

2.3 Removing Bias

To remove bias, first two vectors have to be identified that contain contrast-
ing directions of the bias. These two vectors (w1 and w2) must be considered
“opposite” of each other semantically, in terms of the bias that is required to be
removed. The following method of debiasing is the same as presented in [2]:

wb = ŵ1 − ŵ2, (4)

where the vector wb will have the direction of bias in the embedding (for example,
he and she are different genders and could potentially be used to capture a gender
direction).
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Using this bias direction, all word vectors can now have that component
removed by projecting them into a space that is orthogonal to the bias vector:

w⊥ = ŵ − (ŵ · ŵT
b ) · ŵb, (5)

where w⊥ is the original word vector with the biased component removed. The
rank of the matrix of orthogonal projected vectors will be reduced by one in a
non-trivial embedding set. These orthogonal word vectors are required to again
be normalised for further analysis.

3 Experiments

In this paper, we conduct three experiments on semantic word embeddings. We
first propose a new version of the Word Embedding Association Tests studied
in [3] by using the LIWC lexica to systematically detect and measure the biases
within the embedding, keeping the tests comparable with the same set of tar-
get words. We further extend this work using additional sets of target words,
and compare sentiment across male and female names. Furthermore, we investi-
gate gender bias in words that represent different occupations, comparing these
associations with UK national employment statistics. In the last experiment, we
use orthogonal projections [2] to debias our word embeddings, and measure the
reduction in the biases demonstrated in the previous two experiments.

3.1 Data Description and Embedding

In all of our experiments, the first step is to obtain semantic vectors from a
word embedding that we wish to analyse. We use GloVe embeddings [18], pre-
trained using a window size of 10 words on a combination of Wikipedia from
2014, and the English Gigaword corpus [16], where each of the 400,000 words in
the vocabulary for this embedding are represented by a 300-dimensional vector.
These vectors capture, in a quantitative way, the nuanced semantics between
words necessary to perform meaningful analysis of words, reflecting the semantics
found in the underlying corpora used to build them.

The Wikipedia data includes the page content from all English Wikipedia
pages as they appeared in 2014 when a snapshot was taken. The English Giga-
word corpus is an archive of newswire text data from seven distinct international
sources of English newswire covering several years up until the end of 2010 [16].

3.2 Experiment 1: LIWC Word Embedding Association Test
(LIWC-WEAT)

In this experiment, we introduce the LIWC Word Embedding Association Test
(LIWC-WEAT), where we measure the association between sets of target words
with larger sets of words known to relate to sentiment and gender coming from
the LIWC lexica [17]. We begin by using the target words from [3] which were
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Fig. 1. Association between different words and concepts in Experiment 1, resulting
from the proposed LIWC Word Embedding Association Test.

originally used in [8], allowing us to directly compare our findings with the
original WEAT.

Our approach differs from that of [3] in that while we use the same set of
target words in each test, we use an expanded set of attribute words, allowing us
to perform a more rigorous, systematic study of the associations found within the
word embeddings. For this, we use attribute words sourced from the LIWC lexica
[17]. The categories specified in the LIWC lexica are based on many factors,
including emotions, thinking styles, and social concerns. For each of the original
word categories used in [3], we matched them with their closest equivalent within
the LIWC categories, for example matching the word lists for ‘career’ and ‘family’
with the ‘work’ and ‘family’ LIWC categories.

We tested the association between each target word and the set of attribute
words using the method described in Sect. 2.2, focussing on the differences in
association between sentimental terms and European- and African-American
names, subject disciplines to each of the genders, career and family terms with
gendered names, as well as looking at the association between gender and senti-
ment.
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Fig. 2. Results from Experiment 2, showing the association between gender and its
relation to the number of men and women working in those roles.

Association of European and African-American Names with Senti-
ment. Taking the list of target European-American and African-American
names used in [3], we tested each of them for their associated with the positive
and negative emotion concepts found in [17] by using the methodology described
by Eq. 3 in Sect. 2.2, replacing the short list of words used to originally represent
pleasant and unpleasant attribute sets.

Our test found that while both European-American names and African-
American names are more associated with positive emotions than negative emo-
tions, the test showed that European-American names are more associated with
positive emotions than their African-American counterparts, as shown in Fig. 1a.
This finding supports the association test in [3], where they also found that
European-American names were more pleasant than African-American names.

Association of Subject Disciplines with Gender. A further test was con-
ducted to find the association between words related to different subject disci-
plines (e.g. arts, maths, science) with each of the genders using the ‘he’ and ‘she’
categories from LIWC [17].

The results of our test again support the findings of [3], with Maths and
Science terms being more closely associated with males, while Arts terms are
more closely associated with females, as shown in Fig. 1b.

Association of Gender with Career and Family. Taking the list of target
gendered names used in [3], we tested each of them for their associated with the
career and family concepts using the categories of ‘work’ and ‘family’ found in
LIWC [17].

As shown in Fig. 1c, we found that the set of male names was more associated
with the concept of work, while the female names were more associated with
family, mirroring the results found in [3].
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Extending this test, we generated a much larger set of male and female target
names from an online list of baby names1. Repeating the same test on this larger
set of names, we found that male and female names were much less separated
than suggested by previous results, with only minor differences between the two,
as shown in Fig. 1d.

Table 1. List of the top 10 occupations per gender by their association with gender.

Gender Occupations most associated with a gender

Male Manager, Engineer, Coach, Executive, Surveyor, Secretary,
Architect, Driver, Police, Caretaker, Director

Female Housekeeper, Nurse, Therapist, Bartender, Psychologist,
Designer, Pharmacist, Supervisor, Radiographer, Under-
writer

Association of Gender with Sentiment. Extending the number of tests
performed in the original WEAT study, we additionally tested the set of target
male and female names and computed their association with the positive and
negative emotions. We found that both sets of names are considered to be posi-
tive, similarly to the European-American and African-American names used in
the previous test, but with male names appearing to be slightly more positive,
as shown in Fig. 1e.

We further tested these associations using our extended list of gendered baby
names, as in Sect. 3.2, finding that there is no clear difference between the
positive and negative sentiment attached to names of different gender in the
word embedding.

3.3 Experiment 2: Associations between Occupations and Gender

In this experiment, we test the association between different occupations and
gender categories coming from LIWC [17]. The association between each of the
occupations is further contrasted against official employment statistics for the
United Kingdom detailing the actual number of people working in each job role.

Association of Occupation with Gender. We first generated a list of 62
occupations from data published by the Office of National Statistics [15], filter-
ing the list to only include those occupations for which there is reliable employ-
ment statistics and can be summarised by a single word in the embedding, e.g.
doctor, engineer, secretary. For each of these occupations, we tested their asso-
ciation with each of the genders, as shown in Fig. 2a, with the top ten occupa-
tions associated with each gender shown in Table 1. We found there was a 70%
(p-value < 10−10) correlation in the closeness of association between occupations
and each of the gender attribute sets.
1 Baby names were taken from http://bit.ly/2Dmqjco, separated into two gendered

lists.

http://bit.ly/2Dmqjco
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Occupation Statistics versus Occupation Association. Using the list of
occupations from the previous section, we compared their association with each
of the genders with the ratio of the actual number of men and women working in
those roles, as recorded in the official statistics [15], where 1 indicates only men
work in this role, and 0 only women. We found that there is a strong, significant
correlation (ρ = 0.57, p-value < 10−6) between the word embedding association
between gender and occupation and the number of people of each gender in the
United Kingdom working in those roles. This supports a similar finding for U.S.
employment statistics using an independent set of occupations found in [3].

3.4 Experiment 3: Minimising Associations via Orthogonal
Projection

In this experiment, we deploy a method for removing bias from word embeddings,
first published in [2], and repeat all previous association tests related to gender
reported in this paper, empirically showing the effect of bias removal on the word
associations.

Finding an Orthogonal Projection for Gender. To remove gender from
the embedding, we first need to find a projection within the space that best
encapsulates the gender differences between words. To find the best projection,
we began from a list of 5 gendered pronouns in LIWC [17]. For each of the
pronouns, we paired them with their gender-opposite, for example pairing “he”
and “she”, “himself” and “herself” and so on. Taking the word vector from
the embedding for each pronoun, we computed their difference, as described in
Sect. 2.3, giving us a set of 5 potential gender projections.

Each gender projection was tested against an independent set of paired gen-
der words sourced from WordNet [13] (containing implicit gendered words such
as king and queen). After applying the gender projection to the test word-pairs,
following the procedure of [2], we measured the average cosine similarity between
the word-pairs. The gender projection that led to the WordNet word-pairs that
are most similar (highest cosine similarity) was then selected as our gender pro-
jection, corresponding to the difference between the vectors for “himself” and
“herself”.

Revised Association Tests. Using the orthogonal gender projection found in
the previous section, we repeated the tests from the LIWC-WEAT in Sect. 3.2
that were related to gender. This included the association of science, mathe-
matics and the arts with gender, the association of male and females names
with sentiment, work and family, and the ranking of occupations by their gender
association.

In Experiment 1, we previously found that the disciplines of science and
maths were more associated with male terms in the embedding, while the arts
were closer to female terms. The association of each of these subject disciplines
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with gender after orthogonal projection was found to be more balanced, with
closer to equal association for both male and female terms, shown in Fig. 3a.

Male and Females names tested in [3] showed a clear distinction in their
association with work and family respectively, with our replication of the test in
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Fig. 3. Association between different words and concepts in Experiment 3 after word
vectors have been debiased via orthogonal projection in the gender direction. Line-
traces shown in blue indicate where points have moved from after debiasing.
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Sect. 3.2 finding the same results. Performing the same tests again after applying
the gender projection to both name lists, we wished to quantify the change in
associations. We calculated the change in the distance between the centroids of
each set of names before and after applying the orthogonal gender projection,
finding that the association with work for males and family for females reduced,
closing the gap between male and female names by 37.5% for the target names
found in the original WEAT and 66% for the extended list of names respectively.

In our experiment looking at the association of positive and negative emotions
with male and female names, we found that male and female names were both
positive, with male names being slightly more associated with positive emotions
than female names. The same finding were also true when using a larger set
of names and making the same comparison. Applying the orthogonal gender
projection to the word vectors, we again looked at how much the difference
between the two sets was reduced. We found that for the target names found in
the original WEAT, the distance between the two sets of names was reduced by
27%, while for the extended list the difference was reduced by 40%.

In Experiment 2, we found that there was a significant correlation of 70%
between the male and female association of each occupation, while comparing the
associations with official statistics of the number of men and women in each role
showed a correlation of 53%. Again, applying the orthogonal gender projection
and repeating these tests, we found that, on average, occupations moved closer
to having an equal association with each of the genders (Fig. 3f) and that their
association with gender was not significantly correlated (ρ = 0.178, p-value =
0.167) with the number of men and women working in each role.

4 Discussion

In our experiments, we have shown the effect of one debiasing procedure for
reducing the association a given word has in a word embedding generated from
natural language corpora with concepts related to gender. Being able to do so
relies on a set of gendered terms from which we can obtain pairings with opposite
meaning, allowing us to find an orthogonal projection within the space. This will
not always be possible for every type of bias that we may wish to remove (or at
least reduce) in an embedding because there will not always be a suitable word
vector pair that can be used to represent a given bias.

Other biases which are present may also be impossible to detect with our
LIWC-WEAT method, as a pre-defined and validated list of words from LIWC
were required to perform the tests. Other potentially undesired biases such as
race or age are not currently able to be captured using the LIWC lexica, and
thus different, carefully considered sets of words would need to be curated.

Indeed, general solutions to this problem are probably impossible, for philo-
sophical reasons, but we believe that biases can at least be mitigated or compen-
sated for, by removing specific subtypes of bias, given we have ways to measure
and detect them in the first place. However, in this process, care should also be
taken as we may introduce or compound other existing biases in the embeddings.
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5 Conclusions

If we want AI to take a central position in society, we need to be able to detect
and remove any source of possible discrimination, to ensure fairness and trans-
parency, and ultimately trust in these learning systems. Principled methods to
measure biases will certainly need to play a central role in this, as will an under-
standing of the origins of biases, and new developments in methods that can be
used to remove biases once detected.

In this paper, we have introduced the LIWC-WEAT, a set of objective tests
extending the association tests in [3] by using the LIWC lexica to measure bias
within word embeddings. We found bias in both the associations of gender and
race, as first described in [3], while additionally finding that male names have
a slightly higher positive association than female names. Biases found in the
embedding were also shown to reflect biases in the real world and the media,
where we found a correlation between the number of men and women in an
occupation and its association with each set of male and female names. Finally,
using a projection algorithm [2], we were able to reduce the gender bias shown
in the embeddings, resulting in a decrease in the difference between associations
for all tests based upon gender.

Further work in this direction will include removing bias in n-gram embed-
dings, embeddings that include multiple languages and new procedures for both
generating better projections to remove a given bias, using debiased embeddings
as an input to an upstream system and testing performance, and learning word
embeddings which can be generated without chosen directions by construction.
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Abstract. In this paper we present a robust approach to real world,
real time action classification. It relies on a convolutional network based
object detector to extract relevant shape and motion features and uses
these features as input for an action classifier. Using a sequence of local-
ization and classification information of various objects deemed relevant
to an action, the model recognizes predefined actions in a reliable man-
ner, and can localize these actions in camera footage in real time. With-
out loss of generalization, we study our approach within the context
of a construction company that wants to prevent unauthorized exca-
vation activities happening at their construction sites. We differentiate
four excavation activities, two of which we detect on the basis of actions
because the target pattern contains temporal features, and two of which
we detect on the basis of object presence only. The system needs to
operate in real time, on basic on-site hardware and under varying image
conditions.

Keywords: Video analysis · Action classification · Convolutional
neural networks · Feature engineering

1 Introduction

The detection and classification of specific actions in video is a difficult task,
especially if computing resources and data are limited. Convolutional nets can be
a powerful tool, especially to detect concepts without having to engineer specific
features. They require a relatively large amount of labelled data though, and
more importantly, when applied end to end there is limited ability to leverage
domain knowledge to engineer features that might be useful for the task at hand.

In this paper we present a two staged approach that combines the benefits
of deep learning with the flexibility and control of feature engineering. We apply
it to a new real world problem, the detection of unwanted human or mechanical
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excavation at construction sites. We approach this problem from scratch, from
gathering camera footage, labeling the data, training classifiers, integrating these
into an end to end pipeline, and deploying and running the system in the real
world. An additional constraint is that the system should monitor the site in real
time, with minimal latency, processing feeds from four cameras using a laptop
without internet connectivity. We first detect objects of interest, such as various
parts of excavators, and then use domain knowledge to enrich this information
with a variety of engineered features, and feed sequences of this data into a
subsequent more standard classifier. The experiments demonstrate the validity
and real world flexibility of the approach, which makes it a valid approach to
explore for a range of real world problems with similar needs.

This paper is structured as follows. We will first introduce the business
problem (Sect. 2) and related background (Sect. 3). Then we will describe our
methods and approach for the end to end pipeline in Sect. 4, and report on
experimental results (Sect. 5), followed by a discussion (Sect. 6) and conclusion
(Sect. 7).

2 Problem Description

A construction company is facing losses due to unauthorized excavation activities
at their building sites. Because of various reasons, such as misinterpretation
of work instructions and erroneous reading of site maps, their workers often
excavate at wrong locations. This can in turn lead to damage to important
infrastructure like sewage pipes and power lines, and repairing such accidental
damage can be expensive. In order to limit the cost of such damage, they need
a system that can automatically detect unapproved excavation events.

Using the system, one should be able to deploy four different cameras on
tripods, which are linked to the same laptop workstation by means of a wireless
connection. On this workstation, one can configure the zones in which excava-
tion is prohibited by means of a user interface. When excavation activities are
detected within this zone, a SMS alert should be sent and an on-site alarm should
be triggered. All excavation activities need to be detected before major damage
has been done. This means processing needs to happen in real time with mini-
mal latency. As internet connectivity cannot be guaranteed, all video processing
and analysis needs to happen locally on a laptop (i7-6820HK processor, 32GB
of DDR4-memory, a 512GB SSD and a NVIDIA GeForce GTX1080 GPU with
8GB of GDDR5X video memory).

The system should be designed to detect four different kinds of excavation
activities. First of all, there is mechanical excavation by digging: in this situ-
ation, a mechanical excavator with a bucket attachment at the end of its arm
is performing an action that will directly lead to it moving around ground or
retracting the arm of the excavator in order to reach into the ground. Second,
there is mechanical excavation by breaking: in this situation, a mechanical exca-
vator with a breaker attachment at the end of its arm is performing an action
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that will directly lead to it putting its piercer into the surface. As in the previ-
ous digging example, this definition does not encompass riding or turning, but it
does include extending or retracting the arm in order to reach into the ground.

Third, we detect manual excavation by people who are crouching: in this
situation, a worker is using a tool to manually dig into the ground, for which it
is necessary for them to assume a crouching position. There are three reasons that
the definition is formulated as such. First is the observation that it would be very
difficult to detect all the individual tools used for manual excavation. The second
reason is that for most of these tools, assuming a crouching position is necessary.
Finally, local observations confirmed that workers are seldom crouching, if not for
excavating. Thus, crouching people are a good indicator of manual excavation
activities. Fourth, we detect manual excavation by an earth rod tool: in this
situation, a worker is using an earth rod tool to manually drill a hole into the
ground. An earth rod is a tool that consists of two parts: a long thin stick that can
be beaten into the ground, and a hammer that can be used for this. As workers
are generally not crouching when using this tool, it is necessary to detect this
type of excavation separately.

3 Related Work

Both object detection and action classification are problems of interest within
domains like surveillance, automatic video classification and video retrieval.

The objective of object detection is to identify instances of certain predefined
object classes in an image. Up until recently, solutions to this problem that pro-
duced state-of-the-art accuracy relied on machine learning methods like SVMs
to produce their results [4]. However, recent developments in the field of deep
learning have enabled more accurate object detection methods like Fast(er) R-
CNN [9,20] and R-FCN [2], which use deep convolutional neural networks as the
basis of their architecture. Even more recent architectures like You-Only-Look-
Once [18], YOLOv2 [19] and the Single-Shot Detector [13] are only marginally
less accurate then the current state-of-the-art, but their architectures are fast
enough to provide inference in real-time. All of these architectures rely on a con-
volutional base network to provide the first network layers: popular choices are
VGG-16 [22], Resnet-101 [26], Inception v3 [24] and Inception Resnet v2 [23].

The objective of action classification is to determine which kind of predefined
action is undertaken in a series of images. A distinction can be made between
approaches which feed hand-crafted features into a trainable classifier [5,11],
and approaches which use a trainable feature extractor [8,25] to select the most
useful features for classification [21]. Furthermore, the type of action one tries
to classify and the environment in which one tries to accomplish this are also
major factors in the success of the undertaken approach [21]. On datasets of less
controlled environments like Hollywood2 [21], trainable feature extractors (CNNs
[12]) have started to outperform hand-crafted features [6]. Recent state-of-the-art
CNN-based approaches feed their output through SVMs [8] or computationally
more expensive architectures like LSTMs [25] to produce a classification, but
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these studies were based on readily available data, not developed and tested
from scratch in a real world field setting as in our work.

4 Approach

We combine the ability of a CNN-based approach to extract features from uncon-
trolled environments with the information density hand-crafted features can pro-
vide. Our approach consists of two models: an object detector and an action
classifier. The object detector predicts which pretrained objects are are present
in the video frame, along with a location (bounding box) and a confidence value,
given a JPEG video frame as input. This bounding box data is used directly to
detect manual excavation, and is also fed into the action classifier, which pre-
dicts if mechanical excavation is taking place in a given sequence of bounding
box data. The output from both models can be thresholded to find the right
balance between sensitivity and specificity.

4.1 Data Collection and Preparation

We have constructed a dataset of video footage of excavation activities, from
which we have extracted training and test data for both our object detector
and action classifier. Most videos are shot by the project team on different days
and time of days, in different locations, with different equipment, from different
angles and by various people. We were constrained by the fact that self-captured
data is not necessarily as heterogeneous as one would like it to be. One way to
prevent overfitting [1] on domain-specific variables is to augment the dataset
with videos from external sources, which we have done for the object detector
ground truth. The videos were also randomly split between a training set (80%
of videos) and a test set (20% of videos).

Both actions and objects have to be labeled. In our case, the process of
gathering and labeling real-world data has proven to be very time consuming.
On average, a person could label around 300 images per hour for the object
detector, or 20 min of video for the action classifier. In our case, this has resulted
in around 50 h of continuous labeling for both models combined, on top of the
time it took to capture the footage.

The ground truth for the object detector consists of the set of bounding boxes
of all predefined objects within a set of JPEG-frames; we have targeted objects
that support both manual and mechanical excavation detection. For manual
excavation detection, we detect workers who are either crouching or have an
earth rod in their hands. For mechanical excavation detection, we detect various
parts of the excavator, the underlying assumption being that the positions and
movements of excavator parts are good indicators of said activities. We have
defined eight predefined objects: “cabin” (the part of an excavator that contains
the driver), “upper arm” (the arm section of an excavator directly connected to
the cabin), “forearm” (the arm section of an excavator that can be connected to
an attachment), “wheelbase” (the caterpillar wheels of an excavator), “bucket”
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Table 1. Overview of ground
truth data for the object
detector.

Total Filtered Training Test

Videos 230 n/a 184 46

Frames 8,629 6,251 4,939 1,312

cabin 6,436 4,579 3,563 1,016

upper arm 6,182 4,373 3,368 1,005

forearm 6,190 4,368 3,407 961

wheelbase 6,603 4,750 3,708 1,042

bucket 5,163 3,512 2,860 652

breaker 1,284 1,029 688 341

crouching 1,751 1,324 1,109 215

earth rod 1,698 1,267 1,026 241

Table 2. Overview of ground truth
data for the action classifier for various
window sizes.

Total Training Test

Videos 117 95 22

Frames: exc. 9,703 7,977 1,726

Frames: no exc. 7,574 5,892 1,682

Window 3: exc. 3,218 2,432 786

Window 3: no exc. 2,488 2,003 485

Window 5: exc. 1,929 1,595 334

Window 5: no exc. 1,475 1,185 290

Window 7: exc. 1,388 1,142 246

Window 7: no exc. 1,010 821 189

Window 9: exc. 1,072 818 254

Window 9: no exc. 774 618 156

Window 11: exc. 890 726 164

Window 11: no exc. 607 509 98

(the scooping attachment of an excavator), “breaker” (the drilling attachment of
an excavator), “crouching” (a worker who is crouching to excavate) and “earth
rod” (a worker who is excavating with an earth rod).

Some videos were captured by a camera man walking around the construction
site, thus enlarging the intra video variety by capturing the same scene from
different viewpoints. From 230 recorded videos, we have extracted frames at a
rate of one frame per two seconds, which resulted in a pool of 8,629 frames. All
of the occurrences of the eight objects listed above were then manually labeled
by seven different people, although each frame was labeled by one person only.
The generated ground truth was then filtered: first, frames that were very similar
to the previous video frame (when all of the labeled bounding boxes overlap for
at least 80% with a bounding box of the same object in the previous frame)
were removed. Besides that, we have limited the number of extracted frames per
video to 50, and took a random subset when this threshold was exceeded. Also,
we manually removed frames that were heavily distorted by video artefacts such
as ghosting or synchronization jitter [17]. Table 1 provides an overview of the
ground truth data used for training and testing our object detector.

The ground truth for the action classifier consists of a classification (“mechan-
ical excavation”, “no mechanical excavation” or “unusable”) for each second of
video, and was generated from 117 videos of variable length (between 16 and
753 s each, with a total running time of 6 h and 35 min) but filmed from a fixed
point-of-view, which is relevant because the temporal aspect of actions is com-
bined with the assumption that cameras for the production system are always
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Fig. 1. Sample output from the object detector model, detections with highest confi-
dence of each object are shown.

mounted on tripods. Besides this classification, each second of video is associ-
ated with a list of detections from an extracted video frame, as provided by the
object detector. The videos were then split into non-overlapping windows of a
length of an odd number of frames, and sequences which contained at least one
“unusable” classification were removed from the window creation process. The
remaining windows got assigned a target classification based on a majority vote
over the contained frames. Finally, we have balanced the number of “excavation”
and “no excavation” samples to be exactly the same, by randomly discarding
some of the “excavation” windows. Table 2 provides an overview of the ground
truth data used for training and testing our action classifier.

4.2 Design of the Object Detector

We select the SSD-512 architecture for the object detector, mainly for its speed
[13]: our solution needs to process frames of four different cameras, and it is
not the only software that should run on the production system: we also have
to reserve resources for the action classifier, an orchestration service and some
rule-based logic. The SSD-architecture is based on the traditional feed-forward
Convolutional Neural Network [12], where the first layers of the network are ini-
tialized from a pretrained base network (in our case VGG-16 [23]): the benefit of
this being that such a base network is able to extract higher-level features from
images, which reduces training time. After this base network, five additional sets
of feature map layers are defined, which are all implemented as a convolutional
layer and responsible for object detections on a different scale. Finally, all detec-
tions of feature maps are concatenated in the network output layer, from which
all detections with a confidence lower than 1% are filtered out. After that, the
non-maximum suppression algorithm [15] is applied in order to merge different
overlapping detections of the same object into one. Finally, for each processed
frame we store the 200 detections with the highest associated confidence. See
Fig. 1 for an example of the object detector applied to a public domain image.

Our training function is taken from the original SSD-512 implementation [13],
which in turn is based on minimizing the MultiBox loss function [3], although
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this loss function is adapted slightly to handle detections of multiple different
classes [20].

We also deploy a method to augment our training set, analog to the orig-
inal SSD-512 implementation [13]. First of all, a sub sample is selected from
the original image, out of one of the following three options: the original input
image, a sub sample covering at least 10%, 30%, 50%, 70% or 90% of the orig-
inal input image, or a sub sample of random size. Now, on this sub sample,
three translations are applied: a 50% chance of a horizontal flip, a 50% chance
of the image canvas being randomly expanded with a maximum of 400%, and
a 50% chance of hue, saturation, brightness and contrast adjustments, respec-
tively. Furthermore, the balance between positive and negative examples can be
significantly unbalanced in favor of the negative ones. Therefore, we pick at most
three times as many negative as positive examples, selecting the ones with the
highest associated confidence loss, as per the original SSD-512 implementation
[13].

4.3 Design of the Action Classifier

The action classifier is mainly based on AdaBoost [7], which combines a boosting
algorithm with a multitude of decision trees to arrive at a prediction. We use
500 estimators and the SAMME.R real boosting algorithm [27].

In order to make the action classifier as robust to real-life variety as pos-
sible, we have experimented with generating 10 permutations for each training
set sample, on which a number of translations are applied. Analogue to the
object detector, permutations have a 50% chance of getting flipped horizontally.
Furthermore, all detections are scaled to a random size between 70% and 130%,
keeping the aspect ration intact and preventing detections to move outside image
bounds. Finally, all detections are moved to a random place on the image canvas,
again keeping the distance between all detections intact.

Input features are based on object detections, which we limit to the strongest
detection of each of the six mechanical excavator parts per frame, if any. All of the
input features are normalized between 1 and −1. For each of the six parts, we first
distinguish five base features, namely the x- and y-coordinate of the center of the
predicted bounding box, the bounding box width and height and the confidence
of the prediction. Because this representation of the features is not necessarily the
most useful representation for discerning excavation actions from non-excavation
actions, we augment these features with a set of engineered features, which are
all different representations of these base features. In order to express movement
of parts, we define the difference between each set of consecutive frames for
each of the five attributes for each of the six excavator parts. Also, we calculate
a motility score for each object over the whole window, based on the relative
movements of the center point of the corresponding bounding box. Besides that,
we define relative arm motility, representing the motility of both arm parts
compared to the motility of the cabin and wheelbase objects in order to detect
rotation. Besides input features related to movement, we also define features
related to distance. For each object except for the cabin object in each frame,
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Fig. 2. Accuracy of the object detector in
AP after training for a certain number of
iterations. The thick red line denotes the
mean accuracy over all the classes. After
90,000 iterations the mAP reaches 0.80.

Table 3. Average Precision (AP) accu-
racy on the test set of excavator pictures
from various websites.

Class Average Precision Samples

Cabin 0.99 49
Forearm 0.92 49
Upper Arm 0.89 49
Wheelbase 0.99 49
Bucket 0.83 41

we supply the horizontal, vertical and Pythagorean distance between that object
and the cabin. In order to determine which type of excavator is pictured, we also
supply the difference in confidence between the two types of attachments in
each frame, along with the difference in horizontal, vertical and Pythagorean
distance between both attachments and the forearm object. Finally, we define
features related to object size. We calculate the total width, height and surface
area of each object over all frames, the relative size of arm boxes compared to
cabin boxes as an indicator for the camera angle and the cumulative horizontal,
vertical and Pythagorean change in size of each object over all frames as an
additional indicator of rotation.

5 Results

Our experiments are performed on the object detector and action classifier sep-
arately.

5.1 Object Detector

The accuracy of the object detector over a number of training iterations is dis-
played in Fig. 2. Each iteration, a batch of 8 training examples is passed both
forwards and backwards. We have used a SGD-solver combined with a multistep
learning rate policy and an initial learning rate of 1×10−6 [13]. Compared to the
other objects, the accuracy of the cabin and wheelbase object detection does not
improve as much with more iterations. A likely reason is that the base network
VGG-16 is trained on an object that is visually similar to these objects: a car
[22]. Furthermore, we have observed that the model incorrectly classifies certain
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Fig. 3. The influence of data augmenta-
tion with AdaBoost on the AUC-score of
the action classifier.
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Table 4. Action classifier confusion
matrix. Ground truth in rows, predictions
in columns.

Excavation No excavation

Excavation 224 57
No excavation 48 369

Table 5. Action classifier confusion
matrix (1 frame-per-window version).

Excavation No excavation

Excavation 1,017 451
No excavation 391 1,703

patches of dirt as a bucket, probably because the color is similar and there is
often dirt attached to the bucket attachment in our training set.

We have also constructed a small dataset consisting of excavator images
crawled from the web in order to determine if our object detector could also
be useful outside the boundaries of our testing environment. This dataset was
manually labeled using the same approach as we used for constructing our train
and test sets. The results of running the model on this test set are given in Table
3. We can see that our model was able to generalize well to these different types
of excavators.

5.2 Action Classifier

The optimal parameters to fit our use case are determined experimentally, two
of which are window size and classifier type. We have established the influence of
these parameters by training 25 different models: 5 different classifiers combined
with 5 different window sizes. After training these 25 models, we compare them
on the basis of their AUC-score [10]. The results of these experiments are plotted
in Fig. 4. Top performers are AdaBoost on a window size of 5/7 and Random
Forest on a window size of 3/5, resulting in an AUC-score of 0.84-0.85.

We have also tested our data augmentation routine on a variety of window
sizes. The results of this experiment can be found in Fig. 3. Overall, data aug-
mentation does not improve the accuracy of the action classifier, indicating that
either the amount of ground truth data we feed to the model initially is already
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Table 6. The 10 most important features, ranked on information gain.

Attachment closest to forearm 1.6%

Motility of cabin 1.4%

Motility of upper arm 1.2%

Cumulative horizontal distance between cabin and upper arm 1.2%

Difference in vertical location of bucket, frame 1–2 1.2%

Difference in vertical location of bucket, frame 3–4 1.2%

Difference in vertical location of upper arm, frame 3–4 1.2%

Horizontal location of forearm, frame 5 1.2%

Difference in horizontal location of cabin, frame 3–4 1.0%

Difference in vertical location of upper arm, frame 2–3 1.0%

sufficient, or that the variety the data augmentation is providing is not mean-
ingful.

Eventually we have implemented an AdaBoost classifier and a window size
of 5 in our production model, with data augmentation turned off. See Table 4
for the confusion matrix belonging to this action classifier. The corresponding
AUC-score is 0.84. 85% of the samples are classified correctly.

A benefit of our action classifier is that we are able to take not only shape
information, but also motion information into account. In order to prove the
usefulness of this approach, we have constructed a variant of our action classifier
where windows consist of one frame only, thus eliminating all motion information
from training data. As can be derived from Table 5, such a model classifies 76%
of the samples correctly. This is 9% less then the accuracy our 5 frames-per-
window version achieves on the same data set. The corresponding AUC-score
decreased to 0.75.

In order to further understand the characteristics of mechanical excavation,
we also determine the features the model considers most important to make
a distinction between excavating and non-excavating actions on the basis of
information gain. The 10 features associated with the highest information gain
are listed in Table 6. With the exception of the horizontal location of the forearm
and the confidence of the cabin detection, all of the 15 most important features
are engineered features, highlighting the importance of feature engineering.

6 Discussion

Our two stage approach provides a good balance between more assumption free,
data driven learning at a lower level and using domain knowledge at a higher
level, for improved results and better control. In the first object detection step
we leave the task of figuring out the best features to the convolutional net,
though we already guide it to learn the right concepts by specifying specific
object classes. The subsequent action classification step then allows for a lot of
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flexibility to engineer use case specific features based on detected objects, and the
experiments have demonstrated that these are most predictive. The experiments
confirmed as well that using sequences as input, i.e. more than one frame, gave
superior results, providing further support for a sequence based approach. From
an application perspective, the production pilot lived up to the expectations
of the construction company, and the intent is to keep using the system for a
prolonged period of time. Also, a range of other companies have shown interest
in the pilot, further demonstrating the relevancy of this problem.

In terms of future work, there are various methods in which our approach
could be improved further. First of all, one could incorporate object tracking
into the object detector model, to provide more reliable detection results to the
action classifier [14]. Also, pose estimation could be used in order to differentiate
various angles of the same action, as the mechanical excavation action looks
very different viewed from different angles [16]. Another possible improvement
is the incorporation of online learning methods, as we have already implemented
collection methods for incorrectly classified alerts.

7 Conclusion

We have demonstrated an approach to real time action classification based on
object detection, under difficult real world conditions and with limited hardware.
We have applied this approach to the practical problem of detecting unauthorized
excavation activities on construction sites. Our system is capable of classifying
actions in real-time on a laptop workstation: we are able to analyze the output
of four different cameras simultaneously without performance issues. To best
balance assumption free learning with application of problem domain knowl-
edge, we use a neural network based object detector to extract relevant shape
and motion features, and then use these features as well as problem specific,
engineered features derived from this as input for an action classifier. A major
benefit of this approach is that it is insensitive to stray objects and movements,
and thus is able to function in uncontrolled environments. A second benefit is
that we can use localization information originating from the object detector to
localize actions within a video frame.
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Abstract. Constraint-based clustering algorithms exploit background
knowledge to construct clusterings that are aligned with the interests of
a particular user. This background knowledge is often obtained by allow-
ing the clustering system to pose pairwise queries to the user: should
these two elements be in the same cluster or not? Answering yes results
in a must-link constraint, no in a cannot-link. Ideally, the user should be
able to answer a couple of these queries, inspect the resulting clustering,
and repeat these two steps until a satisfactory result is obtained. Such
an interactive clustering process requires the clustering system to satisfy
three requirements: (1) it should be able to present a reasonable (inter-
mediate) clustering to the user at any time, (2) it should produce good
clusterings given few queries, i.e. it should be query-efficient, and (3) it
should be time-efficient. We present COBRAS, an approach to cluster-
ing with pairwise constraints that satisfies these requirements. COBRAS
constructs clusterings of super-instances, which are local regions in the
data in which all instances are assumed to belong to the same cluster. By
dynamically refining these super-instances during clustering, COBRAS
is able to produce clusterings at increasingly fine-grained levels of granu-
larity. It quickly produces good high-level clusterings, and is able to refine
them to find more detailed structure as more queries are answered. In
our experiments we demonstrate that COBRAS is the only method able
to produce good solutions at all stages of the clustering process at fast
runtimes, and hence the most suitable method for interactive clustering.

Keywords: Semi-supervised clustering · Pairwise constraints · Active
clustering

1 Introduction

Clustering is inherently subjective [4,9]: different users often require very dif-
ferent clusterings of the same dataset, depending on their prior knowledge and
goals. Constraint-based (or semi-supervised) clustering methods are able to deal
with this subjectivity by taking a limited amount of user feedback into account.

c© Springer Nature Switzerland AG 2018
W. Duivesteijn et al. (Eds.): IDA 2018, LNCS 11191, pp. 353–366, 2018.
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Often, this feedback is given in the form of pairwise constraints [17]. The algo-
rithm has no direct access to the cluster labels in a target clustering, but it can
perform pairwise queries to answer the question: do instances i and j have the
same cluster label in the target clustering? A must-link constraint is obtained if
the answer is yes, a cannot-link constraint otherwise.

Fig. 1. (a) The interactive clustering process. (b) Typical learning curves with COBRA,
the current state of the art. For a small number of super-instances, performance rises
rapidly but stagnates at a suboptimal level (orange curve). For a higher number of
super-instances, performances rises more slowly but stagnates at a higher level (red
curve). The dotted line shows the learning curve that we hope to obtain with the
proposed COBRAS system.

When obtaining constraints is expensive (e.g., requires human intervention),
the clustering process ideally proceeds iteratively, as summarized schematically
in Fig. 1(a). It is a loop where in each step the system’s current estimate of
the clustering is shown to the user, and the user has the opportunity to answer
several questions that will allow the system to improve the clustering, or end
the process and accept the current clustering. Ideally, such a process has three
properties: (1) the user can stop it at any time and get the best result obtained
until then; (2) the number of loop executions (hence, the number of queries
asked) until an acceptable result is obtained is as small as possible; (3) each
loop execution is fast; e.g., a user may not want to wait more than a few seconds
between queries. Summarizing this, the process must be anytime (in the number
of queries), query-efficient, and time-efficient; we abbreviate this as AQT.

No existing constraint-based clustering system fulfills all three requirements
(see next section for details). The approach closest to it is COBRA [15]. COBRA
uses the concept of super-instances: sets of instances that are assumed to belong
to the same cluster in the unknown target clustering. It uses constraints on
the level of super-instances, rather than individual instances. This dramatically
improves its query efficiency when the number of super-instances is small. How-
ever, having few super-instances increases the risk that a single super-instance
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contains instances from different target clusters, causing COBRA to find lower-
quality clusterings. The number of super-instances NS is a parameter of COBRA
and is fixed during the clustering process. This forces the user to trade off query-
efficiency with clustering quality. Figure 1(b) illustrates this: depending on NS ,
COBRA quickly converges to a low-quality clustering, or slowly converges to a
higher-quality clustering.

In this paper, we introduce a method for dynamically refining super-instances
during clustering, based on user feedback. Extending COBRA with this method
gives COBRAS (COnstraint-Based Repeated Aggregation and Splitting). The
goal of this effort is to eliminate the above trade-off, and thus provide the first
clustering system that meets the AQT requirements without sacrificing cluster-
ing quality; ideally its learning curve should be close to the one shown in Fig. 1(b)
(dotted line). An experimental evaluation confirms that COBRAS meets this
goal.

2 Related Work

The most common way to develop a constraint-based clustering method is to
extend an existing unsupervised method. One can either adapt the clustering
procedure to take the pairwise constraints into account [12,17,18], or use the
existing procedure with a new similarity metric that is learned based on the
constraints [5,19]. Alternatively, one can also modify both the similarity metric
and the clustering procedure [2,3].

Most constraint-based clustering methods assume that a set of constraints is
provided prior to running the clustering algorithm [2,3,10,19]. This makes them
unsuitable for anytime (in the number of constraints) clustering. Furthermore,
traditional systems typically query random pairs [3,19], which might not be the
most informative ones; these are less query-efficient. Several active constraint-
based clustering methods have been proposed that outperform random query
selection [1,10], but most of them still require all queries to be answered prior to
clustering (query-efficient but not anytime). An exception to this is NPU [20],
an active selection procedure in which the data is clustered multiple times and
each resulting clustering is used to determine which pairs to query next based on
the principle of uncertainty sampling. NPU is both anytime and query-efficient.
However, it is not time-efficient: it requires re-clustering the entire dataset after
every few constraints, which becomes prohibitively slow for large datasets.

COP-COBWEB [16] is similar to COBRAS in that it has both splitting
and merging of clusters as key algorithmic steps. However, it is not anytime: it
assumes that all constraints are given prior to clustering.

COBS [14] uses an approach that is very different from the above. It generates
a large set of clusterings by varying the hyperparameters of several unsupervised
clustering algorithms, and selects from the resulting set the clustering that satis-
fies the most pairwise constraints. Generating the set of clusterings, however, can
be time consuming for large datasets, which reduces its suitability for anytime
clustering.
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COBRA [15] is a recently proposed method that is inherently active: deciding
which pairs to query is part of its clustering procedure. First, COBRA uses K-
means to cluster the data into super-instances. The number of super-instances,
denoted as NS , is an input parameter. Initially, each of the super-instances forms
its own cluster. In the second step, COBRA repeatedly queries the pairwise
relation between the closest pair of (partial) clusters between which the relation
is not known yet and merges clusters if necessary, until all relations between
clusters are known.

It was already mentioned in the introduction that the results of COBRA
strongly depend on the number of super-instances NS . Figure 2 illustrates this
on a toy dataset. For NS = 10, the initial clustering (after 0 queries) is not
too bad (panel A). As queries are answered, the quality goes up, but after 14
queries it stagnates at a suboptimal level (panel D; the incorrectly clustered
part is marked with a red ellipse). For NS = 100, COBRA starts with a worse
clustering (panel B) but ends with a better one (panel E). It takes 103 queries,
however, to obtain the final clustering.

Note that the NS parameter allows the user to trade off one disadvantage
for the other, but not to remove both. The dynamic super-instance refinement
procedure that we introduce with COBRAS eliminates this trade-off.

Fig. 2. A: The starting situation of COBRA with 10 super-instances (COBRA-10).
Initially, each cluster consists of a single super-instance. B: The initial solution of
COBRA-100, which is highly over-clustered. C: The clustering produced by COBRAS
after 7 queries. D: The final result of COBRA-10. Each of the clusters is represented
as a set of super-instances. The final clustering is not correct, as S7 contains instances
from two actual clusters. E: the final clustering of COBRA-100. F: after 36 queries,
COBRAS produces the correct clustering.
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3 COBRAS: Constraint-Based Repeated Aggregation
and Splitting

The key problem when running COBRA with a small NS is that super-instances
often contain instances from different clusters (e.g., S7 in Fig. 2A). COBRA
cannot assign all of these instances to the correct clusters, as each super-instance
is treated as a single unit.

COBRAS solves this problem by allowing super-instances to be refined.
It starts with a single super-instance that contains all instances, and repeat-
edly refines this super-instance until a satisfactory clustering is obtained. More
specifically, each iteration of COBRAS consists of two steps. First, it removes
the largest super-instance from its cluster and splits it into several new super-
instances. A new cluster is added for each of these new super-instances. A key
challenge in this step is determining a suitable splitting level for a super-instance,
i.e. the number of new super-instances that an existing one should be split in.
For this, we propose a constraint-based procedure, which is detailed in Sect. 3.2.

In the second step of each iteration, COBRAS determines the relation of the
newly created clusters to each other and the existing clusters by running the
merging step of COBRA on the new set of clusters.

By using this procedure of refining super-instances, COBRAS uses a small
number of super-instances in the beginning of the clustering process, and a larger
number as more queries are answered. This allows it to perform well for both a
small and larger number of queries, as illustrated in panels C and F in Fig. 2.

3.1 Algorithmic Description

COBRAS is described in detail in Algorithm 1. In this algorithm a super-instance
S is a set of instances, a cluster C is a set of super-instances, and a clustering C
is a set of clusters. COBRAS starts with a single super-instance S that contains
all instances, which constitutes the only cluster C (line 2). As long as the user
keeps answering queries, COBRAS keeps refining the set of super-instances and
the corresponding clustering (lines 3-10). In each iteration it selects the largest
super-instance Ssplit (line 4), determines an appropriate splitting level for it (line
5, this is detailed in Algorithm 2 in Sect. 3.2), and splits it into k new super-
instances by clustering its instances using K-means (line 6). We use K-means
as it is faster than K-medoids, even if the medoids are computed afterwards
(each K-medoid iteration is O(k(n − k)2) [11] whereas each K-means iteration
is O(nk)). Ssplit is then removed from its original cluster (line 7), and a new
cluster is added for each of the newly created super-instances (line 8). Finally,
in the last step of the while iteration COBRA is used to determine the pairwise
relations between all the clusters (new and existing). The COBRA merging step
is slightly modified compared to the original one [15]: if the relation between two
clusters is already known, i.e. from a query in a previous COBRAS iteration,
it is not queried again. Note that one could also think of other heuristics to
determine which super-instance to split instead of simply the largest one, e.g.
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one could split the super-instance with the highest intra-cluster dissimilarity. We
have found, however, that selecting the largest super-instance is a simple and
effective heuristic that is difficult to beat.

Algorithm 1 COBRAS
Require: X : a dataset, q: a query limit
Ensure: C: a clustering of D
1: ML = ∅, CL = ∅
2: S = {X}, C = {S}, C = {C}
3: while |ML| + |CL| < q do
4: Ssplit, Corigin = arg maxS∈C,C∈C |S|
5: k,ML,CL = determineSplitLevel(Ssplit,ML,CL)
6: Snew1 , . . . , Snewk = K-means(Ssplit, k)
7: Corigin = Corigin \ {Ssplit}
8: C = C ∪ {{Snew1}, . . . , {Snewk}}
9: C,ML,CL = COBRA(C,ML,CL)

10: end while
11: return C

Algorithm 2 determineSplitLevel
Require: S: a set of instances that is to be split
Ensure: k: an appropriate splitting level, ML, CL: the obtained ML and CL con-

straints
1: d = 0, ML = ∅, CL = ∅
2: while no must-link obtained do
3: S1, S2 = k-means(S,2)
4: if must-link(medoid(S1), medoid(S2)) then
5: add (medoid(S1), medoid(S2)) to ML
6: d = max(d, 1)
7: return 2d, ML, CL
8: else
9: add (medoid(S1), medoid(S2)) to CL

10: S = pick between S1 and S2 randomly
11: d++
12: end if
13: end while

3.2 Determining the Splitting Level k

Different users may want different clusterings, which can require super-instances
at different granularities. For example, consider clustering a set of images of
20 different people, each taking two different poses. Clustering this data based
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on identity will require more super-instances than clustering it based on pose.
Consequently, it is crucial to take user feedback into account to determine appro-
priate splitting levels.

Algorithm 2 describes the procedure that COBRAS uses to determine the
splitting level k for a super-instance S. The procedure tries to search for a k such
that the new super-instances will be pure w.r.t. the unknown target clustering.
To check the purity of S, COBRAS splits it into two new (temporary) super-
instances (by running 2-means on its instances), and queries the relation between
their medoids. If they must link, COBRAS assumes that the super-instance was
pure, and an appropriate level of granularity has been reached. If they cannot
link, the procedure is then repeated on one of the two new super-instances. This
continues until a must-link constraint is obtained. If d bisections are made before
an appropriate level of granularity is reached, then the super-instance as a whole
must be split into 2d smaller super-instances. Figure 3(a) illustrates this process:
super-instance S1 gets split into two super-instances which cannot link; one of
these, St1, is next split into two which again cannot link; among these, St3 is split
into two which must link; hence, St3 seems to be at the right level of granularity
and S1 is split into 22 = 4, which is the number of super-instances at this level.
Line 6 in Algorithm 2 makes sure that the super-instance is at least split into
two, even when the first constraint is must-link. This ensures that COBRAS will
continue refining super-instances as long as the user is willing to answer queries,
even when the data does not provide evidence for the usefulness of a particular
split.

3.3 Illustration

Figure 3 illustrates two iterations of the entire COBRAS clustering process. The
splitting of S1 into 4 smaller super-instances was already explained. These 4
super-instances are put into new clusters, and next, the standard merging process
of COBRA is applied. For details about this merging process, we refer to Van
Craenendonck et al. [15]. In this illustration, we assume that COBRA finds a
must-link between S4 and S5 and cannot-links between the others, which results
in 3 clusters. Next, super-instance S3 is considered for splitting, and split into
2. About the resulting S6 and S7, COBRA finds that S6 should remain in its
own cluster, but S7 must link with S4 and thus the clusters {S7} and {S4, S5}
are merged. This step shows how a part of one super-instance (in this case S7,
which was originally part of S3) can get reassigned to a more suitable cluster.

4 Experimental Evaluation

In this section, we evaluate COBRAS1 in terms of the AQT criteria (anytime,
query efficiency, time efficiency). We compare it to the following state-of-the-art
constraint-based clustering algorithms:
1 Source code for COBRAS is available at https://dtai.cs.kuleuven.be/software/

cobras/.

https://dtai.cs.kuleuven.be/software/cobras/
https://dtai.cs.kuleuven.be/software/cobras/


360 T. Van Craenendonck et al.

C2

C5

C2

C
6

C6

Top-down refinement of S1 Starting situation before 
first COBRA merging step 

Top-down refinement of S3 Starting situation before  
 second COBRA merging step 

C3

C4

After first bottom up  
COBRA merging step 

C7

St5 St6

St4St3

St1 St2

S1

1

2

3

8

9
4

7

10

A B C

D E F

11

12

S2

S4

S3

S5

C3

S2

S4

S3

S5

4

5 6

7

S3

C
6

S2

S4

S5

47

S6 S7

S2

S5

S4

After second bottom up  
COBRA merging step 

C2

C2

C7

S6 S7

C8

Fig. 3. (A) COBRAS decides to split the initial super-instance S1 into 4 new ones, as
discussed in Sect. 3.2. (B) S1 has been removed from the set of clusters (rendering it
empty), and a new cluster added for each of the newly created super-instances. This
is the starting situation for the first bottom-up COBRA run. (C) Using additional
queries, COBRA has merged the S4 and S5 clusters into one, and kept the others. In
the next iteration (D), COBRAS selects S3 for refinement, and splits it into 2 new
super-instances; this results in two new clusters (E). Finally (F), the merging step has
clustered S7 together with S4 and S5, while S2 and S6 remain in their own cluster.

– COBS [14] uses constraints to select and tune an unsupervised clustering
algorithm. We use the active variant in our experiments.

– COBRA [15] is the algorithm that is most related to COBRAS, as discussed
earlier in this paper. We run it with 10, 25 and 50 super-instances.

– NPU [20] is an active constraint selection framework that can be used with
any non-active constraint-based clustering method. It constructs neighbor-
hoods of points that are connected by must-link constraints, with cannot-
link constraints between the different neighborhoods. It repeatedly selects
the most informative instance, and queries its neighborhood membership by
means of pairwise constraints. NPU is an iterative method: after neighbor-
hood membership is determined, the data is re-clustered and the obtained
clustering is used to determine the next pairwise queries. NPU can be used
with any constraint-based clustering algorithm, and we use it with the fol-
lowing two:
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• MPCKMeans [3] is an extension of K-means that exploits constraints
through metric learning and a modified objective. We use the implemen-
tation in the WekaUT package 2.

• COSC (for Constrained Spectral Clustering) [12] is an extension of spec-
tral clustering optimizing for a modified objective. We use the code pro-
vided by the authors 3.

COSC-NPU and MPCKMeans-NPU need to know the desired number of
clusters K prior to clustering. In our experiments, the true K (as indicated by
the class labels) is given to these algorithms. Note that this puts them at an
advantage in the experimental comparison, as in practice K is often not known
in advance.

Datasets

We use the same datasets as those used in the evaluation of COBRA [15]. These
include 15 UCI datasets: iris, wine, dermatology, hepatitis, glass, ionosphere,
optdigits389, ecoli, breast-cancer-wisconsin, segmentation, column 2C, parkin-
sons, spambase, sonar and yeast. These were selected because of their repeated
use in earlier work on constraint-based clustering (for example, [3,20]). Opt-
digits389 contains digits 3, 8 and 9 of the UCI handwritten digits data [3,10].
Duplicate instances are removed from all of these datasets, and the data is
normalized between 0 and 1. Further, we use the CMU faces dataset, con-
taining 624 images of 20 persons with different poses and expressions, with
and without sunglasses. This dataset has four natural clustering targets: iden-
tity, pose, expression and sunglasses. A 2048-value feature vector is extracted
for each of the images using the pre-trained Inception-V3 network [13]. Fur-
ther, two clustering tasks are included for the 20 newsgroups text dataset:
clustering documents from 3 newsgroups on related topics (the target clusters
are comp.graphics, comp.os.ms-windows and comp.windows.x, as in [1,10]), and
clustering documents from 3 newsgroups on very different topics (alt.atheism,
rec.sport.baseball and sci.space, as in [1,10]). To extract features from the text
documents we apply tf-idf, followed by latent semantic indexing (as in [10]) to
reduce the dimensionality to 10.

In summary, the comparison is based on 21 clustering tasks (15 UCI datasets,
4 target clusterings for the CMU faces data, and 2 subsets of the newsgroups
data).

Experimental Methodology

We perform 10-fold cross-validation 10 times (similar to e.g. [1] and [10]), and
report averaged results. The algorithms always cluster the full dataset, but can
only query the relations between pairs that are both in the training set. The
quality of the resulting clustering is evaluated by computing the Adjusted Rand
index (ARI, [8]), only on the instances in the test set. The ARI measures the
similarity between the produced clusterings and the ground-truth indicated by
2

http://www.cs.utexas.edu/users/ml/risc/code/.
3

http://www.ml.uni-saarland.de/code/cosc/cosc.htm.

http://www.cs.utexas.edu/users/ml/risc/code/
http://www.ml.uni-saarland.de/code/cosc/cosc.htm
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the class labels. A score of 0 means that the clustering is random, 1 means that
it is exactly the same as the ground-truth. The score for an algorithm for a
particular dataset is given by the average ARI over the 10 repetitions of 10 fold
cross-validation.

We make sure that COBRAS and COBRA do not query any test instances
during clustering by only using training instances to compute the medoids of
the super-instances. For NPU, pairs involving an instance from the test set are
simply excluded from selection.

In each iteration of COBRAS, a super-instance is split and COBRA is run on
the resulting new set of clusterings. If the user stops answering pairwise queries
before the end of the COBRA run (which is simulated frequently in the exper-
iments: we consider the intermediate clusterings after each query), COBRAS
returns the clustering as it was at the beginning of the iteration. The clustering
that is returned is only updated after the COBRA run, which prevents us from
returning clusterings for which the merging step was not finished yet. This holds
for all COBRA runs expect the first one, as in that case there is no real prior
clustering at the beginning of the iteration.

COBRA is not able to handle an unlimited amount of pairwise queries: once
all the relations between super-instances are known, the clustering process natu-
rally stops. In our experiments, we assume that COBRA simply keeps returning
its final clustering after this point, which allows us to compare all algorithms for
the same number of pairwise queries.

Clustering Quality

Figure 4(a) shows the aligned ranks for COBRAS and all competitors over all
clustering tasks4. In contrast to the regular rank, the aligned rank [6,7] takes
the relative differences between algorithms for individual datasets into account.
The first step in computing it is to calculate for each dataset the average ARI
achieved by the algorithms. Then, for each algorithm, the difference between its
ARI and this average is calculated, and the resulting differences are sorted from
1 to kn (k the number of algorithms, n the number of datasets). The aligned
rank for an algorithm is the average of the positions of its entries in the sorted
list.

Figure 4(b) shows the average ARI of each method over all clustering tasks.
This gives some indication of how substantial the differences in ARI are in prac-
tice.

Figures 4(a) and (b) show that, compared over the entire range of queries,
COBRAS is clearly superior to each individual competitor. None of the com-
petitors is able to produce good results during the entire clustering process,
which is crucial for interactive clustering. Some of them outperform COBRAS
for a specific range of the number of queries, but those that do are outperformed

4 For COSC-NPU we set a timeout of 24h for each run of 250 queries for spambase.
Typically it only got to 40 queries after that time. We considered the last clustering
produced within 24h to be the final one, and use it in the results for all remaining
queries in producing the graphs.
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(a) (b)

Fig. 4. (a) Aligned rank for all methods over all clustering tasks (b) Average ARIs for
all methods over all clustering tasks

by a much larger margin for other ranges. We illustrate this point by compar-
ing COBRAS to COBRA-50 in more detail. Figure 4(a) shows that COBRA-50
outperforms COBRAS in the range of (roughly) 50–70 queries. However, for
<50 queries, COBRAS-50 performs much worse than COBRAS; the difference
in average ARI in this range is much greater than in the 50–70 range. Further-
more, COBRA-50’s performance stagnates around 50 queries. Thus, the anytime
behavior of COBRA-50 is vastly inferior to that of COBRAS. COBRA-50 is only
preferable to COBRAS when one knows the optimal number of super-instances
in advance. The same holds for COBRA-10 and COBRA-25.

Table 1 shows win/loss statistics that confirm the above conclusions. It
demonstrates that COBRAS outperforms its competitors in the majority of
cases (18 out of 24). COBRAS significantly (Wilcoxon test, p < 0.05) outper-
forms COBRA-10, COBRA-25, COBRA-50 and COSC-NPU for at least one of
the query numbers. It outperforms MPCKMeans-NPU and COBS as well, but
this difference is found not to be statistically significant. It is never significantly
outperformed by any other method.

Runtime

Figure 5 shows the ratio of the run time of COBRAS to the run times of its
competitors for the 21 clustering tasks after performing 100 queries. COBRA is
typically the fastest algorithm. This is not surprising, as it requires only a single
run of K-means, while COBRAS requires multiple K-means runs. Compared to
the other competitors, COBRAS is one to three orders of magnitude faster for
all datasets. The key difference between COBRAS and its competitors is that
COBRAS only re-clusters the parts of the dataset that are being refined. In
contrast, MPCKMeans-NPU and COSC-NPU require frequent re-clustering of
the entire dataset.

Practically speaking, the time between consecutive queries is under a second
for all datasets considered here, which is fast enough for interactive clustering.

The high runtimes of COBS are caused by the fact that it generates a large
number of unsupervised clusterings prior to querying the user. Once this set of
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clusterings is generated, however, selecting the clusterings is fast. This means
that COBS can be useful in interactive settings where the time between starting
the system and answering the first query is of no concern.

Fig. 5. Ratio of COBRAS to competitors run time for 21 clustering tasks. For COBRA
we only include the run times of COBRA-25 to not clutter the graph, also the run times
for COBRA-10 and COBRA-50 are typically lower than all others.

To summarize all the above: COBRA and possibly COBS can compete with
COBRAS in terms of time efficiency; COBRA can compete in terms of query
efficiency if its NS parameter is chosen optimally; none of the existing methods
can compete in terms of anytime behavior.

5 Conclusion

We have introduced COBRAS, a novel system for interactive semi-supervised
clustering. The key innovation in COBRAS is its procedure for dynamically
refining super-instances. This innovation makes it the first clustering system
to excel at all three of the following crucial criteria for interactive clustering
systems: anytime behavior, query efficiency, and time efficiency. This should
make COBRAS the method of choice in many applications of semi-supervised
clustering.
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Abstract. To help automate the important pre-processing step in
machine learning and data mining, we introduce synth-a-sizer, a tool
for semi-automatically wrangling spreadsheets into attribute-value for-
mat, so that they can be used by popular machine learning tools, only
requiring the user to mark cells belonging to one single example. synth-
a-sizer is based on inductive programming principles. We introduce
synth-a-sizer’s transformations, search algorithm as well as a heuris-
tic and distance measure for identifying types. We also report on a first
experimental evaluation.

Keywords: Data wrangling · Program synthesis · Spreadsheets
Preprocessing · Inductive programming

1 Introduction

One long term goal of automatic machine learning and data science is to enable
naive end-users to automatically analyse their data. Today we are far away
from reaching that goal for two reasons. First, it is often hard to select the
right learning setting, algorithm and parameters for the learning task. Second,
it is well-known amongst data scientists that 80% of the time is spent on pre-
processing and only 20% on the actual machine learning or data mining [5].

Looking at the state of the art in machine learning and data mining reveals
that the first problem is receiving a lot of attention in the emerging area of auto-
mated machine learning [9]. Many impressive results have already been obtained
and powerful tools have already been developed [7,14]. Although there exist some
tools that aid in the automatic preprocessing of data, especially with respect to
feature construction [4], other preprocessing steps remain very challenging. Data
wrangling is one of the most important ones.

This paper addresses exactly this issue and studies how to help end-users
with data wrangling, that is, the process of transforming their data in the right
format for data analysis. As non-experts often gather their data in spreadsheets,
we focus on the question as to whether it is possible to take such a spreadsheet
and to automatically transform it into a format that can be used by standard
machine learning software such as Weka [10] and Knime [3]. Thus, we want to
help fully automate the data wrangling process [1].
c© Springer Nature Switzerland AG 2018
W. Duivesteijn et al. (Eds.): IDA 2018, LNCS 11191, pp. 367–379, 2018.
https://doi.org/10.1007/978-3-030-01768-2_30
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Several approaches for data wrangling with minimal user effort already exist.
For example, the Wrangler [12] system provides an interactive interface for
creating transformation programs without needing to write code. Instantia-
tions of the FlashMeta [13] framework allow for synthesising data transfor-
mation programs by providing input-output examples. A notable instantiation
is FlashRelate, [2] which extracts relational data from spreadsheets. More
recently, Foofah [11] combine these two: transforming a spreadsheet based on
examples.

In this paper, we take a next step in these developments and explore whether
these processes can be automated while focussing on data in tabular form. A
key difference with other approaches is that we focus on wrangling of machine
learning data sets. While the above mentioned approaches use examples of the
desired input-output behaviour to guide the program synthesis, we focus on the
desired target format of the output. In this paper, the desired output is is in
attribute-value format, which is used when working with tools such as Weka.
This format has distinct properties that we exploit in order to mediate the need
for examples describing the desired output. Although we focus on the attribute-
value format here, we believe that the principles and techniques we introduce
could also be useful for relational learning.

This paper contributes a tool, synth-a-sizer, for semi-automatic data wran-
gling of machine learning datasets from minimal user input. synth-a-sizer uses
a predictive program synthesis approach that transforms semi-structured data
into a propositional format, for use in data analysis systems, from one positive
example. The technical innovations of synth-a-sizer are that (1) we focus on
the desired target format of the output and allow the user to provide hints about
the target format using a new notion of coloring; (2) we introduce a domain spe-
cific language with an accompanying syntactic bias which allows to restrict the
search space; and (3) we employ a novel type-based heuristic to assess and eval-
uate the transformations.

2 Motivating Example

Suppose a clothing store owner keeps two spreadsheets, containing sales and
properties of clothing, respectively, an excerpt of which is shown in Table 1.
The rightmost column in Table 1b is to be predicted. Given data in the correct
format, plenty of tools are available to perform this task.

First, however, a user would need to know about transformations to unpivot
and join tables together. In OpenRefine1 an additional forward filling operation
is required and Wrangler [12] make no assumptions about the output format,
giving unpivot as the last suggestion. This motivates our belief that existing data
wrangling tools are aimed at data scientists and other people who know their
way around transforming data.

1 http://www.openrefine.org.

http://www.openrefine.org


Automatically Wrangling Spreadsheets into Machine Learning Data Formats 369

Table 1. Spreadsheet data about clothing sales. Some cells are colored as they have
been selected by the user.

(a) Sales data.

29/08/2013 31/08/2013 09/02/2013

1006032852 2114 2274 2491

1212192089 151 275 570

1190380701 6 7 7

966005983 1005 1128 1326

876339541 996 1175 1304

1068332458 4 5 11

(b) Clothes’ properties. On the right is the
target, with one missing value.

1006032852 Low 4.6 Summer o-neck sleevless 1

1212192089 Low 0 Summer o-neck Petal 0

1190380701 High 0 Automn o-neck full 0

966005983 Average 4.6 Spring o-neck full 1

876339541 Low 4.5 Summer o-neck butterfly 0

1068332458 Low 0 Summer v-neck sleevless

(c) Tables 1a and 1b wrangled into attribute-value format. This is what the user doesn’t
see, but what is generated by synth-a-sizer and used by data mining tools in the
background in order to predict the last column.

1006032852 29/8/2013 2114 Low 4.6 Summer o-neck sleevless 1

1006032852 31/8/2013 2274 Low 4.6 Summer o-neck sleevless 1

1006032852 09/02/2013 2491 Low 4.6 Summer o-neck sleevless 1

1212192089 29/08/2013 151 Low 0 Summer o-neck Petal 0
...

1068332458 31/08/2013 5 Low 0 Summer v-neck sleevless

1068332458 09/02/2013 11 Low 0 Summer v-neck sleevless

Our approach, on the other hand, is aimed at users who have no knowledge
about transforming data at all. Currently, the only required interaction is select-
ing values in the spreadsheet, as shown in Table 1. Wrangling is then performed
in the background.

3 Problem Statement

The problem this paper wants to solve is best described on two levels. On a
higher level, we aim to enable users without experience in programming or data
wrangling to apply machine learning techniques to their data. As data gathered
by such users is typically stored in a spreadsheet, we focus on the problem of
mapping a spreadsheet S into a dataset D that can serve as the input to a
machine learning algorithm. The machine learning algorithm should then gener-
ate a hypothesis h that can be applied to the dataset D to yield h(D). Ideally,
this approach allows for mapping h(D) back into the spreadsheet S so that it can
be shown to the user. The ultimate goal is that the transformations, the resulting
dataset and the hypothesis are all constructed behind the scenes. Everything the
user would see is the original spreadsheet S that has now been extended with
the results of h(D). A necessary condition for this to work is that the original
spreadsheet S has been formatted in a systematic manner.

On a lower level, the problem we tackle in the present paper is to find the
program f that maps f(S) = D, which is a program synthesis problem where a
data wrangling program is learned.
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3.1 Notation

As common in spreadsheets, the basic structure our programs transform are
tables. A table is represented by an m × n matrix T . The element on column
i and row j is referred to as ti,j . We adopt a slicing notation a : b to denote a
range (a, a + 1, . . . , b) of cells, represented as a list of values. When a and/or b
are omitted, the range extends to the size of the table, such that for example
the values in row j are retrieved as T:,j .

An m-ary relation R ⊆ (A1, . . . , Am) of n tuples can be easily represented
by a set of such tables. In the trivial case, every tuple becomes a row and each
attribute is contained in a column of a single m × n table. This is the desired
target data format for attribute-value learners such as those available in Weka
and Knime. In the real world, however, the data can be spread out over multiple
tables. Furthermore, values can be repositioned, empty cells and spurious cells
can be added to the tables. The goal will then be to extract an equivalent table
in the target format.

Example 1. Suppose we have a relation of car sales indicating whether a sales-
person of a certain level gave a reduction or not:

{
(Tim, junior, Audi, A1, no), (Tim, junior, BMW, 1, yes),
(Megan, senior, Audi, A1, no), (Megan, senior, Audi, A4, yes)

}

There are various ways of representing this relation in a set of tables, two exam-
ples of which are given in Fig. 1. In the Sales table in Fig. 1, some spurious values
were added to denote the proportion of reductions given.

Tables can be transformed by transformations, which take as input one or
more tables, optionally some arguments, and return a single table. The result
of applying a transformation on some table(s) is then a new table with the ele-
ments from the original table(s) combined, repositioned, replicated or removed.
We write p = (φ,a) : T → T ′ for a table transformation p consisting of a trans-
formation φ and a tuple of arguments a, taking a set of tables T and returning
a new table T ′ = φ(T ,a). We restrict ourselves to transformations that only
change the layout of the spreadsheet, leaving cell values untouched. Each trans-
formation φ has a set of valid arguments given a set of tables, denoted as Aφ(T ).

Applying a transformation results in a reconstruction error, a measure of
how much information is lost when it is applied to T , written as error(p,T ). A
transformation can be inverted if there exists a transformation p−1 = (φ−1,a)
such that p−1(p(T )) = T .

Example 2. Given a simple table

T =
Audi A1

A3
A4
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and the Fill(direction, i) transformation (see also Table 2), which fills empty
values in column i with the value above (forward) or below (backward) it,
we get AFill(T ) = {(forward, 1); (forward, 2); (backward, 1); (backward, 2)}.

A set of transformations L then serves as a simple domain-specific lan-
guage (DSL) for wrangling tabular data. A table transformation program P
is a sequence of transformations (p1, p2, . . . , pk) with pi = (φi,ai). Applying
it to a table T is computed as P(T ) = φp(. . . φ2(φ1(T ,a1),a2) . . . ,ap). The
definitions of reconstruction error and invertibility naturally extend from one
transformation of a sequence of transformations.

3.2 Problem Statement

We can now specify the program synthesis problem as follows.
Given a set of tables T = (T1, . . . , Tk), a set of colorings C (cf. below), a

scoring function score(T , C), and a set of transformations L, find a transfor-
mation program P ∗ over L such that P ∗ = argmaxP score(P (T ), C).

The assumption is that there is an unknown target relation R and a program
P t such that P t(T ) and R are equivalent (notation P t(T ) ≡ R). The equivalence
would account for row and column permutations. But the relation R is unknown
and therefore we can only estimate how good any P (T ) is through a scoring
function. This scoring function should recognise tables that are in attribute-
value form. Such tables have rows that correspond to examples and columns
that correspond to attributes. As a simple aid for recognising this, our scoring
function can currently make use of one additional, user-provided input.

Essentially, the user is requested to color a set of cells that describe one
example, possibly using different colors. The idea behind the coloring is twofold.
First, cells belonging to one coloring should be mapped onto a single row. Cells
in different tables with the same color, should be mapped onto the same cell
in the target table. Second, all values in a single column should belong to the
same attribute and should therefore be of the same type. If a colored cell occurs
in a column, all other values in that column should be of the same type as the
colored cell. Formally, a coloring C is a mapping from a set of cells ti,j to a set
of colors. An example is given in Example 3.

While earlier work [15] assumed that the types were given, with each attribute
having a different type, the present approach uses an edit-distance measure to
determine how similar the type of two cells is. More specifically, it is assumed that
the distance between different elements belonging to the same type is small—
smaller than the distances between values of different types. The scoring function
should then take into account (1) the quality of the rows and columns with
respect to a coloring and (2) the reconstruction error.

Example 3. A cell coloring

C1 = {People1,1 → , P eople2,1 → , Sales1,1 → ,

Sales1,2 → , Sales2,2 → , Sales3,2 → }
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is shown on the left in Fig. 1. After successfully wrangling it, these tables are
transformed into the table on the right. Cells in each column are syntactically
similar to a colored cell, no more empty values are present and the coloring
contains an assignment that spans exactly one row. The transformed table should
then get a much better score than the original ones.

People

Tim Junior

Megan Senior

Sales

Audi

A1 Tim no

A1 Megan no

A4 Tim yes

2/3

BMW

1 Megan yes

1/1

Tim Junior Audi A1 no

Tim Junior Audi A4 yes

Megan Senior Audi A1 no

Megan Senior BMW 1 yes

Fig. 1. Two tabular representations of the relation in Example 1. (left) Spread out
over two tables. The Sales table additionally contains empty cells and values not in the
original relation. An example coloring is also shown. (right) Trivial representation as
a single table.

4 Program Synthesis

We now introduce a predictive synthesis approach to synthesise the table trans-
formation programs from just one example—a single tuple in the output relation
that is colored by a user. Rather than assigning a score to the program itself, as
in regular optimisation-based program synthesis [8], the output of the program
is scored. A search over the space of transformation programs, optimising this
score, is then used to find the program that correctly wrangles the input. In order
to guide this search, we put a syntactic bias on the arguments of each transfor-
mation, which actually encodes a set of constraints on the possible arguments a
transformation can take.

In the remainder of the section, we first introduce the supported transfor-
mations and their syntactic bias. Afterwards, we show how they are used to
guide two search algorithms towards a solution optimising our scoring function.
Finally, we provide the details of our scoring function.

4.1 Transformations and Syntactic Bias

The supported transformations is inspired on existing approaches [11,12]. They
have been chosen such that a wide variety of real world wrangling scenarios can
be solved. In order to support multiple tables, a Join transformation is added.
The full list is presented in Table 2.
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Given a set of input tables T and a list of transformations, we can easily
start recursively enumerating all transformation programs in search of one that
optimises the heuristic. This is very unlikely to find a correct transformation
program as the search space grows exponentially. To make the search over trans-
formations tractable, a syntactic bias is placed on their arguments.

The intuition behind our syntactic bias is very similar to witness functions
in FlashMeta [13], where they restrict the arguments of a function given the
input–output examples. We reduce Aφ(T ) based on the coloring and our knowl-
edge of the heuristic. For example, the Fill transformation may only consider
columns that have exactly one colored cell. A Delete is not allowed to remove
colored cells. We write the reduced arguments of φ on T given C as Aφ(T,C).
The full syntactic bias for each transformation is given in Table 2.

Table 2. Transformations supported by synth-a-sizer, their effect on an m×n table
T and how the set of valid arguments is reduced given a coloring C. In the column on
the right, i and j range over the columns of the tables they correspond to, d and fwd
range over the boolean values.

Transformation Effect Aφ(T,C)

Fill(T, i, fwd) Fill each empty cell in Ti,: with the first
non-empty value above (fwd = 1) or
below (fwd = 0) it

All (i, fwd) such that
Ti,: contains empty val-
ues and exactly one col-
ored cell from C is in
Ti,:

Delete(T, i) Delete all rows j where ti,j is empty All (i) such that Ti,:

contains empty values
and no cells ∈ C are
deleted

Fold(T, i, j, h, d) Fold Ti:j,: into one (h = 0) or two (h =
1) new columns. If h = 1, elements from
the first row are used as a description for
values Ti:j,y �=0. If d = 1, rows with empty
values in the folded column are deleted

All (i, j, h, d) such that
Ti:j,: contains exactly
column y with n colored
cells and h = (n > 1
and Ty,0 ∈ C)

Join(T 1, T 2, i, j) (outer) Join tables T 1 and T 2 on columns
i and j respectively

All (i, j) such that
T 1

i,: ⊆ T 2
j,: or vice versa

4.2 Synthesis Algorithm

Our synthesis algorithm then performs a beam search over the space of transfor-
mation programs. The beam is defined using the scoring function detailed in the
next section. Two variations are implemented: depth-first (DFS) and breadth-
first (BFS), consecutively aimed at being faster versus more robust.

A priority queue is used to implement the search. Let b be the beam width.
In DFS, at every iteration of the synthesis loop: the best table so far is fetched,
its reduced set of possible transformations is computed, the results are scored
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and the b best extended programs are added back to the queue. In BFS, every
element is replaced by its top-b transformed tables from different transformations
as long as at least one of those b tables is better than the current one.

4.3 Scoring Tables

Given a set of tables and a coloring, we want to estimate how close the set of
tables is to being the unknown target relation. In an attribute-value formatted
table, all columns describe one attribute and should thus contain values of the
same data type. Every cell in the coloring should then belong to one of these
column types. The actual types are unknown, however. We therefore estimate
how similar the type of two values is using a syntactic distance function, which
is detailed in the next section. It is used to define the scoring function.

Let there be c different colors. Some transformations, such as Fill, may prop-
agate colors to other cells in the table. We then first select an assignment
a = {ti1,j1 , . . . , tic,jc} such that as many different columns as possible have a
colored value. Next, for each cell ti,j in the assignment, the average distance
between the cell and all other cells in its column

avg_color(ti,j) =
1
m

m∑
y=1

d(ti,j , ti,y) (1)

is computed, as well as the proportion of empty values in this column.

empty(ti,j) =
1
m

m∑
y=1

(ti,y ≡ ∅) (2)

These two values are added for each colored cell and then averaged over all
colored cells in the selection to compute the final score.

score_color(a) =
1
c

c∑
x=1

(avg_color(tix,jx) + empty(tix,jx)) (3)

Finally, the same procedure is repeated for columns without colored cells, the dif-
ference being that the average similarity between any pair of values is computed
such that (1) becomes

avg(ix) =
2

m(m + 1)

m∑
y=1

m∑
z=y

d(tix,y, tix,z). (4)

for some column ix. This allows for wrangling with partial colorings and also
provides some robustness. Scores for both types of columns are added to compute
the final score. When scoring multiple tables, their individual scores are summed.

score(T ) = score_color(a) +
1

m − c

∑
i/∈i1,...,ic

(avg(i) + empty(ti,0)) (5)
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4.4 Cell Distance

At the heart of this method is the function that computes the similarity in type
of cells. We propose a syntactic similarity function between cell values, treating
them as a sequence of character classes.

This method is heavily inspired by the string edit distance between two cell
values, with two differences: every character is represented by its character class
and addition and deletion of elements between specific character classes can be
made cheaper, for example, between lower- and uppercase letters

First, both strings are tokenised according to a set of disjoint character
classes, such as digits, lower- and uppercase letters, delimiters (-, /,...) and
currency symbols. Every token is weighted with the number of characters it
consumed. Next, the token sequences are globally aligned using a custom sub-
stitution matrix. The final distance is then computed as the distance between
aligned tokens, weighted both by their weight and a distance matrix.

Let (a1, a2, . . . , an) and (b1, b2, . . . , bn) be the aligned tokenisations of two
strings a and b, w(ai) the weight of token ai and cost(t1, t2) the cost of a
substitution between tokens t1 and t2. The distance between a and b is then
computed as

d(a, b) =
∑

i

cost(ai, bi)
|w(ai) − w(bi)|

w(ai) + w(bi) + 1
. (6)

5 Evaluation

We propose a method for generating sythetic data that can be used for evaluating
synth-a-sizer. The core idea is to generate messy data from a clean dataset. We
start from a table and apply a number of subsequent random inverse transforma-
tions, creating a synthetic input dataset. The number of inverse transformations
applied is called the depth of the synthetic dataset.

More specifically, we generate inverse programs Pt and associated messy
tables D′ = P−1

t (D) and then attempt to synthesize programs P that restore
the original dataset as P (D′). The results are evaluated in terms of recall and
precision, respectively the proportion of rows in D that is also in P (D′) and
proportion of rows in P (D′) that is in D. The supported inverse transforma-
tions are explained in Table 3. Because some of the inverse transformations have
side effects, i.e., a Fill reorders the rows, a few constraints need to be placed
on the generated inverse programs in order to prevent total destruction of the
data. Most notably, a table can only be reordered once. Further details of the
generation process will be made available in a longer version of the paper.

Three datasets from the UCI repository [6] were selected, based on some sim-
ple requirements: not being too large, our implementation is not yet optimised
to scale, and containing at least some categorical attributes in order to gener-
ate interesting inverse programs. They are the Breast Cancer, Auto MPG and
Computer Hardware datasets2.
2 https://archive.ics.uci.edu/ml/datasets/.

https://archive.ics.uci.edu/ml/datasets/.
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Table 3. Inverse transformations supported by the data generator.

Transformation Inverse Inverse arguments

Fill(T, i, fwd) If it was not sorted before: sort T on col-
umn i. For every pair of consecutive equal
values, set the top (fwd = 0) or bottom
(fwd = 1) one to ∅

All (i, fwd) such that
Ti,: doesn’t contain
empty values

Delete(T, i) Repeat ∼ U(0, n − 1) times:
– Generate ∼ U(1,m/2) random strings
– Add a row to T with the strings in ran-
dom locations that are not i

All (i) such that Ti,:

does not contain an
empty value

Fold(T, i, j, h, d) Duplicate rows such that the elements
outside of columns i : i + h are repeated
j − i times. Expand values in folded col-
umn(s) in groups of j − i + 1 consecutive
rows into new columns

All (i, j, h, d) such that
(1) if h = 0: val-
ues outside of column i
are replicated between
at least n/2 rows or (2)
if h = 1: values in col-
umn i are replicated at
least n/2 times

Join(T 1, T 2, i, j) Look for functional dependency i → Y
between column i and columns Y such
that |Y | = j. Split table by removing
columns Y and building new table from
columns (i, Y )

All (i, j) such that
there exists a functional
dependency i → Y and
|Y | = j

5.1 Increasing Depth

We start by assessing the basic wrangling capability of synth-a-sizer. The first
row of each dataset is colored and sets of 100 programs of increasing depths are
generated. For both algorithms, the average recall and precision are plotted in
terms of the depth in Fig. 2. Both mixed BFS and DFS achieve almost perfect
reconstruction for lower depths in most cases. As depth increases, performance
drops. We can take a closer look at the performance by plotting the distribution
of the precisions, as done in Fig. 3.

In our experiments, there are two main reasons why tables are not per-
fectly wrangled. First, complex Fold operations are not always correctly detected,
resulting in zero precision. This happens more often in datasets which have more
similar attributes, such as Breast Cancer and Hardware. Second, Fill is some-
times applied in the wrong direction, resulting in precisions depending on the
number of unique elements in the filled column.

As synth-a-sizer relies on a distance measure between types, it is sensi-
tive to how syntactically similar different types are. An interesting question for
further research is how to combine the similarity with background information
about the underlying types, as well as alternative approaches for type detection.
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Fig. 2. Precision (black) and recall (gray) on three datasets for inverse programs of
increasing depths (x-axis) using two synthesis algorithms. Due to good performance
on the Auto MPG data, precision and recall are very similar.
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Fig. 3. Distribution of precision (black) and recall (gray) for increasing depths on the
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Fig. 4. Precision distributions of repeating previously successful runs with different
colorings for all datasets.

5.2 Resilience to Coloring

We then ask the question how sensitive synth-a-sizer is to which cells are
colored. All inverse programs of depths 3-5 from the previous experiments for
which DFS achieved perfect results are computed 10 times with different rows
colored. The precision distributions of wrangling those tables using DFS are
shown Fig. 4. Only for the Breast Cancer data are the obtained results consid-
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erably worse, probably due to similar features across columns. For both other
datasets, synth-a-sizer seems robust enough to work for arbitrary colorings.

6 Conclusion

We presented synth-a-sizer, a tool that semi-automatically wrangles attribute-
value data from spreadsheets given only a coloring of one positive output
example. Even though it uses a very simple heuristic and synthesis algorithm,
it already achieves respectable performance on synthetically generated messy
spreadsheets.

While more effort is required to improve the heuristic and distance function,
these results provide a next step in the direction of fully automated wrangling
of data from spreadsheets.

Acknowledgement. This work has received funding from the European Research
Council (ERC) under the European Union’s Horizon 2020 research and innovation
programme (grant agreement No [694980] SYNTH: Synthesising Inductive Data Mod-
els).
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Abstract. When classifying molecules for virtual screening, the molec-
ular structure first needs to be converted into meaningful features, before
a classifier can be trained. The most common methods use a static algo-
rithm that has been created based on domain knowledge to perform this
generation of features. We propose an approach where this conversion is
learned by a convolutional neural network finding features that are use-
ful for the task at hand based on the available data. Preliminary results
indicate that our current approach can already come up with features
that perform similarly well as common methods. Since this approach
does not yet use any chemical properties, results could be improved in
future versions.

Keywords: Convolutional neural networks · Feature generation
Molecular features · Virtual screening

1 Introduction

High-throughput screens [5] are large-scale, biological experiments to find
molecules that show a desired biological activity. Even though they are mostly
automated, they are still expensive and time consuming. For this reason, machine
learning methods are used for virtual screening to select a subset of molecules
that are most likely to show activity. This is done by formulating a binary classi-
fication problem with the classes active and inactive. A diverse subset is tested in
the lab and the results are used as training data for the classifier. The molecules
with unknown activity are then classified, and the probability of a molecule
belonging to the active class is assumed to be the probability of the molecule
showing actual activity. Based on this the top-n molecules are picked for actual
testing in the lab, thus reducing the number of actual tests to be conducted.

Most classifiers need numerial features to work. In such cases, the molecular
structure gets converted into numerical features using a feature generator. The
most common feature generators for molecules are based on a static algorithm
that creates the same output for the same molecules without taking the specific
c© Springer Nature Switzerland AG 2018
W. Duivesteijn et al. (Eds.): IDA 2018, LNCS 11191, pp. 380–391, 2018.
https://doi.org/10.1007/978-3-030-01768-2_31
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classification task into account. Once the features have been created a classifier
is learned to distinguish active molecules from inactive ones.

Dynamic approaches, that generate features for a specific classification task
like substructure mining [11] do also exist. Here substructures are selected based
on their frequency and how well they discriminate between the different classes.

The method that we propose uses a network that uses convolutions to gen-
erate features from the molecules structure and then classifies based on these
features using dense layers. By training the feature generation and classification
together, the feature generation will learn features which are useful for the spe-
cific classification task. These features could potentially outperform handcrafted
features for the task that they are built for.

1.1 Fingerprints

The most common approach to feature generation for molecules is the use of
fingerprints [23]. These fingerprints are built using domain knowledge. A sim-
ple example for a fingerprint is the MACCS fingerprint [6], which represents
166 predefined aspects of the molecule’s structure as a bit vector. A different
approach can be seen in circular fingerprints, such as the extended connectiv-
ity fingerprint [19], which encodes the occurrence of different substructures in
the molecule as a bit or counting vector (see Sect. 2.1 for details). Many years of
research and extensive expert knowledge went into the creation of many different
fingerprints. Therefore the selection of the best fingerprint for a specific problem
is not obvious.

Riniker et al. created a benchmark [18] comparing 14 different fingerprints
on a variety of data sets. The results showed that the top 12 fingerprints had no
significant difference on average, even though their performance on individual
data sets did differ. This indicates that there is no gold standard fingerprint
that can be relied upon to give the best performance most of the time. Since
the features given to the classifier determine how well it is able to distinguish
between the classes, it would be desirable if those features not be based on a
static decision as to which feature generator to use, but instead were learned
automatically based on the task that needed to be solved.

1.2 Image Processing

Approaches for automatically learning useful features for images using convolu-
tional neural networks [14] have been around for a while. But it was only after a
convolutional neural network won the ImageNet challenge in 2012 [12] and fast
implementations, especially those that utilize graphics processing units (GPUs),
became available, that these networks started replacing the old methods that
used handcrafted features [16].

These convolutional neural networks take the RGB values of the image as
input with little to no preprocessing. They then learn convolutional layers that
abstract this input into features that are useful to the classification that is per-
formed by dense layers at the end. In this way decisions on how to best generate
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useful features are made, based on what the classifier needs in order to improve
the separation of the classes.

To understand more about what a neural network has actually learned, there
are multiple methods. One of them is the class activation map [25], which visu-
alizes the patterns in an image that were responsible for the predicted class.

2 Related Work

Although learning the feature generation is now commonplace for images, this
has not yet been the case for molecular structures, where the use of (hand-
crafted) fingerprints is still the most common approach. Even many approaches
using neural networks use them for classification only and still use molecular
descriptors and fingerprints as input (e.g., [15,17,24]).

Some work has been done to use graph neural networks [2,10] for learning on
molecules. In this work however we focus on the use of traditional, grid based
convolution networks similar to the ones used in image processing. This way we
can build on the extensive research done in this field.

2.1 Fingerprint Examples

Common molecular fingerprints rely heavily on human expert knowledge. For
example, the MACCS [6] fingerprint is based on a list of 166 manually selected
aspects of a molecule’s structure. The presence or absence of each aspect is then
checked for each molecule and represented in that molecule’s fingerprint as a
bit. The aspects are based on domain knowledge and assumed to be especially
descriptive of a molecule’s behavior.

Another approach to fingerprints is the extended connectivity fingerprint. It
is based on the idea of encoding the occurrence of specific substructures into the
fingerprint. For the encoding, the algorithm iterates over each heavy atom in
the molecule’s structure and looks at the properties of all the atoms contained
in a given radius around this center atom. Just which properties are computed
is configurable. The properties are then hashed into a single value in the range
of 1 to n with n being the length of the generated fingerprint. This value is
now used as the position in the fingerprint for substructures with these aspects.
The value at this position is set to 1 for binary fingerprints or counted up by
1 for counting fingerprints. The problem with the extended connectivity finger-
print is that multiple different substructures can end up with the same hash
value. As a consequence different substructures can end up setting the same bit:
two different substructures can thus appear to be the same. The fingerprint is
also dependent on selecting the right parameters for the radius, the measured
molecular properties, and the length of the fingerprint.

2.2 Neural Networks

Convolutional neural networks are an approach for learning features. They con-
sist of a collection of different layer types. The earlier part of the network learns
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how to convert the input into useful features and the later part learns how to
classify the data based on the generated features.

Neural networks have a tendency to overfit the training data. To counter
this, dropout layers [22] can be used. During training they randomly deactivate
a specified amount of neurons to force the network to work with the remaining
information instead of zeroing in on the most prominent ones and ignoring other
opportunities. This leads to a more robust network.

Convolutional layers implement a sliding window over the data and thus learn
to abstract the data in a local area. The size of the window and the number of
filters per position as well as the step size can be configured and need to fit the
problem. Since the same weights are used in all positions, they also implement
position invariance.

Often neural networks are applied to problems with a large amount of input
neurons and since convolutional layers are usually used to create an increasing
amount of output features per position, the network tends to get very big. In
order to keep the number of neurons per layer down, max pooling layers down-
sample the input data, keeping only the most prominent information. This is
based on the idea that the presence of patterns is more important than their
exact location and information about the most dominant patterns is sufficient.

In a dense layer every neuron is fully connected to every neuron in the previ-
ous layer. Dense layers are used to learn a classifier and are therefore usually at
the end of a network. A typical use of dense layers are multi-layer perceptrons.
They consist of the input layer, a number of hidden dense layers, and a dense
layer as output.

In order to understand why a trained network assigns a certain class to a spe-
cific image, class activation maps [25] can be used. They visualize the recognized
patterns associated with the chosen class in the input image by highlighting the
pixels most responsible for the high value in the output neuron for the win-
ning class. This is done by back propagating how much each previous neuron
contributed to the activation of a selected neuron. When this is done through
the entire network, a heat map is created over the input dimensions. The class
activation map can be a useful tool for seeing how the network actually learns
the expected patterns and if the network is functioning as desired.

3 Learned Feature Generation

Our new method adopts the ideas from the field of image processing and tries
to modify them for use with molecular structures. We are in a similar situation
in that we have no universal best method to generate useful features and there-
fore an approach of letting a network learn which features benefit the specific
classification task most seems to be a viable option.

As illustrated in Fig. 1 we replace the static feature generator and the classi-
fier with one network. This network learns how to generate useful features in the
first part and how to classify the data in the second part. In this way the gen-
erated features are learned based on what is useful for the specific classification
task.
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Fig. 1. Classical method (left): A feature generator converts the structure into numer-
ical features. The numerical features are then used to train a classifier. Demonstrated
method (right): Feature generation and classification are both done by one neural net-
work. Features are learned by the first part of the network and the classification is
learned by the second part.

3.1 Preprocessing

Fig. 2. Grid based data representation (right) using the layout of the 2D renderer (left).
Each cell is encoded using a one-hot array resulting in a 3D tensor with 2 dimensions
(x and y) for the position and 1 dimension (z) for the features at this position.

As with most other machine learning methods, a neural network needs its
input data to be in a numerical format. However, the strength of neural networks
is that the input is allowed to be in a format, which, by itself, does not represent
a good abstraction of the content of the data. This abstraction into a useful
representation is learned by the convolutional network. The current approach
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(see Fig. 2) encodes the structure into a 2-dimensional grid containing characters
that represent the atoms and the bonds between them. Instead of the RGB values
for each pixel in an image, every cell is encoded by a one-hot array which marks
what character is located at this position. This one-hot array is based on a
global dictionary containing all possible characters. If no character is present in
the cell, then no bit will be set. The position for each atom is obtained by using
the layout engine of the RDKit [13] renderer that is normally used to render
molecules as images. This provides a representation of the molecule that is close
to a 2D rendered image of the molecule but in a machine readable format. Since
atom symbols are directly encoded with single bits instead of a collection of
pixels that form the symbol’s character we remove the need for the network to
reconstruct this information back. In addition we can keep the grid smaller for
more performant computation.

Because screening data usually has highly imbalanced classes we oversam-
ple the minority class in the training data to learn on an equal distribution of
classes. The oversampled data are then shuffled to prevent the network from
training too much of a single class in succession. Before training, the data are
transformed using rotation and flipping, similar to what is done with images.
Each transformation yields a valid representation for the same molecule. As a
result, even the oversampled data is presented in many different ways instead of
using the same representation of the same molecule multiple times. Training on
the transformed data also gives the network a chance to learn rotation invariance.
This is important, since the same substructure, in different molecules, can occur
in different positions (position invariance handled by the convolutional layers)
and differently rotated (rotation invariance handled by learning on differently
transformed data).

The transformation is performed by randomly rotating the molecule around
the center and then randomly flipping it vertically. These transformations are
performed on the original coordinates before being fit into the smaller grid. In
some cases a small rotation only moves a single atom in the grid, since it was
the only one that passed the threshold into another cell during downsampling.
This effect can also occur when the same substructure is contained in a different
model and is therefore in a different position and differently rotated. That is why
it is important to teach the network tolerance with regard to these smaller shifts.
The parameters of the transformation are chosen randomly, with a rotation of
0–359 degrees and with or without flipping. Since different parameters can result
in the same representation (not every rotation by one additional degree has an
effect) uniqueness is not ensured.

3.2 Network Architecture

The network architecture (Fig. 3) is inspired by the structure of VGG net-
works [21]. The input layer is followed by a dropout layer with a dropout rate
of 30% to counter overfitting. For feature generation we have 5 blocks of a con-
volution and a max pooling layer each. The convolutions generate an increasing
amount of features while the max pooling downscales the resolution of the data.
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Fig. 3. Architecture of the used network. The convolutional part of the network (CNN)
learns the generation of features while the multi-layer perceptron (MLP) at the end
learns the classification.

This way we increasingly transform the low information density with high local-
ity into high information density and very low locality. After a flatten layer that
converts the output of the convolutional part of the network into 1 dimension, we
obtain the features that are used for classification. A multi-layer perceptron with
one hidden layer and an output layer goes on to perform the classification based
on these features. The multi-layer perceptron also uses dropout layers with a
dropout rate of 75% to increase generalisation. Since the back propagation goes
through the entire network, the classifier can influence which features are learned
by the convolutional part of the network.

Once the network has been fully trained it can either be used as a whole
to perform feature generation and classification together, or otherwise only the
convolutional part is used to generate the features. In the latter case the output
of the flatten layer is used as the features. These features can then also be used
to work with different classifiers like a random forest.
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4 Preliminary Results

In order to evaluate our method we ran two experiments. The purpose of the
first one was to check if our network can recognize patterns in the data as
expected. We did this by using class activation maps. In the second experiment
we compared the classification performance with the performance of existing
fingerprints on real world data sets.

4.1 Learned Patterns

Fig. 4. Class activation map showing the patterns that are responsible for classification.
Warmer colors (red > yellow > green > blue) represent a higher importance of a cell
to the classification task. We can clearly see that the contained benzene rings are the
reason why this molecule was classified as class A.

A data set was split into molecules that either contain a benzene ring (class
A) or not (class B). The network then had to learn this classification and would
hopefully learn the pattern that was responsible for the split purely on the class
information. Looking at the class activation maps for the molecules that were
classified as class A (example in Fig. 4) we can visually verify that the network
picked up the correct pattern, as intended. Looking at the mean activation values
for atoms that are part of a benzene ring and atoms that are not we were also
able to see a considerable difference (see Fig. 5).
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Fig. 5. Activation values of class activation maps for atoms that are contained in the
benzene ring substructure responsible for classification and for atoms that are not
contained in a benzene ring.

4.2 Benchmark

Table 1. Number of times a method obtained a certain rank in comparison to the
other methods.

Rank ROC curve AUC Enrichment factor at 5%

CNN ECFC0 ECFP4 MACCS CNN ECFC0 ECFP4 MACCS

1 16 1 50 21 23 1 57 7

2 19 14 27 28 27 8 24 29

3 20 34 9 25 19 29 4 36

4 33 39 2 14 19 50 3 16

In order to evaluate the performance on real-world data sets we used the data
assembled by Riniker et al. [18] to benchmark different fingerprints. We compared
our method (CNN) against 3 fingerprints. The binary extended connectivity
fingerprint with a diameter of 4 (ECFP4), the counting extended connectivity
fingerprint with a diameter of 0 (ECFC0) and the MACCS fingerprint (MACCS).
As classifier we used a random forest. The metrics used for evaluation are the
ROC curve AUC [4] and the enrichment factor [8] at 5% as suggested by Riniker
et al. [18]. The ROC curve AUC measures the performance of the prediction on
the entire data set sorted by probability of belonging to the active class. The
enrichment factor at 5% is based on how many more active molecules are found
in the top 5% of the sorted predictions in comparison to random selection.
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Fig. 6. Results comparing the CNN features with the MACCS, ECFC0 and ECFP4
fingerprints. The ROC Curve AUC (top) measures the performance off the entire pre-
diction while the enrichment factor at 5% (bottom) measures the early recognition.

The data contains 88 single data sets. The data sets come from 3 sources: 17
are from the maximum unbiased validation (MUV) data sets [20], 21 from the
directory of useful decoys (DUD) [3,9], and 50 from the ChEMBL [1,7] database.
Each data set consists of 1,344–15,560 inactive and 30–365 active molecules. 20%
of the data was sampled via stratified sampling to create a training set. The
remaining 80% were used for testing.

The grid size of the preprocessed data was automatically selected so that
all molecules in the specific data set will fit into it. The same is true for the
dictionary of characters where only characters that are present in the data set
have an index in the one hot-array.

For the neural network we oversampled and shuffled the training data. We
trained the network for 100 epochs with different random seeds for the transfor-
mation in every epoch. In this way the network could only see the same molecule
with the same representation if the transformation, by random chance, was done
with the same or very similar parameters.
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In order to compare only the performance of the learned features with the
fingerprints without the performance difference in classifiers, we extracted the
features from the trained networks. We then trained a random forest for each
fingerprint and also for the features generated by the network. Each random
forest had 10,000 trees. We used soft voting and a minimum leaf size of 10 to
retrieve a fine granular class probability for sorting.

We ran every experiment 10 times and used the mean as result. Figure 6
shows the results for both the entire prediction as well as for early recognition.
Table 1 shows how well the method compare against each other. The results
indicate that the CNN features perform similarly well as the fingerprints. Con-
sidering how much expert knowledge had to be put into the creation of the
fingerprints, this is already an achievement.

5 Conclusion and Future Work

We created a method that represents a molecule’s structure as a 2D grid and
uses a convolutional neural network to convert this representation into a set of
features that are useful for the learned classification task. Using class activation
maps we were able to see that the network was actually able to recognize the
pattern responsible for the class in a generated data set. In a bigger evaluation on
88 data sets we were able to achieve results similar to fingerprints. Considering
how many years of research and how much expert knowledge went into the
creation and refinement of these fingerprints, this is already a promising result.

Our next step is to add chemical properties to the input data. This would give
the network the opportunity to also learn something about the chemistry of the
molecules, and thus should end up in a boost to the classification performance.

Acknowledgement. This work was partially funded by the Konstanz Research
School Chemical Biology and KNIME AG.

References

1. ChEMBL. https://www.ebi.ac.uk/chembl/
2. Deepchem. https://deepchem.io/
3. DUD - A Directory of Useful Decoys. http://dud.docking.org/
4. Bradley, A.P.: The use of the area under the ROC curve in the evaluation of

machine learning algorithms. Pattern Recognit. 30(7), 1145–1159 (1997)
5. Broach, J.R., Thorner, J., et al.: High-throughput screening for drug discovery.

Nature 384(6604), 14–16 (1996)
6. Durant, J.L., Leland, B.A., Henry, D.R., Nourse, J.G.: Reoptimization of MDL

keys for use in drug discovery. J. Chem. Inf. Comput. Sci. 42(6), 1273–1280 (2002)
7. Gaulton, A., et al.: ChEMBL: a large-scale bioactivity database for drug discovery.

Nucleic Acids Res. 40(D1), D1100–D1107 (2011)
8. Halgren, T.A., et al.: Glide: a new approach for rapid, accurate docking and scor-

ing. 2. enrichment factors in database screening. J. Med. Chem. 47(7), 1750–1759
(2004)

https://www.ebi.ac.uk/chembl/
https://deepchem.io/
http://dud.docking.org/


Learned Feature Generation for Molecules 391

9. Irwin, J.J.: Community benchmark for virtual screening. J. Comput.-Aided Mol.
Des. 22(3–4), 193–199 (2008)

10. Kearnes, S., McCloskey, K., Berndl, M., Pande, V., Riley, P.: Molecular graph
convolutions: moving beyond fingerprints. J. Comput.-Aided Mol. Des. 30(8), 595–
608 (2016)

11. Klopman, G.: Artificial intelligence approach to structure-activity studies. com-
puter automated structure evaluation of biological activity of organic molecules.
J. Am. Chem. Soc. 106(24), 7315–7321 (1984)

12. Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification with deep con-
volutional neural networks. In: Advances in Neural Information Processing Sys-
tems, pp. 1097–1105 (2012)

13. Landrum, G.A., et al.: RDKit: Open-source cheminformatics. https://www.rdkit.
org/ (2006)

14. Le Cun, Y., et al.: Handwritten zip code recognition with multilayer networks. In:
Proceedings. 10th International Conference on Pattern Recognition, 1990, vol. 2,
pp. 35–40. IEEE (1990)

15. Mayr, A., Klambauer, G., Unterthiner, T., Hochreiter, S.: Deeptox: toxicity pre-
diction using deep learning. Front. Environ. Sci. 3, 80 (2016)

16. Nixon, M.S., Aguado, A.S.: Feature Extraction & Image Processing for Computer
Vision. Academic Press, New York (2012)

17. Ramsundar, B., Kearnes, S., Riley, P., Webster, D., Konerding, D., Pande, V.:
Massively multitask networks for drug discovery. arXiv preprint arXiv:1502.02072
(2015)

18. Riniker, S., Landrum, G.A.: Open-source platform to benchmark fingerprints for
ligand-based virtual screening. J. Cheminformatics 5(1), 26 (2013)

19. Rogers, D., Hahn, M.: Extended-connectivity fingerprints. J. Chem. Inf. Model.
50(5), 742–754 (2010)

20. Rohrer, S.G., Baumann, K.: Maximum unbiased validation (MUV) data sets for
virtual screening based on pubchem bioactivity data. J. Chem. Inf. Model. 49(2),
169–184 (2009)

21. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale
image recognition. arXiv preprint arXiv:1409.1556 (2014)

22. Srivastava, N., Hinton, G., Krizhevsky, A., Sutskever, I., Salakhutdinov, R.:
Dropout: a simple way to prevent neural networks from overfitting. J. Mach. Learn.
Res. 15(1), 1929–1958 (2014)

23. Todeschini, R., Consonni, V.: Handbook of Molecular Descriptors, vol. 11. Wiley,
New York (2008)

24. Unterthiner, T., et al.: Deep learning as an opportunity in virtual screening. Proc.
Deep Learn. Workshop NIPS 27, 1–9 (2014)

25. Zhou, B., Khosla, A., Lapedriza, A., Oliva, A., Torralba, A.: Learning deep fea-
tures for discriminative localization. In: Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, pp. 2921–2929 (2016)

https://www.rdkit.org/
https://www.rdkit.org/
http://arxiv.org/abs/1502.02072
http://arxiv.org/abs/1409.1556


Author Index

Abreu, Pedro Henriques 87, 200
Almeida, Alexandre 40
Alves, Ana 40
Amini, Massih-Reza 124
Araújo, Hélder 251
Åström, Anders 340

Badiche, Xavier 213
Belkasmi, Brahim 213
Berthold, Michael R. 264, 380
Bindris, Nouf 52
Blockeel, Hendrik 3, 353
Bollen, Thomas 62
Borgelt, Christan 75
Borgelt, Christian 264, 380
Brefeld, Ulf 111

Caelen, Olivier 99
Costa, Adriana Fonseca 87
Crémilleux, Bruno 175
Cristianini, Nello 52, 164, 316, 328

De Raedt, Luc 3, 367
Doell, Christoph 75
Donohue, Sarah 75
Dumančić, Sebastijan 353

Ely Piceno, Marie 238

Fontaine, Colin 278
Frery, Jordan 99
Fromont, Elisa 213
Fürnkranz, Johannes 15

Gaonkar, Radhika 111
Gomes, Rui 40
Goyal, Anil 124

Habrard, Amaury 99, 213
Hammer, Barbara 137
He-Guelton, Liyun 99
Henriques Abreu, Pedro 251
Hosseini, Babak 137

Hüllermeier, Eyke 225
Hutter, Frank 303

Jabbour, Said 151
Jia, Sen 164

Khalafi, Hakim 340
Kliegr, Tomáš 15
Kolb, Samuel 3
Koptelov, Maksim 175

Lahti, Leo 31, 188
Laitinen, Ville 188
Lansdall-Welfare, Thomas 164, 328
Leurquin, Guillaume 62
Luis Balcázar, José 238

Mekhnacha, Kamel 290
Mercier, Marta 200
Metzler, Guillaume 213
Mhadhbi, Nizar 151
Mohr, Felix 225
Morvant, Emilie 124

Nijssen, Siegfried 62

Pätz, Cedrik 75
Plaat, Aske 340
Pompeu Soares, Jastin 251
Putten, Peter van der 303

Raddaoui, Badran 151
Rijn, Jan N. van 303
Rodríguez-Navas, Laura 238

Sais, Lakhdar 151
Sampson, Oliver R. 264
Santos, João 200, 251
Santos, Miriam Seoane 87, 200
Saoud, Zakaria 278
Sebban, Marc 99, 213



Seoane Santos, Miriam 251
Sinoquet, Christine 290
Soares, Carlos 200
Soares, Jastin Pompeu 87, 200
Strang, Benjamin 303
Sudhahar, Saatviga 52, 316
Sutton, Adam 328

Tavakol, Maryam 111
Teso, Stefano 3

van Boven, Bas 340
Van Craenendonck, Toon 353
van der Putten, Peter 340
Van Wolputte, Elia 353
Verbruggen, Gust 3, 367

Wever, Marcel 225
Winter, Patrick 380

Zimmermann, Albrecht 175

394 Author Index


	Preface
	Organization
	Contents
	Invited Papers
	Elements of an Automatic Data Scientist
	1 Introduction
	2 Autocompletion in Spreadsheets
	3 Data Wrangling
	4 Versatile Models and Mercs
	5 Learning Constraints and TacLe
	6 Putting Everything Together
	7 Conclusions
	References

	The Need for Interpretability Biases
	1 Biases in Machine Learning
	2 Interpretability
	3 Complexity Biases
	3.1 The Bias for Simplicity
	3.2 The Bias for Complexity
	3.3 Conflicting Evidence

	4 The Need for Interpretability Biases
	5 Cognitive Biases
	6 First Experimental Results
	7 Conclusion
	References

	Selected Contributions
	Open Data Science
	1 Introduction
	2 Elements of Open Data Science
	2.1 Open Data
	2.2 Open Algorithms
	2.3 Open Collaboration

	3 Conclusion
	References

	Automatic POI Matching Using an Outlier Detection Based Approach
	Abstract
	1 Introduction
	2 Related Work
	2.1 POI Matching
	2.2 Outlier Detection

	3 Description of the Datasets
	3.1 New York Dataset
	3.2 Porto Dataset

	4 Model Description
	4.1 Feature Engineering

	5 Model Validation
	6 Conclusions and Future Work
	Acknowledgement
	References

	Fact Checking from Natural Text with Probabilistic Soft Logic
	1 Introduction
	2 Related Work
	3 Probabilistic Soft Logic
	4 Fact Checking Family Relations
	4.1 Fact Extraction
	4.2 Inferring Relations
	4.3 Fact Checking

	5 Fact Checking Political Relations
	5.1 Fact Extraction
	5.2 Inferring Relations
	5.3 Fact Checking

	6 Conclusion and Future Work
	References

	ConvoMap: Using Convolution to Order Boolean Data
	1 Introduction
	2 Related Work
	3 Definition of the ConvoMap Optimization Criterion
	4 Algorithm
	5 Experimental Evaluation
	6 Conclusions
	References

	Training Neural Networks to Distinguish Craving Smokers, Non-craving Smokers, and Non-smokers
	1 Introduction
	2 Related Work
	3 Data Description and Preprocessing
	4 Methodology
	5 Experimentation and Results
	5.1 First Series of Experiments
	5.2 Second Series of Experiments

	6 Conclusion and Future Work
	References

	Missing Data Imputation via Denoising Autoencoders: The Untold Story
	1 Introduction
	2 Background Knowledge and Related Work
	2.1 Missing Mechanisms
	2.2 Imputation Algorithms

	3 Experiments
	4 Results and Discussion
	5 Conclusions and Future Work
	References

	Online Non-linear Gradient Boosting in Multi-latent Spaces
	1 Introduction
	2 Related Work
	3 Online Non-linear Gradient Boosting
	4 Experiments
	4.1 Classification Results
	4.2 Analysis of the Learned Multi-latent Representations

	5 Conclusion
	References

	MDP-based Itinerary Recommendation using Geo-Tagged Social Media
	1 Introduction
	2 Related Work
	3 Data Extraction and Analysis
	3.1 Data Acquisition
	3.2 From Coordinates to Places of Interest
	3.3 Location Mapping with Tags
	3.4 Itinerary Inference

	4 MDP-based POI Recommendation
	4.1 Preliminaries
	4.2 The Predictive Model
	4.3 Optimisation
	4.4 Multi-step Place Recommendations
	4.5 Online Personalisation

	5 Empirical Study
	5.1 Baseline Comparison
	5.2 Results and Discussion

	6 Conclusion
	References

	Multiview Learning of Weighted Majority Vote by Bregman Divergence Minimization
	1 Introduction
	2 Notations and Setting
	3 An Iterative Parallel Update Algorithm to Learn MMvC2
	3.1 Bregman-Divergence Optimization
	3.2 A Multiview Parallel Update Algorithm
	3.3 A Note on the Complexity of Algorithm

	4 Experimental Results
	4.1 Datasets
	4.2 Experimental Protocol
	4.3 Results

	5 Conclusion
	References

	Non-negative Local Sparse Coding for Subspace Clustering
	1 Introduction
	2 Related Works
	3 Proposed Non-Negative SSC algorithm
	3.1 Non-Negative Local Subspace Sparse Clustering
	3.2 Clustering Based on 
	3.3 Link-Restore
	3.4 Kernel Extension of NLSSC

	4 Optimization Scheme of Proposed Methods
	5 Experiments
	5.1 Parameter Settings
	5.2 Clustering Results
	5.3 Effect of Link-Restore
	5.4 Sensitivity to the Parameter Settings

	6 Conclusion
	References

	Pushing the Envelope in Overlapping Communities Detection
	1 Introduction
	2 Background Information
	3 k-Clique-Star Based Community Discovery
	4 Experimental Evaluation
	4.1 Size of the Centroids
	4.2 Impact of k on Quality Metrics
	4.3 Experiments on Recovering Ground-Truth Communities

	5 Conclusion
	References

	Right for the Right Reason: Training Agnostic Networks
	1 Introduction
	2 Agnostic Models
	3 Domain-Adversarial Neural Networks
	4 Experiments
	4.1 Data Description
	4.2 Network Structure
	4.3 Experiment 1: Cross-domain Classification
	4.4 Experiment 2: Learning with Domain-Adversarial Neural Networks

	5 Discussion
	6 Conclusions
	References

	Link Prediction in Multi-layer Networks and Its Application to Drug Design
	1 Introduction
	2 Definitions and Problem Formulation
	2.1 Basic Notations
	2.2 Problem Formulation

	3 Related Work
	4 Exploring a Multi-layer Graph
	4.1 The Random Walk Model
	4.2 Network-Based Random Walk on Multi-layer Network

	5 Experimental Evaluation
	5.1 Experimental Settings
	5.2 Experimental Results

	6 Conclusion and Perspectives
	References

	A Hierarchical Ornstein-Uhlenbeck Model for Stochastic Time Series Analysis
	1 Introduction
	2 Preliminaries
	2.1 The Ornstein-Uhlenbeck Process
	2.2 The Ornstein-Uhlenbeck Driven t-Process
	2.3 Hierarchical Extension

	3 Model Validation
	3.1 Model Comparison

	4 Application to Human Microbiome Time Series
	5 Discussion
	References

	Analysing the Footprint of Classifiers in Overlapped and Imbalanced Contexts
	1 Introduction
	2 Related Work
	3 Experiments
	4 Results and Discussion
	5 Conclusions
	References

	Tree-Based Cost Sensitive Methods for Fraud Detection in Imbalanced Data
	1 Introduction and Related Work
	2 Notations and Problem Formulation
	2.1 Notations
	2.2 Problem Formulation

	3 Cost Sensitive Decision Trees
	3.1 Splitting Criterion and Label Assignment

	4 Cost Sensitive Gradient Boosting
	4.1 Generalities about Gradient Boosting
	4.2 Cost Sensitive Loss for Gradient Boosting

	5 Experiments
	5.1 Dataset and Experiments
	5.2 Results

	6 Conclusion
	References

	Reduction Stumps for Multi-class Classification
	1 Introduction
	2 Background: Nested Dichotomies
	3 Reduction Stumps and Reduction Stump Ensembles
	3.1 Motivation and Overview
	3.2 Training a Reduction Stump and Obtaining Predictions
	3.3 Ensembles of Reduction Stumps

	4 Experimental Evaluation
	4.1 Experimental Setup
	4.2 Analysis of Homogeneous Reduction Stumps
	4.3 Analysis of Heterogeneous Reduction Stumps

	5 Conclusion
	References

	Decomposition of Quantitative Gaifman Graphs as a Data Analysis Tool
	1 Introduction
	2 Decomposing Standard Gaifman Graphs
	2.1 2-Structures and Their Decompositions
	2.2 Prime Clans and Tree Decompositions
	2.3 Limits to the Visualization of Complex Clans
	2.4 Isolated Vertex Elision

	3 Interpreting a Decomposition of a Gaifman Graph
	4 Generalizations of Gaifman Graphs
	4.1 Thresholded Gaifman Graphs
	4.2 Quantitative Gaifman Graphs

	5 Discussion and Subsequent Work
	References

	Exploring the Effects of Data Distribution in Missing Data Imputation
	1 Introduction
	2 Related Work
	3 Experimental Setup
	4 Experimental Results and Discussion
	5 Conclusions and Future Work
	References

	Communication-Free Widened Learning of Bayesian Network Classifiers Using Hashed Fiedler Vectors
	1 Introduction
	2 Background
	2.1 Learning Bayesian Networks
	2.2 Widening
	2.3 Communication-Free Widening
	2.4 Locality Sensitive Hashing
	2.5 Fiedler Vectors
	2.6 Related Work

	3 Experimental Setup
	3.1 Initialization
	3.2 Refinement
	3.3 Partitioning
	3.4 Scoring and Selection

	4 Results
	5 Conclusion and Future Work
	References

	Expert Finding in Citizen Science Platform for Biodiversity Monitoring via Weighted PageRank Algorithm
	1 Introduction
	2 Related Works
	3 The General Structure of the SPIPOLL
	4 The Proposed Approach
	4.1 Merging Users Comments
	4.2 Extracting Precise Identifications from Comments
	4.3 Calculating Relationship Degree Between Users
	4.4 Constructing the Users Social Network
	4.5 Calculating Users Expertise Using Weighted PageRank Algorithm

	5 Experiments
	5.1 Data Preparation
	5.2 Evaluation Criteria
	5.3 Results

	6 Conclusions
	References

	Random Forests with Latent Variables to Foster Feature Selection in the Context of Highly Correlated Variables. Illustration with a Bioinformatics Application.
	1 Introduction
	2 From T-Trees to Sylva
	2.1 T-Trees Generalized
	2.2 Inferring FLTM Latent Variables
	2.3 From FLTM Latent Variables to Numerical Latent Variables in the RF Framework
	2.4 Description of the Algorithms behind the Sylva RFLV

	3 Implementation
	4 Comparative study of T-Trees and Sylva
	4.1 Experimental Settings
	4.2 Results and Discussion

	5 Conclusion
	References

	Don't Rule Out Simple Models Prematurely: A Large Scale Benchmark Comparing Linear and Non-linear Classifiers in OpenML
	1 Introduction
	2 Related Work
	3 Background
	4 Linear Versus Non-linear
	5 Learning When to Use What Classifier
	6 Conclusion
	References

	Detecting Shifts in Public Opinion: A Big Data Study of Global News Content
	1 Introduction
	2 Related Work
	3 Data and Methods
	3.1 Translating Text
	3.2 Measuring Sentiment
	3.3 Measuring Attention

	4 Measuring Sentiment in Machine Translated Text
	5 Results and Discussion
	5.1 Shifts in Sentiment and Attention
	5.2 Conclusions

	References

	Biased Embeddings from Wild Data: Measuring, Understanding and Removing
	1 Introduction
	2 Methodology
	2.1 Word Embedding
	2.2 Comparison of Embedded Words
	2.3 Removing Bias

	3 Experiments
	3.1 Data Description and Embedding
	3.2 Experiment 1: LIWC Word Embedding Association Test (LIWC-WEAT)
	3.3 Experiment 2: Associations between Occupations and Gender
	3.4 Experiment 3: Minimising Associations via Orthogonal Projection

	4 Discussion
	5 Conclusions
	References

	Real-Time Excavation Detection at Construction Sites using Deep Learning
	1 Introduction
	2 Problem Description
	3 Related Work
	4 Approach
	4.1 Data Collection and Preparation
	4.2 Design of the Object Detector
	4.3 Design of the Action Classifier

	5 Results
	5.1 Object Detector
	5.2 Action Classifier

	6 Discussion
	7 Conclusion
	References

	COBRAS: Interactive Clustering with Pairwise Queries
	1 Introduction
	2 Related Work
	3 COBRAS: Constraint-Based Repeated Aggregation and Splitting
	3.1 Algorithmic Description
	3.2 Determining the Splitting Level k
	3.3 Illustration

	4 Experimental Evaluation
	5 Conclusion
	References

	Automatically Wrangling Spreadsheets into Machine Learning Data Formats
	1 Introduction
	2 Motivating Example
	3 Problem Statement
	3.1 Notation
	3.2 Problem Statement

	4 Program Synthesis
	4.1 Transformations and Syntactic Bias
	4.2 Synthesis Algorithm
	4.3 Scoring Tables
	4.4 Cell Distance

	5 Evaluation
	5.1 Increasing Depth
	5.2 Resilience to Coloring

	6 Conclusion
	References

	Learned Feature Generation for Molecules
	1 Introduction
	1.1 Fingerprints
	1.2 Image Processing

	2 Related Work
	2.1 Fingerprint Examples
	2.2 Neural Networks

	3 Learned Feature Generation
	3.1 Preprocessing
	3.2 Network Architecture

	4 Preliminary Results
	4.1 Learned Patterns
	4.2 Benchmark

	5 Conclusion and Future Work
	References

	Author Index



