Francesco Belardinelli
Estefania Argente (Eds.)

Multi-Agent Systems
and Agreement Technologies

15th European Conference, EUMAS 2017
and 5th International Conference, AT 2017
Evry, France, December 14-15, 2017
Revised Selected Papers

LNAI 10767

@ Springer




Lecture Notes in Artificial Intelligence

Subseries of Lecture Notes in Computer Science

LNAI Series Editors

Randy Goebel
University of Alberta, Edmonton, Canada

Yuzuru Tanaka
Hokkaido University, Sapporo, Japan

Wolfgang Wahlster
DFKI and Saarland University, Saarbriicken, Germany

LNAI Founding Series Editor

Joerg Siekmann
DFKI and Saarland University, Saarbriicken, Germany

10767



More information about this series at http://www.springer.com/series/1244


http://www.springer.com/series/1244

Francesco Belardinelli - Estefania Argente (Eds.)

Multi-Agent Systems
and Agreement Technologies

15th European Conference, EUMAS 2017
and Sth International Conference, AT 2017
Evry, France, December 14—-15, 2017
Revised Selected Papers

@ Springer



Editors

Francesco Belardinelli Estefania Argente

University of Evry Val d’Essonne Polytechnic University of Valencia
Paris Saclay, France Valencia, Spain

ISSN 0302-9743 ISSN 1611-3349 (electronic)

Lecture Notes in Artificial Intelligence

ISBN 978-3-030-01712-5 ISBN 978-3-030-01713-2  (eBook)

https://doi.org/10.1007/978-3-030-01713-2
Library of Congress Control Number: 2018957132
LNCS Sublibrary: SL7 — Atrtificial Intelligence

© Springer Nature Switzerland AG 2018

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland


http://orcid.org/0000-0002-7768-1794
http://orcid.org/0000-0002-5431-3868

Preface

This volume contains revised versions of the papers presented at the 15th European
Conference on Multi-Agent Systems (EUMAS 2017) and the 5th International Con-
ference on Agreement Technologies (AT 2017), which were both held at the Université
d’Evry — Val d’Essonne, during December 14-15, 2017.

EUMAS 2017 followed the tradition of previous editions (Oxford 2003, Barcelona
2004, Brussels 2005, Lisbon 2006, Hammamet 2007, Bath 2008, Agia Napa 2009,
Paris 2010, Maastricht 2011, Dublin 2012, Toulouse 2013, Prague 2014, Athens 2015,
and Valencia 2016) in aiming to provide the prime European forum for presenting and
discussing agents research as the annual designated event of the European Association
of Multi-Agent Systems (EURAMAS).

AT 2017 was the fifth instalment in a series of events (after Dubrovnik 2012,
Beijing 2013, Athens 2015, and Valencia 2016) that focus on bringing together
researchers and practitioners working on computer systems in which autonomous
software agents interact, typically on behalf of humans, in order to come to mutually
acceptable agreements. A wide scope of technologies can help provide the support
needed for reaching mutually acceptable agreements, such as argumentation and
negotiation, trust and reputation, computational social choice, coalition and team for-
mation, coordination and distributed decision-making, and semantic alignment, to
name a few.

This year, for the third time, both events were co-located and run as a single, joint
event. This joint organization aimed to encourage and continue cross-fertilization
among the broader EUMAS and the more specialized AT communities, and to provide
a richer and more attractive program to participants. While the technical program was
put together by their independent committees into conference-specific thematic ses-
sions, the conferences shared keynote talks and aligned their schedules to minimize
overlap and enable participants to make the best possible use of the combined program
of the two conferences.

Traditionally, both conference series have always followed a spirit of providing a
forum for discussion and an annual opportunity for primarily European researchers to
meet and exchange ideas. For this reason, they have always encouraged submission of
papers that report on both early and mature research.

The peer-review processes carried out by both conferences put great emphasis on
ensuring the high quality of accepted contributions. The EUMAS Program Committee
accepted 30 submissions (48.39%) as full papers and another three submissions
(4.84%) as short papers out of a total of 62 submissions. The AT review process
resulted in the acceptance of eight full (57.14%) and two short papers (14.28%) out of
14 submissions overall.

This volume is structured as follows: In the first part, we present the invited paper of
EUMAS:; in the second, we present the EUMAS papers, and in the third we present the
AT papers. The papers of each part are then grouped into thematic areas, where we first
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present full papers, followed by short papers. For the EUMAS papers, the thematic
areas are:

— Agent-Based Modeling

— Logic and Formal Methods

— Argumentation and Rational Choice
— Simulation

— Games

— Negotiation, Planning, and Coalitions

For AT, the thematic areas are:

— Algorithms and Frameworks
— Applications
— Philosophical and Theoretical Studies

The editors would like to thank all authors for submitting to EUMAS and AT, all
participants, the invited speakers, the members of the Program Committees, and the
additional reviewers for putting together a strong joint program. We also thank the
local organizers for their hard work organizing the events. Finally, we would like to
express our gratitude to the sponsors of the conferences, the European Association for
Artificial Intelligence (EurAi), the Agreement Computing Consortium (Spanish
Government project TIN2015-68950-REDC), the IBISC laboratory, and the Université
d’Evry Val d’Essonne — Paris Saclay, for their generous support, without which this
event would not have been possible.

March 2018 Francesco Belardinelli
Estefania Argente
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Abstract. “Perhaps a thing is simple if you can describe it fully in sev-
eral different ways, without immediately knowing that you are describing
the same thing” — Richard Feynman

This articles examines multiagent learning from several paradigmatic
perspectives, aiming to bring them together within one framework. We
aim to provide a general definition of multiagent learning and lay out the
essential characteristics of the various paradigms in a systematic manner
by dissecting multiagent learning into its main components. We show
how these various paradigms are related and describe similar learning
processes but from varying perspectives, e.g. an individual (cognitive)
learner vs. a population of (simple) learning agents.

1 Introduction

Multiagent systems (MAS) are distributed systems of independent actors, called
agents, that are each independently controlled, but that interact with one
another in the same environment [47]. In their recent book entitled Multiagent
Systems, Shoham and Leyton-Brown define multiagent systems as “those sys-
tems that include multiple autonomous entities with either diverging information
or diverging interests, or both” [36]. Examples of multiagent systems applica-
tions include automated driving, disaster rescue aided by teams of robots, and
autonomous bidding agents for electricity power markets. Because of the com-
plexity of most MAS it is often impossible, or at least impractical, to engineer
effective agent behaviors by hand. Rather, it is preferable for agents to be able to
learn to behave effectively from experience in the environment, and from inter-
actions with other agents. Tom Mitchell, in his book Machine Learning defines
machine learning (ML) as “the study of computer algorithms that improve auto-
matically through experience” [27]. Using these definitions of MAS and ML as
bases, we consider “multiagent learning” to be:

The study of multiagent systems in which one or more of the
autonomous entities improves automatically through experience.

As stated, this definition is quite broad, leaving open the possibility for many
types of autonomous entities, systems of these entities, and foci of learning. For

© Springer Nature Switzerland AG 2018
F. Belardinelli and E. Argente (Eds.): EUMAS 2017/AT 2017, LNAI 10767, pp. 3-21, 2018.
https://doi.org/10.1007/978-3-030-01713-2_1
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example, there could be many simple agents (like an ant colony), or a small
number of sophisticated agents (like a soccer team). The agents could interact
over long periods of time with exactly the same other agents, or with a series
of different randomly chosen other agents, each for a short interaction. And the
agents could learn about the environment itself, about the behaviors of the other
agents, or directly about what actions are most effective. The main commonality
in all of these above scenarios, and indeed the prerequisite for learning in the
first place (as pointed out by Shoham and Leyton-Brown), is that there is a
temporal nature to the scenario that exhibits regularity across time. Thus past
experience is somehow predictive of future expectations.

Multiagent learning (MAL) has received most attention from the reinforce-
ment learning (RL) community [7,17,23,39]. For an overview see [18,44]. In [37]
Shoham et al. explore what research questions multiagent learning is trying to
answer by defining five research agenda’s that MAL research is pursuing and
classifying the state of the art therein. As not all work falls into one of these
agenda’s, this implies that either we need more agenda’s, or some work needs
to be revisited. The purpose of the paper was to inititiate a discussion within
the community leading to several response articles, e.g. [34,38,41]. The current
paper is different, in that it considers several multiagent learning paradigms, and
not only RL, and furthermore aims to understand what the different MAL com-
ponents are, bringing several of the paradigms together within one framework.

1.1 Multiagent Learning Components

In this paper, we consider the full spectrum of such scenarios, in which multiagent
learning is possible. As illustrated in Fig. 1, we think of a multiagent learning
scenario as consisting of four distinct components: the environment, the agents,
the interaction mechanism, and the learning mechanism itself.

First, the environment, or domain, specifies the state space, action space, and
transition function. The state space specifies the set of states that an individual
agent can be in at any given time. The action space is the set of actions avail-
able to an individual agent at any given time, and the transition function, or
the environment dynamics, specifies the (possibly stochastic) way in which the
environment changes as a result of each agent (or a subset of agents) executing
an action in a given state. For the purposes of exposition, we assume that the
environment proceeds in discrete, evenly-spaced time steps and that all actions
are available at all times. But these assumptions are easily relaxed, and indeed
must be in many practical settings.

Second, the agents are defined by their communication channels with the
environment for sensing the (possibly partial) state and for specifying actions;
their communication channels between one another; their utility functions indi-
cating their preferences over environmental states; and their policies for selecting
actions.

Third, the interaction mechanism defines how long agents interact with one
another, with which other agents, and what they observe about other agents. For
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Fig. 1. A depiction of the general multiagent learning scenario.

example, at one extreme, agents may be fully aware of each other’s behavior poli-
cies; or, at the other extreme, they may only observe the effects of their actions
on the environment. As intermediate possibilities, they may observe each other’s
selected actions, their utilities (payoffs), or both. The interaction mechanism
also dictates the frequency (or number) of interactions among any given agents,
as well as whether their actions are selected simultaneously or sequentially (the
timing of action selections).

Fourth, the learning mechanism is defined by the learning entity, learning
target, the learning experiential data, the learning update, and the objective
of learning. The learning entity specifies whether the learning happens at the
individual agent level, e.g. by an intelligent cognitive agent, or at the group level,
e.g. by a population of cognitively limited agents. The learning target describes
what is being learnt. For example, it could be the interaction mechanism that is
being learnt, or the policies of the individual agents. The learning experiential
data describes what information is available to the learning entity as the basis
for learning. The learning update defines how the learning entity is updated
during the learning process; and the objective is a representation of the goal, or
evaluation function, of the learning process.



6 K. Tuyls and P. Stone

1.2 Classes of Multiagent Learning

Multiagent learning scenarios are challenging both to design and to analyze for
a number of reasons. To begin with, even defining an objective function is far
from trivial. For example, is the goal to achieve some desired configuration for
the entire set of agents with no regard for individual utility (e.g. disaster rescue
with multiple robots); to achieve a game theoretic equilibrium (e.g. autonomous
cars selecting travel routes); or to achieve maximum utility for some subset of
designated agents (e.g. agents bidding in a marketplace on one person’s behalf)?
In addition, from the algorithmic perspective, as long as multiple agents are
learning, multiagent learning scenarios are inherently non-stationary, meaning
that they violate the Markov assumption that is typically leveraged by sequential
decision making algorithms.

For the purpose of description and analysis, in this paper we divide multi-
agent learning scenarios into three distinct classes based on how many of the
agents, and to what extent the system of interactions is “in our control” as
designers of algorithms. Since each class has historically been addressed by differ-
ent types of algorithms, we divide the paper into sections accordingly. However,
we find that ultimately there are many commonalities among these algorithms,
which we emphasize and unify throughout.

First, we consider the case in which just one of the agents is in our control as
it interacts repeatedly with the same small set of relatively sophisticated agents.
This class of scenarios, which we refer to as individual learning scenarios, is
traditionally the realm of multiagent reinforcement learning (RL) algorithms.
Second, we consider the case in which we have control over all of the agents and
their interactions as they interact repeatedly with randomly chosen members
of a large population of relatively simple agents. In such population learning
scenarios, the next “state” may be defined by the distribution of other agents in
the population (in particular their behaviors) that defines who the agents will
interact with. This class of scenarios is traditionally the realm of co-evolutionary
approaches and swarm algorithms. Third, we consider the case in which none of
the agents are in our control, but we can define the system of interactions. We
refer to this case as protocol learning. While much less common than the prior
two cases, protocol learning covers multiagent systems research such as adaptive
mechanism design for autonomous bidding agents.

While the distinctions among the three types of scenarios may appear sharp
as stated, in practice they are quite fuzzy. For example, multiagent reinforcement
learning algorithms can be analyzed from the perspective of all agents being in
our control, and swarm algorithms can include relatively sophisticated agents.

In the next section we further refine the three classes of problems into five
paradigmatic settings in which to consider the multiagent learning problem.

2 Paradigms

As stated above multiagent learning is a process by which agents learn to behave
in order to achieve their goal(s), while interacting with other agents (possibly
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co-operative or adversarial) that are potentially learning as well. These learned
behaviours can be generated by a variety of techniques coming from different
paradigms. We distinguish five such paradigms from which such learning can be
studied.

We distinguish between three higher level types of agents or learning scenar-
ios, i.e., individual learning in which a relatively sophisticated agent learns at the
individual level; population learning in which a population of cognitively-limited
agents learn at the group level by using simple local interactions; and protocol
learning in which the interaction mechanism among the agents is itself learned.
The five paradigmatic settings, distributed over these three classes, we consider
are:

Online RL towards individual utility
Online RL towards social welfare
Co-evolutionary learning

Swarm Intelligence

Adaptive mechanism design

GU o=

Paradigms 1 and 2 concern individual learners, paradigms 3 and 4 concern
population learners, and paradigm 5 concerns protocol learning. In addition to the
5 paradigms we also consider MAL tools for analyzing and predicting learning
behaviour, and for building opponent models. Specifically, we consider:

— Analysis and prediction tools, for example to analyze the resulting equilibrium
behavior of coevolutionary approaches; and

— Teammate and opponent modeling tools that can be useful for predicting
agent behaviors in any of the five paradigms.

In the next section we describe the five paradigms systematically in prototyp-
ical multiagent learning scenarios that fully specify the environment, the agents,
the interaction, and the objective, following the taxonomy laid out in Fig. 1.

3 Paradigm Descriptions

This section describes the five paradigms introduced above in more detail, and
categorizes them according to the taxonomy introduced above.

3.1 Paradigm 1: Online RL Towards Individual Utility

One of the most-studied scenarios in multiagent learning is that in which multiple
independent agents take actions in the same environment, and learn online to
maximize their own individual utility functions.

This paradigm, in turn, is most often reduced to the abstract game-theoretic,
artificial scenario of a repeated normal form game. In a normal form game,
each agent (or “player”) has a set of possible actions, players select an action
simultaneously, and each player gets a payoff that is a function of the full set of
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actions. Perhaps the most famous normal form game is the Prisoner’s Dilemma,
a 2-player game with actions and utilities shown in Fig. 2. The motivation is that
two prisoners committed a crime together and are being interrogated separately.
If neither of them confesses to the crime (they both “cooperate”), then they will
both get a small punishment (corresponding to a payoff of 3 in the figure). If
one of them confesses (or “defects”) but the other does not, then the one that
confesses gets off for free (payoff of 5), but the other gets the worst punishment
possible (payoff of 0). If they both defect, they both get a fairly bad punishment
(payoff of 1). Normal form games can also have more than 2 players, and more
than 2 actions per player.

D C
Df1,15,0
0,53,3
Fig. 2. Payoff tables of the PD game. Strategies D and C' correspond with Defect and
Cooperate respectively.

Normal form games were initially introduced and studied as one-shot interac-
tions. The players knew each other’s full utility functions, and played the game
only once. It was in this setting that the famous Nash equilibrium was intro-
duced as a set of actions such that no player would be better off deviating given
that the other players’ actions are fixed. Games can have one, or multiple Nash
Equilibria. In the prisoner’s dilemma, the only Nash Equilibrium is for both
agents to defect.

In these traditional one-shot settings, there is no opportunity for learning
because there is no temporal nature to the scenario. However, it is also possible
to consider repeated normal form games such that the same players interact with
one another multiple times in the same game, with the objective of maximizing
their (possibly discounted)! sum of utilities over time. In repeated normal form
games, the repetition provides the temporal nature. The regularity across time
comes from the assumption that players’ past actions are somehow predictive of
their future actions.

While normal form games are the common way to formulate this paradigm,
it has also been studied extensively in the context of the pursuit domain [4], and
applies also to a wide variety of more complex domains. The essential defining
characteristics for multiagent learning settings that fall under this paradigm
(i.e. the characteristic necessary to fall under this paradigm), are as laid out in
Table 1. When many options are possible, they are enumerated, or the field is
left blank.

! Discounted utilities are used to represent that near-term payoffs are more important
to the agent than longer term payoffs.



Multiagent Learning Paradigms 9

Table 1. The essential characteristics of paradigm 1. When many options are possible,
they are enumerated, or the field is left blank.

Online RL towards individual utility

Component

Description

Agent Environment

state space:
action space:

transition function:

Agents

state observations:
action channel:
utility functions:

behavior policies:

(discounted) sum of rewards

the other agents’ policies are unknown; our agent’s
policy is the target of the learning (this is what is in
our control)

Interaction mechanism

who interacts:
frequency of interactions:

timing of action selections:

observations of interactions:

same set of agents
repeat multiple times or in one continual process
actions taken simultaneously or sequentially

agents may or may not observe the other agents’
actions, payoffs, or policy

Learning

learning entity:

learning target:

learning experiential data:
learning update:

objective:

individual learner

agent’s policy

agents’ joint action, reward, next state observation
behavior update from last experience

maximize our own agent’s sum of utilities over time

3.2 Paradigm 2: Online RL Towards Social Welfare

A slight variation on the above scenario is that we may assume that all agents are
using exactly the same learning-based behavior policy, and adopt the objective
that, perhaps after some transient initial phase, they arrive at a steady state
of always both selecting the cooperate action (which maximizes their sum of
utilities).

In this case, the main things that change from Paradigm 1 are the behavior
policies (in particular, what is in our control), and the objective.

The essential characteristics for this paradigm are laid out in Table 2.
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Table 2. The essential characteristics of paradigm 2. When many options are possible,
they are enumerated, or the field is left blank. The differences from Paradigm 1 are
highlighted in bold.

Online RL towards social welfare

Component

Description

Agent Environment

state space:
action space:

transition function:

Agents

state observations:
action channel:
utility functions:

behavior policies:

(discounted) sum of rewards

all agents’ policy is the target of the learning
(this is what is in our control)

Interaction mechanism

who interacts:
frequency of interactions:

timing of action selections:

observations of interactions:

same set of agents
repeat multiple times or in one continual process
actions taken simultaneously or sequentially

each agent observes the other agents’ actions
and payoffs, but not policy

Learning

learning entity:
learning target:

learning experiential data:

each agent learns individually
each agent’s policy

agents’ joint action, reward next state observation

learning update: behavior updates from last experience
maximize the sum of all agents’ utilities over

time

objective:

3.3 Paradigm 3: Co-evolutionary Approaches

Evolution can be used to learn agent behaviors as well. In this paradigm, abstract
Darwinian models of evolution are applied to refine populations of agents (known
as individuals) representing candidate solutions to a given problem [11,26,32].
This process consists of five steps: representation, selection, generation of new
individuals (crossover and mutation), evaluation, and replacement. An evolu-
tionary algorithm (EA) begins with an initial population of randomly-generated
agents. Each member of this population is then evaluated and assigned a fitness
value. The EA then uses a fitness-oriented procedure to select agents, breeds and
mutates them to produce child agents, which are then added to the population,
replacing older agents. One evaluation, selection, and breeding cycle is known as
a generation. Successive generations continue to refine the population until time
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is exhausted or a sufficiently fit agent is discovered. Coevolution is an intuitive
extension of evolutionary algorithms for domains with multiple learning agents.
In co-evolution, the fitness of an individual is based on its interaction with other
individuals in the population.

In essence EAs are training a “policy” to perform a state to action mapping.
In this approach, rather than update the parameters of a single agent interacting
with the environment as is done in reinforcement learning, one searches through
a population of policies to find one that is appropriate for the task. This type
of policy search approach is well suited to domains with continuous states and
actions where traditional reinforcement learning approaches generally encounter
difficulties. One can use a probability vector or distribution as representation of
the policy, but an often-used policy in conjunction with evolutionary algorithms
is a feed-forward neural network with non-linear activation functions (referred to
as neuro-evolution [10,20,35,45]). The aim of the neural network is to perform
a mapping between its inputs (state) and its outputs (actions), that satisfies the
agent’s task. For example, a mobile robot using a neural network to navigate can
map the sensory inputs it receives to direction and velocity. The key then is to
find the correct parameters for the neural network that will provide the desired
behavior.

The essential characteristics of this paradigm are laid out in Table 3.

3.4 Paradigm 4: Swarm Intelligence

Swarm Intelligence is a bio-inspired machine learning technique, largely based on
the behavior of social insects (e.g. ants and honeybees), that is concerned with
developing self-organized and decentralized adaptive algorithms [9,24]. The type
and form of learning in a swarm intelligence is characterized by a large population
of cognition-limited agents that locally interact. Rather than developing complex
behaviors for single individuals, as is done in reinforcement learning, swarm
intelligence investigates the emerging (intelligent) behavior of a group of simple
individuals that achieve complex behavior through their interactions with one
another. Consequently, swarm intelligence can be considered as a cooperative
multiagent learning approach in that the behavior of the full set of agents is
determined by the actions of and interactions among the individuals.

In swarm intelligence, each individual in the group follows simple rules with-
out central control structures. By interacting locally, a global behavior emerges,
yet the individual has no knowledge of this ‘big picture’ behavior. Examples of
such systems are ant foraging, bird flocking, fish schooling, and animal herding
[3,12,14,21]. Currently the most well-known swarm intelligence algorithms are
pheromone-based (stigmergic), such as Ant Colony Optimization [8].

Ant Colony Optimization is a class name for ant-inspired algorithms solving
combinatorial optimization problems. Algorithms belonging to it are stochas-
tic search procedures in which the central component is the pheromone model.
Pheromone-based algorithms are inspired by the behavior of ants and are the
most well-known swarm intelligence algorithm. The algorithms are based on the
fact that ants deposit a pheromone trail on the path they take during travel.
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Table 3. The essential characteristics of paradigm 3. When many options are possible,
they are enumerated, or the field is left blank.

Co-evolutionary approaches

Component

Description

Agent Environment

state space:
action space:

transition function:

Agents

state observations:
action channel:
utility functions:

behavior policies:

payoff accumulated from utility matrix

agents’ policies are fixed parameterized functions

Interaction mechanism

who interacts:

frequency of interactions:

timing of action selections:

observations of interactions:

many sets of 2 agents, one from each population,
randomly grouped

repeat multiple times

actions taken simultaneously or sequentially

each agent may or may not observe the other agents’

actions, payoffs, or policies

Learning

learning entity:

learning target:

learning experiential data:

population

proportion of populations with each set of possible
parameters

groupings of agents to generate utilities

change of populations based on utilities of the
individuals

learning update:

maximize the sum of utilities over a group-wise
interaction for the best agents in the populations

objective:

Using this trail, they are able to navigate toward their nest or food. Ants employ
an indirect recruitment strategy by accumulating pheromone trails in the envi-
ronment. The ants communicate indirectly via the environment, a phenomenon
called stigmergy. When a trail is strong enough, other ants are attracted to it
and, with high probability, will follow this trail toward a destination. In other
words, the more ants follow a trail, the more that trail becomes attractive for
being followed. However, pheromones evaporate over time, meaning that unless
they are reinforced by other ants, they will disappear. Since long paths take
more time to traverse, and pheromones evaporate, it will require more ants to
sustain a long path. As a consequence, short paths will eventually prevail. The
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dissipation of pheromones ensures that “old” solutions can be forgotten, and
that the ants will not get stuck in a local optimum.

Optimization problems best suited to be solved by ant colony optimization
are those that can be cast as computational problems on a graph, implying that
optimal solutions will correspond to specific paths in such a graph. Success-
ful examples of such problems include the traveling salesman problem, various
routing problems, job shop scheduling and even “coverage problems” with robots
[2,6,9].

The essential characteristics of this paradigm are laid out in Table4.

3.5 Paradigm 5: Adaptive Mechanism Design

Thus far, the thing under our control has been the algorithms of the agents, while
their method of interaction has been taken as given. For example, in repeated
games, it was given that the agents play the same game over and over again,
taking actions simultaneously. The MAL algorithm defined the behavior(s) of
the agent(s).

However, it is also possible to think of a multiagent learning setting as being
one in which the agents are fixed (or at least beyond our control—so to the extent
that they learn, they do so in a way that we cannot affect), but the interaction
mechanism is to be learned [33].

Consider, for example, an auction house that interacts with a population of
bidders. When auctioning several artworks, there are several parameters that can
be adjusted, such as the reserve price, whether the auctions are simultaneous or
sequential, and the mechanism by which the winner is determined and the price
is set (e.g. English auction, Vickrey auction, Dutch auction, etc.). The auction
house presumably wants to maximize the selling prices of the items, which will
in turn maximize its commission.?

In this case, the auction house is not able to control the bidders (the interac-
tion agents) themselves. As people tend to be, they may be irrational to varying
degrees. Instead, it can only control the rules of interaction, in this case the
bidding rules.

Note that the ideal auction mechanism may depend on the characteristics of
the goods being auctioned. Compared to artwork, people bidding on electronic
equipment may bid differently (or the auction may simply attract a different
population). Furthermore, the population’s bidding strategies as a whole may
change over time (for example due to changes in the overall economy). Thus the
auction house will need to continually adapt the parameters of its auctions if it
is to maximize its profits [30,31].

The essential characteristics of this paradigm are laid out in Table 5.

2 In some public auctions, the objective may instead be to maximize social welfare—
striving to sell each item to the bidder who values it most.
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Table 4. The essential characteristics of paradigm 4. When many options are possible,
they are enumerated, or the field is left blank.

Swarm Intelligence

Component

Description

Agent Environment

state space:

action space:

transition function:

pheromone levels and, or agent locations in the
environment

changes in pheromone levels and, or agent locations
after all take actions

Agents

state observations:

action channel:
utility functions:

behavior policies:

pheromone levels and/or agent locations either
globally or locally

agent’s policy is a fixed function (simple control rules
based on pheromone levels and/or agent locations

Interaction mechanism

who interacts:
frequency of interactions:

timing of action selections:

observations of interactions:

agents operate in the same environment
repeated task executions by each agent
actions taken simultaneously

each agent alters the environment, affects other
agents’ decisions via stigmergy

Learning

learning entity:

learning target:
learning experiential data:
learning update:

objective:

population

proportion of pheromones in the environment
dropped by the entire population

amounts of pheromones dropped in the environment
that will determine optimal path (or utilities)
change of pheromones levels in the environment
based on ant utility

maximize the level of pheromones on the optimal
path in the environment

4 Multiagent Learning Tools

In addition to the five MAL paradigms presented in Sect. 3, in this section we
summarize two useful tools for the study and development of MAL algorithms.
The first, using evolutionary game theory, is an analysis tool designed to enable
researchers to predict the eventual stable state (fixed point) of an MAL system
assuming self-interested agents continually adapt to each other’s behaviors using
known learning rules.
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Table 5. The essential characteristics of paradigm 5. When many options are possible,
they are enumerated, or the field is left blank.

Adaptive mechanism design

Component

Description

Agent Environment

state space:
action space:

transition function:

determined by the auction mechanism - how the
prices change over time as a function of bids. This is
one of the things we control

Agents

state observations:
action channel:
utility functions:

behavior policies:

various - not in our control

Interaction mechanism

who interacts:

frequency of interactions:

timing of action selections:

observations of interactions:

random subsets from populations of agents interact
in a series of auctions

repeat continually

Under our control, the subject of the adaptive
algorithm

Under our control, the subject of the adaptive
algorithm

Learning

learning entity:

learning target:

learning experiential data:
learning update:

objective:

the mechanism; the entity that sets the rules of
interaction

the current mechanism:

— do agents observe each other’s bids? just prices?
— is price set by highest bid or 2nd highest?

— are auctions run sequentially or simultaneously?
— are bids sequential or simultaenous?

alteration of the mechanism for next round
objective value with new mechanism

maximize profit or social welfare

The second, opponent modeling, is a tool used by agents within a multiagent
system themselves to predict the future actions of other agents in the environ-
ment. An opponent model could itself be learnt, in which case it falls under the
“learning target” within our taxonomy shown in Fig. 1. However it may also be
provided to the agent a priori. For this reason we treat it here as a tool to be
used by an agent in a MAL system.
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4.1 Analysis and Prediction Tool

The first MAL tool we discuss leverages Evolutionary Game Theory (EGT) as
an analysis and prediction tool for the dynamics of MAL. It is well known that
by using concepts from EGT, such as replicator equations and evolutionary sta-
bility, we can say something useful about the properties of learning trajectories
and equilibria that are learnt by a variety of multi agent learning algorithms
[13,22,40,43,48]. We now first briefly outline the differences between EGT and
traditional Game Theory, and present some intuitions of the replicator equa-
tions and how they can be used as an analysis tool in MAL. For a good overview
see [5].

Classical game theory assumes that full knowledge of the normal form game
is available to all players, which together with the assumption of individual ratio-
nality, or perfectly logical players, does not necessarily reflect the dynamic nature
of real world interactions. EGT relaxes the rationality assumption and replaces
it by biological operators such as natural selection, crossover and mutation
[15,16,25,46]. Central to evolutionary game theory are the replicator dynam-
ics that describe how a population of individuals or agents evolves over time
under evolutionary pressure. Each individual has a certain phenotype, using the
same pure strategy during its lifetime, and individuals are randomly paired in
interaction. The population mix evolves over time according to the reproduction
rates of strategies under exponential growth or decay. Their reproductive success
is determined by their fitness, which results from these interactions.

The replicator dynamics dictate that the population share of a certain phe-
notype will increase if the individuals of this type have a higher fitness than the
population average when interacting with the current distribution of agents; oth-
erwise their population share will decrease. The population can be described by
the state vector z = (z1, %2, ..., ), With 0 <=2; <=1forall i and ), z; =1,
representing the fractions of the population belonging to each of the phenotypes
or strategies. Now suppose the fitness of type i is given by the fitness function
fi(x), and the average fitness of the population is given by f(z) = 3_;[z; f;(z)].

The population change over time can then be written as: % = 2,[f;(z)— f(z)] or,

= ;i [fi(x) = f(x)] (1)

which is known as the single population replicator equation.

Let us now consider an example of a population playing the prisoner’s
dilemma with payoff tables shown in Fig.2. An individual playing the strat-
egy ¢ = 1, i.e. cooperate, on average encounters x; individuals also cooperating
and xy individuals defecting. This means that the average fitness of an indi-
vidual playing cooperate is (Az); = 3x1 + Oz Similarly, the average payoff of
an individual playing defect is (Ax)es = 521 + lzg. The payoff matrix A deter-
mines the payoff an individual receives when interacting with others. The state
vector = describes the frequencies of all pure strategies within the population.
Success of a strategy i is measured by the difference between its current payoff
(Az); and the average payoff of the entire population zAx. Hence, strategies
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that perform better than average grow in population share and those perform-
ing worse than average diminish. We can now also plot the phase plot of the
trajectories of the dynamical system, which will predict learning traces of vari-
ous learning algorithms, for an extensive overview see [5]. An RL researcher or
experimentalist can now easily investigate the directional field plot of the learn-
ing behavior described by various replicator dynamics models, providing insight
into the equilibrium structure of games and their basins of attraction when var-
ious learning strategies are examined. Figure 3 shows the directional field plot
for the prisoner’s dilemma using Eq. 1.

10 directional field plot: Prisoner's Dilemma game

o o
o =)

I
S

Player 2, probability of playing Defect

0.0 0.2 0.4 0.6 0.8 1.0
Player 1, probability of playing Defect

Fig. 3. Directional field plot of the replicator dynamics in the Prisoner’s Dilemma
Game. The Nash equilibrium is situated at the top right corner.

On the one hand a population is a collection of individuals, each represent-
ing a certain phenotype, i.e., a pure strategy. An individual never changes its
phenotype during the course of its lifetime. Individuals are randomly matched
and play the game according to their predetermined phenotypes; subsequently,
phenotypes replicate according to the realized payoffs. Thus phenotypes com-
pete with each other, fitter strategies prevail while inferior strategies eventually
die out. On the other hand, a population might also represent the behavior of
a particular agent. The population shares reflect the current preferences over
different strategies and thus defines the agent’s policy. The asymmetric replica-
tor dynamics provide a model for two learning agents pitted against each other
and thus, two populations co-evolving.

The single population replicator dynamics are only applicable to symmetric
games. An asymmetric two-player game comprises different payoff tables for the
two players and possibly different action sets (e.g. matching pennies). Likewise
we need two separate populations to describe the dynamics. At each time step
a random individual from one population interacts with a randomly matched
individual from the other population. Instead of one payoff matrix we will now
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have two payoff matrixes A and B, which are of size m x n. m is the number of
actions the row player can choose from and n the number of actions the column
player can choose from. The state vectors of the two populations will now be
denoted as z and y, and the dynamics are now specified by a coupled dynamical
system consisting of m + n equations: m for the replicators of z and n for the
replicators of y. The fitness of an individual of population x playing strategy
i against population y is f;(z) = (Ay);, and the expected fitness of a random
individual of = against y is f(x) = 2T Ay. Similarly we can compute the fitness
for individuals of population y. For the two populations the replicator equations

now look as follows: -
i; = x; [(Ay): —x'Ay]

Yi = Ys [(XTB)z' - TBY] .

Note that a recent result shows how to decompose an asymmetric game into
its symmetric counterparts (using replicator dynamics), allowing to discover the
Nash structure of an asymmetric game using its symmetric counterparts, for
details see [42].

There exist RD models of various reinforcement learning algorithms such
as: Q-learning [43], lenient Q-learning [28,29], regret minimization [19], FAQ-
learning [18] etc. These are derived by constructing a continuous time limit of
the difference equation of two consecutive updates of the respective learning
update rule. Taking the limit for ¢ approaching zero of this difference equation,
i.e. the time between the two updates becomes infinitesimally small, yields the
RD model of the respective learning algorithm. These models can now be used by
researchers to gain insight in the learning behavior by examining the respective
phase-plots of the various dynamical systems in a specific game.

(2)

4.2 Opponent Modeling Tool

In contrast to replicator dynamics, which is a tool used by an MAL experimen-
talist or researcher, the second MAL tool we consider is one used by an agent
within an MAL system. An opponent model predicts the future actions of other
agents in the systems, and may be given a priori or itself learned. In the lat-
ter case, it is one example of a “learning” target within our taxonomy shown
in Fig. 1.

A recently-published survey of methods for agents modeling other agents pro-
vides a comprehensive review of types of opponent modeling methods that can
be used for constructing such a tool [1]. These methods include policy reconstruc-
tion, type-based reasoning, classification, plan recognition, recursive reasoning,
graphical models, and group modeling.

An extended version of the current paper will describe opponent modelling
in greater detail. For further details, we refer the reader to the survey [1], which
compares and contrasts these methods and summarizes numerous examples from
the literature.
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5 Conclusion

The purpose of this paper has been to identify, compare, and contrast the main
prevalent research paradigms within the multiagent learning literature. To this
end, we begin with an overarching taxonomy of multiagent learning, as illustrated
in Fig. 1. We then identify three high-level types of agent learning scenarios—
individual learning in which a relatively sophisticated agent learns at the indi-
vidual level; population learning in which a population of cognitively-limited
agents learn at the group level by using simple local interactions; and protocol
learning in which the interaction mechanism among the agents is itself learned—
and then further subdivide them into the five paradigms specified in Sect. 3. We
then conclude with coverage of two classes of MAL tools in Sect. 4: one for use
by researchers or experimentalists to predict the dynamics of an MAL system,
and one for use by the agents themselves.

While this paper provides a high-level classification of MAL paradigms, it
does not survey the literature in any particular detail. We hope that the pro-
vided perspective and terminology will prove to be useful to the community for
description of existing and future multiagent learning approaches.
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Abstract. This is a companion extended abstract to the invited talk
given at EUMAS-2017. The talk was mostly based on [3,4].

1 Multiagent Resource Allocation: The Setting

In this talk I discussed multiagent resource allocation [2], more specifically a set-
ting where indivisible goods have to be assigned to a number of agents. Agents
have preferences over bundles they can receive—let us denote by v;(7 (7)) the
value of the bundle 7(7) received by agent i. The objective is to allocate goods
S0 as to optimize some social welfare measure. For instance we may wish the
outcome to be Pareto-efficient, or to maximize the sum of agents’ utilities (util-
itarian social welfare) [8].

Several protocols can be used for that purpose. We study the decentralized
approach first investigated in [9]. Its main features are as follows: (i) negotiation
starts with an initial allocation; (ii) agents asynchronously negotiate resources;
(iii) deals allow to move from one allocation to another, i.e. § = (A, A"); (iv)
deals may or not involve payments (utility transfer), in which case a payment p
summing up to 0 among agents takes place; (v) agents accept deals on the basis
of a rationality criterion, and we assume myopic individual rationality, meaning
that v;(A") — v;(A) > p(i) for a deal § = (A, A’); and finally (vi) the dynamics
converges when no more deal is possible (the outcome is stable).

Different types of deals can be considered. Sandholm [9] introduced several
“natural” restrictions on the type of exchanges allowed between agents, in par-
ticular:

— 1-deals: exchange of a single resource;
— bilateral deal: exchange involving two agents;
— cyclic deals: exchange among agents in a cycle.

Whereas positive results typically state that any sequence of individually
rational deals eventually converge to some efficient outcome (e.g. to an outcome
maximizing utilitarian social welfare in the setting with money), this comes at
© Springer Nature Switzerland AG 2018
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a price: deals must be potentially arbitrarily complex to guarantee this [7,9]. In
many applications though, deals can only be “simple”, and in particular involve
only two agents (bilateral). Hence the following research question:

What can be said about dynamics of distributed multiagent resource allo-
cation involving bilateral deals only? Are there domains restrictions on
agents’ preferences allowing to retrieve possible convergence results?

In this talk I gave an overview of results characterizing the power and lim-
its of such bilateral deals in this multiagent resource allocation setting. It is
worth noticing that beyond the results described mentioned, the question of the
length of sequences of such deals has also been studied [5,6]. For instance, Dunne
[5] showed that they can still be exponential, even if restricted to individually
rational 1-deals.

2 Bilateral Deals with Payments

It is rather easy to see that in modular domains (i.e. the utility of a bundle is
the sum of utilities over single goods), any sequence of individually rational 1-
deals must converge to an outcome maximizing utilitarian social welfare. This is a
sufficient condition, but does it exactly characterizes those domains guaranteeing
the property? It cannot be, because there are certainly other domains offering the
same guarantee—even if not very useful, like the pseudo-constant domain (agents
equally like any allocation where they get at least some resource, whatever the
resource(s)). But it is possible to show that there can be no domain of valuation
functions that would be both sufficient and necessary. Suppose a necessary and
sufficient domain (say, D) exists. Let us take vy as being a modular function.
Certainly if all agents are using v; convergence is guaranteed, so v; must belong
to D. Let us now take vy as being a pseudo-constant valuation. Here again, if
all agents are using v, convergence is guaranteed, so vo must also belong to D.
As a consequence any scenario involving agents using either v; or v must also
necessarily converge. The counter-example of Table 1 shows that such a domain
cannot exist.

Table 1. A scenario involving two agents

u(0) = 0 ux(0) = 0 lui(0) = 0 ux(0) = 0
w({d) = 4 wleh= [1wu{e)= [4] w{eph= 1
wu({®) = [4] w({@)= 3 w{d)= 4 w({s})=
({4, = 4 w((®&) =4 u({h &) =4 uw({s &)= 4

Note that the preferences of agent a; are pseudo-constant, while that of agent
az are modular. The table on the left is the initial allocation, yielding a utilitarian
social welfare of 5. The table on the right shows the optimal allocation (the social
welfare is 7). The reader can easily check that no sequence of individually rational
1-deal possibly leads to this allocation (a swap deal would be required here).
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Mazimal domains. Given the previous findings on the non-existence of domains
exactly characterizing guaranteed convergence, we turned our attention to iden-
tify mazimal domains exhibiting this property. A domain is said to be maximal
when any larger domain (strictly including it) loses the property of guaranteeing
convergence to maximal utilitarian social welfare. In [3] we were able to prove
that the modular domain is maximal for guaranteed convergence by means of
bilateral deals.

To prove this kind of results, we proceed by constructing a situation such
that, (i) for an arbitrary agent’s utility function not picked from the domain,
we can construct a scenario where (ii) all the other agents’ utility functions are,
and such that (iii) from a given initial allocation no sequence of eligible deal can
lead to the optimal outcome. This suffices to show failure of convergence, since
this property should hold regardless of the initial state. The question is studied
in detail in [3].

What this means is that a designer implementing a multiagent system where
agents can only interact by means of bilateral deals can only hope to guarantee
convergence as long as each agents’ preferences are modular (of course, there
may be other maximal domains, but the modular domain is arguably one of the
most natural one). Still, for a specific scenario, convergence may be guaranteed,
thus the designer could simply check whether the scenario at hand guarantees
convergence. However this requires the designer to know exactly the full profile,
i.e. the different preferences of all agents involved in the system (as opposed to
just know that agents’ preferences are drawn from a specific domain), and the
computational complexity of the related decision problem is intractable for most
representation languages, at least those sufficiently compact [3].

3 Bilateral Deals Without Payments

Regarding the setting without payments, I discussed the restricted variant of
house allocation where agents must only receive a single good (and preferences
are assumed to be given as linear orders). In that settings, bilateral deals cor-
respond to swap deals: agents simply exchange one resource for another. This
setting is well-studied and the Top-Trading Cycle algorithm [10] is the method
of choice when a centralized approach is used. But in a distributed perspective,
how do sequences of individual rational swap deals perform?

Certainly, bilateral (swap) deals are not sufficient to reach Pareto-optimal
allocations, as agents may need to set up a deal involving all of them to reach it.
On the following example, assuming that agents all hold their second best good,
no individual rational swap is possible, while it would be possible to assign each
agent her top one.

agent 1: & >~ & > O
agent 2: = QO = &
agent 3: OV >~ & - @&
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However, interestingly, under the assumption that agents’ preferences are

single-peaked [1,8], we can also retrieve a positive result regarding convergence
by means of individually rational swap deals to Pareto-efficient outcomes. In
general, it is also possible to quantify the worst-case loss (in terms of average
rank of the good obtained by agents) of the outcome obtained with this protocol,
compared to the optimal one. This “price” is asymptotically 2, meaning that the
average rank of agents may only be half of the one which would be obtained in
the optimal allocation. In fact, it turns out to be the same as any protocol
guaranteeing individual rationality.
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Abstract. Learning to refer in a network of experts (agents) consists
of distributed estimation of other experts’ topic-conditioned skills so as
to refer problem instances too difficult for the referring agent to solve.
This paper focuses on the cold-start case, where experts post a sub-
set of their top skills to connected agents, and as the results show,
improve overall network performance and, in particular, early-learning-
phase behavior. The method surpasses state-of-the-art, i.e., proactive-
DIEL, by proposing a new mechanism to penalize experts who misreport
their skills, and extends the technique to other distributed learning algo-
rithms: proactive-e-Greedy, and proactive-Q-Learning. Our proposed
new technique exhibits stronger discouragement of strategic lying, both
in the limit and finite-horizon empirical analysis. The method is shown
robust to noisy self-skill estimates and in evolving networks.

Keywords: Active learning * Referral networks
Proactive skill posting

1 Introduction

Learning-to-refer in expert referral networks is a recently proposed active learn-
ing setting where an expert can refer problem instances to appropriate colleagues
if she finds the task at hand difficult to solve [1]. Such a network draws inspira-
tion from the real world examples of expert networks, such as among physicians
or within consultancy firms. Initially designed for uninformative priors, an exten-
sion of the learning setting is proposed in [2] where experts are allowed a one-time
local-network advertisement of a subset of their skills to their colleagues. The
success in the extended learning setting depends on a truthful mechanism to
elicit the true skills of the experts in the network. The experts, as selfish agents,
try to maximize the number of tasks they receive to maximize fees. In this paper,
we propose a novel penalty mechanism (applied to a diverse set of action selec-
tion algorithms) that shows stronger discouragement to strategic lying, including
incentive compatibility for some referral algorithms, and also obtains a modest
performance improvement.

While we study and contrast the behavior in the limit of our proposed mech-
anism against past work (see, Sect. 3.3), and show that theoretically, our mech-
anism discourages willful misreporting better than previous work, many of our
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experimental results deal with finite-horizon behavior (see, Sect.5.2), acknowl-
edging that in a practical setting, we cannot afford an unbounded number of
samples to identify truthful, skilled workers. Although our primary focus is on
referral networks, the challenge that we are addressing is relevant to the multi-
armed bandit problem with partially-available noisy priors, a fairly general prob-
lem that may arise in several applications. We also see our work as a part of the
growing trend of several lines of research on adversarial Machine Learning [3].

A key aspect on which we differ from past works on multi-armed bandits
[4-7] is our choice of data sets: in addition to constructing traditional synthetic
data that obeys well-known distributions, we evaluate algorithms on a referral
network of high-performance SAT (propositional satisfiability problem) solvers
where neither expertise nor noise in estimating skill obey known parameterized
distributions.

2 Related Work

Our starting point for this work was the augmented setting of referral learn-
ing [1,9] first proposed in [2] and then extended in [8]. [2] proposed several
modifications to Distributed Interval Estimation Learning (DIEL), up to then
the best referral learning algorithm on uninformative priors. The modified algo-
rithm, proactive-DIEL, demonstrated superior performance, especially during
the initial learning phase, even in the presence of noise in skill self-estimates. It
also showed empirical evidence of being near-Bayesian-Nash Incentive Compati-
ble, i.e., misreporting skills to receive more referrals provided little or no benefit
when all other experts report truthfully. More recently, [8] showed that the mech-
anism proposed in proactive-DIEL can be adapted with minor modifications to
another algorithm (e-Greedy), and that the new algorithm is robust to noisy
self-skill estimates. Compared to the experiments reported in [8], we achieve
stronger incentive compatibility covering a wider range of referral algorithms
while showing comparable or better resilience to noise and dynamic network
changes (Table 1).

Table 1. Summary of contributions: Blue columns represent new algorithms first pro-
posed in this paper. Blue cells indicate new experimental results (e.g., cell (3,1), (3,5)), a
check mark indicates that a property holds, and two check marks indicate we improve
the known state of the art (including the case where there were no known previous
baselines to compare against).

proactive-|proactive-| proactive- |proactive-| proactive-

DIEL [2] | DIEL:; |eGreedy [8]|eGreedy: |Q-Learning;
Incentive Compatibility v 2 vV v vV vV
Tolerance to noisy skill-estimates| v [2 v v v vV
Early performance gain v [2 vV v vV vV
Steady-state performance gain v [2 vV v vV a4
Robustness to evolving networks | v [8 as v vV vV
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In our work, the baseline algorithms are the non-proactive referral algorithms,
of which DIEL is the known state of the art in the non-proactive setting. DIEL,
a reinforcement learning technique balancing the exploration-exploitation trade-
off, traces back to a chain of research on interval estimation learning, first pro-
posed in [10,11] and has been successfully used in jointly learning the accuracy of
labeling sources and obtaining the most informative labels in [12]. Adversarial
Machine Learning focuses on a wide variety of issues, ranging from adversar-
ial attempts to alter or influence the training data [13] to intrusion attacks by
crafting negatives that would pass a classifier (false negatives) [14]. A compre-
hensive survey is available in [3]. In our work, deliberate skill misreporting from
an expert would not only make it difficult for connected experts to learn appro-
priate referral choices, but it may potentially enable a weaker expert receive
more business at the expense of a stronger expert and thus reducing the overall
network performance.

While we note that there exists a large body of literature on truthful
mechanism design [7,15-17], a few key differences set us apart from budgeted
multi-armed bandit mechanism motivated by crowdsourcing platforms presented
in [16]. Our setting is distributed; hence it consists of many parallel multi-armed
bandit problems. Also, experts have varying topical expertise, which increases
the scale of the problem as each expert needs to estimate the expertise of her
colleagues for each of the topics. In contrast, [16] considered only homogenous
tasks. Reflecting real-world scenarios where experts have differential expertise
across topics, and communication/advertisement is focused on the top skills,
proactive-DIEL deals with partially available priors, i.e., experts are restricted
to bidding for business in their top skill areas only, (a factor [16] did not need to
consider because of homogeneous tasks). Unlike budget-limited MAB [16,18,19],
the budget restriction in our case is on the advertisement; although we focus on
a finite-horizon performance analysis, there is no restriction on exploration or
exploitation as such. Finally, we present proof sketches for incentive compatibil-
ity in the limit, as well as empirical performance evaluation on both synthetic
data and real-world data without distributional assumptions.

3 Referral Network

3.1 Preliminaries

We summarize our basic notation, definitions, and assumptions, mostly from
[1,2], where further details regarding expertise, network parameters, proactive
skill posting mechanism and simulation details can be found.

Referral Network: Represented by a graph (V) E) of size k in which each
vertex v; corresponds to an expert e; (1 < k) and each bidirectional edge (v;, v;)
indicates a referral link which implies e; and e; can co-refer problem instances.

Subnetwork of an expert e;: The set of experts linked to an expert e; by a
referral link.
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Scenario: Set of m instances (qi,...,¢n) belonging to n topics (t1,...,t5)
addressed by the k experts (eq,...,ek).

Expertise: Expertise of an expert/question pair (e;, q;) is the probability with
which e; can solve g;.

Referral Mechanism: For a query budget @ (following [1,2], we kept fixed to
@ = 2 across all our current experiments), this consists of the following steps.

1. A user issues an initial query q; to a randomly chosen initial expert e;.

2. The initial expert e; examines the instance and solves it if possible. This
depends on the expertise of e; wrt. ¢;.

3. If not, a referral query is issued by e; to a referred expert e; within her sub-
network, with a query budget of Q — 1. Learning-to-refer involves improving
the estimate of who is most likely to solve the problem.

4. If the referred expert succeeds, she sends the solution to the initial expert,
who sends it to the user.

Advertising Unit: a tuple (e;, e;, tx, f11, ), where e; is the target expert, e; is the
advertising expert, ty, is the topic and p, is e;’s (advertised) topical expertise.

Advertising Budget: the number of advertising units available to an expert,
following [2], set to twice the size of that expert’s subnetwork; each expert reports
her top two skills to her subnetwork.

Advertising Protocol: a one-time advertisement that happens at the begin-
ning of the simulation or when an expert joins the network. The advertising
expert e; reports to each target expert e; in her subnetwork the two tuples
(€i, €5, thest, Hiyer) AN (€4, €5, tsecondBests B awponapess )s 1-€-, the top two topics in
terms of the advertising expert’s topic means.

Explicit Bid: A topic advertised in the above protocol.

Implicit Bid: A topic that is not advertised, for which an upper skill bound <
expert’s two top advertised skills.

3.2 Referral Algorithms

From an individual expert’s point of view, the referral decision is an action
selection problem. We give a short description of action selection for the non-
proactive referral algorithms, and then extend to proactive skill positing.

DIEL: DIEL uses Interval Estimation Learning to select action a for which the
upper-confidence interval UI(a) is largest, where

Ul(a) = m(a) + <2
m(a) is the mean observed reward, s(a) is the standard deviation of the observed
rewards and n is the number of observations so far. The intuition behind DIEL
is to combine exploitation (via high mean) and exploration (via high variance).

As in [1,2], we initialized the mean reward, standard deviation and number of
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observations for all actions to 0.5, 0.7071 and 2 respectively as a non-informative
prior.

e-Greedy: Unlike DIEL, e-Greedy only considers the mean observed reward to
determine the most promising action [4]. It explores via an explicit probabilistic
diversification step — randomly selecting a connected expert for referral. We set
€ as in in [8]: Letting e = 225 (where K is the subnetwork size and N is the
total observations) we configured « by a parameter sweep on a training set as
in [1].

Q-Learning: Q-Learning [20] is a model-free reinforcement learning tech-
nique used to learn an optimal action selection policy provided that all actions
are sampled repeatedly in all states. To ensure this, we combined Q-Learning
with e-Greedy as an action-selection component. For all of the above algorithms,
a successful task receives a reward of 1 and a failed task receives a reward of 0.

3.3 Proactive Referral Algorithms

We extend the non-proactive referral algorithms to the augmented setting with
proactive skill posting, both in previous work [2,8] and the current work.

proactive-DIEL: In [2], proactive-DIEL was derived from DIEL by enabling
each expert to post a self-estimated skill prior initializing the mean expected
reward. Given advertisement unit (e;,e;,t, ) the rewardmean(e;,tr,ex)
(mean reward received by expert ey on topic t; as observed by expert
e;) is initialized to p¢, (explicit bid). When not, proactive-DIEL initializes
rewardmean (€, tk, €k) 0 ... . 5..., which is in effect an upper bound.

Since each expert has an incentive to maximize its income by drawing new
business, a probabilistic penalty mechanism was added to discourage misreport-
ing. The probability penaltyProbability with which a penalty (kept to 0.35 in [2])
is applied, is computed as described in Algorithm 1 below.

if referredFExpert succeeds then
penaltyProbability < 0
else
if topic t is explicitBid then
penaltyProbability «— padvertised
else
penaltyProbability < flobserved
end
end
Algorithm 1. Penalty mechanism proposed in [2]

proactive-c-Greedy: proactive-e-Greedy was adapted essentially the same
way as proactive-DIEL, the only minor difference being that a failed task does
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not receive a penalty if it was a diversification step. Since one of our primary con-
tributions is a better mechanism to prevent strategic misreporting, we describe
this in the context of proactive-Q-Learning,, an algorithm also first proposed
here.
proactive-Q-Learning; uses the same initialization and a similar technique
to bound unknown priors with reported second-best skills as proactive-DIEL
and proactive-e-Greedy. The Q-function for each action is initialized with its
advertised mean or corresponding i, in absence of such advertisement
unit.

However, we take a marked deviation in defining the penalty function, which
incorporates a factor we may call distrust, as it estimates a likelihood the expert
is lying, given our current observations:

secondBest

penalty = Cydistrust, where

distrust = distrustFactor, + distrustFactorsy;

¢(ny,,.,) and,
C(Nteeconapest)

distrustFactory = |h,,., — fityes

dZStTuStFaCtOTQ = |//LtS€COTIVB€St - utSGCO’ILdBGSt

where ((ny) = nﬁrtcl’ a factor ramping up to 1 in the steady state, where n; is
the number of observations for topic ¢.

Basically, distrustFactor; and distrustFactors estimate how much the
advertised skill is off from its estimated mean, for the best skill and second-best
skill respectively. C7 and Cs are the two configurable parameters of this mecha-
nism; the larger the value, greater is the discouragement for strategic lying. In all
our experiments, C7 was set to 50. Cy was set to 1, 2 and 3 for proactive-DIEL;,
proactive-e-Greedy,, and proactive-Q-Learning,, respectively.

The newly proposed penalty mechanism differs from the old method in that
all tasks receive a penalty regardless of whether the referred expert solves it or
not. Second, the two mechanisms penalize the extent of misreporting in different
ways, as the previous method fails to penalize underbidding. We can show a
simple two-expert subnetwork to illustrate how underbidding could be used to
attract more business in the earlier scheme. Consider two experts, e; and e, have
identical expertise (1 - €, € < 0.5) across all tasks. e; reports truthfully while e;
underbids and advertises (1 - 2¢). For a penalty of r (r > 0), the expected mean
reward for e; will be (1 - €) - € (1 - €) r. Due to underbidding, es will have an
unfair advantage over e; as her expected mean reward will be (1 - €) - € (1 - 2¢)
r, larger than e;.
proactive-DIEL; and proactive-c-Greedy;: proactive-DIEL; and proactive-
e-Greedy, denote the corresponding proactive versions with the new penalty
mechanism.

We provide proof sketches demonstrating Bayesian-Nash incentive compati-
bility in the limit for our new mechanism.
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Theorem 1. Under the assumption that all actions are visited infinitely often,
in the limit, strategic lying is not beneficial in proactive-Q-Learningy.

Proof. We give a proof sketch by showing that a lying expert will have a non-zero
penalty in the limit.

lim ﬂtbest = Mtpese (1)
n—oo
lim /:LtsecondBest = /J“tsecondBest (2)
n—oo
lim ¢{(n)=1 (3)
n—oo

Hence, for a truthful expert both distrust and penalty approach zero in the
limit. However, for a lying expert at least one of the estimates (distrustFactor,
or distrustFactors) is off by a positive constant ¢. Hence, in the limit, distrust >
¢ and penalty > Cac, therefore a truthful expert will always receive more reward
than if she lies and since Q-Learning considers a discounted sum of rewards,
eventually, a truthful expert will have a larger Q-value than if she lies. Ergo,
strategic lying is not beneficial when all other experts are truthful.

Theorem 2. Under the assumption that all actions are visited infinitely often,
in the limit, strategic lying is not beneficial in proactive-e-Greedyy.

Proof. The proof is essentially the same as the previous proof.

Theorem 3. Under the assumption that all actions are visited infinitely often,
in the limit, strategic lying is not beneficial in proactive-DIEL;.

Proof. In our previous proof, we already showed that in the limit, a lying expert
will always receive a higher penalty than a truthful expert which will effectively
lower the reward mean.

For any reward sequence 1,79, ...,7,, and a penalty sequence p1,pa, .. ., Pn,
7ma,l'(p17p27 e ;pn) S T S 1 - min(p17p27 e 7pn);
1< <n.

Now, distrust < 2. Hence, 0 < p; <2C5, 1 <7< n.
Hence, —2C5 < r; < 1, i.e., all rewards are finite and bounded. This means, in
the limit, the variance of the reward sequence is finite and bounded. Hence,

nILrI;O Ul(a) = nlinéo(m(a) + s(\/c%)) = m/(a) (4)
This means, in the limit, the reward for DIEL will be dominated by its mean
reward. Since a lying expert will always incur higher penalty than a truthful
expert, an expert will have a higher reward mean when it behaves truthfully.

Unlike the Q-1learning variants and e-Greedy algorithms, there is no guar-
antee for DIEL that all actions are visited infinitely often, although a variant
can guarantee that condition with random visits at e probability, and perform
similarly in the finite case for small enough e.
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4 Experimental Setup

Data set: as our synthetic data set, we used the same 1000 scenarios used
n [1,2]. Each scenario consists of 100 experts connected through a referral
network and 10 topics. For our experiments involving SAT solvers, we used
100 sATenstein (version 2.0) solvers obtained from the experiments pre-
sented in [21] as experts. As topics we use the six SAT distributions on which
SATenstein is configured. The details of the SAT distributions can be found
in [21].

Algorithm Configuration: The version of DIEL we used is parameter free.
The remaining parameterized algorithms are configured by selecting 100 ran-
dom instantiations of each algorithm and running them on a small background
data set (generated with the same distributional parameters as our evaluation
set). We selected the parameter configuration with the best performance on the
background data.

Performance Measure: following [1,2], we used overall task accuracy as our
performance measure. In order to empirically evaluate Bayesian-Nash incen-
tive compatibility, we followed the same experimental protocol followed in [2]
(described in Sect. 5.2).

Computational Environment: experiments on synthetic data were carried
out on Matlab R2016 running Windows 10. Experiments on SAT solver referral
networks were carried out on a cluster of dual-core 2.4 GHz machines with 3 MB
cache and 32 GB RAM running Linux 2.6.

5 Results

5.1 Overall Performance Gain

Figure 1 compares the performance of the proactive algorithms with their non-
proactive versions under the assumption of truthful reporting and accurate self-
skill estimates. We also compare against the older proactive algorithms of which
proactive-DIEL can be considered state of the art. The two main aspects of note
are performance in the early learning phase, and steady state performance. We
first observe that, as expected, all new proactive algorithms did better than their
non-proactive counterparts, both in steady state and during the early phase of
learning, while noting that the gap between DIEL and its proactive versions
was less than the corresponding difference for the other two algorithms. We
also obtained a modest performance gain over the state of the art and both
proactive-DIEL; and proactive-e-Greedy, did slightly better than the earlier
proactive referral algorithms.

5.2 Incentive Compatibility

Next, we focus on the case of deliberate (strategic) misreporting, i.e. experts
trying to get more business by overstating (or counter-intuitively, understating)
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Fig. 1. Performance comparison with previous proactive algorithms and corresponding
non-proactive versions

their skills. While our theoretical results (see, Sect. 3.3) indicate proactive; algo-
rithms are incentive compatible in the limit, empirical evaluation on a finite
horizon addresses practical benefits.

Following [2], we treat the number of referrals received as a proxy for expert
benefit, and we empirically analyze Bayesian-Nash incentive compatibility by
examining all specific strategy combination (e.g., truthfully report best-skill but
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overbid second-best skill) that could fetch more referrals (listed in Table2).
For a given strategy s and scenario scenario;, we first fix one expert, say e;.
Let truthfulRefermls(ef) denote the number of referrals received by e] beyond
a steady-state threshold (i.e., a referral gets counted if the initial expert has
referred 1000 or more instances to her subnetwork) when e} and all other experts
report truthfully. Similarly, let strategicReferrals(el) denote the number of refer-
rals received by e! beyond a steady-state threshold when e! misreports while
everyone else advertises truthfully. We then compute the following Incentive
Compatibility factor (ICFactor) as:

1000 _
>~ truthfulReferrals(e})
i=1

1000 4'
>~ strategicReferrals(e])
i=1

ICFactor =

A value greater than 1 implies truthfulness in expectation, i.e., truthful reporting
fetched more referrals than strategic lying.

Table 2. Comparative study on empirical evaluation of Bayesian-Nash incentive-
compatibility. Strategies where being truthful is no worse than being dishonest are
highlighted in bold.

tpyoss Wtgeeonanes: | P€Nalty | Penalty on |proactive |proactive |proactive
on Failure | Distrust eGreedy |eGreedy—¢Q-Learningy
Truthful |Overbid 0.99 1.02 0.99 1.03 0.97
Overbid |Truthful |1.00 1.19 0.98 1.24 1.35
Overbid |Overbid 0.97 1.25 0.98 1.36 1.39
Truthful | Underbid |1.04 1.15 1.00 1.08 1.21
Underbid | Truthful  |1.09 1.16 1.06 1.10 1.17
Underbid | Underbid |1.22 1.32 1.12 1.24 1.56
Underbid | Overbid 1.11 1.15 1.09 1.09 1.14
Overbid |Underbid [1.04 1.50 1.04 1.34 1.63

Table 2 presents the ICFuactors for each algorithm and each strategy combi-
nation. We see that, beyond the steady-state threshold, strategic misreporting is
hardly beneficial and in fact counterproductive in most cases. Proactive-DIEL
was (slightly but consistently) better at discouraging each strategy combination
than proactive-DIEL. The only case truthful advertising fetched slightly fewer
referrals for proactive-Q-Learning; is when an expert truthfully reports her top
skill but overbids her second-best skill (in fact a hard case for all the algorithms).
This is likely the result of the way the posted second-best skill is used to bound
implicit bids. However, on doubling the horizon (i.e., considering 10,000 samples
per subnetwork), we found that proactive-Q-Learning;’s ICFactor improved
to 1.04.
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5.3 Robustness to Noisy Skill Estimates, Evolving Networks

So far, we have shown that our proposed proactive referral algorithms address
the cold start problem better than their non-proactive counterparts and provide
stronger discouragement to strategic lying. However, even when experts post
their skills truthfully, their self-estimates may not be precise. Imprecise skill
estimation in proactive skill posting was first explored in [2,8]. Note that, since a
noisy bid can be interpreted as deliberate misreporting and vice-versa, robustness
to noisy self-skill estimates and robustness to strategic lying are two major goals
and there lies an inherent trade-off between them. Following [2], we assume
Gaussian noise on the estimates in the form of ji = p+ N (0, 0poise), where fi is
an expert’s own estimate of her true topic-mean u, and 0,;se is & small constant
(0.05 or 0.1 in our experiments).

Figure2 compares the performance of the proactive referral algorithms
with noisy estimates with the noise-free case and their non-proactive versions.
Resilience to the noise depends on the algorithm. In proactive-DIEL,, a small
amount of noise (0.05) degrades the steady-state performance, but retains a small
advantage over the non-proactive version. While both versions of noisy proactive-
DIEL; do substantially better in the early-learning phase, there is no steady-state
performance gain in the presence of larger noise. Proactive-e-Greedy, was the
most resilient (not shown in the figure): even with a larger noise value, it kept
a significant lead over the non-proactive version even in the steady state (task
accuracy: 77.33% (onoise = 0.1), 76.76% (0noise = 0.05), and 75.26% for the
non-proactive version). Proactive-Q-Learning; was the most sensitive: with
smaller noise value, the early-learning-phase gain disappears again in the steady
state; with higher noise value, proactive skill posting became counter-productive.

Referral networks may be dynamic, with new experts joining in and old
experts leaving. We have already seen that a primary benefit of proactive meth-
ods is that they address the cold-start problem. Rapid improvement in the early
learning phase is perhaps even more important for evolving networks. Figure 2(c)
presents an extreme case of 20% network change at regular interval. We found
that the proactive algorithms handled the network changes much better than the
original DIEL, with proactive-DIEL; marginally outperforming proactive-DIEL.

5.4 SAT Solver Referral Network

As in [8], we also ran several experiments on a referral network of high-
performance Stochastic Local Search (SLS) solvers, a more realistic situation
in which expertise or noise in self-skill estimates do not obey known param-
eterized distributions. Our experts are 100 SATenstein solvers with varying
expertise on six SAT distributions (map to topics). We ran experiments on 10
randomly chosen referral networks from our synthetic data set. In order to save
computational cycles, in these experiments, we only focus on the referral behav-
ior. This explains why our choice of horizon is smaller (also, the number of
topics is less than the synthetic data set). On a given SAT instance, the referred
SATenstein solver is run with a cutoff time of 1 CPU second. A solved instance
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Fig. 2. Robustness to noisy skill estimates, evolving networks

fetches a reward of 0.

Figure 3 compares the performance of proactive and non-proactive algorithms
on this data set. Figure3(a) shows that proactive-DIEL; retains the early-
learning phase advantage over DIEL, but the slight performance gain in steady
state is missing. On the other hand, Fig. 3(b) shows qualitatively similar behavior
as the synthetic data set: throughout the learning phase, proactive-e-Greedy;

maintained a modest lead over its non-proactive version.
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Conclusions

We proposed an incentive compatible mechanism improving the state of the art
for referral learning, both in overall performance and in discouraging strategic
lying. We extended the algorithms (DIEL, e-Greedy) as well as proposed a new
one (Q-Learning) to use the new mechanism, and compared their behavior
both with and without noise on the self-skill estimates, indicating e-Greedy to be
the most and Q-Learning the least robust. Similar experiments on automated
agents (SAT solvers) confirmed the results on synthetic data.
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Abstract. The evolution of the Web towards a semantically-enriched
information space has risen several challenges and opportunities concern-
ing the interaction, knowledge representation, and design of multi-agent
systems. Many of these have been explored in the past, such as the usage
of ontologies for defining agent knowledge bases, the definition of seman-
tic web services, or the usage of reasoning for intelligent agent behavior.
Although these efforts have resulted in important research achievements,
there is still a need to provide a simple —yet comprehensive— way of inter-
connecting decentralized intelligent agents through a generic Web-based
infrastructure. In this paper we analyze how multi-agent systems can
use extensions of the Linked Data Notifications W3C recommendation
as the backbone for a Semantic Web-enabled infrastructure for agent
communication.

1 Introduction

Multi-agent systems have shown an enormous potential for solving different types
of tasks in several domains, such as health-care [7], financial technologies [19],
traffic monitoring [10], and e-commerce [8]. Agents are capable, through dif-
ferent paradigms and strategies, to act according to their knowledge, goals,
and dynamic environment, using intelligent algorithms, continuous learning, and
knowledge management techniques [13]. The decentralized nature of multi-agent
systems (MAS) requires them to rely on coordination and communication mech-
anisms that may require heterogeneous interactions over complex networks. This
allows agents to exchange information and cooperate regardless of their physical
location. The Web provides a natural environment for such interactions, thanks
to the standards and protocols developed in the last decades.

However, the evolution towards a Semantic Web [5] has risen several chal-
lenges and opportunities concerning the interaction, knowledge representation,
and design of MAS. Many of these have been explored in the past, such as the
usage of ontologies for defining and exploring agent knowledge bases [18], the
definition of Semantic Web services [20] for orchestration and negotiation, or
the usage of reasoning for intelligent agent behavior [12]. Although these efforts
© Springer Nature Switzerland AG 2018
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have resulted in important research milestones, there is still a need to provide a
simple and comprehensive way of enabling a generic Web-based communication
among decentralized intelligent agents. Even if the initial vision of the Semantic
Web explicitly evoked the emergence of these agents, in practice most imple-
mentations of the Semantic Web have focused on ontology models, reasoning,
Linked Data, or RDF data management and querying.

In this paper we analyze how multi-agent systems can use extensions of
existing W3C recommendations to interact on the Web, under a decentralized
scheme. We describe a work-in-progress proposal how the W3C Linked Data
Notifications (LDN) [9] recommendation can be used as the backbone for a
Web-enabled infrastructure for agent data interchange.

As an example of an application for
such environment, let us consider the fol- point-of-interest
lowing use case (Fig.1). Roy, a middle-aged

trekking enthusiast takes a trailing path ”
near the Alps. He is equipped with an agent- ' Y f

health
based smart-watch with health monitoring recommendation weather

capabilities, which can collect several phys- riormeten
iological data on real time. At the same
time, as he has recently had episodic breath-
ing difficulties, his smart-watch can coordi-
nate with a health recommendation appli- aliche =
cation, which depending on the sensor read-  monitoring
ings, history, and current location/path dif-
ficulty /trekking time, etc. is able to propose
alternative paths that are better suited for
Roy. The health recommendations also take
into account different characteristics of the
nearby points-of-interest. For example, as
Roy has vertigo issues, cliffs and voids in the trekkmg paths are avoided. Addi-
tionally, the local weather service is consulted in order to avoid local strong
winds. Finally, depending on Roy’s tiredness, sugar levels and stress, point of
care and catering services can be proposed, coordinated and booked through his
smart-watch agent.

To make these interactions possible, agents for the different described
instances need a common language and a communication interface. The Web
and its foundational standards, along with explicit semantics for data inter-
change, can pave the way for decentralized agent interactions, as argued in this
work. The paper is organized as follows: we introduce LDN in Sect. 2, the main
requirements for Web Agent interactions in Sect. 3. Section4 described the use
of LDN for agent messaging. Section 5 presents related work, before discussion
in Sect. 6.

point-of-care

o @
~a )
restauration
services

Fig. 1. Use-case: agent interactions
on the Web for health recommenda-
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2 Linked Data Notifications

Linked Data Notifications (LDN) [9] is a recently endorsed W3C Recommenda-
tion' for decentralized data interchange of notifications on the Web. This pro-
tocol is designed as a generic and simple mechanism to send and consume data,
based on the Linked Data [4] principles and usage of RDF (Resource Description
Framework) for data representation. LDN has the potential to be used for virtu-
ally any type of notifications, including social media activity, sensor updates, or
document updates, to name some examples. Although the adoption of LDN is
still to be assessed, its characteristics make it an interesting option for different
types of applications on the Web, for which extensions and/or profiles could be
defined.

LDN defines three basic types of actors:
sender, receiver, and consumer, and the
notifications refer to (or are about) a
certain target. The target is detached
from its inboxr, which is the endpoint
where notifications can be consumed or
sent. Senders may send notifications to
an inbox, receivers may accept them and
make them available, and consumers may
retrieve them. Given that a target is not Fig.2. LDN. Top: Discovery process
necessarily attached to its inbox, it is pos- ©of a target inbox. Bottom: send and
sible to separate a Web resource from the retrieve notifications from an LDN
endpoint where notifications will be han- nbox.
dled. As it can be seen in Fig. 2 (top), a discovery process allows senders and con-
sumers to retrieve the inbox location through a simple GET/HEAD HTTP request.
Once the inbox location is known, senders can POST notifications to it, and con-
sumers may GET the references to notifications contained in the inbox (Fig. 2,
bottom).

GET/HEAD GET/HEAD

3 Requirements for Interactions in the Web of Agents

Agent communication and protocols have been long studied, designed and imple-
mented in the past, as presented in Sect. 5. Although there have been attempts to
standardize these interactions, which could make it possible to integrate agents
on the Web, these efforts (e.g. KQML [14], FIPA ACL [1]) have reached little
adoption in practice. In the following, we identify a set of requirements for agent
interactions on the Web.

R1: Standard and extensible messaging. Agents on the Web should be
able to exchange any type of data, in different formats and representation means.
R2: Standard metadata. Agents may use Web standards for representing
metadata in their interactions. Metadata may include information such as par-
ticipants, time constraints, performatives, conditions, etc. R3. Asynchronous

! https://www.w3.org/TR/ldn/.
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and distributed communication. Agents on the Web should be able to send
and receive messages, as well as coordinating among them without the need of
a central entity that governs their interaction flow. R4. Standard Web pro-
tocols. Communication among agents should be implemented on top of widely
supported Web Standards such as HT'TP, but not excluding others. This implies
no commitments to a particular agent implementation or framework. R5. Web
identifiers. Agents and their resources, including message items, should all be
named using identifier standards for the Web (i.e. URL/URI/IRIs), which pro-
vide unicity and de-referenceability. R6. Semantic representation. To allow
agents to understand and act accordingly to a given message, semantic repre-
sentations should be used. These should align with Web standards (e.g. OWL,
RDF), and allow extensibility and high expressiveness.

4 LDN for Agents on the Web

This section provides a high-level overview of how decentralized agents can com-
municate on the Web using the LDN recommendation. In this proposal we take
into account the requirements presented in the previous section, while consider-
ing the characteristics and principles behind LDN. In the following, we explain
the main aspects of this proposal, including technical and design features.

HTTP-Based Communication. Given that LDN is entirely based on HTTP
requests and responses, agents using LDN should also rely on this protocol for
most of their interactions. The ubiquity of HT'TP on the Web makes it the nat-
ural candidate for most types of exchanges, although —as the LDN specification
states— other protocols could be used in certain circumstances, e.g. WebSockets
for push-subscriptions.

Agent Identification. Given that LDN relies on the principles of Linked Data [4],
URISs (or IRIs) are used to identify all entities involved. This includes the agents
themselves, which should be de-referenceable in order to obtain more informa-
tion about them. This feature would overcome the agent visibility, which in
the traditional framework is limited to their single or federated container [3].
Moreover, introducing proper encoding mechanisms, the perception of agent’s
environment can be enriched and enhanced, thus fostering wider understanding
and exploitation. As an example, an agent can be de-referenced through a GET
operation over its IRI, e.g.:

GET http://example.org/agents/health-agent

The response to this request should include metadata about the agent, such
as its name, scope, endpoint, ontologies, etc. [1] As prescribed by LDN, each of
these agents can provide an endpoint to which messages can be sent, i.e. the
inbox. This inbox does not need to be located within the same environment as
the agent itself, providing further flexibility.
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Endpoint Discovery. FEach agent may advertise its inbox as indicated by LDN,
with the LDP inbox predicate. As an example, consider the following JSON-LD
message content response for the previous agent request:

{ "@context": "http://www.w3.org/ns/ldp",

"@id": "http://example.org/agents/health-agent",
"inbox": "http://example.org/agents/health-agent/inbox" }

The content indicates the inbox location, and potentially other useful metadata.
This discovery phase would indeed be the first interaction between two agents
that wish to establish a conversation or initiate a negotiation.

RDF Data Representation. Agent messages in practice could adopt any rep-
resentation format and/or model. However, LDN agent implementations may
preferably use RDF as a common and standard representation framework. RDF
natively integrates the use of URIs for identifiers, allows using extensible vocabu-
laries, and makes it possible to attach explicit semantics to all statements. Meta-
data annotations should be expressed in RDF, i.e. sender, receiver, performative,
protocol, date-time, reply information, conversations, etc. (see FIPA ACL for
common metadata information [1]). As an example, the metadata below, rep-
resented in RDF (JSON-LD serialization) contains information about an agree
message, indicating the sender agent, receiver, conversation information, etc.

{ "@id": "ex:agree_requestl",
"ag:permormative": "ag:Agree",
"ag:sender": "ex:agentl", "ag:receiver": "ex:agent2",
"ag:reply-to": "ex:agent3", '"ag:protocol": "ag:RequestWhen",
"ag:conversationId": "ex:conversation3", "ag:inReplyTo": "ex:conversationl",
"ag:ontology": "http://example.org/ontology#",
"ag:content": "..." 1},

Sending Agent Notifications. An LDN agent may POST notifications to an agent
inbox endpoint, as it is specified in LDN. Essentially, the POST body should
contain the agent message (e.g. an RDF graph) that will be fed to the inbox of
another agent. As an example consider the JSON-LD representation of a call for
proposals agent message:

POST /agents/health-agent/inbox HTTP/1.1
Host: example.org
Content-Type: application/ld+json

{"prov:generatedAtTime": "2017-09-14T04:00:00.000Z",
"@id": "ex:callForProposalsl",
"@graph": [
{ "@id": "ex:cfpl", "ag:permormative": "ag:CallForProposals",
"ag:sender": "ex:agentl", "ag:protocol": "ag:ContractNet",
"ag:ontology": "http://example.org/healthOntology#", "ag:content": "..." }],
"Qcontext": {
"prov": "http://www.w3.org/ns/prov#", "ex": "http://example.org#", "ag": "https://w3id.
org/rdf-agents/msg#"} }

Notice that the call is made against the agent inbox URI, and that the mes-
sage indicates metadata information such as the sender, identified with its own
URI (eg:agent1). It also includes the reference to the ontology used to represent
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the message content, the protocol (e.g. ContractlNet), the type of message (i.e.
performative), etc. The message content is not included for space reasons, but
one could specify an type of arbitrary message, given the flexibility of RDF.

Interaction Protocols. Agent languages have
been proposed in the past, even reaching a cer- @

tain level of standardization. Agreement is not

only necessary at format or message level, but [ request
also for the type of interactions themselves. 3 refuse
For instance, the FIPA ACL standards iden- L] [refused]
tify several protocols for agent interactions. D e L T
As an example, consider the Request Inter- 1 failure
action Protocol?® partially depicted in Fig. 3.
inform-done

The sequence diagram shows how an agent
performs a request, which can be refused or | inform-result
agreed by a second agent, leading then to an |j
inform or failure message. The generic nature

of such protocols allows implementers to reuse Fig. 3. FIPA ACL request interac-
them for different scenarios in practically any tion.

domain.

An LDN agent implementation should be able to support these interaction
protocols, using the technical mechanisms provided by LDN. As an example,
consider the diagram in Fig. 4. It depicts part of a Contract Net interaction pro-
tocol, according to FIPA ACL. Intuitively, it consists of a call for proposals which
is made available to an agent inbox. These can later be accessed by the inbox
owner (or owners), thus allowing them to respond to it by sending proposals.
These proposals can afterwards be accepted by the initiator agent. Using LDN,
all these messages should conform to the RDF structure presented above, and
would be exchanged preferably through HT'TP, with GET and POST operations as
shown in Fig. 4.

[agreed

Publishing Inbox FElements. As indi- (Tinbox )
cated by LDN, consumers may access
an agent inbox in order to obtain
the messages available there. Although
LDN does not impose a fixed access
control mechanism, it should be noted
that different security, privacy and
ownership schemes should be enforced
at this level. Putting aside the security
constraints, LDN specifies that per-
forming a GET over an inbox should return the notification URIs listed as objects
to the LDP 1dp:contains predicate.

POST
accept-proposal

Fig. 4. LDN agent interactions for a CfP
protocol.

2 http://www.fipa.org/specs/fipa00026 /SC00026 H.html.
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Agent Reasoning. Regardless of any specific architecture (e.g., BDI), the LDN
adoption do not affect traditional reasoning engines, since the implementation of
a simple data-parser can guarantee the retro-compatibility with already existing
mechanisms and foster the development of new ones with increased capabilities
due to the semantic expressiveness and the simplified and extended interactions.

5 Related Work

Internet of Things, knowledge-based, and network-based/oriented systems are
gaining momentum in the market. Therefore, it is a major challenge to inte-
grate uncountable heterogeneous devices, virtual entities and human end-users.
Such fast-paced growing networks wrap or connect several frameworks, mostly
exploiting ad-hoc interaction methods, or over-complicating already structured
communication standards. However, to achieve a common understanding, the
definition of common formats and semantics (preferably standard) are neces-
sary. Under the hypothesis of agents’ rationality, the scientific community has
defined a number of agent communication languages. For example, KQML [14]
is a simple protocol mainly used in the academic world defining the basics of
interaction among intelligent entities, in particular in MAS [17]. Later on, the
Foundation for Intelligent Physical Agents (FIPA) [2] improved and extended the
previous languages, defining the FIPA ACL (Agent Communication Language)
in 1997.

Although such protocols provide a relevant support for agent communica-
tion, there is still no clear understanding/definition of the semantics of individ-
ual speech acts. Moreover, basic concepts required to define the semantics are
still missing. Hence, a variety of semantic simplification strategies need to be
employed when designing MAS. For example, JADE [3] and JASON [6], two of
the most used multi-agent platforms, are compliant with the FIPA standards.
Thereby, the agents running on such platforms could interact with any agent
(language and platform independent) FIPA compliant. The FIPA ACL message
structure is characterized by both mandatory (e.g., message type indicated as
performative - request, inform) and optional (e.g., recipient, sender, ontology)
contents. MAS’ messages might strictly adhere to the ACL standard just encod-
ing the messages according to the parameters listed in Table1 in [1]. Neverthe-
less, real-scenario applications require handling more complex and articulated
contents. Thus, extending such parameters is an obliged path.

Concerning negotiation protocols, these are mainly characterized by 1-to-1
or l-to-n interactions between initiators (who proposes, the task to be per-
formed and its boundary conditions) and contractors (who propose themselves
as “solvers” replying to the required conditions with a bid) dynamically [16].
Although argumentation and negotiation in MAS can involve sophisticated, high-
level reasoning, the relevance of the information representation and encoding for
a common understanding is crucial. For example, in the context of agents oper-
ating in and crawling the web, the information can be expressed both in natural
language or exploiting a multitude of different formats. Thus, although the agents
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know how to interact, they need a common knowledge base and/or an ontology
to give an actual meaning to their interaction. Currently, markup languages such
as XML are heavily used for agent data representation. Nevertheless, there is a
growing trend on moving beyond the implicit semantic agreements inherent in
languages such as XML and JSON. Standards and mechanisms such as RDF are
developed to tie the information on machine-readable objects, finally allowing
semantic interoperability [15].

6 Discussion

Multi-agent systems have proven to be useful in a wide range of application
domains, especially when autonomous coordination and intelligent behavior is
required. When such systems scale to the Web, additional needs arise, regarding
heterogeneity, message semantics, mutual understandability, and decentraliza-
tion. Although there have been important efforts targeting scenarios where Web
agents interact for a given task (see Sect.5), most of these approaches are either
too complex, or have been abandoned in the last years.

While on the Semantic Web community, the idea of Web agents relies at
the core of its original vision, in practice there is still not a commonly agreed
mechanism for enabling these agents to communicate with each other, using well
established standards. The challenges to achieve this vision are still numerous:

— Adoption of semantically rich messaging mechanisms (e.g. RDF-based) among
Agents on the Web.

— Usage of ontologies and vocabularies that link existing Web protocols (e.g.
LDN) and Agent-communication standards (e.g. FIPA ACL).

— Definition and agreement of system-agnostic Agent communication primi-
tives, based on existing MAS languages.

— Provision of agent discovery, selection and orchestration services, based on
existing standards.

— Implementation and adoption of best practices of agent-based mechanisms
for Web interactions.

These high-level challenges describe only some of the urgent needs in this scope,
but they already show the need for MAS and Semantic Web communities to work
on research topics that address these issues. In this paper, we present a vision of
how this could be implemented in practice, using existing Web standards, and
specifically relaying on the Linked Data Notifications protocol. Although the
generic nature of this specification may not be enough to describe interaction
protocols among agents, an extension, or a profile for LDN, can fill this gap.
This effort is complementary to recent developments towards MAS deployed as
hypermedia applications [11] and Semantic Web services [20]. The examples and
scenarios described in this paper provide an initial work-in-progress vision of
how this can be done, although a more detailed specification of these extensions
needs to be made and implemented, thus stepping towards its validation. In the
future, we plan to continue developing this vision, and providing a feasibility
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evaluation using real use-cases. We believe that this approach may open new
research perspectives for designing Web-scale solutions governed by intelligent
agent-based systems.
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Abstract. The complexity and intelligence of energy systems has
increased in the recent years, whereas using Multi-agent Systems (MAS)
has been recommended by IEEE for developing software solutions for
modeling, controlling, and simulating their behaviors. Existing propos-
als on MAS solutions for energy systems proposed ad-hoc solutions
for resolving specific problems, without considering interoperability and
reusability. We propose a methodology, based on the Model-Driven Engi-
neering (MDE) technique, for developing MAS solutions for energy sys-
tems. Our methodology uses the Common Information Model standard
(CIM), recommended by IEEE, and the existing Platform Independent
agent metamodel PIM4Agents. The proposed methodology allows mod-
eling MAS solutions for power engineering applications, by means of
a platform-independent model that abstracts developers from existing
agent-oriented methodologies and platforms. Applying model transfor-
mations, the generated models can be transformed and executed within
several agent platforms such as JACK and JADE. Our proposal has been
validated by means of a well-known test case from the literature.

Keywords: Energy systems + Model Driven Engineering
Multi-agent system - IEC common information model

1 Introduction

Modern Energy Systems (ESs) are composed of different interacting entities
that allow an intelligent production, distribution, and consumption of energy,
which increases the complexity of their management [10]. In the recent years,
Multi-agent Systems (MAS) have emerged as one of the most promising tech-
nologies to optimize the production, distribution, and consumption of electricity,
and to regulate the flow of electricity between suppliers and consumers [18,19].
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MAS technology enables the implementation of large, scalable, complex, and dis-
tributed applications by enabling the development of autonomous control agents
that are able to coordinate in a cooperative and fault-tolerant environment [27].

Existing MAS solutions for ESs generally proposed ad-hoc solutions; i.e.,
they were designed for resolving specific problems and that were not intended to
be reused [16]. Furthermore, these solutions were designed to run on a specific
agent platform, without considering the interoperability among different agent
systems, neither with other technologies. On the other hand, Model Driven Engi-
neering (MDE) techniques have proven to be a feasible solution that enhances
reusability, portability, and interoperability of designs and implementations [25].

Model Driven Architecture (MDA) is an approach to define and implement
software applications. MDA allows an efficient reuse of the system models and is
supported by automated tools and services [13]. MDA has two levels of models,
namely: a Platform-Independent Model (PIM) that describes a given system
without referring to the platform-specific choices, and a Platform Specific Model
(PSM), which is considered as the realization of PIM with all the details of the
chosen platform. Our proposal goes beyond the existing MAS solutions for ESs by
proposing a model driven methodology for developing MAS solutions dedicated
to ESs. We follow an MDE perspective, which is based on the classical Model-
Driven Architecture approach (MDA) [13]. The use of MDA techniques in the
development of MASs shall allow the interoperability between agent systems and
the reusability of the agents’ models.

The proposed model driven methodology is intended to guide power engineers
in the design and implementation of MAS solutions, and to simplify the design
tasks by reusing models. We propose a five-phase methodology, in which we start
by instantiating an abstract and generic platform independent metamodel called
PIM4Agents [11]. The output of the previous step is an abstract and specific
agent model (PIM), which is specific to ESs, where the standardized CIM is
part of the generated agent model, representing the components of the ES. The
provided PIM abstracts the developers from the existing specific agent-oriented
methodologies and platforms. The resulted Platform Independent Model (PIM)
is used to model a MAS solution dedicated to ES, and can be transformed into a
different Platform Specific Models (PSMs). By instantiating the PSM, a concrete
and specific application can be modeled to be run on a specific agent platform.

Our methodology uses the Common Information Model (CIM) standard [26],
which is a standardized model for exchanging information between different
companies, and among company applications in the electricity domain. CIM
defines the components in the power system using the Unified Modeling Lan-
guage (UML). CIM standard is used to model the entities of the ES, and provides
an upper ontology for power engineers to be used in the agents’ communications.
This ontology allows agents in different MASs to share a common vocabulary in
their interactions allowing interoperability between them. Our methodology has
been validated by developing a MAS for demand side management, tested in a
smart grid which is a 1.5 MW residential smart grid.
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The rest of the paper is organized as follows: Sect. 2 reviews the existing work
in the literature related to our proposal; Sect.3 describes our methodology; a
case of study related to the development of energy systems is used in Sect. 4 to
illustrate and validate the methodology; and finally, Sect.5 concludes our work.

2 Related Work

Several surveys have been performed on the application of MAS for modeling
ESs [16,18]. In the following, we first review the proposed agent models for
energy systems, and then we study the model-driven approaches proposed for
MASs.

Koritarov et al. [14] proposed an agent model and a simulation approach by
modeling the participants and their reactions to the changing economic, finan-
cial, and regulatory environments in ESs. Herndndez et al. [12] presented a MAS
model for Virtual Power Plants based on two aspects: demand forecasting and
the coordination of producers and consumers in order to balance the energy pro-
duction. In the distributed control of energy systems field, Pipattanasomporn
et al. [23] proposed a MAS model to detect upstream outages, by proposing four
types of agents with their own roles and responsibilities, namely: a control agent,
a distributed energy resource (DER) agent, a user agent, and a database agent.

The use of the MDE approach for MAS development has been the focus
of several proposals in the literature [2,22]. The Malaca agent model [2] pro-
posed a mapping from the design models produced by existing agent oriented
methodologies to the Malaca model, which is a common and neutral agent model
(PIM) that implements all the concepts required by FIPA-compliant agent plat-
forms [21], and from Malaca to the different agent platforms (PSMs). Pavén
et al. [22] introduced the INGENIAS Development Kit (IDK), which is a set of
tools for modeling, verifying, and transforming agent models, accompanied by
Model Driven Development (MDD) tools for MAS development based on the
INGENIAS metamodel.

Some authors have tried to provide a standardized metamodel for MAS [4,6]:
Bernon et al. [4] proposed a metamodel based on three existing metamodels for
MAS, namely: Gaia [28], PASSI [8], and ADELFE [5]; Beydoun et al. [6] pro-
posed the FAML model, which is intended to resolve the interoperability issues
among the agent-oriented methodologies, and based on five existing metamodels:
ADELFE [5], PASSI [8], Gaia [28], INGENIAS [22] and Tropos [7].

Recently, Hahn et al. [11] proposed PIM4Agents, which is a Platform Inde-
pendent MetaModel (PIMM), that is intended to contribute to the interoper-
ability between domain-specific architectures and agent platforms. It aims to
abstract the developers from existing agent-oriented methodologies and plat-
forms. This metamodel provides the core language to be used in an agent-
oriented software development process, which conforms to the principles of MDD.
It describes the MAS aspects, namely: agent, organization, interaction, behaviors
and environment. Furthermore, Hahn et al. [11] provided two model transfor-
mations that allow to transform the created models into textual code that can
be executed with JACK [1] and JADE [3].
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Our review of the literature reveals that existing MAS solutions for energy
systems are generally based on ad-hoc models for resolving specific problems,
which run on specific agent platforms, without considering the interoperability
among different agent platforms [11] and that were not intended to be reused [16].
Furthermore, none of the existing MAS metamodels is intended for modeling
MAS for ESs.

We propose a model driven methodology to help developers and power engi-
neers in modeling MAS solutions for managing ESs, following the principle of
MDE [24]. The methodology is intended to simplify the design process, to resolve
the interoperability issue, and to allow reusing the models. Compared to the
existing proposals, our methodology is not a specific agent-based solution for
modeling a given energy system, but a methodology that can be used to develop
MAS solutions. The result of the methodology is a MAS solution that can be
either implemented and deployed in a real ES, or used to perform an agent-based
simulation of a given ES.

3 Owur Proposal

We propose a methodology for developing MAS solutions dedicated to energy
systems. We follow an MDE [25] perspective based on the classical MDA [13].
MDA techniques are applied in our proposal by providing a PIM that abstracts
developers from existing specific agent-oriented methodologies and platforms.
The methodology is intended to contain the stages required to design and imple-
ment a MAS solution for any ES, allowing the reuse of models and considering
the interoperability between MASs.

Our methodology is a five-phase model driven methodology that provides
a starting point for power engineers interested in devising MAS solutions for
intelligent ESs. Following the proposed methodology, the developer can make
use of already existing models and mapping rules to accelerate the development
process of these solutions; i.e., the designer shall only focus on the behaviors in
the target ES and on the problem to be solved (optimization, control, simulation,
etc.), without focusing on the modeling process.

The methodology is based on the CIM standard [26] and on the PIM4Agents
metamodel [11]. It consists of five phases (c.f. Fig.1), namely: (i) the CIM
Restriction phase, in which we create a CIM profile to model our target ES;
(ii) the Specific and Abstract Modeling phase, in which we instantiate the
PIM4Agents metamodel to define the platform-independent MAS for ES model
(MAS4ES), in which we connect the agents to their assigned equipment from the
resulted CIM profile of the previous phase; (iii) the Model to Model Transforma-
tion phase (M2M), which allows mapping the concepts of MAS4ES model to the
concepts of the specific agent platform model (from PIM to PSM); (iv) the Spe-
cific and Concrete Modeling phase, which aims to model the real world objects
of the MAS solution by instantiating the concepts of the MAS4ES model from
the previous phase; and (v) the Code Generation phase, which allows the code
generation from of the specific and concrete application model. In the following
subsections, we describe each of the previous phases in detail.
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Fig. 1. The methodology’s process for developing MAS solutions dedicated to energy
system.

3.1 CIM Restriction Phase

The International Electrotechnical Commission IEC CIM standard is used in the
electricity domain, covering transmission, distribution, markets, generation, and
related business processes [26]. The key idea of the CIM is to define a common
language in order to allow both: exchanging data between different companies,
and exchanging data between company applications. The core packages of CIM
are defined in the IEC standard 61970-301 [18], which defines the components in
the power system using the Unified Modeling Language (UML). Generally, only
a part of the CIM (so-called CIM profile) is used for modeling a given energy
system solution. CIM profiles allow defining a subset of the CIM, including only
the classes and associations required for modeling a specific solution.

The objective of our methodology is to develop a MAS solution to manage
ESs. The MAS environment in these systems contains the agents, the objects
they manage or interact with, and other resources. The controlled objects can
be the electrical equipment that compose the ES.

During this phase, the developer uses the IEC CIM standard to model the
agent’s knowledge on the ES components and how they are physically connected.
This shall simplify the design task by defining a consistent and unified adminis-
tration system of the managed elements.

This phase produces a CIM profile for the ES to be modeled. This profile
contains the CIM concepts, which model the electrical components that are
managed by the agents within the MAS solution. It will then be used in the next
steps, and can be reused whenever the components of the ES being modeled are
already represented in the defined CIM profile.
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3.2 Specific and Abstract Modeling Phase

In this phase, the designer will instantiate the PIM4Agents metamodel (c.f.
upper part of Fig. 5) to model a MAS solution to ESs by connecting both models.
The resulted MAS4ES model is intended to provide the essential concepts for
modeling a given energy system, and the agents that manage their entities.

This phase is considered as a specification step since starting from a PIM
metamodel, namely the PIM4Agents metamodel, which is abstract and platform
independent, a PIM agent model (called MAS4ES), that is specific to energy
systems, is created. MAS4ES is still a PIM since it is still abstract from the
target agent platform where the application shall be executed.

To create the MAS4ES PIM, the designer starts by defining the types of
the agents needed in the MAS solution with their behaviors in order to handle
the approved MAS solution. Two major recommendations to make an agent
model suitable for the energy field: first, the designer must model the relevant
concepts of a given energy system, and the agent-object relation to reflect the
interaction between each agent and the ES components; second, he or she has to
model the ontology’s concepts used by the agents to carry out a comprehensible
conversation.

Agents in a MAS generally interact with objects or other agents to solve
particular tasks. These objects are modeled as resources in the MAS environment
according to the PIM4Agents metamodel. Thus, the user can instantiate the
object concept to model the used equipment in the ES. The resulted CIM profile
of the previous phase is imported into the MAS4ES model in order to model the
ES itself by instantiating all its concepts from the object class in the PIM4Agents
metamodel. Then, for each agent type, the designer assigns the equipment that
will be managed by this agent, in order to model the agents-object relationship.

Developers of multi-agent systems tend to use application-specific ontologies,
which do not allow further agents from different MASs to understand the message
contents. To tackle with this interoperability issue, the designer can use the
existing common ontology (CIM ontology) that is based on the CIM standard
and recommended by IEEE [19]. This ontology shall allow the interoperability
between the MAS agents in power engineering applications. The ontology aspect
is already addressed in the PIM4Agents metamodel. Indeed, the metamodel
contains the resource concept that is used to reference an ontology [11]. The
resulting MAS4ES model can be reused to model different MAS applications for
different scenarios.

3.3 Model to Model Transformation Phase

This phase allows the mapping of a PIM to one or more PSMs. The resulting
MASA4ES from the previous phase is independent from the specific agent platform
where the solution will be executed. This phase aims to map the concepts of the
MAS4ES model to the concepts of the specific agent platform model such as
JADE, JACK, etc. In this phase, the designer can apply the existing mapping
rules [11] on the MAS4ES model.
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The mapping rules define the transformations that shall be carried out to
map the concepts of the MAS4ES to the concepts of the selected Agent Platform
MetaModel (APMM). These rules are specified only one time and can be reused.
The concepts derived from the CIM profile are instances of the object concept
in PIM4Agents, they will be implemented directly in a programming language
(such as Java and C++).

This phase is considered as a concretization since it transforms a given model
into another one of a lower level of abstraction, i.e., starting from a MAS4ES
(PIM) to generate a MAS4ES (PSM) that is specific to the agent platform where
the application will be executed.

The generated MAS4ES model (which is a PSM) can be instantiated later to
model a real energy system application runnable on a specific agent platform (e.g.
JADE [3]). Below we present the most relevant mappings rules to transform the
PIM4Agents metamodel’s concepts to the JADE metamodel’s concepts defined
in [11):

PIM4Agents: Agent — JadeMM: Agent
PIM4Agents: Organisation — JadeMM: Agent
PIM4Agents: Message — JadeMM: ACLMessage
PIM4Agents: Behaviour — JadeMM: Behaviour
PIM4Agents: resource — JadeMM: ConceptSchema
PIM4Agents: Object — JAVA.lang.object

SO N

3.4 Specific and Concrete Modeling Phase

The MAS4ES model (PSM), produced by the previous phase, should be refined
and then instantiated to model the specific and concrete MAS application with
the real controlled objects and agents to manage a real ES from the given sys-
tem. The generated model (Application) is then deployed on the selected agent
platform. The Application model shall be executed in a specific agent platform.

3.5 Code Generation phase

The last phase of our methodology is the generation of the code from the PSM
model (Application model in our methodology) generated by the previous phase.
For this step, we propose the use of the Java code generator within the papyrus
UML tool [9], which generates only the structural part of classes i.e., it generates
the classes with their attributes and the function headers, and implements the
connection between the classes. The next version of the Java code generator will
take into account the behavioral part of the classes. Now, it is up to the user
to implement the behavior code of the agents, depending on the MAS being
developed.

4 Test and Validation

In the following subsections, we first define the test case we have considered for
validation, and then we provide more details on the work undergone at each step
of our proposed methodology.
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4.1 Validation Use Case

Our proposal has been validated on a well-known circuit for a residential area
from the literature [17] (c.f. Fig.2). The devices that will be controlled by the
MAS in this residential area have small power consumption ratings, whereas their
operations have short durations. The grid contains more than 2600 controllable
devices, which are from 14 different types of devices. The consumption profiles
of the loads under the control are given in Table 1. Table 1 shows also the initial
schedule, flexibility, priority and number of devices for each controllable load.

Our aim is to develop a MAS solution for a demand side management system,
where the agents schedule the controllable loads to reduce their consumption dur-
ing peak hours. The objective is to optimize the consumption of the controllable
loads by shifting their schedules; i.e., the consumption demands of shiftable loads
are shifted to off peak times in order to reduce the overall operational cost of
the network. The wholesale electricity prices are hourly-based and are reported
beside the hourly energy demand of the residential area in Fig. 3.
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Fig. 2. Network diagram of the residential smart grid

Since our aim is to validate our methodology and not to propose a new opti-
mization technique, we have used a simple centralized optimization algorithm,
inspired by [17], which runs on a daily basis. As input, this algorithm takes the
forecasted load demands and the energy prices for a given day. It then calcu-
lates the objective load curves and tries to find the best load scheduling. The
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Table 1. Data of controllable devices in the residential area

Device type Initial schedule | Profile Flexibility | Priority | Number of devices
1st Hr | 2nd Hr | 3rd Hr
Dryer 17:00 1.2 - - 6 3 189
Dish washer 13:00 0.7 - - 5 3 288
‘Washing machine | 15:00 0.5 0.4 - 6 3 268
Oven 12:00 1.3 - - 3 2 279
Iron 18:00 1.0 - - 5 3 340
Vacuum cleaner 10:00 0.4 - - 1 2 158
Fan 12:00 0.20 0.20 0.20 1 2 288
Kettle 21:00 2.0 - - 2 2 406
Toaster 8:00 0.9 - - 1 1 48
Rice-cooker 12:00 0.85 - - 1 1 59
Hair dryer 8:00 1.5 - - 1 2 58
Blender 9:00 0.3 - - 1 1 66
Frying pan 00:00 1.1 - - 1 3 101
Coffee maker 8:00 0.8 - - 1 1 56
1,400 |- -

)
—
o
=]
S

T

I

—
=}
S
S
T
I

20 - B

15 B

Price (ct/KWh)
Forecasted Load (KWh
%
<1
3
T
I

1wl 1 400 -

! ! ! ! ! 200 ! ! ! ! il
0 5 10 15 20 25 0 5 10 15 20 25

Time Time

Fig. 3. Wholesale energy prices and forecasted load demands

result is an optimized schedule for each shiftable device within the grid that
brings the total load consumption curve as close as possible to the objective
load consumption curve. The problem is mathematically formulated as follows:

N=24
Minimize: Zt:l (Proaa(t) — Obj(t))?

Where: F’load = Pfimed(t) + Pshifted(t) + Punshifted(t)

1
and Ob] z:: Pload ) * PZC@AUg m

In the following, we describe each step of our proposed methodology to model
a MAS for managing the described ES of the residential area. The validation
example was implemented using the Papyrus UML tool [9].
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4.2 Step 1: Restriction Phase

In this phase we need to restrict the CIM metamodel by creating a CIM profile,
in which we select the CIM classes, associations and attributes to be used in our
example. In the following we describe the three substeps for creating this profile.

Identifying the Equipment’s CIM Classes: The residential area shown
in Fig. 2 represents an energy system with 14 buses, 8 generators, 20 lines and
14 loads. The line, load and bus map to the CIM AC LineSegment, Energy-
Consumer and BusBarSection classes respectively. The EnergyConsumer class
in CIM is used to model the load which is a point of consumption where many
devices are connected. The generator is mapped to a single piece of conducting
equipment (class SynchronousMachine). When operating as a generator, the
SynchronousM achine object must have an association with an instance of the
GeneratingUnit class. The GeneratingUnit class does not represent a piece of
conducting equipment that physically connects to the network, but a single or
set of synchronous machines for converting mechanical power into alternating
current.

Defining Components’ Interconnections: CIM uses ConnectivityN odes
and Terminals to define the components’ interconnections. The electrical com-
ponents (e.g. breaker, loads, and lines) are not directly associated with each
other, instead, any conducting equipment has one or more terminals. The
relationship between Terminal, ConnecitivtyNode and Conducting Equipment
classes is shown in Fig. 4.

conductingEquipment terminals
1 *
| ConductingEquipment I Terminal 0. ConnectivityNode
terminals connectivityNode
0.* 0.1

Fig. 4. Conducting equipment and connectivity class diagram.

Defining Containments: Besides the component interconnections defined
using the Conducting Equipment-Terminal-Connectivity N ode association, the
CIM has an EquipmentContainer class that provides a means of grouping pieces
of Equipment together to represent both electrical and non-electrical contain-
ments [20], which are as follows:

Voltage levels: the conducting equipment do not have a voltage attribute, but
they are associated with a VoltageLevel. The VoltageLevel class
itself has an associated BaseVoltage object that contains a sin-
gle attribute to define the nominal voltage. It contains only the
interconnected pieces of equipment at the same voltage level.
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Substation: the Substation class is a subclass of EquipmentContainer that

Line:

can contain multiple VoltageLevels and is used to define a col-
lection of equipments. In the running example, the four dif-
ferent voltage levels are contained within a single Substation
instance. The Substation class can also contain other instances
of Equipment, such as PowerTransformer, which is itself a
container. The Substation class represents non-electrical contain-
ment since it contains pieces of equipment that are physically
grouped, but not necessarily electrically connected.

the ACLineSegment is not contained within a VoltageLevel,
but within an instance of the Line class. A line may contain
multiple Alternating Current (AC) or Direct Current (DC) line
segments, but does not itself represent a piece of physical con-
ducting equipment. The AC- and DC- LineSegment classes con-
tain a direct association to the BaseVoltage class to define their
nominal voltage level.

Many tools allow the creation of CIM profile such as CimConteXtor, CIM
EA and CIMTool [26]. The red part of the Fig. 5 shows a part of the CIM Profile
created using the CimConteXtor tool'.
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Fig. 5. Partial view of the resulted MAS4ES model (PIM). (Color figure online)
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4.3 Step 2: Specific and Abstract Modeling

In this phase, we propose a PIM for the development of MAS applications ded-
icated to energy systems (MAS4ES); i.e., we instantiate the PIM4Agents meta-
model to model the relevant concepts for the MAS application that manages a
residential area. We propose to define two Agent instances, namely:

1. LoadAgent: this agent manipulates a controllable load in the ES, which is
represented by the EnergyConsumer class.

2. DSM Agent: the Demand Side Management Agent (DSMAgent) is responsi-
ble for running the centralized optimization algorithm defined before and to
provide the new schedule with load shifting to the LoadAgents.

The partial view of the MAS4ES is presented in the lower part of Fig.5.
It shows the LoadAgent that can manipulate an energy consumer, whereas the
DS M Agent is part of the agents model but does not manipulate any energy con-
sumer. The DSM Agent is able to shift energy demand within certain constraints
from peak hours to off-peak hours to minimize the operational cost of the sys-
tem. The LoadAgent can access to the data of the load (the EnergyConsumer
class) it controls such as the consumption schedule, its flexibility, initial sched-
ule, and the number of connected devices. The DSM Agent sends a request to
all the LoadAgents to send the data needed for the optimization and for prepar-
ing the new optimized schedules. The DSM Agent collects the data from the
LoadAgents, and based on the energy price and the total forecasted load data
for twenty four hours, it optimizes the plans and sends the instructions to each
LoadAgent as day ahead schedules.

4.4 Step 3: Model to Model Transformation

For this test case we chose to map our MAS4ES model to the JADE plat-
form model, which is a FIPA compliant platform that is considered as the most
popular agent platform in the literature [15]. For this purpose, we applied the
mapping rules to transform the PIM4Agents metamodel’s concepts to the JADE
metamodel’s concepts defined by [11], and previously described in Sect. 3.3.

In this phase, we apply these rules on the MAS4ES model to make it specific
to the JADE platform. The resulting model (c.f. Fig. 6) can now be instantiated
to model a real MAS application runnable on the JADE platform.

4.5 Step 4: Specific and Concrete Modeling

The circuit illustrated in Fig.2 contains fourteen EnergyConsumer objects.
A unique instance of the DSM Agent class is created for the side demand
management and for each EnergyConsumer object, we assign an instance of
LoadAgent. Due to space constraints, in this phase we show only the surrounded
part in the circuit (Fig. 2).

Figure 7 shows the electrical components of the surrounded part in the resi-
dential area modeled as CIM objects, and for each of the components, it shows
the Agent that manipulates it.
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4.6 Step 5: Coding Phase

Now that we have created the models of the agents and the circuit objects, we
can generate the MAS code that shall run on the JADE platform. Figure 8 shows
a part of the generated code of the MAS solution (platform-specific for JADE),
that allows managing the CIM components in our test case. Figure 8a shows part
of the code of the LoadAgent class, where its manipulated load is given through
its arguments array. This equipment is sent as an argument from the main class
shown in Fig. 8b.

The results obtained from the proposed optimization algorithm for the resi-
dential smart grid is illustrated in Fig. 9. The figure shows how the load shifting
algorithm tried to bring the final consumption curve closer to the objective load
curve. For instance, the amount of the forecasted load consumption between 12
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public class LoadAgent extends Agent {

/0

private static final long serialVersionUID = 1L;

private EnergyConsumer manipulatedEquipment= new EnergyConsumer();
@0verride

protected void setup() {

Object[]args=getArguments();
if(args.length==1){
manipulatedEquipment=(EnergyConsumer) args[0];
System.out.println( "Hello I'am "+ getAID() +" I control: " + manipulatedEquipment);

(a) Generated LoadAgent class.

EnergyConsumer Dryer= new EnergyConsumer(“Dryer”,17,23,new double[]{0,0,0,0,0,0,0,0,0,0,0,

EnergyConsumer DishWasher= new EnergyConsumer(“DishWasher",13,18,new double[]{0,0,0,0,0,0,

EnergyConsumer WashingMachine= new EnergyConsumer(“WashingMachine",15,21,new double[]{0,0,

EnergyConsumer oven= new EnergyConsumer(“oven",12,15,new double[]{9,0,0,0,0,0,0,0,0,0,0,0,

AgentController loadl = mainContainer.createNewAgent( Dryer.name, "Agents.LoadAgent", new
loadl.start();

AgentController load2 = mainContainer.createNewAgent( DishWasher.name, "Agents.LoadAgent",
load2.start();

AgentController load3 = mainContainer.createNewAgent( WashingMachine.name, “Agents.LoadAge
load3.start();

(b) Main class.

Fig. 8. Part of the generated Java code of the MAS application.
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Fig. 9. Results for the residential smart grid

and 2 p.m. was reduced after applying the shifting technique, since the selling
price of energy at that time is expensive. The simulation outcomes show that
proposed technique achieves sustainable saving by reducing the system peaks
during the peak periods and as result the total consumption cost has decreased
from 2302.87$ to 2129.27$.

5 Conclusions

We propose a model driven methodology for the development of MAS solutions
to manage ESs using the CIM standard and applying the IEEE recommenda-
tion. Our proposal follows the MDE process in order to guide the power engi-
neers in the design and implementation of MAS applications, and to simplify
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the design task by reusing models. The MDA approach is applied to create a
PIM, called MAS4ES, which can be transformed into different PSMs, allow-
ing the interoperability between agent systems. The proposed methodology has
five phases, namely: CIM Restriction, Specific and Abstract Modeling, Model to
Model Transformation, Specific and Concrete Modeling and Code Generation
phases. The methodology was presented and validated by developing a MAS
optimization solution for a well-known test case.
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Abstract. In a lot of situations a human is incapable to observe their
environment properly. This can be due to disabilities, extreme condi-
tions or simply a complex and changing environment. In those cases,
help from an artificial system can be beneficial. This system, equipped
with appropriate sensors, would be capable of perceiving things that a
human cannot and inform them about the current state of the situation.
In this short position paper, we introduce the notion of Active Situation
Reporting, in which an agent can inform another agent about the evo-
lution of a situation. We define this notion, study the challenges such a
system raises and identify the open research questions by reviewing the
state of the art.

1 Introduction

Alice is blind and love to sing in a choir. She uses her autonomous car every
Mondays to go to her singing lesson. She is very involved and would not like to
miss or be late to a lesson without warning the teacher. This Monday, the route
Alice’s car usually uses is blocked by a wide load. The traffic information system
in the car detects that taking an alternative route would take 15 min more to
travel while waiting for the wide load to leave takes an unknown amount of time
(from 5 to 60min). Alice notices that the car slows down and stops unusually
and she is a bit stressed she might miss her lesson. She would like the car to be
able to tell her what is happening and why it is acting unusually.

Barbara is a firefighter. Today she is entering a burning building with her
teammates to try to find any victim. The team is accompanied by a robot that
can perceive and navigate even in deep smoke. The robot can explore the envi-
ronment and guide Barbara through the building, warning her if a roof collapses
or if path is becoming too dangerous to take. Since the firefighters can hardly
manipulate a tablet or other computer device in these extreme conditions, the
robot is guiding them with voice.

Carl is living alone at home with an AT assistant to help him in his everyday
life. The hospital just called him to tell him that his daughter had an accident
and has been injured. Carl decides to go to the hospital right away but in his
precipitation, he does not manage to find his car keys. His artificial assistant
© Springer Nature Switzerland AG 2018
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monitored that Carl took his keys in the bedroom the night before instead of
putting them in the usual bowl in the entrance. It needs to inform Carl about it
as soon as it detects that Carl is preparing to go out and is looking for something.

These three simple examples illustrate the advantages of having a system
capable of helping a human understanding the environment they evolves in when
this human cannot observe their environment properly. We refer this ability
as Active Situation Reporting. In this paper, we study the problem of Active
Situation Reporting and propose a definition in Sect.2. Then, in Sect.3, we
highlight the different research challenges encountered while dealing with active
situation reporting, study possible leads from the literature and identify open
research questions. Finally, Sect. 4 identifies related research topics.

2 The Problem of Active Situation Reporting

Active Situation Reporting is not bound to an artificial system, and we define
it as follows:

Definition 1. Active Situation Reporting (ASR) is the process for an agent
(called the reporter) to give relevant information about an evolving environ-
ment to another agent (called the user) without the user explicitly asking for this
information. Automatic Active Situation Reporting is Active Situation Reporting
performed by an artificial system.

As we see, the reporter in an ASR system can as well be a human. Human
journalists are in fact performing ASR for the newspaper or channel they work
for by selecting information to deliver at a certain moment in time in order
to give the reader or viewer an overview of a situation they cannot perceive
directly. The nature of the information reported depends of what the journalist
considers important and relevant. Automatic Active Situation Reporting works
on the same principle: the reporter needs to select information that it considers
relevant for its user at a certain moment in time and deliver it in the most
appropriate way. We can already point out the main aspect (and challenge)
of automatic ASR: how to automatically select the relevant information as it
greatly depends on the user’s preferences and knowledge as well as on the state
of the situation at a certain time.

We can also note, as illustrated in the scenarios described in Sect.1, that
ASR can be the main goal of an artificial system (as for the firefighter case)
or a mission to improve the user’s comfort (as for the autonomous car). In the
latter case, it is important that the situation reporting does not interfere with
the main goal of the system.

Active Situation Reporting is at the crossroads of three different research
areas which are Active Sensing, Semantic Perception and Human-Machine Inter-
action, as shown on Fig. 1.
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3 Research Challenges and Open Questions

3.1 Active Sensing, Change Detection and Relevance

Active Sensing is defined as the “problem of controlling strategies applied to
the data acquisition process which will depend on the current state of the data
interpretation and the goal or the task of the process” [2]. A system performing
active sensing will therefore act in order to maximize the amount of information
it can gather. This can be the sole purpose of the system, as in exploration or
surveillance applications, but can also be combined with other type of mission
performed by the agent such as in [31]. The reader can refer to Chap. 1 of [25] for a
review about active sensing. As stated in Definition 1, an ASR system notifies the
user about changes in their environment. Those changes can happen gradually
(a staircase burning and finally being destroyed) or be encountered suddenly
(the wide load on the road), which raise the question of their detection.
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Fig. 1. Overview of an Active Situation Reporting system

In Computer Vision, change detection algorithms aim at detecting significant
changes occurring in a video by analyzing the frames of this video. State of the
art algorithms use statistical methods such as Kalman filter [5] or Bayesian mod-
els [34], non-parametric methods [32] and machine learning [17]. In the domain
of pervasive computing, multiple sources of information need to be combined
in order detect changes. Small changes on single individual sensors might be
considered insignificant but the fusion of signals coming from different sources
may reveal important changes in the environment. Several algorithms have been
proposed to detect changes in multivariate time series [11,16] but they are com-
putationally expensive and require a large amount of data for the model train-
ing. To overcome this issue, an information-theoretic change detection method
for ToT systems has been recently proposed in [13]. One common aspect of all
these methods is that they focus on anomaly detection, meaning detecting when
the system changes from a normal state (often learned) to an abnormal state.



Active Situation Reporting: Definition and Analysis 73

However in the case of ASR, the changes are not related to anomaly detection
but concern changes compared to previous states. In Data Mining and Machine
Learning, the term Concept Drift refers to the possible change through time in
the underlying model of a data stream and are usually tackled through adaptive
learning algorithms [15]. One of the main challenges of concept drift detection
algorithms is not to mistake noise with true drift. Many of existing algorithms
assume sudden drifts [20], which is a big limitation compared to what can be
observed in reality.

An ASR system cannot report all changes it detects in the environment but
should select those that are relevant for the user at this moment. The concept of
relevance is mostly studied in Information Science [29] and, technically, in Infor-
mation Retrieval (IR) systems [10] and is usually called system-based relevance.
In this topic, the goal of the system is to retrieve all the documents relevant to
a request [27]. Here the relevance is objective and defined related to a subject.
However, in intelligent autonomous systems, the relevance can be subjective and
depends on the user’s current state of beliefs and is referred to as agent-based rel-
evance, user-based relevance or epistemic relevance. Agent-based relevance has
received a lot of interest in knowledge theory and its different properties has
been defined [14]. These properties have been used to derive a formal model of
relevance within modal logic [28]. However, this model still assumes that the
system knows with certainty the information need of the agent receiving the
information, which is an unrealistic hypothesis when this agent is a human. In
[26], Renoux et al. suggested a model in which each agent uses approximations of
other agent’s beliefs in order to compute a degree of relevance. This system does
not require an explicit request but depends on a lot of communication between
the agents for the relevance computation to be efficient. In addition, the cor-
respondence between the degree developed and what a human would consider
relevant has not been directly demonstrated. Only indirect clues has been pro-
vided by experiments using this degree, as presented in [25].

With this study of the literature about active sensing, two important open
research questions have already been identified:

1. How to detect gradual changes in an environment? As mentioned, all the
methods we have encountered so far are hypothesizing (implicitly or not)
sudden changes to detect. However, the environment will often change grad-
ually and those changes are important for humans. Therefore a methods to
detect such changes needs to be developed.

2. How to construct an efficient framework to quantify agent-based relevance?
Such a framework would need to be able to compute the relevance of a piece of
information for a human, based on a model of the human mind and knowledge.
The degree proposed by Renoux et al. could be a interesting starting point
but needs to be expanded with more advanced theories of mind such as the
one suggested in [12].
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3.2 Semantic Perception

Sensor data as captured by artificial systems are not of much use for a human
without their meaning. A human expert is capable, by analyzing the data, to
extract meaning from them. An automatic ASR system needs to be able of the
same in order to communicate meaningful information to its user.

Semantic perception is the systematic automation of observing/sensing the
environment via sensors and the ability of extracting semantics from the data
[23]. The Semantic Sensor Web proposes to annotate sensor data with semantic
metadata in order to provide contextual information [30]. In this direction, the
Semantic Sensor Network (SSN) ontology [7] provides a terminology to repre-
sent contextual knowledge and has been successfully used in various applications
[1,18]. In addition to being able to abstract sensors data to reason upon, arti-
ficial systems acting in the real wold need to make and maintain a connection
between what concepts they reason upon and the actual real-world object these
concepts represent or apply to, despite possible changes of the object in time
(in position, shape, aspect...). This is the Physical Symbol Grounding Problem
[8]. This problem has been tackled from different angles and learning methods
have been used [33] as well as spatio-temporal reasoning [22] and, more recently,
ontologies [4].

Despite those recent advances in semantic perception and symbol grounding,
some questions remain open and are being investigated by the research commu-
nity, such as the problem of shared symbol grounding, or humans and machines
using the same terms to denote the same entity [4]; and perceptual anchoring,
which is a subset of symbol grounding focused on maintaining a link between
the object and the concept over time [9)].

3.3 Human-Machine Interaction

The information perceived and abstracted needs to be reported in an adequate
format to the user and therefore mapped to human-understandable language.
Natural Language Generation (NLG) is concerned about “building software sys-
tems that can produce meaningful texts in English or other human languages
from some underlying nonlinguistic representation of information” [24]. NLG
has been used in various applications to describe physiological data [3], to inter-
act with the semantic web [6] or for spoken dialog. Despite recent advances in
content selection and text generation, recent NLG systems are still rudimentary
with regard to context-adaptation. They are capable of selecting a target lan-
guage and adapt to a user’s preferences but the modeling of the context remains
rather simple. However, the semantic web and its modeling capabilities could be
an excellent framework to model rich contexts and include them in a Natural
Language Generation system [6].
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4 Related Work

In the previous sections, we studied ASR with regards to the fields of research
needed to achieve it. In this section, we will give an overview of approaches that
are similar or related to our problem and see where they differ from ASR.

First of all, one cannot fail to notice that Active Situation Reporting is some
kind of monitoring. A lot of monitoring systems already exist and are doing very
good job in verifying the state of an environment and its evolution. One could
therefore rightfully wonder what Active Situation Reporting would do more or
better. First of all, current monitoring systems are not active, in the sense that
the user needs to request the information to be reported in order to get it. An
ASR system is proactive by detecting that the user might need some piece of
information and deciding to report it. In addition, classic monitoring systems
do not select relevant information to report but report everything. They can
highlight anomalies (usually based on thresholds) but offer a full access to all the
information they are monitoring, which can be overwhelming for the user in large
and complex environment such as the surrounding of a car. Finally, monitoring
systems usually require the user to be trained at using them as the interface they
offer is usually specialized for one type of operator. Active Situation Reporting
aims at integrating flexibility, adaptability and user-friendliness in monitoring.

Two trendy topics currently in human-machine interaction are transparency
[21] and explainable agency [19]. Autonomous agents are required to be able
to explain their behavior, their beliefs, their intentions and their reasoning to a
human user. Transparency and explainable agency are required to enable humans
to trust artificial agents in critical situations where they are expected to collab-
orate. Similar challenges are encountered in those two topics and ASR, such
as the human-machine communication, the extraction of semantics from data,
etc. However, ASR aims at describing the environment around the agent more
than the behavior of the agent itself, hence the importance of active sensing.
Of course, agents describing their behavior and reasoning can be relevant for
active situation reporting system, such as the autonomous car explaining that
it decided to modify the planned route because of a closed road.

5 Conclusion

In this paper we described the problem of Active Situation Reporting, looked
at the state of the art to determine what are the still open research questions
in order to be able to build ASR systems and identified the following open
questions:

1. how to detect gradual and incremental changes in the environment?

2. how to quantify the relevance of a piece of information for a human?

3. how to perform efficiently shared symbol grounding and perceptual anchor-
ing?
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In addition to those research questions, challenges arise in the combination of
those fields that are Active Sensing, Semantic Perception and Human-Machine
Interaction. Indeed, those three field use methods, assumptions and tools very
different from one another and achieving interoperability between the compo-
nents required by an ASR system is a great challenge. Finally, the complexity of
the tasks considered by ASR involves a very complex modeling task. If ontologies
seem to be a good tool to enable interoperability and rich context-modeling, con-
nections between active sensing and semantic perception still need to be drawn
in order to create an Active Situation Reporting system.
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Abstract. We propose in this paper a distributed method to solve the
security constrained optimal power flow problem (SCOPF) that consid-
ers not only contingencies on transmission lines but also on generators.
With this aim, we extend the formulation of the SCOPF problem to con-
sider the primary frequency response of generators as well as the short
term constraints of generators and transmission lines. Then, we distribute
the problem among different agents and we use a decentralized decision
making algorithm, based on the Alternating Direction Method of Multi-
pliers (ADMM), to optimize the grid power supply while being resilient
to violations that would occur during contingencies. Finally, we validate
the effectiveness of our approach on a simple test system.

Keywords: Distributed optimization + Multi-agent system
Security-constrained optimal power flow - Primary frequency control

1 Introduction

The planning and operation of power systems is one of the more challenging
problems faced by system operators given the complex interplay of multiple
objectives to be achieved, including economic, security and reliability aspects.
On one side, electricity is a commodity that cannot be easily stored so system
operators need to keep the balance between generation and consumption at all
times while minimizing the total operation cost of the power system and enforc-
ing the network’s operational constraints (e.g. the capacity of the transmission
lines). On the other side, transmission system operators also need to perform
contingency analysis to guarantee not only that no operational constraint is
violated during the normal operating case, but also on potential contingency
scenarios when the outage of some components occurs. Most of the transmission
system operators (TSOs) must operate at least in compliance with the N-1 crite-
ria so that any single element contingency (either transmission line or generator)
© Springer Nature Switzerland AG 2018
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can be handled and lead to a stable operating point, i.e., with no propagation of
the disturbance [10]. In other words, the loss of any transmission line should not
overload the remaining ones, and the loss of any generator can be compensated
by the other remaining generators.

Consequently, system operators employ optimization techniques to guaran-
tee that all constraints above are respected as well as to minimize the cost of
operation, to solve the so-called Security-Constrained Optimal Power Flow (SC-
OPF) [3]. The SC-OPF problem is a fundamental optimization problem in power
systems and has been extensively investigated by many researchers.

In current practices, transmission system operators adopt centralized opti-
mization approaches for solving SCOPF problem, which gather all information
and make decisions for their own systems. However, during the last decade,
power systems have been extended by applying interconnections to the neigh-
boring systems in order to achieve technical and economical advantages, leading
to problems of unprecedented scale (e.g. 36 countries interconnected in Europe).
As large interconnected power networks come into existence (i.e. covering parts
of or even whole continents), such centralized approach raises more and more
computation and communication concerns [12].

To avoid these drawbacks, new distributed optimization techniques have been
proposed so that the computation can be parallelized (and so it does not increase
exponentially with the size of the problem) and control is as much as possible
autonomous. Under such approaches, the problem is usually modeled by means
of a network of autonomous entities (aka agents) where each entity cooperate
by solving a local problem (with local constraints and local data) providing
an holistic view for power network operation. Of particular interest here is the
Alternating Direction Method of Multipliers (ADMM), a distributed algorithm
intended to blend the decomposability of dual ascent with the superior conver-
gence properties of the method of multipliers for constrained optimization [2].

ADMM has been recently applied to a wide variety of a large-scale power
system optimization problems. In particular, Kranning et al. in [7], have shown
how a decentralized algorithm based on ADMM, can be efficiently applied to the
optimal power flow problem (i.e. without considering any contingency scenario)
and solved distributively by autonomous agents [11]. More recently, Chakrabarti
et al. [4] extended the framework presented in [7] to be able to solve the SCOPF
problem. Despite its potential, the model proposed in [4] has an important draw-
back: it does not take into account the automatic response of generators after a
power disturbance and hence it is not able to model any contingency scenario
that leads to power imbalance. As a result, such model can not support any
contingency involving the loss of a generator and the solution found under such
model will never meet the N-1 criteria.

In practice, generators implement primary frequency control (PFC) strategies
to steer away the power system from frequency instability. Primary frequency
control involves all actions performed locally at the generator to stabilize the
system frequency (i.e. within specified stable limits but different from its nominal
value) after a power disturbance. Since the power system frequency reflects the
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power balance and it is the same across the whole power system, the generating
units use the frequency to regulate the power supplied (i.e. with a contribution
that depends on the frequency deviation and on the generator’s characteristics).

Against this background, this paper overcomes this drawback by extending
the framework in [4] in order to take into account the automatic primary fre-
quency response of generators. By doing so we are able to model contingency
states in SCOPF due to an incident involving a modification of the active power
balance and, in particular, those involving generation outages. The major mod-
eling issue is the codependent relationship between the control variables (i.e. the
output of generators) in the normal operating scenario and the automatic fre-
quency response of generators following the incident. In summary, the SCOPF
problem considering the PFC setting is complex, and in this paper we provide
the first agent-based totally distributed solution to this challenge.

In more detail, this work can be seen as having the following contributions
to the state-of-the-art:

— We illustrate the limitations of the SCOPF formulation without PFC by
means of a simple numerical example.

— We extend the SCOPF formulation from [4] by: (1) introducing a new vari-
able representing the frequency deviation which is computed by distributed
consensus among agents and used to coordinate the power reallocation pro-
cess after an incident; (2) enhancing the local problem of each generator to
consider how it will adjust its production after a contingency following its
primary frequency regulation curve.

— We distribute the resulting SCOPF problem among different agents and we
use the ADMM algorithm as a coordination mechanism among these agents.

— We evaluate our approach on a IEEE test system to validate its efficiency.

The rest of this paper is structured as follows. A review of the related liter-
ature is provided in Sect. 2. Section 3 gives some background on the decentral-
ized SCOPF formulation and on the ADMM algorithm. Section4 uses a 3-bus
circuit to illustrate the operation and importance of taking into account PFC
in SCOPF. Section 5 extend the existing decentralized SCOPF formulation (in
particular agent’s objective functions and the corresponding ADMM updates)
in order to be able to consider PFC. Finally Sect. 6 presents results on the IEEE
14-bus test system and Sect. 7 concludes.

2 Related Work

The main challenges and techniques for solving the SCOPF are reviewed in
[3]. Most of the literature takes into account medium term post-contingency or
tertiary frequency control scenarios that correspond to an optimal response of
the ISO, like in [8]. Moreover, SCOPF models in the literature are classified
into two types: (i) the preventive [2], in which there is no post-contingency
re-scheduling of control variables (the solution found for the normal state is
also feasible for all contingencies scenarios); and the corrective/curative [9], in
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which the control variables are allowed to be re-scheduled to rectify any violated
operating constraint in post contingency network. The focus of this paper is on
short term post-contingency scenarios with automatic reactions, i.e. preventive
SCOPF model, of the system that include the primary frequency control as
modeled in [6].

Related work on distributed optimization for power system operation can be
found in [12] and the references cited therein. Based on the type of information
being exchanged, [12] divides the distributed methodologies applied in power
system operation into two categories: (i) generator-based decomposition with
price/cost information exchange and (ii) geography-based decomposition with
physical information exchange.

On the one hand, generator-based decomposition with price/cost information
exchange approaches set each generator as a local control agent. Under this cat-
egory, a lot of works have been proposed based on different techniques, varying
from the incremental cost consensus based methods [13] to the flooding-based
consensus approaches [5]. However, by decomposing the central power system
operation at generator level, such approaches require significant information
exchange at the bus level and hence, they are only efficient when neglecting
system-level constraints (e.g. network constraints and capacity limits of trans-
mission lines). Therefore, such approaches are not suitable for solving large-scale
OPF problems and even less for solving the extended SCOPF problems (i.e. with
system-level security constraints), which is the focus of this paper.

On the other hand, geography-based decomposition methods exchange,
instead of cost information of generators, information related to the physi-
cal measures (i.e. voltage and power flows). A major advantage of geography-
based decomposition approaches is that they divide the large system into several
smaller-scale geographical regions coupled by lines and hence they can provide a
natural decomposition structure which is consistent with the topology of power
physical systems. In this context, ADMM has been identified as one of the most
applicable and efficient decomposition methods given its good computational
performance and linear convergence rate. ADMM [2] is a distributed solution
that combines the fast convergence properties of augmented Lagrangian-based
methods with the separability of alternating optimization.

In particular, Kraning et al. proposed in [7] a methodology for decomposing
the OPF problem among a collaborative agent network and a fully-distributed
ADMM-based OPF algorithm to solve it. The convergence criterion is provided
and experiments on large systems are conducted. Chakrabarti et al. [4] extended
that model in order to deal with the SCOPF problem, handling different reli-
ability constraints across multiple scenarios. However, they only consider con-
tingencies on transmission lines and hence the primary frequency control is not
modeled as the power balance is kept after each contingency. Moreover, the paper
lacks empirical evaluation: the framework is only evaluated in a single two bus
system.

In summary, to the best of the authors knowledge, the preventive SCOPF
including the primary frequency control has never been addressed using a
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ADMM based distributed algorithm. Hence, this work is the first to propose a
decentralized formulation of the preventive SCOPF problem, and a subsequent
implementation solved by distributed autonomous agents, that is able to consider
contingencies generating power imbalance, and specifically, on generators.

3 Background

In this section, we review the ADMM algorithm and its application to the SC-
OPF problem. Following the network model proposed by Kraning et al. [7], we
divide the set of power system network components into two groups: (i) the set
of nets (N), that similarly to the electrical bus concept contains all the loss-
less components that connect devices and enforce Kirchoff’s physical laws; and
(ii) the set of devices (D), that is composed of all power components that are
not buses namely transmission lines, generators and loads. These components are
the agents of our system. Then, each agent a € N U D (i.e. either net or device)
is associated to a local objective function f,(z,) that returns the exploitation
cost of agent a for the set of variables x, and a set of constraints, denoted
as C,, that z, should satisfy in order to be a feasible solution. In this model,
the global objective function is factorized into smaller functions, one for each
network agent:

2 1 3
Capacity: 100MW Capacity: 25MW
~ | L~
93

co—

92
1 $/MWh g4 d4 5 $/MWh
25 MW/min 5 $/MWh 100MW 25 MW/min
25 MW/min
(a) 3-bus circuit (b) Network model

Fig.1. A simple bus test circuit (left); its graphical representation in the network
model from [7] (right).

rnzin Z falzq) + Z Jn(wn)

deD neN (1)
subject toVd € D :xzq € Cq, VnE€ N : z, € C,

Now, we create an edge for every pair of agents whose objective function have
some variable in common (i.e. the cost and/or the feasibility of both agents
depends on at least some shared variables). We will refer to this set of edges
as terminals (T'). For each agent a« € N U D, we use a to refer to both the
agent itself as well as to the set of terminals associated with it, i.e., we say
t € a if terminal ¢ is associated with agent a. As shown in [7], for a power
network this leads to a bipartite graph between nets and devices in which each
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terminal ¢ connects a device and a net. For example, Fig.la shows a simple
3-bus circuit whereas Fig. 1b shows its network model where nets are represented
by rectangles, terminals by lines and devices by circles. Moreover, the set of
variables associated to terminal (z; = x4 N z,) results on the classic power
flow variables, namely active power (p) and other quantities that depend on the
transmission line and power flow model used. In this paper, we restrict ourselves
to the DC-model and thus, only the voltage phase angle (6) will be considered for
transmission lines and nets, in addition to the active power. The global objective
function is intended to find the active power and voltage phase angle schedules
(i.e. the variable x) that satisfy the power flow equations and that minimize the
operating cost.

This model is used in [4] to solve a SC-OPF problem in which the optimiza-
tion is performed over a number of possible contingency scenarios, £ € N*, each
related to a contingency. Here we assume that the first scenario, (0), is the one
that stands for the base case (with no contingency). Given a contingency (c) we
define D) as the set of devices that are disconnected in that scenario.

Thus, in a SC-OPF problem, each terminal ¢t € T has associated one (active)
power schedule over the set of contingencies £ p; = (pi(0),...,pi(L)) € R~.
Then, for all 7 € [(0), L], p:(7) is the (real) power consumed (if p.(7) > 0,
otherwise produced) by device d through terminal ¢, for the contingency scenario
7. Similarly, we use an analogous notation for other quantities that are associated
to each terminal, i.e. each terminal ¢ € T is associated with a voltage phase angle
schedule over the set of contingencies 0; = (6;(0),...,0,(L)) € R-.

The set of all power schedules associated with an agent a € D U N (being a
either a device or a net) is denoted by p, = {p:|t € a}, which we can associate
with a |a| x £ matrix. For voltage phase angle schedules we use an identical
notation to power schedules, i.e. 8, = {6:|t € a}.

Formally, an energy coordination network models the following optimization
problem:

min Z fa(pa,ba) + Z fn(Pns 0n)
deD

POCRITIX < nen 2)

subject to Vd € D : pg,04 € Cq, Yn € N : p,,0, € C,

where p, 0 are respectively the set of all terminal power schedules (p = {p:|t €
T}) and voltage phase angle schedules (6 = {0:|t € T'}).

Following [4,7], this optimization problem can be solved by a distributed
coordination protocol based on the Alternating Direction Method of Multipliers
(ADMM) [2]. ADMM is an algorithm that blends the decomposability of dual
ascent with the superior convergence properties of the method of multipliers
for constrained optimization (i.e. guarantees of achieving convergence without
assumptions such as strict convexity for functions fy and f,). Under ADMM
formulation, first, the nets agents objective functions are defined over a dupli-
cated copy of the original variables (i.e. denoted as p, 0) to form the augmented
Lagrangian, then the equality constraint (p = p, 8 = 9) is relaxed via a Lagrange
multiplier.
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In a nutshell, the ADMM algorithm consists in iteratively applying the fol-
lowing three steps at a given iteration k + 1:

The device-minimization step (i.e. parallelized among devices agents) min-
imizes the operating cost of the device, encoded by f; and Cy, and a penalty
designed for coordination with its neighboring nets:

) p )
(phT, 05ty = arg min_ (fa(pa,0a) + = |[pa — Bf + ub||3
pa,0a€Cq 2 (3)
+ 21164 — 05+ vflI3), vdeD

The net-minimization step (i.e. parallelized among nets agents) enforces the
Kirchhoff’s physical laws, encoded by means of f, and C,, with a penalty
designed to coordinate the net and its neighboring devices:

et : R ;
(P, 05 ) = arg min (fu(Pn, 6n) + DlIpETE — o+ b3
Brsn€Cn 2 (4)

+ 21108 — b+ 0kIB), VneN

The (price) scaled dual variables update (i.e. parallelized among nets agents)
aims at coordinating nets and devices through the scaled dual variables:

Vn € N, ufth =ul 4 (phtt — pktl) (5)

Vn € N, vf Tl = of 4 (gF+1 — gk+1) (6)

with iteration index k and some scaling parameter p > 0.

The problem, is by construction, already separated in local sub-problems
which allows each agent (either net or device) to solve its sub-problem in parallel
and coordinate via message-passing through terminals. At each iteration, every
device agent computes a minimization step for its local objective function (Eq. 3)
with an argument that depends on messages passed to it through its terminals
by its neighboring nets agents in the previous iteration (pEt!, 51 u*+1 and
vE+1). Similarly, each net agent computes its minimization (Eq.4) and scaled
dual variables steps (Eq. 6) with an argument that depends on messages passed
to it through its terminals by its neighboring devices agents in the previous
iteration (p&*t1, 0k*+1). This is done iteratively until a sufficient consistency is
reached at each net.

4 Considering Contingencies Involving Power
Imbalance — Primary Frequency Control

This section first highlights the importance of taking into account the primary
frequency control in the SCOPF problem by means of a simple example and
second, it provides a formal definition of the primary frequency control scheme
in power systems.
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4.1 Motivation

The model proposed in [4] is the first attempt to use the ADMM to solve a
preventive SC-OPF problem. However, this model has a major drawback, it
neglects the fact that in reality generator controllers are designed to balance the
power in emergency cases by means of the so-called primary frequency control
(PFC). As a result, the solution found by the SCOPF model formulated in [4]
can not guarantee to satisfy the N-1 criteria because it deals with outages of
lines but not of generators. To illustrate the limits of the mentioned formulation
and to present the preventive SC-OPF with PFC, we take as example the 3-bus
circuit depicted in Fig. 1a. Notice that a solution compliant with the N-1 criteria
in this circuit is one that guarantees that the system will be able to operate in a
normal state (i.e. respecting the constraints of the system such as line capacities
or ramp of generators) following the loss of any single device, either generator
(g1 or g2 or gs3) or line (I3 or l3).

Table 1. (a) Different models base case solutions and (b) contingency scenarios SCOPF
with PFC solutions for the 3-bus circuit in Fig. la

Contingency | Post-contingency dispatch
g1 g2 gs | § o 7 s
OPF OMW [100MW |[OMW [100$ 72 orl1a [75MW| OMW | 25MW
SCOPF 100MW| OMW |OMW [500$ g OMW [75MW T 25MW
- 1
SCOPF with PFC| 50MW | SOMW |OMW [300$ 75 or 13 |50MW [SOMW]| OMW

B i -conti i h. . .
(a) Base scenario (pre-contingency) dispatc (b) SCOPF with PFC post-contingency

scenarios dispatch

Table 1a states the base case solutions for this 3-bus circuit and the different
models considered. Observe that the OPF solution (e.g. without considering
any security constraint) for this circuit is that the cheapest generator (i.e. go)
produces all active power consumed by d; with a cost of 100$/h. Now, consider a
solution that is not only feasible under normal operating limits, but also after a
contingency happened. Notice that in this circuit, any contingency related to the
loss of a line also results in the disconnection of a generator (i.e. the loss of line
l1o disconnects g and of line l13 disconnects gs). Therefore, the only solution
to the SC-OPF problem with no PFC is that generator g; produces all power
consumed by d; with a cost of 5008/h. The difference between the OPF cost and
the SCOPF cost is called cost of security and is equal to 500 — 100 = 400$/h.
However, notice that this solution is not N-1 resilient since it does not support
the loss of generation g; and as we will see next the cost of the security can be
lowered.

Now consider the case of SC-OPF with PFC and the contingency on line [15.
In this case, generators ¢g; and g3, both taking part into the PFC, will auto-
matically increase their output to compensate the loss of go according to their
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characteristics and droop. Considering that both generators have the same char-
acteristics (e.g. same size and same droop), the units produced by go will be
equally compensated by the remaining generators, namely g; and gs3. However,
the primary response of generators is limited by their ramp rate, and hence
generators g7 and gs are able to compensate a maximum of 25 MW each. Con-
sequently, in the dispatch, the output of go should be limited to 50 MW whereas
the remaining generation is distributed between ¢g; and gs. Since the output of
generator gz is limited by the maximum capacity of line /15, the only way to
avoid the overload of the line is to set the production of g3 in the base case to 0.

Moreover, as summarized in Table 1b, considering contingencies on line 2—3,
and even on any generator, does not add anymore constraint to the problem and
hence the solution of the SCOPF when taking into account PFC meets the N-1
criterion. The cost of security is 300 — 100 = 200$/h when considering the PFC,
and represents half the one found by the SC-OPF without PFC.

As a results, taking into account the PFC allows to consider the disconnec-
tions of generators and lines that connect generators to the grid. The security of
the system is then improved and the N-1 security criteria can be totally enforced.

4.2 Primary Frequency Control

The primary frequency control (PFC) aims at regulating the frequency of the
power system by adapting the generation [1]. Since this paper focuses on pre-
ventive SC-OPF, the change in generation production variables, following a con-
tingency, is only due to the response of the power system automatic control:

py?) =i + Apy (7)

where pg,c) is the generation after PFC due to contingency (¢) and pE,O) is the

generation in the base case (0), i.e. prior any contingency.
The primary frequency response follows the following five principles:

1. The active power imbalance due to contingency is completely compensated
by the active production of generators, taking part to the primary frequency

control.
Y op = p =0 (8)

geqG geG

where G C D is the set of generators of the system.

2. The units taking part to the primary frequency control recover the active
power imbalance according to its coeflicient: each generator g participating
in the PFC responds proportionally to the frequency deviation Af(®) due to
contingency (c). Apgc) is the contribution of the generator to the regulation
of the frequency of the system for a deviation of Af(®) on a base frequency
of fo.

Af©)
- fo

Apéc) =K, (9)

where:
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K, is the ratio of the nominal active power and the speed droop of the gen-
erator (both constants and depending on the generators characteristics)

fo is regulated frequency of the grid (50 Hz or 60 Hz depending of the coun-
try)

3. The active production of each generator has to remain within its production
limits

pPmin < pgc) < pmes (10)

4. The primary response of each generator does not exceed the ramp constraints,

Ap!(f) is limited because generators cannot change their production at any

speed. '
R™n < Apé(]c) < Rmaw (11)

5. Once a generator reaches its (ramp or production) limits the other generators
have to compensate the non-allocated power according to their own speed
droop. Thus, when generators do not change as expected because they reached
some constraints, this is reflected into the frequency deviation Af(¢) which
increases to have the rest of generators compensate more.

For the rest of the paper, we introduce the variable a(®) for the contingency
() so that a(®) is the relative frequency deviation related to contingency (c).
Formally:
(c)
ald = _i (12)
Jo

5 Formulation of Nets and Devices Agents Objective
Functions, Constraints and Their Proximal Functions

In this section, we present the objective functions introduced in Eq. 1, we consider
buses and three types of devices, i.e. generators, loads and lines.

5.1 Nets Agents

Nets are loss-less energy carriers (i.e. buses) with zero cost function but with
constraints on the power and phase schedules of their terminals.

A net n € N requires power balance in each scenario, which is represented
by the constraints:

S =0, ¥e)=(0),....L (13)

ten

In addition to power balance, each net imposes phase consistency via the
constraints:

6 =6\, vt.t' en,e=(0),...,L (14)
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Thirdly, to consider primary frequency control, each net constrains that in
each scenario all the terminals have the same frequency deviation:

&l =\, Vit en,e=(0),...,L (15)

Then, the computation of the net-minimization step to calculate the desired
values p,, 0, and ¢, can be simplified as in [7]! as follows:
Y(c) € L,Vt € n,

.k+1(c k 1(c k+1(c
pt+ () _ K+ Z +1(c) (16)
tEn
k+1(c _ Z k+1(c (17)
|TL| ten
k:-‘rl(c) |n| Z k+1(c) (18)
ten

5.2 Generators Agents

A generator is a single terminal device which produces power. The local problem
of a generator depends on its power production in each case, p4, and on a variable
that represents the strength of the corresponding steady-state relative frequency
deviation for each contingency, ay.

Generators have a local cost for operating the generator at a given power
level. This cost of operation only accounts for the base case. Indeed, contingencies
are not expected to happen in a regular basis so the solution found by the SCOPF
is expected to be resilient in front of a contingency but the cost of operation of
the generation in such a case is not so important. A quadratic cost function for
generating costs:

£ = 8- @) + - plP (19)

where 3, v > 0 are respectively linear and quadratic cost coefficients.
If the contingency case implies the outage of the generator, the power output
of the generator in this case should be zero:

P =0, ¥{(c)e(1)...L|ge D} (20)

In the rest of contingencies cases, the primary frequency response of a generator
is proportional to its coefficient and bounded by its ramp limits. Formally, V(c) €

{(1)...Llg ¢ D)}:

RM™if Kgay) < RMn

9
Ap) = Kyl if R < Kool < Rpaw (21)
Rrer if Kyal) > Rpaw

! Equation 13 is a projection on an hyperplane.
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In each case, the power output of the generator has to remain within its
production limits. Formally, V(c) € {(1)...L|g & D9} :

P!;m'm if pgo) + Apgc) < Pgmin
P = pi + Apl?) it Pin < p®) 4 Apl) < pas (22)
Pgmaa: if pgo) +Ap§0) Z Pgmaa:
] (0) m
PgWL?TL gpg < Pg ar (23)

Unfortunately, the step functions in Eqgs.21 and 22 leads to a non-convex
device-minimization problem. To overcome this, we substitute them by simpler
constraints that directly bound the domain of variable a9 so that —R;’”” <
Kgoz(c) < R;”‘“” and variable pgc) so that Pgmm < péo) + Apéc) < Pgm“. Notice
that those are more restrictive constraints. In particular, under this assumption
when a generator reaches its ramp/production limit, a(®) will not increases and
the generators left provide the power that is then missing but instead the base
case solution will be modified in order for each generator to contribute to the PFC
as planned. This assumption allow us to keep the device-minimization problem
for generators convex and hence we can rely on off-the-shelf optimization tools
to solve it efficiently.

5.3 Transmission Lines Agents

A (transmission) line is a two-terminal device used to transfer power from one
net (i.e. bus) to another. The AC power flow equations are non-convex, so they
are often either approximated or relaxed. Here, we use a linear DCOPF model,
often used in the literature to get rid of the non-convexity of the physics of AC
circuits. Under this model the power flow equations ignore real power losses as
well as reactive power and voltage magnitude is assumed to be equal to 1 pu.
A line has zero cost function but the power flows and voltage phase angles are
constrained. In particular, the power flow through the line depends on: (i) the
power schedules (p;, and p;,) and voltage phase angles (6;, and 6;,) at both sides
of the line; and on the susceptance of the line (b;). In particular, the power and
voltage phase angle schedules should satisfy the relations:

py = —pi) = b 0 —017), V) €{(0)...Llgg DO} (24)

1

pl(f) = —pl(g) =0, Y(c)€{(0)...L]ge D} (25)

Moreover, each line constrains that in each scenario the power going through
the line to be lower than its maximum capacity (i.e. long-term capacity in the
base case and short-term capacity in a contingency case):

=G <l < OGP, W(e) € {(0).. Llg # D} (26)
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Finally, the line also constrains that the steady-state frequency deviation on
both sides of the line are equal:

o =, ¥(e) € (0)..L, (27)

To be able to provide a solution we need to change variables to reformulate
this problem.
Let’s ir(lt)roduce: ko) ro)
c . c c(C
(© _ |Pi k(o) _ (P~ Uy _ |10
Xllc — [ l )] Uk — ['%(e)vz(c)]v and B; = { 1 }

) l —_
ple 1 ell L o 1

B; is a matrix that include the susceptance b; of the line.

We can then write the proximal problems as the minimization of the sum
of the augmented Lagrangian terms of each side of the line with the power
flow equation and the maximum capacity of the line as constraints. Note that
we consider the short-term capacity of lines equals to the long-term capacity
for simplicity. The term depending on o(® is independent. Then for all (c) €

{(0)..L}:

e k(c k .
minimize %HZUll( - Xl(lc)H% + §||ZU12(C) - Xl(f)H%

MR
subject to Xl(;) = Ble(C) (28)
—PM pM
<X; <
—2m +27

Lines Agents Proximal Problem Solution. When the capacity limit is not
reached the solution is simply:

X9 = (1+ Bl B) (20} + Bf zU})
. () (¢) . (¢
Q) —w,+ 0‘1(2)

2

(29)

(¢)
— w!

Oéll = a12 =
When the capacity limits of the line are reached the problem is simplified as
the optimal power flow through the line in this case is equal to the maximum

capacity.

5.4 Fixed Loads Agents

Therefore, a fixed load is a single terminal device with zero cost function which
consists of a desired consumption [ € R. In this paper we assume that only
generation will adapt in front of a contingency (i.e. loads will remain fixed) and

hence the solution for a fixed load can be simply summarized as V(c) € L, pl(c) =1.
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6 Experiments

The framework described in the previous sections is implemented as a multi-
agent system, where agents solve the sub-problems developed in Sect.5. The
CEA LIST multi-agent system platform based on JADE was used to create
those agents and the communication framework.

Table 2. Power generation in MW for each generating unit, comparison between the
OPF schedule and the schedule of each case in {1,2,3,4,5}.

OPF | Base case | Case 1 | Case 2| Case 3| Case 4 | Case 5
a=-%L (%) - - 1.58 0.28 1035  |0.08 0.21
Gen. 1 —168.0 | —138.6 0.0 —156.8 | —161.8 | —144.0 | —152.6
Gen. 2 —43.3 | —34.5 —78.6 0.0 —44.2 | —36.7 —40.4
Gen. 3 —43.0 | —46.8 —78.3 —52.2 0.0 —48.4 —51.0
Gen. 4 0.0 —10.8 —42.3 —-16.3 | —-17.8 |0.0 —15.0
Gen. 5 —4.7 —28.3 —59.8 —33.7 | =353 |—299 0.0

The test system we employed is the IEEE 14-bus model available in Mat-
Power. This test is composed of 11 loads, 5 generators with quadratic cost and
20 lines. We modified the model to include ramp constraints of generators and
line capacity limits that were missing. In particular, each generator is modeled
with a ramp limit of 50 MW and with a speed droop of 5%. Moreover all lines
capacity limits have been set to 110 MW for both, short-term and long-term
settings. Regarding ADMM parameters, the scaling parameter was set to p = 1
and the absolute tolerance to ¢ = 10> for all scenarios.

To validate the extension presented in this paper, we restrict our experiments
to consider contingencies on generators. Different contingency lists are tested,
from a single to all generators. Table2 presents in detail the case where all
single-generator contingencies are considered: case {1,2,3,4,5}. It provides the
power generation of each generator for the base case and in each contingency
scenario, compared to the OPF schedule, as in the example of Sect. 4.1. It also
provides the value of a for each contingency, for example, if the generator 1 is
disconnected the steady-state frequency deviation on a 50 Hz system would be
equal to 0.79 Hz.

Figure 2 compares the generation cost of our SCOPF solution with respect
to those of the OPF solution to illustrate the cost of security. The different
contingency lists are then sorted from the cheapest to the more expensive. Notice
that the considerations of generators 2 and 3 have the greatest impact on the
cost of security even though these generators disconnection imply a relatively
small frequency deviation. It thus justifies the need of considering the more
contingencies possible, and so deal with large number of contingency scenarios,
even when the contribution of the devices do not seem significant compare to
others, like generator 1.
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Fig.2. Comparison of the SCOPF with different contingency lists with the OPF.
Number of iterations needed to converge and SCOPF cost in percentage of OPF cost.

We also compare the number of iterations needed to reach the convergence
criteria and this comparison highlights the strength of this type of distributed
method. In particular, observe that there are 5 control variables for generators in
the OPF and 14 for the bus angles and for contingency cases {1,2,3,4,5} there
are 5 more for the frequency deviations and 5 times 14 bus angles to determine
with different constraints considered in each case and between cases. We notice
here that the number of iterations needed to converge did not increase as much
as the complexity of the problem solved. This result is promising because it
proves a good scalability of the method to the number of contingency scenarios.

7 Conclusions and Future Work

We extend a previous decentralized security-constrained optimal power flow
framework to take into account the automatic primary frequency control of gen-
erators and we solve it in a fully distributed way using a ADMM-based algorithm.
The contribution of this paper allows this distributed SCOPF model to find solu-
tions that remain stable after the disconnection of generators in the system. We
have also presented a multi-agent implementation of the method in which indi-
vidual local agents are restricted to access their own data and exchange relevant
information with their neighbors following ADMM iterative equations. To eval-
uate the efficiency of our approach we provide results on the IEEE 14-bus test
system. Empirical results show how our method is able to find optimal SCOPF
solutions for this circuit, defining for each contingency case the corresponding
power flows and steady-state frequency deviation.
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In future work, we plan to design a benchmark to be able to validate our

approach on larger power system networks and quantify its performance, in
particular regarding its scalability. We also plan to test the approach using more
complex device models, e.g. the non convexity brought by generators’ ramp
constraints. The ability of our approach to solve the resulting more complex
problem should then be tested extensively.
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Abstract. Multi-Agent Systems (MAS) have been supporting the devel-
opment of distributed systems performing decentralized thinking and
reasoning, automated actions, and regulating component interactions in
unpredictable and uncertain scenarios. Despite the scientific literature is
plenty of innovative contributions about resource and tasks allocation,
the agents still schedule their behaviors and tasks by employing tra-
ditional general-purpose scheduling algorithms. By doing so, MAS are
unable to enforce the compliance with strict timing constraints. Thus,
it is not possible to provide any guarantee about the system behav-
ior in the worst-case scenario. Thereby, as they are, they cannot oper-
ate in safety-critical environments. This paper analyzes the agents’ local
schedulers provided by the most relevant agent-based frameworks from a
cyber-physical systems point of view. Moreover, it maps a set of agents’
behaviors on task models from the real-time literature. Finally, a prac-
tical case-study is provided to highlight how such “MAS reliability” can
be achieved.

Keywords: Multi-Agent Systems - Cyber-Physical Systems
Real-time systems - Scheduling algorithms - Real-time MAS

1 Introduction

Cyber models and the physical world are merging into increasingly complex
systems since human beings began to use Cyber-Physical Systems (CPS) to
control and interact with their surrounding environment. Data are collected
through distributed sensors, locally or remotely processed, possibly composing
feedback to be sent to other entities, or triggering actions directly affecting the
physical world (e.g., via actuators). In domains such as e-health [1,2], telere-
habilitation [3], manufacturing [4], retails [5], and automotive [6], regardless of
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dimensions and distribution, the safety of the system and its users is the major
requirement. Assuming there is an absence of hardware failures and errors in the
design phase [7], to operate in safety-critical scenarios, a system has to be able to
guarantee its correct execution and the compliance with strict timing constraints
even in the worst-case scenario [7]. The distributed nature of such CPS relies on
a multitude of elements operating simultaneously. Hence, the interaction among
entities of a decentralized system requires an (i) “intelligent /strategic” layer (i.e.,
a layer to allow single components and the CPS as a whole to achieve their goals),
(i) a communication middleware (i.e., to allow the exchange of information and
requests among the components of the CPS), and (%ii) local policies (e.g., sched-
ulers and heuristics enabling each component execute its tasks). Thus, to have a
reliable system, its components (both singularly and altogether) have to provide
timing guarantees on delays and response/execution times. Dealing with hard-
coded, automatic or semi-automatic actions imposes different requirements with
respect to scenarios characterized by highly unpredictable and uncertain behav-
iors. Nevertheless, mechanisms such as negotiation, communication, and local
scheduling have to operate in either one.

Considering Multi-Agent Systems (MAS) as one of the most prominent and
promising “approaches” supporting Internet of Things (IoT) technologies and
CPS [8], the capability of MAS to comply with strict timing constraints is
a crucial arising challenge. Adopting an agent-based framework can facilitate
the implementation of robust and reconfigurable systems. In particular, seeking
for distributed thinking, the capabilities of having partial technology indepen-
dence (smooth migrations between diverse technologies) [9-11] and “reusing”
components, capabilities, functionalities, and knowledge, are extremely relevant.
However, concerning strict dependability, stringent safety and security policies,
resources efficiency, and real-time guarantees [12], at present no agent-based
framework can yet support the development of an MAS able to guarantee full
compliance [8].

Contribution

Investigating the most used and still active agent frameworks, this paper focuses
on the single agent’s internal scheduler (hereafter referred to as local scheduler)
used to regulate the execution of its tasks and behaviors. Considering the review
conducted in [13,14] as common ground and adopting the safety-critical systems
point of view, this paper:

(i) analyzes local schedulers for handling agent’s tasks/behaviors, (i) moti-
vates adoption and adaption of schedulers from the real-time literature, (4i) pro-
poses to map agent’s behaviors on real-time task models, and finally (iv) proposes
a practical example as a case-study of the proposed approach.

Summarizing, the outcome of this study aims at supporting the develop-
ment of real-time multi-agent systems (RT-MAS) that can finally satisfy all
the requirements of a safety-critical scenario. The paper is organized as follows:
Sect. 2 presents and elaborates the state of the art, Sect. 3 organizes and describes
the obtained results, Sect. 4 briefly discusses the obtained results in key CPS.
Finally, Sect.5 concludes the paper.
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2 Local Scheduling in Agent-Based Frameworks

Kravari and Bassiliades [13] proposed a detailed and comprehensive study of
multi-agent frameworks (referred as Agent Platforms). However, the notion of
scheduling appears only to refer to mechanisms that distribute and organize
tasks and resources among the agents within a specific platform. By doing so,
they took for granted the behavior execution and the compliance with the agree-
ments stipulated during the negotiation phase. Such an assumption is naive and
too optimistic, thus resulting in being unacceptable for safety-critical applica-
tions [8]. For example, in the case of a telerehabilitation system, a delayed,
wrong, or miss-aligned (in terms of content - time) feedback may cause severe
injuries to the patient [3]. Nevertheless, almost all the agent-based platforms
present and have implement at least one local scheduler. Table1 collects them
detailing programming language, platform purpose (where GP is general purpose,
M is Modeling, and S is simulations), status (where A is Active, N is inactive,
and U is unclear), last update (according to the last platform release or push in
the official repository), and finally the agent’s scheduling algorithm. Excluding
two agent platforms, all other analyzed ones have implemented specific sched-
ulers. Although it provides a default event-driven mechanism to process the
agent behavior, the first exception is NetLogo, which declares that no partic-
ular scheduler is implemented. The second is Cormas, which, differently from
the previous one, if no custom/Ad-Hoc scheduler is provided, the behaviors are
not executed (nothing in the system would happen). Allowing the platforms’
users to directly implement their version of a behavior scheduler ensures a high
flexibility. Hence, not only pure algorithms are admitted, (e.g., heuristics such
as RR, random selection, less workload first, early starting time first) but the
custom mix development of the one mentioned above is also encouraged [15].

MaDKit, RePast, and Swarm implement the classic FCFS, GAMA and
MASON [16] implement a type of priority scheduler (e.g., SJF-like), Jason imple-
ments an RR applied to structured behaviors, and finally JADE implements a
non-preemptive RR. The Jason and Jade’s implementations of RR result in
being FCFS of intentions [17] in the first case and of behaviors in the second,
eventually treated like single entities. Aiming at emphasizing the safety-critical
systems point of view, an analysis of those algorithms is presented below and
organized as non-priority and priority schedulers.

2.1 Analysis of non-priority Local Schedulers in MAS

The FIFO and RR scheduling algorithms are two of the most known algorithms
and inspired a multitude of variants. On the one hand, FIFO (also referred
as FCFS) executes tasks in the exact order of their arrival (according to their
position in the ready queue). The absence of preemption or re-ordering in this
mechanism allows to classify the FCFS “the simplest scheduling policy with
minimal scheduling overhead”. On the other hand, RR is mainly appreciated
for its fairness (which plays an important role in general-purpose applications)
and prevention from tasks-starvation. Its mechanism is based on the concept of
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Agent platform | Programming | Platform | Status Last update | Scheduling
language purpose algorithm
JADE Java, .NET GP A Jun 2017% Non-
(via add-ons) Preemptive
RR (FCFS)
Cormas SmallTalk M, S A Aug 2017° No default
scheduler
(nothing
happen)
Swarm Java, M, S U Oct 2016° Event-driven
Objective-C (Priority
Scheduling,
FCFS)
GAMA Java M, S A/N Jul 20174 Priority
Scheduling
MASON Java GP A - Event-driven
(Priority
Scheduling)
Jason AgentSpeak GP A (?) Aug 2017° | RR
MaDKit Java GP A Jul 2017° FCFS
NetLogo Logo Dialect |M, S A Aug 20178 No default
scheduler
(nothing
happen)
RePast Java, Python, | M, S A Sep 20162 FCFS
NET, C++,
ReLogo,
Groovy
Jadex Java GP A Mar 2017 FCFS

* https://goo.gl/TKGqT6 * https://goo.gl/9sxKtt © https://goo.gl/ WY JAK2
4 https://goo.gl/USVVbe ° https://goo.gl/Wtbm5T F https://goo.gl/ysJZRH
& https://goo.gl/kngRWj ® https://goo.gl/yDsqyH * https://goo.gl/ZKTfAf

slicing the tasks’ computing time on the processor in equal time-quantum. Thus,
the tasks in the ready queue are cycled to get the processor. If a running task is
completed, the processor directly computes the next one; otherwise, it saves the

task status and puts it back in the ready-queue before computing the next one

(context switch).

Given this conceptually simple mechanism, minor adjustments are enough to

make it suitable for handling a structured queue of “tasks”. A practical example,
showing how Jason revisited the RR scheduler, is presented in Fig.1. Such a
platform is characterized by the adoption of the Beliefs, Desires, and Intentions”
software model (BDI) [17]. Thus, simple actions compose a plan which aims at
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satisfying a desire according to the agent’s beliefs and knowledge. Assuming to
have an agent with multiple and concurrent intentions, the way Jason applies
the RR is to execute one action from the plan at the top of the plans stack
composing one intention. At completion, the next action scheduled is the first on
top of the actions-stack of the next intention. Referring to Fig. 1 the scheduling
is: Pi(A1), Pa(Ay), P3(A1), Pi(A2),Pa(As), and so forth. Note that, the second
action of Plan 1 is scheduled only after the execution of at least one action
per plan. Moreover, the concept of time-quantum has been overridden by the
actual duration of the selected action. So, the time-quantum actually coincide
with the computational time required by the currently running task. Finally,
this mechanism is repeated for all the intentions owned by the agent. In case a
new intention is generated, it is placed on the top of the queue.

Intentions Plans Actions

Agent Belief

Yountorus) Y Pun s Vow
Schedule:‘A1)'\A1l' ‘AQI"\AQI' ‘A3)

Fig. 1. Jason’s implementation of RR scheduling: A graphical representation.

This simple mechanism cannot be implemented/applied in real-time oper-
ating systems because of the long waiting time and significant response time,
which has to be recalculated for any new task arrival [18]. The latter, given its
complexity due the dependency from the queue characteristics, is too complex to
be actually considered feasible at run-time. Therefore, in-light of these factors,
the risk of missing deadlines (not taken into account at all by the algorithm)
might dramatically increment, thus degrading system performance and compro-
mising its reliability and safety. Nevertheless, tuning the parameters as proposed
in [18] leads to minor improvements, which are still not enough the breach into
the world of the real-time systems.

In the Jade platform, the agents’ tasks are referred as “behaviors”, which can
be primitive or composite [8], and might be compared to the roles played by the
actions in Jason. The most relevant for the purpose of our study are:

Primitive behaviors:

SimpleB.: an extendable basic class; CyclicB.: a behaviour performing actions
repeatedly, reactivating itself after its execution is completed. It stays active
as long as its agent is alive; TickerB.: a periodic behavior which unlike the
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CyclicBehaviour is re-executed after a set time (customized activation period);
OneShotB.: an instance can only be executed once along with its agent life-
cycle; WakerB.: it allows defining the activation time (delay from the agent
life-cycle start); MsgReceiverB.: it is triggered if a timeout expires or a specific
type of message is received.

Composite behaviors are enabled by complex combination of primitive behaviors:

ParallelB.: it enables the parallel execution of children behaviors allowing the
definition of the termination conditions: it terminates if all, n, or any child is
completed. SequentialB.: it executes its children behaviors consecutively and
terminates when the last child is terminated.

To handle such behaviors, Jade proposes another customization of the RR
algorithm, called non-preemptive RR [19]. However, the reference to the term
“Round Robin” is inappropriate since preemption is not admitted and, conse-
quently, time-quantum varies from task-to-task (i.e. the computational time of
the running behavior). Therefore, the non-preemptive RR turns to operate like a
classic FIFO/FCFS which treats both simple and composite behaviors as“atomic
task”. The only variant is that when the action method of a behavior can return
true (it is removed from the list of active behaviors”) or false (it is appended
back in the ready queue).

Jadex is a JADE-based platform relying on the BDI notion [20] and based on
four JADE elements which operate concurrently on the internal data-structures
of the agent. The message receiver listens for ACL messages from other agents
creating corresponding message events. The timing behavior releases the events
on the timetable, appending them to the list of events to be dispatched. The dis-
patcher adopts goals by placing them on the intention stack and selecting plans
to be handled from the event list. The selected plans are subsequently executed
step-by-step by the scheduler (which also implements the plan supervision).

Implementing the functionalities into separate behaviours allows a flexible
behavior replacement with custom implementations (e.g., alternative schedulers
and BDI implementations). However, the dispatcher is responsible for selecting
plans to handle events and goals inside the agent, thus facilitating reactive and
proactive behavior. It also manages the interrelation between plan instances and
goals. The dispatcher cyclically removes the next entry from the event list, checks
if a goal is associated with the event, and then creates the applicable plans list
(APL) for the event. When a goal is finished (success or failure), the owner of the
goal will be notified. For a failed goal, the dispatcher may choose another plan
for execution depending on the BDI flags of the goal. The scheduler executes the
ready-to-run plan instances one at a time, and step by step, applying an FCFS
scheme. In each scheduling cycle, the first plan instance is removed from the
ready list, and then a single step is executed. The scheduler waits until the plan
step finishes or an error occurs. Afterwards, it checks if any of the associated
goals are already achieved. At the last step of the plan, the plan instance is
removed from the agent.

The schedulers implemented in JADE (non-preemptive RR) and Jadex
(FCFS) are essentially extensions of FIFO and thus, are not suitable to provide
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strong real-time guarantees. For example, (3) it has no means to handle task pri-
orities, (ii) the schedulability under FIFO can only be guaranteed for systems
with a considerably low utilization factor! and with uniform period ranges, (iii)
response time has to be recalculated for any new task arrival (unsustainable),
and (iv) waiting and response time are affected by the tasks set features even
then in the RR case.

Although FIFO guarantees simplicity and fairness (which can apply to
general-purpose but not for the real-time systems), the real-world applications
often operate under unfavorable conditions and high task-set utilization. Thus,
in the best hypothesis, FIFO can only be considered a viable option for soft real-
time” systems. However, Altmeyer et al. [21] revisited FIFO scheduling altering
its operating conditions to increase its predictability and improve its real-time
performance. They provided a schedulability test for FIFO with and without
offsets. Moreover, studying a case with strictly periodic tasks and offsets, they
proved the competitiveness of such a scheduling policy when predictability and
simplicity matter. Finally, two significant advantages can be achieved by enforc-
ing strictly periodic task releases and adding offsets: (i) performance limitations
are mitigated and the number of schedulable task sets is increased (even in the
case of high utilization rates and task-sets with harmonic or loosely-harmonic
periods, and (i) defined by the order of job arrivals, a unique execution order
is enforced, thus simplifying validation and testing.

To overcome some of the real-time limitations introduced in MAS by RR,
FCFS, and their customization above-mentioned, the Priority schedulers have
been introduced.

2.2 Analysis of priority Local Schedulers in MAS

The class of priority schedulers is based on assigning a priority to all the tasks
in the task-set which discriminates their position in the ready queue and so
their turn to get the CPU. Usually, tasks with higher priorities are carried out
first, whereas tasks with equal priorities are treated on the FCFS basis. A gen-
eral example of a priority-scheduling algorithm is the shortest-job-first (SJF)
algorithm. There two main types of priority algorithms:

— The fized priority, which schedule general-purpose systems by assigning a
“priority-based” value to the tasks offline. Then, the dispatcher sorts them
by relevance and time-by-time it executes the first in the ready queue;

— The dynamic priority, which have similar mechanisms, but they assign the
priority depending on the systems’ behaviors at run-time. Thus such values
can change over the time.

According to the developers, the MASON platform is not yet a distributed
toolkit. It requires a single unified memory space, and has no facilities for dis-
tributing models over multiple processes or multiple computers [22]. Designed to

! The fraction of processor time spent in the execution of the task set [7].
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be efficient on a single process, such a simulation tool could also be run simulta-
neously (e.g., multiple MASON instances on multiple threads). In MASON, the
concept of agent has a particular specific interpretation: “a computational entity
which may be scheduled to perform some action, and which can manipulate the
environment. Thus, considering the single process nature of such a platform,
the agent is a series of behaviors associated with its logic model. The time is
conceived discrete, and the agents’ behaviors are scheduled as discrete events
composed of steps [22]. They are:

— scheduleOnce(Steppable agent): Schedules the given agent at the current
time 4 1.0, with an ordering of 0, and returns true;

— scheduleOncelIn(double delta, Steppable agent): Schedules the given
agent at the current time + delta, with an ordering of 0, and returns true;

— Stoppable scheduleRepeating(Steppable agent): Schedules the given
agent at the current time + 1.0, with an ordering of 0.

Moreover, such methods can be called adding more parameters (e.g., order-
ing, steppable agents, time, and intervals) [22].

Similar per time and scheduler discretization, GAMA refers to the agents
as species and to the tasks/behaviors as actions (activable anytime — like the
OneShot behaviors in Jade) and reflex (periodic behavior — like the cyclic in Jade,
with the only difference that they are activable only in the contex in which they
are defined). Recalling that, these kind of schedulers rely on the concept of fized
and dynamic priority. In both MASON and GAMA, such priority is implemented
by using the release time of the behaviors. Despite a broad applicability of such
algorithms, there are significant limitations. Considering the fixed priority, the
task set might become not schedulable due to two main reasons: (i) in the case
the other tasks have a higher priority, the task added at run-time might risk
the starvation (it can be overcome by implementing aging mechanisms), and (i)
although respecting all the deadlines, the priority of the old task set cannot be
updated. With respect to RR and FCFS, this class of scheduling algorithms can
guarantee a higher utilization factor. However, the schedulability analysis has
still to be re-computed at any new task activation.

To finally improve performance and guarantee reliability of the MAS, the
next section addresses the adoption and adaption of the most fitting scheduling
algorithm among the models typical of real-time systems.

3 Improving MAS’ Local Scheduling

This section formalizes the objectives and performance that have been set to
define the most fitting scheduler for MAS discussing pro and cons of the ana-
lyzed algorithms. Moreover, it proposes the mapping of the most relevant agent’s
behaviors with tasks-set model from the real-time theory.

A high utilization factor guarantees a better exploitation of systems with
scarcity of resources. Aiming at employing MAS in IoT systems, this is a cru-
cial feature. Hence, distributed technologies are mainly characterized by limited
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dimensions, which involve limited battery life-time and limited computational
capabilities [3].

In a real-time system, the correct resource allocation to guarantee the timing
constraints is based on an analysis that considers the worst-case scenario for the
set of tasks under evaluation. With respect to the classical approaches, intro-
ducing the concept of a schedulability test to be kept into consideration in a
reservation based negotiation protocol [8] is already a remarkable improvement.
Moreover, incrementing the tasks acceptance ratio, with mechanisms tractable
during the negotiation phases is strategic objective which introduces directly
the most important, which are introducing the possibility of handling aperiodic
requests and being able to guarantee isolation among tasks, thus avoiding inter-
ference due to deadline misses, overrun, and crashes.

Given the features described in Sect.2.1, we consider the set of behaviors
present in Jade as the most suitable to match the real-time task models. Thus,
to determine the best combination of task models and schedulers enabling the
compliance with strict timing constraints and the maximization of the agents’
resource utilization, we propose the following as possible mapping;:

(i) the OneShotBehavior and (i) the WakerBehavior can be represented
with the aperiodic task model. Moreover, a natural mapping occur for the (%ii)
TickerBehavior which fits perfectly the feature of the periodic task model [7].
Finally, assuming the knowledge about external activities and incoming packets
(i.e., minimum inter-arrival) the (iv) MsgReceiverBehaviour can be modeled on
the sporadic task. All the other behaviors and activities not mentioned in the
direct mapping can be expressed as combinations of (7), (i), and (i) models. In
particular, the CompositeBehaviors can be modeled according to the scheduling
theory based on the directed cyclic graphs (DAG) representation [23].

According to such a mapping, the objectives, and the several constraints
imposed by the real-time theory, several scheduling algorithms such as Rate
Monotonic (RM) [24], Earliest Deadline First (EDF) [7], Constant Bandwidth
Server (CBS), Sporadic Server (SS), and Total Bandwidth Server (TBS) can be
considered eligible [25].

3.1 RM and EDF Analysis

Considering a scenario solely involving periodic (and sporadic) tasks, the
scheduling can be performed using RM or EDF (depending on specific require-
ments).

Let us consider a generic task-set I" composed of periodic and sporadic tasks
7;. They have to at least be characterized by release time (r;), computation
time (C;), and relative deadline (D;). Moreover, the parameter (7;) indicates
the period for the periodic tasks and the minimum-interarrival time for the
sporadic tasks.

The assumptions characterizing the traditional schedulability analysis are:
(A1) The instances of a periodic task 7; are regularly activated at a constant
rate. The interval T; between two consecutive activations is the period of the
task. (A2) All instances of a periodic task 7; have the same worst-case execution
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time C;. (A3) All instances of a periodic task 7; have the same relative deadline
D;, which is equal to the period T;. (A4) All tasks in I" are independent; that
is, there are no precedence relations and no resource constraints.

For completion, it is worth to also mention the implicit assumption involved
by A1,A2,A3, and A4: (A5) No task can suspend itself, for example on 1/0O
operations. (A6) All tasks are released as soon as they arrive. (47) All overheads
in the kernel are assumed to be negligible.

Recalling that the processor utilization factor U is the fraction of processor
time spent in the execution of the task set 7], it is calculated as show in Eq. 1. If
U is U > 1 the schedule is not feasible for any algorithm. If U < 1 the schedule is
feasible for EDF and might be schedulable for the others algorithms mentioned

above.
U=27, (1)

RM follows a simple rule, assigning priorities to tasks according to their
request rates. In particular, tasks with higher request rates (shorter periods) get
higher priorities. Being the periods constant, RM performs offline the assignment
of fixed-priorities P; which being static cannot change at run-time. The preemp-
tion mechanism is intrinsic in RM. Hence, the running task can be preempted
by a newly arrived task if it has a shorter period.

Although RM optimality has been proved [7], the maximum U it can guaran-
tee is low, and it is dramatically dependent on the task set’ features. The lower
upper bound is shown in Eq. 2, and for n — oo, U, — [n2.

Unp" =n(2"/? 1) (2)

Finally, it is not always possible to assign and sort the priorities. Hence, in
MAS scenarios, assigning offline priorities based on the tasks’ period is not viable.
It would mean handling coordinately all the priority in the system. Moreover, it
would not cope with the necessity of updating the task-set at run-time.

Thus, it has been investigated which algorithms can satisfy real-time guar-
antees with dynamic priority. The first algorithm analyzed is EDF.

Such an algorithm handles the priority according to the task’s absolute dead-
line (D). Hence, the ready queue is sorted accordingly, and the task getting the
CPU is always the one with earliest deadline. In the case a task with a deadline
earlier than the deadline of the running task is released, a preemption take place
and so forth. According to Horn [26], given a set of n independent tasks with
arbitrary arrival times, any algorithm that at any instant executes the task with
the earliest absolute deadline among all the ready tasks is optimal with respect
to minimizing the maximum lateness.

The EDF complexity is O(n) per task if the ready queue is implemented as
a list, or O(nlogn) per task if the ready queue is implemented as a heap. In the
case of asynchronous activations it goes to O(n?). According to Dertouzos [27]
EDF is optimal. In particular, if a feasible schedule for a given task-set exists,
EDF is able to find it.
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Scheduling with EDF, Eq. 1 is still valid for the calculation of the task-set
utilization factor. However, in this case, the maximum U guaranteed is U = 1.

The acceptability test performed by this algorithm is based on the calculation
of U, which is quite easy to compute, sustainable to be done at run-time, and
incremental. For example, if the U of a given running task-set is 0.7, according
to Eq. 1, by adding a task 7; with C; = 2 and T = 20 we have U = 0.8. Checking
if a new task can be added in run-time to the task-set has a considerably low
computational impact on the CPU and does not require to recompute the whole
algorithm.

EDF improves considerably the performance offered by RM, however, it is
still not enough to fully satisfy MAS needs. Hence, recalling that agents make a
massive use of negotiating services and resources with each other, it highlights
the unsatisfiable requirements by EDF which are (i) the need of mechanisms to
handle aperiodic requests (major outcome of sporadic and unpredictable nego-
tiations) and (%) the need of guaranteeing isolation among tasks (in real-case
scenarios, the tasks’ computational time cannot always be considered ideal and
be trusted by default).

To overcome these two limitations characterizing the basic EDF algorithm,
mainly due to tasks’ dynamic activations and arrival times not known a priori,
the CBS has been analyzed. It maintains the same advantages of EDF (imple-
menting the same mechanism). In addition, it can deal with dynamic admission
tests (whenever a new task might to be added to the system) and provides isola-
tion mechanism, proposing and efficiently implementing a bandwidth reservation
strategy.

The CBS mechanism relies on the basic idea of introducing the concept of
server, which is a periodic task whose purpose is to serve aperiodic requests as
soon as possible. Its computational time (budget) is indicated with Qs, its period
is indicated with Ps, and the ratio Us = Q,/Ps denotes its bandwidth.

When a new task enters the system (maintaining the task-set still schedu-
lable), it get assigned a suitable scheduling deadline (to bound its execution in
the reserved bandwidth) and it is inserted (accordingly to its deadline) in the
EDF ready queue. If the job tries to execute more than expected, its deadline
is postponed. Such a task is still eligible for being executed, but its priority is
decreased minimizing its interference on the other tasks.

For those schedulers which make various use of the concept of server, the
system utilization factor is the sum of the processor utilization factor (see Eq. 1)
and server utilization factor (see Eq.3). Thus the final value is given by Eq. 4.

N @
US—; v (3)
Usys = Up +U; <1 (4)

Finally, if a subset of tasks is handled by a single server, all the tasks in that
subset will share the same budget/bandwidth, so there is no isolation among
them. Nevertheless, all the other tasks in the system are protected against over-
runs occurring in any server.
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Summarizing, Table 2 collects the requirements set for a scheduler to be eli-
gible as local scheduler in real-time compliant MAS. The following table sum-
marizes the most characterizing features of the analyzed scheduling algorithm
with respect to the requirements formalized in Table 3.

Table 2. Improvements required for Local Scheduler.

ID | Requirements

1 | High utilization with bounded response times*

2 | Respect of strict timing constraints (no deadline misses)

3 | Tractable acceptance test (executed during bid)

4 | Isolation among periodic and aperiodic tasks to avoid/minimize interference.
#Sum of reading data/sensors, elaboration, communications, and possible actuation

Table 3. Improvements required for Local Scheduler.

EDF | CBS | Features
© No deadline missed for U < 1

© Utilization based acceptance test

© Providing schedulability test for aperiodic request

© 2| Isolation among tasks

o|o|o|o|o|=
3

SEIEIEEE

o|o/o/ole

© Server support and admission test
2Only between the sub-set of the tasks handled by the server and the periodic task-set

4 Case-Study Evaluation

This section presents the analysis of an agent-based system for telerehabilitation
as a practical case study modeled implementing the CBS mechanism as the local
scheduler. The system is composed of three agents (A, B, and C). Let us assume
that B and C are similar agents deployed on wearable sensors capable of sharing
inertial information. 4 runs on a tablet and is in charge of integrating and
displaying the values received from B and C. The behaviors/tasks running in the
system are:

7 : reading messages,

Ty @ writing messages,

T3 : computing inertial information,

74 : displaying graphically the elaborated inertial information, and
75 : generating the need of inertial information.
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For simplicity, in this example the communication delays among the agents

are assumed to be constant (i.e., 48 = 0.4 = dac = ... = Ocomm). Such a
value is included in the computation time of each communication task (i.e., 71
and 7).

The task-set of agent A is composed of 71, 72, 74, 75. The task-sets of agents
B and C have the same composition which is 71, 79, 73. The tasks’ computation
time and period are specified in Table 4a. The system’s dynamics are represented
in Fig. 2a.

(b)
15 17 35 37 55 57
28 32 48 52
[ [1
14 15 34 35 54 55
28 34 48 54
[1
35 36 55 56
29 35 49 55

Fig. 2. System representation in: (a) AUML, (b) tasks scheduling.

As introduced in the previous section, the CBS can provide isolation among
aperiodic and periodic tasks. In this case study, 7, 7, and 75 are aperiodic,
having different characteristics and scopes. Therefore, the common practice is
to assign them to independent servers [7] (e.g., 71 — $1, T2 — S2, and 75 — $5)
characterized as shown in Table 4b where P, = T and Cs = Q.

When the system starts, at ¢ = 0, A has only scheduled 71,72, 75. Thus,
according to Eq. 4 its utilization factor is U = 0,25. At the same instant, accord-
ing to the same formula, B and C have U = 0,2, since they only have 7, and m
in the set task.

The execution of task 75 (at ¢t = 1) generates in A the need for information
produced by the execution of task 73 from both B and C. If adding such a task to
the analysis Eq. 4 is still respected and if the negotiation for on agents 5 and C
get accomplished, task 74 is added to the task-set. Considering that U, = 0,2,
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Table 4. Agents’ task-sets

(a) tasks parameters (b) Servers’ parameters
Agent t C T Server Q T
.A, B, C T1 1 — S1 2 20
A B,C - 1 - s9 2 20

B,C T3 6 20 S5 1 20
A T4 4 20
A Ts 1 —

we have U4 = 0,6 < 1, so the task-set of A is still schedulable. The contribution
in terms of U; given by 73 in B and C is Us = (6/20) = 0, 3. Thus the admission
control executed during the negotiation phase at t = 2 (in B) and ¢ = 3 (in C)
gives a positive response to its activation, being UP€ = 0,5 < 1. Therefore, 74
is activated for the first time at ¢t = 8 (see Fig. 2b).

This practical example aims at (i) showing how the CBS scheduling algo-
rithm would operate if employed in MAS, (i) confirming its crucial support for
a reservation-based negotiation protocol [8], (7) confirming the capability of
satisfying the requirement presented in Table2, and finally (iv) ow it is fully
compliant with the MAS standards for agent interactions [28].

5 Conclusions

A plethora of scientific contributions deal with resource/task allocation among
distributed entities. In particular, the agent-based approach revealed to be
prominent to foster the development of such systems. In most of the proposed
solutions, the execution of the allocated task is given for granted. Nevertheless,
in real safety-critical applications, this is a naive and unsustainable assumption.
This paper showed that general-purpose scheduling algorithms neither consider
the deadline notion nor can provide any timing guarantee. Therefore, to purse
MAS reliability, the local scheduler is a crucial component that needs to be
updated, in current and/or future platforms. Aiming at providing a better under-
standing of the limitations of current local scheduling algorithms of MAS, their
mechanisms have been presented and analyzed. The proposed solution is to adopt
and adapt real-time scheduling models for multi-agent applications and scenar-
ios. Thus, based on the current approaches, it has been proposed a mapping of
agent’s tasks/behaviors/actions with real-time scheduling models. Finally, the
case study of an agent-based telerehabilitation system it has been proposed to
prove the suitability of the aforementioned discussion while respecting the MAS
standards.

Guaranteeing bounded execution times is a fundamental building block to
support a reservation-based negotiation protocol. Moreover, although formal ver-
ification methodologies checking on time and resource bounds have been pro-
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posed [29], integrating real-time scheduling algorithms into agent-oriented plat-
forms requires ad-hoc adaptations based on the actual framework used in the
systems if possible (e.g., due to the unpredictability of the JVM, java-based plat-
form make impossible to provide anyhow strict guarantees). Thus, assembling
an infrastructure for real-time compliant MAS is a priority.
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Abstract. In this article we present theoretical results for an epistemic
strategy logic with past operators, PKSL. In PKSL, agents are able to
choose their strategies depending on past moves of other agents. This
strictly extends the expressive power of some well-known epistemic strat-
egy logics, which we illustrate by modelling forward induction: a ratio-
nality criterion, called admissibility, may be defined over agent’s strate-
gies. Admissibility specifies coherence conditions between past and future
actions, inducing new conditions for the availability of optimal strategies.
We also give a resolution algorithm for PKSL model-checking. It runs
in exponential time, while the satisfiability problem is undecidable, as is
the case for similar logics for strategies such as Strategy Logic.

1 Introduction

Strategy Logic (SL), provides formal tools to model the ability of agents or coali-
tions of agents to ensure temporal properties in strategic contexts. Two versions
of SL actually exist in the literature: the first one [1] considered interactions
between two players in a turn-based game. The second one [2] extends it to
concurrent games between any finite number of agents. In the remainder of this
paper, we only refer to the latter.

In SL, one considers sequences of transitions between possible states of a
modelled system. In these states agents can concurrently perform actions, deter-
mining transitions to other states.

Strategy logic has powerful modelling possibilities. But more may be needed.
In SL, an agent is able to reach a goal if she can perform (play) a conditioned
sequence of actions (a strategy) ensuring the realisation of that goal. But how
to build this strategy is not addressed. A classical illustration of this restriction
is the problem of how to open a strong-box: for any password, any agent is able
to compose it. So, the agent has a winning strategy to open the strong-box. But
she cannot be called able to open the strong-box.

This problem can be solved by modelling our agent’s knowledge: in order
to open the strong-box, the agent needs to know the password. Knowledge is
interpreted by identifying, for every agent, an equivalence relation over state
descriptions. This means that the agent cannot distinguish between two states in
this relation. To realise a goal, the agent must have an efficient uniform strategy,
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selecting the same action in two states she is unable to distinguish. This notion of
ability therefore combines knowledge and performing actions. Formal approaches
include epistemic multi-agent logics [3,4] and epistemic strategy logics (ESL)
[5-7].

Combining agents’ knowledge and their ability to achieve goals raises the
question of how agents observe the actions performed by other agents. For exam-
ple in a semantic game featuring two agents Alice and Bob, if Alice performs
an action, is it (always/sometimes/conditionally) the case that, after she did,
Bob knows it? How does Bob’s ability to achieve his goals depend on his obser-
vance of Alice actions? This consideration reaches the concern of Dynamic Epis-
temic Logic (DEL) [8], in which agents perform actions that may or may not be
observed by the other agents.

In this article, we exhibit a situation where Bob’s ability to anticipate Alice’s
moves depends on his knowledge about her past actions. Assuming that Alice
moves are coherent along time, Bob may partially deduce her future moves,
based on his knowledge about her past moves. Therefore, he can decide on his
strategy to play. So, the knowledge Bob has about what happened so far affects
the payoff he can ensure in the game.

To formalise such forward inductive reasoning, we use an epistemic strategy
logic with past temporal operators called Past Knowledge Strategy Logic (PKSL)
[9]. Past temporal logics have already been widely explored [10,11] and studied in
multi-agent settings [12-14] but, to the best of our knowledge, PKSL is the first
formalism featuring past time and explicit strategy quantification. Therefore it is
the first formalism enabling the characterisation of forward inductive reasoning.

We close the introduction with an overview of our contribution. In Sect. 2
we introduce forward induction reasoning. In Sect. 3 we present the syntax and
the semantics of PKSL. As an example of the use of past temporal operators
we formalise forward induction in Sect.4, and we show that the use of past
temporal operators is strictly necessary for this formalisation. In Sect. 5 we give
the main complexity results for PKSL: we give an EXPTIME executing model-
checking algorithm and we prove that PKSL satisfiability problem is undecidable.
Section 6 contains the conclusions.

2 Forward Induction

Figure1(a) features a classical example of a coordination game, commonly
referred to as the stag hunt [15]. There are two players, Alice (A) and Bob (B).
The game starts at state sp, in which each agent P € {A, B} can play either a
risky action Rp or a safe one Sp. This leads them to a state in {s1, sa, s3, 84} for
which payoffs are indicated in the figure. For example, if the game reaches state
sa, then Alice gets payoff 0 and Bob gets payoff 7.

By taking a risk, each player can expect the highest payoff (10) if her partner
also takes the risk, but may also not gain anything otherwise. And by playing
safely she ensures herself a payoff of at least 7 but she renounces to a payoff
larger than 8. For each player, considering as fixed the other player’s strategy ¢,
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Fig. 1. An illustration of forward induction

the optimal strategy is to play ¢ as well. But there is no strategy that is optimal
against any strategy of the other player (we say players do not have dominant
strategies). In a nutshell, each player has interest in playing the same strategy
as her partner, but has no means to identify it.

Things may differ depending on what led to this situation. Look at state sg
in model My (Fig. 1(b)). The only difference with M; lies in the circumstances
which have led to state sg. Indeed, the initial state of the model is still sg. But
now this state has an incoming transition from state s;. For an execution, being
in state sy therefore means having been in state s5 before. From state s5, Alice
has two choices: either play Q4 and get an ensured payoff of 9 in state sg or play
Ca and enter a game similar to the one in Fig. 1(a) from state sq.

So, a game starting at state sg is a game for which Alice has already
renounced to an ensured payoff of 9. Then, playing S for a maximal expected
payoff of 8 would not make her overall strategy rational (also called admissible
[16,17]) and Bob has some reasons to think Alice would better play R4. Assum-
ing that, Bob can either play Sp and get payoff 7 or play Rp and get payoff 10.
Clearly, given that Alice is rational and will play R4, Bob’s optimal strategy is
to play Rp. Bob does not have a dominant strategy (he has no strategy that is
optimal against any strategy for Alice), but he has a strategy (playing R4) that
is optimal against any admissible strategy for Alice.

In such reasoning, called forward induction [18,19], Bob eliminates certain
future moves for Alice, based on his observations of her past moves. We illustrate
this point with model M3 in (Fig. 1(c)). The dashed edge between states sy and
sg is a modelling of Bob’s knowledge. More precisely, it means that Bob is not
able to distinguish between sg and sg. When the game is in state sg, Bob does not
know if Alice just made the choice not to take payoff (9,9), or if she renounced to
payoff (6,6) instead. In this last case, S4 would still be an admissible choice for
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Alice. So, playing action Rp is optimal for Bob against any admissible strategy
for Alice, but he does not know it is.

3 PKSL

Let us present PKSL syntax. It distinguishes between state and path formulas.
In addition to boolean operators, state formulas bring strategic material: for
each agent a, an existential quantifier 3%x, over the set of strategies that are
available for a, a binder |., stating that the (previously quantified) strategy
z is played in the current semantic game (it is added to the current context)
and an unbinder 1%, by which a strategy is deleted from the current context.
Our logic enables strategy refinements for agents: in a given context, an agent
may be committed to different strategies at a time. Then she plays the actions
enabled by these different strategies. In case she cannot (if she is committed to
contradictory strategies), the execution stops. For more details about strategy
refinement see [20,21]. Path formulas describe the future, with classical LTL
operators X and U, or the past, with symmetrical operators P (previous) and S
(since). We also define Forward Knowledge Strategy Logic (FKSL), the fragment
of PKSL without past temporal formulas.

Definition 1 (PKSL,FKSL). Let Ag be a set of agents, let At be a set of
propositions, and let X be a set of (strategy) variables. Then the set of PKSL
pseudo-formulas is defined by the following grammar:

- State formulas: i =p| W | VAV ]| TP |l 0 |17 ¢ | Ko

—  Path formulas: p=C|¢
o Future: = [=C[CACIXC[CUC
o Past: =y | [ ENEPE|ESE

where a € Ag,p € At and x € X. The set of FKSL pseudo-formulas is defined
by deleting past path formulas from the above grammar.

As strategy variable names are taken into account in the semantics of formulas,
some care must be taken when a quantifier is encountered. Thus, well-formed for-
mulas are pseudo-formulas such that every quantifier introduces a fresh strategy
variable with regard to the scope in which it appears. The universal quantifiers
V?z and booleans V,— and « are introduced in the usual way. The some time
in the future operator is given by F (for any future formula, F¢ := T U () and
its dual always in the future by G. Their respective past counterparts are writ-
ten F~1 (some time in the past) and G=! (always in the past). Formulas are
evaluated in Concurrent Epistemic Transition Systems (CETSs):

Definition 2. Let us consider a given set of propositions At and a given set of
agents Ag. Then, a CETS is a tuple M = (St,v,{Ra}tacag, Act, so) where:

— St is an enumerable non-empty set of states.
- v: St — P(At) is a valuation function which maps each state s to the set of
propositions true at s.
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— For each a € Ag, R, is an equivalence accessibility relation, inducing a par-
tition [St], of St. For any state s, we write [s], for {s' € St | (s,s') € Ry}

— For each a € Ag, Act, is an enumerable set of actions, each action being
a binary relation between elements of St. Then, Act = UaeAg Acty. In a
semantic game, agents know the set of actions they may play and the set of
actions they may have just played. So, an action ac € Act, is such that there
are C1 and Co in P([St],) such that dom(ac) = UCy and img(ac) = UCy
(where dom(ac) and img(ac) respectively denote the left and right projection
of ac).

— 89 € St is the initial state.

In SL, agents use full-memory strategies, deciding their actions, at each state
of an execution, depending on the full history of previously visited states. This
use implicitly assumes that agents have perfect knowledge about the history of
previously visited states. In PKSL no a priori assumption is made about the
knowledge agents have about the past. Therefore agents make use of uniform
memoryless strategies, depending only on their knowledge of the current state.
Since the notion of memory refers to the particular knowledge of agents, the
restriction to memoryless strategies is relative to the different agents for which
strategies are considered. This is why the existential quantifier of PKSL is param-
eterised by an agent (see Definition 1). This is also why we introduce definition
for both a strategy and a strategy for an agent, the former being the couple of
an agent and a strategy for this agent:

Definition 3 (Strategy)

— A strategy ¢ for an agent a is a map with domain of definition dom(s) =
Uace e, dom(ac). Given an equivalence class [s]l, C dom(s), it yields an
action ac, for a such that [s], C dom(acg).

— A strategy is the couple ¢, = (m1(Sa), m2(sa)) of an agent w1(s,) = a and a
strategy ma(sa) = < for a.

As for SL or USL [20,21], the evaluation of PKSL formulas is relative to a
strategic context. However, contrary to SL, in a strategy context PKSL adopts
the USL distinction between the part keeping track of the strategy variables
instanciations (the assignment) and the part storing binding of agents to strate-
gies (the commitment):

Definition 4 (Assignment, commitment, context)

— An assignment « is a map which, given a strategy variable x in its domain
of definition, yields a strategy a(z).

— A commitment 7y is a set of variables gathering bindings of strategies to their
relative agents.

— A context & is a “well-formed” pair (o, ) of an assignment o and a commit-
ment vy, that is a pair such that each strategy variable in the commitment is
instantiated: v C dom(«).
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During the semantic evaluation of a formula, a context k = (a,7) must
be transformed as we encounter a strategy quantifier 3%z, a binding |, or an
unbinding 1% operator. We write a[z +— ] the assignment of domain dom(a) U
{z} such that af[z — ¢](x) = ¢ and for all y € dom(a)\ {z}, a[z — <](y) = a(y).
This notation is extended to contexts: K[z — ] = (afx — <],7). We also write
kU {x} (respectively x \ {z}) for the context (a,v U {z}) (respectively (v, \
{z})). Furthermore, if v = dom(«a) = {zo,x1,...,2;}, then we commonly write
(a(zg), a(x1), ..., a(x;)) for the context (7).

A context k induces possible incomes and outcomes from a state s. These
are the set of executions that can be if, from (respectively up to) s, agents play
(respectively have played) according to the strategies stored in x. To define the
income and outcome functions, we need to introduce ezxecutions and the set of
possible immediate successors of a state, given a context.

Definition 5 (Execution, Successor). Let M be a CETS, let k = (a,7) be
a context for M and let s be a state in M.

— An execution A is a non-empty finite or infinite |inf y, supy[-indezed sequence
of state \; (with i €]infy, supy[). It is such that infy € Z= U {—oo} and
supy € ZT U{oo}. Given i €linfy, sup,[, we write Ag; for the subsequence of
A ending at index i, and \x; for its subsequence starting at index 7.

— The successor function succy : St — P(St) induced by k characterises, for
any state s, the set of transitions that are possible if each agent respects the
different strategies it is bound to. It is defined by the intersection of the differ-
ent sets of potential successors allowed by these different strategies from this
state:

succ,(s) = {s" € St | for all z € ,
if a(x) = (a,s,) and [s], € dom(s), then (s,s") € s([s]a)}

Now, one can decide wether a sequence of states A is possible under context «,
by checking wether for each subsequence s; - s;+1 of A, it is the case that s;41
is a potential successor of s; (that is whether s;11 € succi(s;)). This yields a
set of potential executions under context . Given a state s, we call in-outcomes
of k and s the set of potential executions under x which contain at least one
occurence of s. Given state s, the in-outcomes of k and s can alternatively be
introduced as the set of scenarios that may be occuring if the execution is in
state s.

Definition 6 (In-outcomes)

— The in-outcomes of k and s in M is the set |/0(k, s) of executions A such that
Ao = s and, for anyi € Z, if infy < i andi+1 < supy, then A\iy1 € succ,(\;).
We also call outcomes (respectively incomes) of k and s and we write 0(k, s)
(respectively |(k, s)) the set {A>o0}xei/ok,s) (Tespectively {A<o}rei/o(x,s))-

Note that the successor function induced by a context x may indicate the
empty set. So the outcomes, and incomes, of a context in a given state may
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contain finite executions. In such cases, we adopt the classical interpretation
of temporal operators from Linear Temporal Logic in finite traces (LTLy) [22].
Now we give the truth conditions for PKSL formulas. Truth conditions for FKSL
formulas are obtained by ignoring clauses for P and S in the following definition.

Definition 7 (Satisfaction). Let M be a CETS, with the notations of
Definition 2. Let k be a context, s be a state in St and X\ be an execution. Then:

— State formulas

Mk, s EDpiff p € v(s), with p € At

Mk, s |E Y iff Mk, s =

M k,s E iy AN iff M k,s E 1 and M|k, s |= 1o

M, k,s |E 3% iff there is a strategy < for a such that M, k[x — <], s =

M, k,s Ely ¢ iff for all X € 1/0(k U {z},s), M,k U{z}, A\ E ¢

Mk, s ET% @ iff for all A € 1/0(k\ {z},s), M, s\ {z}, \ E ¢

M,r,s b= Katp iff for all s' € [sla M, (o, 0), 5" = 1

— Path formulas

Mk, AN EY iff Mok, Mo E ¥, if ¥ is a state formula

Mg, A E —@ iff Mok, A @

Mk, ANE 01 Aps iff Mk, E o1 and M, K, A = pa

M, kN = XC iff [Aso| > 1 and M, 5, A1 = C

M, g, A = G U (e iff there is a number @ € N such that |Aso| > i, such

that M, k,As; = G and such that for any 0 < j < i, M,k,As; = (.

MK, ’: P§ fo |)\<0| > 1 and M,I'i,)\gfl |:§

o M.k, X\ [= &S iff there is a number i € N such that |Ago| > i, such
that M, k, A¢_; = & and such that for any 0 < j < i, M,k A¢_; E &

Given the empty context kg and a formula ¥, we write M,s = ¢ for
M7’<5@78 ':1)1}7 and M ':wfoersO ':1/)

4 Expressive Power

In this section we discuss the expressive power of PKSL. First, we formalise
forward induction in PKSL (Sect.4.1). Then we prove that forward induction is
not expressible in FKSL (Sect. 4.2).

4.1 PKSL and Forward Induction

First we formalise, in PKSL, the notions of admissible and forward inductive
optimal strategies at stake with models My, My and Msj.

To formalise admissible strategies, let us first give a logical interpretation of
payoffs labelling states in models. One can find similar such embedding of game
utilities in a logical model in, eg., [23]. In models M7, My and M3, expression
P4 p =n, f means that Alice gets payoff n and Bob get payoff k. This syntax
does not fit PKSL. To adapt it, for each agent a and k € [0, ...10] we introduce
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a proposition p} stating that the payoff obtained by a is at least k. Then, for all
n,k € [0,...10], Pa,g = n,k is interpreted as a shortcut for the set of proposi-
tions {P{q}z’e[o,i..n] U {pf }iefo....k)- This comes with the definition for a subclass
of CETSs for the interpretation of finite games that we call CETSs for finite
games.

Definition 8. Let M = (St,v,{Ra}acay, Act, so) be a CETS and let n € N.
Then M is a CETS for finite game with payoffs up to n (written n-CETS) if
the following conditions are met:

~ The domain is partitioned into terminal states St' and non-terminal states
Stt: St = SttU St

— For each integer k < n and each agent a, there is a proposition pg.

— For each s € St and for each a € Ag there is an integer k* < n such that
v(s) = Ugeay ({0t oshe)-

— For each s € St™ k< n and a € Ag,p{ ¢ v(s).

— For each a € Ag, there is a specific action null®. It is such that null® =
{(s, s)}sestt. Furthermore, for each ac € Act\ {null"}qe a4, dom(ac) C St™.

— There is no infinite sequence acy - acy --- of elements in Act \ {null}oecaq
such that for all k € N,img(ac) N dom(acg+1) # 0.

Now we can define optimal, dominant and admissible strategies in a two
player game. First, given a strategy y for agent b, strategy z is better for a
against y than 2’ (betterg;b(:ﬂ,x’)) if and only if, given that b plays y, then by
playing x,a ensures herself a payoff at least equal to that ensured by playing
z'. Given strategy y for b, strategy x is an optimal strategy for a (optg;b(x)) if
and only if it is better than any strategy for a. Now, strategy x for a (weakly)
dominates strategy ' (dom®(x,z')) if it is better than x against any strategy
y for b and there is a strategy vy for b against which z’ is not better than z.
A strategy for an agent is admissible (adm®(z)) if it is not dominated by any
strategy for this agent. Formally:

Definition 9. Let a and b be two agents, let x and x’ be strategies for a and y
be a strategy for b. Then:

- betterz;b(a:,x’) = /\keK ((lylw/ FpZ) - (lylx FpZ))

- optdi(x) := Vaz’betterZ‘b(x,z’)

Yz, 2) = (Vy betterz;b(:c,x')) A (Fys ﬁbetter;;b(m’,x))
xq) := Vo' -dom® (2, x)

— dom®(
— adm“(

We also need to identify those strategies that, at some point of a game,
may have been played so far. From any state s, a potentially played strategy is
a strategy that may have been played to reach state s. More formally, it is a
strategy enabling incoming transitions to s. As an illustration, consider model
My from Fig. 1(b). State sg is reachable only by a transition from state ss,
for which Alice plays action C4. Therefore at sg, the strategy binding Alice to
action C4 is a strategy potentially played by Alice. On the other hand, state
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sp cannot be reached if Alice plays a strategy binding her to action Q4 from
state s5. Therefore, this strategy is not a potentially played strategy at so. This
notion is characterised by a PKSL formula in the following definition. Intuitively,
formula Pot®(z) is true at state s if and only if = stands for a strategy ¢ for a
such that either

— there is no incoming transition to s
— or there is a state s’ and a transition to s (from s’) such that ¢ is played (i.e.
such that s € ¢(s’)) and Pot”(x) is true at s'.

Definition 10 (Pot®(x)). Let x be a strategy variable and let a be an agent.
Then,

Pot*(w) i=1. 6™ (17 (\/ 3y Ly (PT)) = (L« (PT)))

ac€Ag

In models from Fig. 1, forward inductive reasoning for Bob consists in the
identification of a strategy that is optimal against any admissible strategy poten-
tially played so far by Alice. Predicate Opt-FI1%® generalises the existence of such
a strategy in a two players game:

Opt-FIb@ .= Elby{ K, V“x((Pot“(x)/\ Lo (G™L(1% adm®(2)))) — optf;;a(y))}

Formula Opt—FIb;“ states that b has a strategy she knows to be optimal against
any admissible strategy a may have been playing so far. We illustrate its satis-
faction conditions with models M7, M5 and M3 from Fig. 1:

Proposition 1. M ¥ Opt-FI”* M, = Opt-FI"* M3 ¥ Opt-FIP4

Proof. In models M7, M5 and Mg, a strategy for Bob consists in a choice of an
action in {Rp,Sp} from either state s (in M; and May) or set of states {so, ss}
(in M3). we write them 7, and 7.

Similarly, in M strategies for Alice consist in choosing between actions
R4 and S4 in sg. We write them ¢, and ¢;. There is no possible transi-
tion to so in the model, so Mi,s0 ¥ V,c4,(3% |y (PT)) and, for any

S € {sr S5}, M, ({(x— (A, 6))),Y0), 50 = Pot” (). Now, since M1, (., 71.), so =
pro and My, (S5, 7), 80 ¥ pro, we have that My, ({(x — (A, ¢)), (2 —
(A0, (y — (By7:))),70),50 F better‘;‘B(x,x/) and so, Mj, ({((z +
(A, 6s)), (@ — (A,;6:))),7p), S0 B domA(x,x’). Similarly, since My, (g5, 7s), S0 =
Fpg‘ and My, (s, 7s), S0 ¥ Fp?, we have that My, ({(x — (A,¢)), (@ —
(A, 6))),v0), 50 K domA(x',x). Thus for any ¢ € {¢,s}, M1, {{((z —
(A,6)),),70), 50 = adm? (). Since My, (s, 7.), 50 = Fplyy and My, (s, 7s), 50 #
Fpﬁ)ﬂ we have that M, <<(.”L‘ = <A7§7’>)7 (y = <B>TS>)7 (yl = <Bﬂ7—r>)>77®>750 #
better (y,y) and thus My, (((z — (A,5)), (y — (B, 7)), %), 50 ¥ ot (y).
Similarly, My, ({(z — (A,s)), (¥ — (A, 7)), 7), 50 ¥ optZ4(y’). Hence for
any 7 € {7, 7}, formula

KBVAx((PotA(z)/\ le (GTH(P” admA(x)))) — optf?B(y))
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is true in sg with context (((y — (B, 7))),¥p)-

In Ms, strategies for Alice reduce to a pair of choices in {g, =
(QA)RA)agqs = (QAySA)a’;cr = (CAaRA)7§CS = (CAasA)} from states S5 and
s0. Strategies ¢4 and ¢4s do not enable any incoming transition to state sg, so
they don’t satisfy predicate Pot” at state so. Strategies for Bob reduce to a choice
between Sp and Rp. As for model M, we denote them by 7, and 7. Now, we
claim that ¢ is dominated by ¢;s. Indeed, for any 7 € {75, 7}, Mo, (T, 644), 85 =
Fps and Mo, (T,60s), 55 ¥ Fpis. So Ma({(z — (A, ces)))s70), 85 ¥ adm?(z).
One also checks that ¢, is not dominated by any strategy in ss, so that
Ma({(x = (A, ), 70)550 = admA(x)' Now, since My, (Ser, 1), S0 = pr()
and Moy, (Sery Ts), S0 pro we have that by playing 7,. Bob would ensure him-
self the maximal payoff against the unique admissible strategy <., (predicate
opt5i4(r,) is satisfied). Since [so]p = {so}, it is the case that for any s € [so]p,
formula

v ((Pot™ (@)A Lo (671(17 adm™(2)))) — optF(y))

is true in s with context ({(y — (B, 7+))), V).

The situation in model M3 is the same, except that Bob does not know
whether Alice renounced to payoff (9,9) or (6,6). So he does not know whether
Ges is an admissible strategy for Alice. It happens not to be, so that strategy 7,
is optimal against any admissible strategy for Alice, but Bob does not know it:
with context ({(y — (B,7,))),7g), formula

vz ((Pot™(2)n L (G71(1 adm™(2)))) — optZ (y))

is true in state sg, but false in state sg. So we have M3 ¥ Opt—FIB;A.

4.2 PKSL Is Strictly More Expressive than Its Version Without
Past

We do not give comparison theorems between PKSL and existing formalisms
such as SL [2], USL [20,21], ESL [5] or ESL [6], but instead we prove that the
framgent of PKSL without past operators (FKSL) is strictly less expressive than
PKSL. The reasons for this treatment are twofold:

— The fragment FKSL is very similar to ESL [5] and ESL [6], which extend
SL with epistemic operators. Still, there are some technical particularities for
each of these languages. In particular, the definition of actions in CETSs
relaxes some intersection constraints from models used in [2,5,6]. This
USL [20,21] flavour of PKSL and FKSL enables the assignment of an agent to
several strategies at a time and contexts resulting in finite executions. Treat-
ing this kind of differences would have led us far from our main focus, which
is the expressivity of backward operators.

— Therefore, we give a theorem that isolates the expressivity of backward oper-
ators, stating that PKSL is strictly more expressive than FKSL. This result
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holds for any language with backward operators: one can add backward oper-
ators to any logic £ in { SL [2], ESL [5], ESL [6]}, call the logic obtained PL
and prove that PL is strictly more expressive than £ just has we give this
result for £ = FKSL.

Basically, without past time operators, one cannot distinguish between two
models M and M’ differing only in parts that are not accessible from their
initial state. To formalise this idea, we introduce notions of forward reachable
states and forward submodels. Let M be a CETS and let s be a state in M,
then for any state s’, we say that s’ is forward reachable from s if and only if
there is a finite sequence of state sg, s1,...,s; such that sqg = s,s;, = s’ and
for all i € [0,...k — 1], either s;11 € succy,(s;) or there is a € Ag such that
Si+1 € [8i]a- Now, let us define forward submodels:

Definition 11. Let M = (St,v,{Ra}acag, S0) be a CETS and let s be a state
in M. We call the forward submodel of M the CETS Mp = (St\r, vF,

{RaIF}aeAm UaeAg{aCTF}aceActaa30> such that :

- Styp={s" € St | is forward reachable from so}

— v 15 the projection of v upon St;F.

~ For each a € Ag,Ra1p = Ra N (St1r x St1r) and for each ac € Acty, acyp =
acn (St[F X SL‘(F),

The restriction to reachable states extends to strategies and contexts: let
M be a CETS and let a be an agent in M. Let also ¢ be a strategy for a
in M. Then g5 designates the strategy for a in M such that dom(s;p) =
dom(s) N Sty and for all [s], € dom(s;r),s17([s]la) = s([s]a)1F- Now, let kK =
(a,y) be a context, then k;p = (a;r,7), where dom(a;r) = dom(a) and for all
s € dom(a), ayr(z) = (1 (a(a), ma(alw)) ).

Theorem 1. Let M = (St,v,Ag,{Ra},s0) be a CETS, let k be a con-
text and s be a state in M. Then for any FKSL formula ¥: M k,s0
Y iff Myp, ke, so b= 1.

Proof. By structural induction upon ¢.

Now, from Proposition 1 in Sect. 4.2, we have that formula Opt—FIB;A dis-
tinguishes between models M; and My from Fig. 1. This brings the following
corollary:

Corollary 1. PKSL is strictly more expressive than FKSL. Specifically, let a
and b be two agents, then formula Opt-FI"® is not expressible in FKSL.

5 Complexity

In this section we tackle the model-checking (MC(PKSL)) and satisfiability
(SAT(PKSL)) problems for PKSL.
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5.1 Model-Checking

Here, we give a lower bound for MC(PKSL), which is PSPACE-hard and we
describe a decision algorithm for this problem. For lack of space, we cannot
include the full algorithm here. It runs in exponential time.

First, let us identify any instance of MC(LT'L) as an instance of MC(PKSL):

Proposition 2. Let ¢ be an LTL formula, let K = (St,v, R, so) be a Kripke
structure. Let us also consider the CETS My (St,v,{a},{Ra = St*},{ac, =
R}, s0). Then it is the case that My, so |E V@ . ¢ iff for any path X in IC such
that Ao = Sg, A ':LTL Pp.

Proof. In My, the only strategy ¢ that the only agent a may play is the one
counsisting in playing ac, from any state. Then we have that My, so |E V%2 |, ¢
iff for any A € 1/0({s), s0), Mk, (s), A = ¢, iff for any path A in K such that
Ao = 80, A FELTL ¥

This proposition straightly brings our lower bound for MC(PKSL):
Corollary 2. MC(PKSL) is PSPACE-hard.

Now, our decision procedure makes use of restrictions of CETSs and strategy
contexts to Kripke models. Let ¢ be a PKSL path formula. We first introduce
a notation enabling to treat ¢ as an LTL formula whose atoms are the state
subformulas of ¢: we write Q(¢) the set of maximal state subformulas of ¢ (i.e.
its set of state subformulas 1 such that 1t is not a proper subformula of any
other state proper subformula of ). We then write LT L(y) the formula obtained
from ¢ by:

— replacing each subformula 1) in Q(y) by a new atom 1.
— if the resulting formula is a past formula, then replacing each occurrence of

P by X and each occurrence of S by U.

Let M = (At,v,{Ra}acaq, Act,s0) be a CETS, k be a context for M, s
be a state in M, and ¢ be an LTL formula. We define two Kripke mod-
els, IC/J(AJi = (At,v,R") and Ky, = (At,v,R™). They are such that :
Rt ={(s,8') € St* | §' € succy(s)} and R~ = {(s',5) € St* | s’ € succx(s)}. To
decide MC(PKSL(M, &, s, ¢)), our procedure is recursive: quantifiers are treated
by enumeration of strategies, binders and unbinders update models leer and
K- For temporal subformulas ¢ we call, as oracle, the model-checking for Lin-
ear Temporal Logic on finite traces MC(LT L) [22] of formula LT L(¢p), either in
model ICX/M (for future subformulas) or in model K . (for past subformulas).

Proposition 3. MC(PKSL) can be decided in exponential time.

Proof. A strategy context can be stored in space (O(]St|x |Act|) and the problem
used as oracle (MC(LT Ly)) is PSPACE-complete [22]. Now, cases for K, and 3"a
quantify over executions of MC(PKSL) and case for — introduces a quantifier
alternation. So, MC(PKSL) can be solved by an alternating Turing machine
using polynomial space. Therefore it is in class APSPACE, which is equivalent to
ExpTIME [24].
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5.2 Satisfiability

Just as for SL, there is no recursive procedure to decide the satisfiability of PKSL.
More precisely, neither epistemic nor past time operators are needed to make
this problem undecidable. In this section, we sketch a reduction of SAT(FKSL)
to the highly undecidable recurrent tiling problem (RTC) [25]. For a full detailed
similar reduction, one can refer to the proof for SL in [26].

An instance of the recurrent tiling problem Z = (7, H,V, ty) is given by: a
set 7 of tile types, two type relations H and V in 7 x 7 and a distinguished type
to € 7. For any RTC instance Z, RTC(Z) asks whether there is a mapping f : N x
N — 7 such that : for all i, € N, H(f(3,5), f(i+1,5)) and V(f(3,5), f(i,j+1))
and there is an infinite set Iy C N such that for all i € Iy, f(0,¢) = to. For each
such instance 7, one can build a FKSL sentence 7 such that ¢z is satisfiable
if and only if Z has a solution.

Formula 7 is the conjunction of two formulas 97 and ¢*P*¢(Z). For sake
of place, we just give a brief description of these formulas.

Formula 97 is common for all instances of RTC. It ensures the existence
of a supporting grid matching N x N. In a model of ©9%¢, the set of states
is made of an initial state p, and for any 4,7 € N x N, a state s;; figuring
the corresponding node in the grid. From state p, there is exactly one possible
transition to any state s; ; . This transition results from two agent’s choices, A
choosing the column by playing action aca,; and B choosing the row by playing
acp ;. From any state s; ; in the grid there are exactly two possible transitions,
one going to s;4+1,; and the other one going to s; j41. These transitions result
from choices of a third agent C, playing either action Sy or Sy .

Formula ¢°P¢¢(Z) induces the proper tiling specifications for Z. So, it ensures
that each state s;; in the grid is labelled by a type in 7 such that relations
H and V are respected. It also formalises the satisfaction of the recurrent tile
condition.

Our undecidability result lies on the following lemmas:

Lemma 1. Let Z be an instance of the recurrent tiling problem, then any model
of 9" N pPec(T) is a solution to RTC(Z).

Lemma 2. Let T = (T,H,V,ty) be an instance of the recurrent tiling problem
and let f : N x N — T be a solution for . Then f induces a model for 7% A
().

These two lemmas together state that for any instance Z of RTC, 7 has a solu-
tion if and only if 9% A ©*P¢¢(7) has a model, which brings our undecidability
result:

Theorem 2. SAT(FKSL) is higly undecidable.

6 Conclusion and Future Works

In this article we presented some theoretical results for PKSL. This logic builds
upon Epistemic Strategy Logics [5-7], by introducing past temporal operators.
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In PKSL we can specify the knowledge that agents may have about the evo-
lution of a system, be it about its future or about its past. We proved that
PKSL is strictly more expressive than FKSL, its fragment without past tem-
poral operators. To illustrate this additional expressive power we formalised, in
PKSL, forward induction reasoning and a characterisation of the related solution
concept. We also gave an exponential time running algorithm for PKSL model
checking problem, and showed that its satisfiability problem is undecidable.

Since we can reason about knowledge agents have about the past, PKSL
opens research directions on the concept of memory. Memory is usually a meta-
logical property constraining the set of available strategies for agents. Model-
checking games with imperfect information and full memory is proved to be
undecidable. On an other hand, model checking epistemic strategy logics with
memoryless strategies is implementable [27]. Therefore, a contemporary research
effort consists in searching fragments of SL and restrictions over the knowledge
structure that bring decidable model-checking [28,29].

We adopt a different perspective. In PKSL indeed, memory is not assumed
but becomes a set of verifiable logical properties. Even though the seman-
tics exclusively uses memoryless strategies, agents are able to choose strategies
depending on their knowledge of the past. The use of memoryless strategies
instead of full-memory strategies is the reason why the model checking remains
decidable, with a relatively low complexity. We conjecture that full memory
strategies would make model-checking NONELEMENTARY for PKSL, as it is for
SL. Therefore, we would like to further investigate to what extent memoryless
strategies are sufficient for modelling game situations and multi-agent systems.
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Abstract. A gossip protocol aims at arriving, by means of point-to-
point communications (or telephone calls), at a situation in which every
agent knows all the information initially present in the network. If it
is forbidden to have more than one call at the same time, the proto-
col is called sequential. We generalise a method, that originates from the
famous coupon collector’s problem and that was proposed by John Haigh
in 1981, for bounding the expected duration of sequential gossip proto-
cols. We give two examples of protocols where this method succeeds and
two examples of protocols where this method fails to give useful bounds.
Our main contribution is that, although Haigh originally applied this
method in a protocol where any call is available at any moment, we
show that this method can be applied in protocols where the number
of available calls is decreasing. Furthermore, for one of the protocols
where Haigh’s method fails we were able to obtain lower bounds for the
expectation using results from random graph theory.

Keywords: Sequential gossip * Networks
Coupon collector’s problem - Expectation

1 Introduction

1.1 Background

The coupon collector’s problem [13] (CCP) is a classical problem in probability
theory. It can be stated as follows: Assume that we have n different objects.
Each time, we are allowed to pick a single object. All the objects have the same
probability of being selected and all of them are available at every selection. How
many picks are we expected to make until we complete a collection of all the n
objects? A solution for this problem [13] goes as follows: It costs us one pick to get
the first object. The event of a getting a new object in the second pick follows
the geometric distribution with parameter ”;1. So we are expected to make
—5 picks until we pick a new object. Similarly, given that we already have two
different objects, we are expected to make -5 picks until we get a third object

2
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and so on. In total we are expected to make n - H,, picks, where H,, = Z:.L:l %

is the n-th harmonic number. It is well known [13] that asymptotically, i.e. for
large n:

1 1
anlogn—s—fy—k—&—(’)(z), (1)
n n

where v ~ 0.5772156649 is the Euler-Mascheroni constant and log without sub-
scripts represents the natural logarithm. So, asymptotically we are expected to
make nlogn + ©(n) picks until we complete the collection.

Now we state the problems of gossiping, broadcasting and gathering. Assume
that we have a set of n agents which can communicate via telephone calls.
Initially, each agent holds a single piece of information that is unknown to the
others (a secret). When two agents call each other, they share all the secrets
they knew exactly before the call. An agent who knows all secrets is an expert.
The goal of gossiping is that all agents get to know all secrets. The goal of
broadcasting is that all agents learn a single secret. The goal of gathering is that
a specific agent becomes expert. A protocol achieving gossiping, broadcasting or
gathering is usually called a gossip protocol [17]. Five gossip protocols of a more
epistemic nature [3-5,9] are (for a # b):

ANY: Until all agents are experts, select two agents a and b, and let a call b.
TOK: Until all agents are experts, select two agents a and b such that agent a
has not been in prior calls or the last call involving a was to a, and let a
call b.
SPI: Until all agents are experts, select two agents a and b such that agent a
has not been in prior calls or the last call involving a was from a, and let
a call b.
CO: Until all agents are experts, select two agents a and b who did not call
each other, and let a call b.
LNS: Until all agents are experts, select two agents a and b such that a does
not know b’s secret, and let a call b.

These acronyms are also mnemonic devices indicating how calls are selected:
in ANY, any call can be made. In the protocols TOK and SPI every agent is
initially endowed with a token. In TOK when a call is made the caller passes
the token to the callee, whereas in SPl when a call is made the callee passes the
token to the caller (provided that the callee had one). All the tokens received
by an agent at a time merge into one token before the next call and a token is
required to make a call. So, TOK’s name originates from the TOKen and SPI
stands for a SPIlder in the web that gobbles up all tokens from the agents it calls.
CO only allows to Call Once; and LNS means Learn New Secrets.

We assume that at each point in time a single call is selected, uniformly at
random. So, our protocols are discrete time random processes. We characterize
our protocols as sequential in order to distinguish them from parallel gossip
protocols, where at each point in time all (or some of) the agents (randomly or
with respect to some criterion) select a communication partner.

An important property for all the protocols studied here is that the condition
for selecting a call can be checked locally, i.e. agent a can decide whether she
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is allowed to call b, based only on a’s calling history. In the present paper we
assume that only one call is selected at a time (e.g. by a central scheduler) so the
locality of the protocol’s conditions is not important. However, in future work we
might want agents to act independently: e.g. if we consider parallel extensions
of our protocols; in such an approach we may even assume that the agents are
not following the same protocol. So, the nature of the protocol condition is the
main reason for studying ANY, TOK, SPI, CO and LNS: a local protocol condition
makes it easier to extend our protocols to distributed gossiping mechanisms.

We always assume a complete directed network topology without self loops
(i.e. for any a # b, there is a link from a to b and a link from b to a). So, initially
all the agents can call each other. However only in ANY all the communications
remain possible at every point in time. In TOK and SPI, since a call cannot
increase the number of tokens, the number of available calls is (non-strictly)
decreasing. In CO and LNS it is impossible to select the same call twice, so in
CO and LNS we can have only finite call sequences. It is easy to see that CO and
LNS always succeed: in the worst case, after all the calls have been selected all
the agents are experts. On the other hand in ANY, TOK and SPI we can have
infinite call sequences: take ba; ab; ba; ab; . .. in TOK, ab; ab; ab; . .. in SPl and any
infinite call sequence in ANY (ab represents the call from a to b). So, there are
unsuccessful executions of ANY, TOK and SPI. However it is not difficult to show
that, in a complete network, the success of gossiping, broadcasting and gathering
under ANY, TOK or SPI has positive probability after every call sequence. So,
the expected duration of the aforementioned processes can be defined for all the
protocols in complete networks.

The number of agents knowing a secret can increase by at most 1 during a
call. Therefore, broadcasting needs at least n — 1 calls. There are several proofs
for the fact that gossiping needs at least 2n — 4 calls [18,20] and also that this
bound is tight for all the protocols. In CO and LNS the maximum length of a
call sequence achieving gossiping, broadcasting or gathering is (5) [5,11]. The
previous numbers give the trivial bounds for the expectation of gossiping and
broadcasting for our protocols.

1.2 Related Work

While in the CCP there is a single person that needs to complete a collection
of objects, in the gossip problem there are several persons that have this task.
So, it seems natural to employ the ideas from the solution of CCP in gossiping.
According to [17], the first person to make use of this idea was J. W. Moon, who
provided some bounds for the expected duration of ANY [19]. Moon observed
that, given that ¢ persons know a secret, the probability that i + 1 persons learn

it (we will refer to this probability as the transition probability) is 72:((;:3 With
this observation the expectation of broadcasting can be computed as in the CCP
and afterwards, by applying some variations of the same idea, some bounds for
gossiping can be obtained. The results of Moon were later sharpened by Boyd
and Steele [7], and later by Haigh [16] who showed that the expected duration

of ANY is 3nlogn + O (n).



134 H. van Ditmarsch and I. Kokkinis

Recently, there have been several publications in distributed sequential gos-
siping [1,2,10] addressing interesting computational issues: decidability of termi-
nation, complexity of deciding whether a specific distribution of secrets among
the agents can be achieved, deciding whether a specific condition holds after a
sequence of calls. However the expected duration has been investigated only for
parallel gossip protocols. For example parallel, distributed versions of LNS-like
protocols are presented in [15] with an expectation (called connection communi-
cation complezity) of order nlogs n, and a version of CO (for a different commu-
nicative setting, not for sharing— so-called push-pull—but for sending— push—
secrets) in [12]. Tt is also common to employ ideas from the CCP in the analysis of
parallel gossip algorithms [6,8]. We are unaware of similar results for sequential
gossip protocols other than ANY, and this stimulated our research. Except from
the present work we have addressed the expected duration of sequential gossip-
ing in [11], where we presented an algorithm that computes the exact value of
the expected duration of ANY and LNS for small numbers of agents and some
simulation results for the asymptotic behaviour of LNS.

1.3 Owur Contribution

We show that broadcasting and gathering have the same expectation in all the
protocols. We also show that gossiping has the same expectation in SPI and
TOK. We show that broadcasting and gathering in SPl and TOK are between
1.38-n+logn+06(1) and 2nlogn—O(n) and also that gossiping in TOK and SPI
is between 1.64-n+logn+©(1) and 3nlogn—O(n). We also show that, for large
n, broadcasting in and gossiping in CO are bounded below by 2n(logn+c,) and
%n(log n + loglogn + ¢,) respectively, where lim,,_,, ¢, — —00.

1.4 Outline of the Paper

In Sect.2 we present some definitions and lemmata that are necessary for our
analysis. In Sect.3 we give a formal presentation of Haigh’s method. In Sect. 4
we obtain upper and lower bounds for TOK and SPI using Haigh’s method. In
Sect. 5 we explain why the method fails for CO and LNS and we also present
some lower bounds for CO. In Sect.6 we summarize our results and present an
interesting conjecture.

2 Preliminaries

In this section we present some definitions, notation and lemmata that are nec-
essary for our presentation. We use the (possibly primed) lower-case letters
a,b,c,d,. .. for agents and the corresponding upper case letters A, B, C, D, ... for
the relevant secrets. The number of agents, and the set of agents are represented
by, respectively, n, and Ag. P represents an arbitrary protocol.

We informally define the notions of (P-permitted) calls and call sequences,
since for the purposes of this paper no formal definition is necessary. Complete
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formal definitions of these notions can be found for example in [9,10]. A call is
an ordered pair (a,b) for a,b € Ag and a # b. We write ab instead of (a,b). A call
sequence is a (possibly empty) finite or infinite sequence of calls. After the call
ab takes place, a and b exchange all the secrets they knew before the call. For
example after the call sequence ab; bc, a knows the secrets A and B, and b and
¢ know the secrets A, B, and C. A call ab is P-permitted after a call sequence
o iff a can call b under the restrictions of P when all the calls in ¢ have taken
place. A call sequence o is P-permitted iff every call in ¢ is P-permitted given
that the previous calls have taken place.

In the gossip community considering the reverse of a given call sequence has
provided a lot of results [7,16,18-20]. Based on this idea, we give the following
definitions and prove Lemma 1.

Definition 1 (Reverse Call Sequence). Let 7 be a finite call sequence. The
reverse of T is the call sequence 71, which is inductively defined as follows:

el=c¢ and (ab;o)™t =071 ba.
Definition 2 (Reverse Property). P has the reverse property iff the reverse
of every P-permitted call sequence is a P- permitted call sequence.

Lemma 1. Protocols ANY, CO and SPI have the reverse property.

Proof. For ANY the claim is obvious. CO has the reverse property since, if no
call is repeated in o then no call can be repeated in ¢~!. For SPI, we show the
claim by contradiction:

Assume that o is a SPI-call sequence and that o ~! is not a SPI-call sequence.
Then o~ ! looks like:

.ica; o ab;

where ¢’ does not contain any calls involving a. But then ¢ has the same shape
as 0~ 1. So, o is not a SPI call sequence, which is absurd. a

We continue with the following interesting theorem, which will allow us to
study SPIl and TOK together.

Theorem 1. SPI and TOK can be modelled by the same Markov Chain.

Proof. In [11] we have shown that ANY can be modelled by a Markov Chain in
the space of unordered tuples. As an example assume that we have only 4 agents.
Using the notation of [11] we can represent the initial knowledge of the agents
with the state (i.e. unordered tuple) {A, B, C, D}. The previous state means that
a knows A, b knows B etc. After call ab, we go to the state {AB, AB,C, D} (i.e.
to the state where a knows A and B etc.) and so on. The fact that in ANY, each
call can be selected at any time, gives us the right to use unordered tuples: the
knowledge of any two agents can be freely interchanged, with no effect in the
future selection of calls.

A similar idea can be used for modelling the execution of SPl and TOK. In
order to select the next call in SPl and TOK, except from the agents’ knowledge,



136 H. van Ditmarsch and I. Kokkinis

we need to know which agents have a token. Therefore, we can use unordered
tuples with underlined elements. An underlined element refers to an agent who
has a token. So, the initial state for 4 agents is the following: {A, B,C, D}.
After the TOK-call ab we go to the state {AB, AB,C, D} and so on. Clearly
the knowledge of any two agents who have a token can be interchanged and the
same holds for the knowledge of any two agents who do not have a token, since
this does not affect the selection of new calls. That is why we can use unordered
tuples as states in the Markov chain.

Assume that we have the state {S1,...,5;,5;,...S,}. The TOK-call ij will
lead us to the state {S1,...,5;US;,S;USj,...S,} and the SPl-call ij will lead
us to the state {S1,...,5,US;,S;US;,...S,}. Observe however that ,since the
tuples are unordered the two previous states are the same. We conclude that the
Markov chains which model TOK and SPI have exactly the same transitions in
the space of unordered tuples with underlined elements. The probability of this
transitions depends only on the current state, therefore we conclude that SPI

and TOK can be modelled by the same Markov chain. O
Let TP .., TP, and TP denote the number of calls until the broadcasting of

V', v becomes expert and all agents become experts, for the first time respectively.
We will refer to the previous random variables as the T-variables. Observe that
an arrow directed to v denotes the gathering of all the secrets to v and an arrow
pointing out from v denotes broadcasting of V. We will use the T-variables
without superscripts when this causes no confusion. For a random variable T,
E (T') represents the expectation of T. As a direct consequence of Theorem 1
we have that gossiping has the same expectation in SPl and TOK (and the
same holds for broadcasting and gathering). So, in the rest of the paper we will
simply write E (TSP"TOK), E (TSP"TOK) and E (TSP"TOK). The next corollary

v—N veen

follows from Lemma 1 and Theorem 1.

Corollary 1. For any agent v we have that:

E(TE) =E(TY) . E(L2,) =E(T72,)
E(T5N) =E(T5Y5,)  and E(T3P,[9%) =E (T5P,7°X).

Finally we need a standard Lemma about random experiments. Let A be an
experiment which has the outcome “success” or “failure”. The Bernoulli trials
of A are independent trials of A such that the probability of success remains
constant in every trial. On the contrary, the Poisson trials of A are independent
trials of A, such that the probability of success varies from trial to trail. The
proof of the Lemma is straightforward.

Lemma 2. Let A be an experiment and assume that we are performing Poisson
trials of A where in the i-th trial the probability of success is p;. Let Ty be the
number of independent trials of A until we get the first success and let 0 < p < 1.
Then we have the following:
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1. if for all i we have that p; > p, then E (T4) <
2. if for all i we have that p; < p, then E(T4) >

The next Lemma contains all the arithmetical computations needed for this

paper.
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3 Haigh’s Method

In this section we formally present John Haigh’s method [16] for obtaining
bounds in broadcasting, gathering and gossiping. All the T-variables refer to
an arbitrary protocol. In the rest of the paper we fix an arbitrary agent v.

Broadcasting and Gathering. We divide the time in n — 1 phases. The i-th phase
starts when ¢ nodes know V' and ends when ¢+ 1 nodes know V' (1 <i <n—1).
Let T,_.; be the number of calls spent in phase i. Then it holds that:

n—1

Tyomn=» Toi and E(T,.p)= ZE i) - (2)

=1

Assume that we are in phase i. The set [C contains the i agents that know V.
The available calls in phase i are all the P-permitted calls in phase i. The useful
calls in phase i are the calls that lead in one more agent learning V. Let pf be
the probability of one more agent learning V', i.e. the transition probability from
phase i to phase i + 1 (see Fig.1). Since all the available calls have the same
probability of being chosen, we have:

P = number of useful calls

number of available calls”

Fig. 1. The situation in phase i. There are ¢ agents that know V' and n — ¢ that do not
know V. If we select one of the displayed edges then we go from phase i to phase i + 1.

Let A be the event “going to phase i + 17. Each time we select a call we
have an independent trial of A. In the ANY protocol there are always 2i(n — 7)
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useful and n(n — 1) available calls. So, in ANY the selection of calls represents
Bernoulli trials, but in all the other protocols the selection of calls represents
Poisson trials. If we have bounds for p; we can apply Lemma 2 in order to obtain
bounds for T;,—,; and by (2) for T,_,,, (broadcasting). For all the protocols except
TOK these bounds will also refer to T, (gathering), because of Corollary 1.

TANY follows the geometric distribution with parameter ff((s:g. As it

was shown in [19] we have:

Clearly

—1) 1
E (TANY) = ZE (TANY) = Z T;_, (n—1)-Hy 1 % nlogn + On).

Gossiping. In any realization of the protocol the agents will become experts in
some order, e.g.:
Ta5<—n S Ta7<—n S ce S Ta8<—n~

The position of T}, in the above inequality is the order, compared to the rest
of the agents, in which v becomes expert. Observe that in the above inequality
we have that at most two T,,,’s can tie at a given value: it is impossible to
make more than two agents experts with a single call. Let Z be the number of
agents that are experts at time T,. ,. It holds that 2 < Z <n. Let 2 <k <n
and consider the event Z < k. In every realisation of the protocol there will be
at most k positions that satisfy Z < k: at position k£ + 1 we will certainly have
k + 1 experts. We conclude that:

Pr(Z <k)<

S|

3)

Upper Bound for Gossiping. Assume that we are at time T),._,,. We now modify
the original process as follows: each time a non-expert a communicates with an
expert, a becomes expert. Let Tyg be the completion time for the new process.
The new process cannot end before gossiping is achieved, thus:

T<T,_,+Tus. (4)

Assume that Z = r. Let U; be the number of calls, in the new process, for one
more person to become expert, when 4 persons are experts (r < ¢ < n—1). Then
we have that Tygp = U, + U,41 + ...+ U,—_1. We have that:

n n—1 n—1 7 n—1
E(Tup) =Y P(Z=r)Y U= Uy P(Z=1)=> UP(Z<i).
r=2 i=r 1=2 r=2 =2
And by (3) and (4) we get:
n—1 .
(3
< i— -
E(T,) <E(Ty—,) + ; Ui (5)

Now observe that for the U;’s we can apply the same analysis as for the
Ty—;’s. Thus, when we have i experts in the new process, the probability of one
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more person becoming expert is again p;. So any bounds for the p;’s will lead us
to bounds for the U;’s.

Using similar arguments, John Haigh [16] was able to find lower bounds for
the expectation of ANY which lead to: E (TANY) ~ 2nlogn+ O (n). Since, these
arguments do not yield any useful for SPl and TOK we do not present them here.

4 The Protocols TOK and SPI

4.1 Bounding E (T,)%¢) and E (T5"! )

n v—Nn

In this section the T-variables refer to TOK and SPIl. Assume that we are in
phase ¢ and that the sets K and Ag\ K contain z and y agents that have a token
respectively (Fig. 2). The set K should contain at least the token initially held by
v, but the set Ag\ K may contain no tokens at all. Each of the z agents can make
(n — 1) useful calls and each of the y agents can make i useful calls. Further only
x +y agents are allowed to make calls. So, the transition probability depends on
z and y:

x(n —1i) + yi

PO TY J<r<i 0<y<n—i1<i<n—1. (6)
@)= 1) (

p; = piz.y) =

Fig. 2. The situation in phase i for protocols TOK and SPI. There are i agents that
know V', but only x of them have a token. There are n — i agents that do not know V,
but only y of them have a token.

We have that:

Opile,y) _ _ yn—20) and = OPilzy)  2@i-n)
oz (z+y)*(n—1) Ay (x+y)n—1)

So, for 1 <4 < 3, p; is increasing on z and decreasing on y. Also, for § < i <
n — 1, p; is decreasing on x and increasing on y. Taking into account that p; is
defined for 1 < x <7 and for 0 < y < n — i we obtain:

pi(lin —i) < pi(y) < pili,0), for1<i< 2

pi(3,0) < pi(x,y) < pi(1,n —1), for g<i§n—1.
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And from Lemma 2 we get:

1 1 n
<T, i< — for1<i<— 7
pi(i,0) — ~ pi(l,n—1) or 2 (7)
1 1 n
- o7 < , for X <i<n—1. 8
pLn—i) = v 0 0) orgsrsm )
We have that:
n—1 L%J n—1
E(ﬂ)—»ﬂ) = ZE(Tv—n) == Z E(Tu—n) + Z ]E(Tv—>1)
i=1 i=1 i=| 2 ]+1
So, by (7) and (8):
L%J n—1 L%J 1 n—1 1
<E(T,_,) < _ .
> o0 T 2 ey SECe) S22t X o
=1 Z>|‘n =1 Z>L%J
And by Lemma3 (ii.)—(v.) and (1) we have that for large n:
1.38n + logn + O(1) < E (T5PLT9K) < 2nlogn — O(n). (9)

4.2 Bounding E (TSPI,TOK)

Because of Corollary 1, Eq. (9) holds for E (T,—,,) too. Therefore we can continue
the application of Haigh’s method for protocols SPI and TOK.

The Upper Bound. By (5) and by recalling that (7) and (8) hold for the U;’s too
we get:

5] . 3]+
E(T,) <E(Tyn +ZUZ + Z UZ—
I_%J . n—1
< -
<E(Tyen) +anz(1 i zi 1%
i= % +

By (1) and Lemma 3 (iv.)—(vii.) we get the upper bound:

E (TSP"TOK) < 3nlogn — O(n).
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5 The Protocols CO and LNS

The lack of infinite call sequences in CO and LNS, makes one believe that the
expected duration of the processes we study is faster in these protocols. This
might be true, but as we will show in this section obtaining bounds for CO and
LNS seems much harder than for ANY, TOK and SPI.

Assume that during an execution of CO or LNS we are in phase 4. It is possible
that all the calls inside the sets I and Ag \ K have been selected and therefore
are not available any more. This means that the any selection of an available
call leads to one more agent learning V' which implies that p; = 1; and this can
happen for any value of i. So, in the case of CO and LNS we cannot obtain a
useful upper bound for the transition probability.

Now we will provide some examples of CO and LNS-call sequences which lead
to phase ¢ and leave very little useful and too many available calls. This implies
that the transition probability can take very small values in CO and LNS, which
will lead to useless bounds.

In CO it is possible to reach phase i with the following sequence of calls:

— First, we make all the possible calls between the agents in K and the agents
in Ag\ K with the exception of the n —i calls between v and the agents Ag\ K
(these are (i — 1)(n — 1) calls).

— Then we use ¢ — 1 calls to spread V to all the agents in K

Now, the transition probability is:

p<C = 2(n — i)
¢ nn—1)=2G—-1)(n—1)—2G—-1)

So the minimum value of the transition probability is at most p$©. So, if we apply
Haigh’s method, we will find an upper bound for E (7.-9,,) that is at least:

v—n
n—1
CcO 1
> 0= g =D Hy1 = (n = 1)(n=2) = (n = )Hyy +n—1
i=1

which is a trivial upper bound since for sufficiently large n it is greater than (g),
i.e. the maximum number of calls.

Assume that v = @y and that £ = {aq,...,a;}. In LNS it is possible to reach
phase i with the following sequence of calls:

agair1; A0it2; -..; asa, (ag collects all the secrets from Ag\ K)
@i4+1G3;  Gi4104; --.; ai110;  (a;41 collects all the secrets from KC)
i +1Gi+2; Qi410i43; - - -3 Gi+1an (a;41 spreads the secrets of K to Ag \ K)

aias;
asas; asy; ... Q05 (the agents in K learn V' and

the secrets in Ag \ )

The reader can verify that after the above call sequence, no agent in Ag\ K
knows V. So it is indeed a call sequence that leads to phase i. After the above
call sequence, the agents can make the following calls:
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ay az | a3z a4 cee | @2 | @51 | @ | G4 | Q42 ;43 s |ap_2 | ap—_1|an

i—2|0 i—3|i—4]... |2 1 0o |1 n—it—1|\n—4—2|... |3 2 1

Now the available calls are (i_z);i_l) + ("_i_;)("_i) +1 and the useful only n —1i

(the only communications allowed between Ag \ K and K are all the call from
Ag\ K to ay). So, the transition probability is:

PENS — _ n-— Z _ )
4 (272)2(171) + (nfzfé)(nfz) +1

So, any upper bound for E (TJ;E)S) will be at least:

n—1 2

ZPI{NS _ (n—2)(n— 1)(Hn—1 - (n—1) N n(n —1) VH > (n)
P 2 2 4

which is again a trivial upper bound.

We conclude that an immediate application of Haigh’s method in CO and
LNS seems impossible, therefore bounding the expectation of CO and LNS seems
much harder than bounding the expectation of the other protocols.

As we already observed in [11] the execution of CO can be modelled by an
undirected graph where the nodes are agents and there is an edge from a to b if
there has been a call between a and b. This leads us to the following theorem,
for which we give only a proof sketch.

Theorem 2 Let ¢, be such that lim,, .., ¢, = —00. Then, for n — oo:

1. E(TS2,) > in(logn + ¢,)

v—n

2. E(TSC) > in(logn +loglogn + c;,)

Proof Using some standard results from random graph theory [14] we can show
that when at most %n(log n+c,) edges have been added in the random graph that
models the execution of CO (i.e. when at most in(logn + ¢,) calls have taken
place), then the random graph contains isolated nodes with high probability.
Since isolated nodes correspond to agents who have not communicated with
anyone, this means that broadcasting and gathering cannot be successful. This
proves 1.

Similarly, we can prove that when the aforementioned random graph contains
at most %n(logn + loglogn + ¢,,) edges, then it contains at least two nodes of
degree at most one with high probability. This means that there are two agents,
call them a and b, that have made at most 1 call each. In order for a to learn
B, a’s single call should have taken place before b’s single call. Similarly, in
order for b to learn A, b’s call should have preceded a’s. This contradiction
proves 2. a
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6 Conclusion and Further Work

In Table1 we present all the known bounds for sequential information dissem-
ination. Observe that the transition probability of ANY is a special case of the
transition probability for SPl and TOK (one can see this by setting x = ¢ and
y =mn—1in (6)). So, any bound for SPl and TOK is also a bound for ANY. This
explains why our bounds for SPI and TOK are not tight.

Table 1. All the known bounds for sequential gathering, broadcasting and gossiping.
The trivial bounds are in italic font and it also holds that lim,,— .o = —00.

Lower bound

Upper bound

Lower bound

Upper bound

broadcasting | broadcasting | gossiping gossiping
gathering gathering

ANY nlogn + ©(n) 3nlogn+ O (n)

SPI TOK | 1.38n + 2nlogn—0O(n) | 2n — 4 3nlogn—0©O(n)
logn + 6(1)

Cco in(logn +cn) | (3) in(logn + (%)

loglogn + ¢,)
LNS n—1 (%) 2n — 4

By simulating the execution of the protocols, we obtained the results in Fig. 3

which lead us to the following conjecture:

E(T5V°) <E(T5°) <E (T)NY) < E (1377 79%).

It is natural to think that our protocols try to improve the performance of
ANY, which is clearly the simplest and most intuitive sequential protocol. Having

Approximate Expectation

The Approximate Expectation of the Protocols

50000 Simulations

—8—TOK & SPI
——ANY

NS
——NLOGMN)

Fig. 3. The simulated expected duration of the protocols
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this in mind we can draw the following information from Fig. 3: if the protocol
condition simply restricts the number of available calls, without any guarantee
that the amount of information will grow (as it is the case for TOK, SPI and CO)
then the protocol does not necessarily become faster. However, if the protocol
condition guarantees than at least one agent will learn something new (like in
the case of LNS), the protocol can become very fast.

Acknowledgements. We acknowledge financial support from ERC project EPS
313360. We are also grateful to Aris Pagourtzis for useful discussions.
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Abstract. The paper considers term-modal logics and introduces some
decidable fragments thereof. In particular, two fragments will be intro-
duced: one that simulates monotone non-normal logics and another one
that simulates normal multi-agent epistemic logics with quantification
over groups of agents. These logics are defined semantically. Then, each
of them is proof-theoretically characterized by a labelled calculus with
good structural properties. Finally, we prove that each fragment con-
sidered is decidable, and we characterize the complexity of the validity
problem for some of them.

Keywords: Term-modal logics -+ Monotone modalities
Multi-agent epistemic logics - Decidability - Sequent calculi

1 Introduction

Propositional multi-modal epistemic logics (MELSs) have been a key tool for
reasoning about knowledge and belief in multi-agent systems (MASs), cf. [9].
Given a set of agents {1,...,n}, we have formulas 0;¢, which may be read as
agent i knows that ¢, and given a group of agents G — i.e. a subset of the set of
agents — we may have formulas such as Eg¢, Dg¢, and Cg¢ which may be read,
respectively, as every G knows/it is distributed/common knowledge among the
G's that ¢. Most applications are based on the multi-agent logic of belief KD45"
or on the multi-agent logic of knowledge S5™ — e.g., interpreted systems [9] are
captured by S5™; but in some cases also other logics, such as K™ or S4", are
used. One key aspect of these logics is that they are decidable and have a good
computational complexity: if n > 2, the validity problem is PSPACE-complete if
common knowledge is omitted, else it is EXPTIME-complete [16].

Even if MELs allow us to reason about agents’ knowledge, they do not allow
to reason about agents and groups thereof. The problem, roughly, is that agents
are (denoted by) a finite set of indexes that, so to say, live outside of the logic.
Therefore, as it is noted in [15], we can only reason about a finite and known
set of agents where each name (i.e. index) denotes a different agent and where

Thanks are due to three anonymous referees and to the audience at EUMAS 2017,
especially to Valentin Goranko, for helpful comments.
© Springer Nature Switzerland AG 2018

F. Belardinelli and E. Argente (Eds.): EUMAS 2017/AT 2017, LNAI 10767, pp. 147-162, 2018.
https://doi.org/10.1007/978-3-030-01713-2_11


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01713-2_11&domain=pdf
http://orcid.org/0000-0002-4021-8667

148 E. Orlandelli and G. Corsi

the naming relation is common knowledge. One elegant way of overcoming these
limitations is provided by term-modal logics (TMLs) [10]. These are first-order
epistemic logics with increasing domains and rigid designators, cf. [2,3], where
each epistemic operator is indexed by a term. The term-modal operator [z] — to
be read as the agent (denoted by the possibly bound) z knows that — is semantically
modeled by a three place relation of x-dependent compatibility relation. TMLs
enhance our ability to reason about agents and groups in that (i) we do not have
to reason about a finite and known set of agents, and (ii) we can express:

— knowledge of a particular agent: [x]A means that z knows that A;

— knowledge of a generic agent: 3xz[z]A means that someone knows that A;

— knowledge of a first-order definable group: Va(Gx > [2]A) means that every
member of the group G knows that A;

— relations between groups of agents: Vo (Gx > Hx) A Vy(Hy > [y]A) means
that each G is an H and each H knows A, and it entails that Va(Gx > [x]A).

Despite their great expressive power, the TMLs considered in [10] are not
suited for practical applications because: (i) [10] introduces only logics where
the negative introspection axiom 5 is not valid, and (ii) being extensions of
first-order modal logics, TMLs are undecidable.!

We first show that TMLs with any combination of the axioms D,T,4, and
5, as well as their extensions with interaction axioms like the Barcan Formulas,
can be proof-theoretically characterized by labelled sequent calculi. This would
allow us to introduce the term-modal version of useful quantified MELs such
as, e.g., the objectual quantified interpreted systems considered in [2]; see also
[5,10,15,19] for scenarios where term-modal-like logics can be applied. Then,
we introduce two decidable fragments of TMLs. The first fragment has very
limited expressive power, but it is interesting in that it simulates monotone
non-normal logics [4,17,25] in a way that is more natural than that in [13,18].
The second fragment — which extends both MELs and the epistemic logic with
names AXy of [15] — allows us to reason about the propositional knowledge
of individual agents and of groups of agents denoted by monadic predicates.
Moreover, it allows us to express whether individual agents are members of
these groups or not (but not to reason about the relations between groups). The
logics defined over this latter fragment are interesting for reasoning about MASs
in that they increase the expressive power of MELs without thereby increasing
their complexity.

The paper proceeds as follows. Section 2 introduces TMLs and shows that
they can be proof-theoretically characterized by labelled sequent calculi with
the good structural properties that are typical of G3-style calculi. Then, in
Sects. 3 and 4, we present two decidable fragments of TMLs. More specifically,
in Sect. 3, we consider non-normal monotone logics based on a generalization of
multi-relational semantics [4]; we introduce TMLs expressing them; and we char-
acterize their complexity. In Sect. 4, we consider TMLs that simulate MELs with

! See [19] for a term-modal like extension of the logic of belief KID45; and see [5-7]
for extensions of TMLs, called indexed epistemic logics, with non-rigid designators.
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explicit quantification over groups of agents; we show that they are decidable;
and we characterize the complexity of (most of) them. We conclude, in Sect. 5,
by sketching some future direction of research.

2 Term-Modal Logics

2.1 Syntax and Semantics

Language. Let us consider a first-order language £ whose signature contains
only predicate symbols of any arity n (each result of the paper can be extended
straightforwardly to a signature containing also individual constants). Let Var
be an infinite set of variables. The primitive logical symbols are -, A, ¥, and [-].
L-formulas are defined by the following grammar, where P" is an arbitrary n-ary
predicate symbol and y,z1,...,2, € Var,

A= Pz, . ap | -A| AnA|VyA|[y]A. (£)

We use the following metavariables, all possibly with numerical subscripts: x,y, z
for variables; p for atomic formulas; and A, B,C for formulas. The formulas
1, T, Av B, A> B, 3z A are defined as usual, and (z)A := -=[z]-A. The notions
of free and bound occurrences of a variable are defined as expected; in particular,
the displayed occurrence of z in [x]A is free, and each occurrence of z in Yz A
is bound. The height of a formula, He(A), is the height of the longest branch
of its generation tree; its length, Le(A), is the number of nodes of its generation
tree.

We use = to denote syntactic identity. Without loss of generality, we assume
that the variables occurring free in a formula are different from the bound ones,
and we identify formulas that differ only in the name of bound variables. By
A(y/x) we denote the formula that is obtained from A by substituting each
(free) occurrence of z with an occurrence of y. In particular, we have that
([z]A)(y/z) = [2(y/x)](A(y/x) ). Having identified formulas differing only in
the name of bound variables, we can assume that y is free for z in A whenever
we write A(y/x) — that is to say, no free occurrence of any variable becomes
bound after having applied a substitution.

Semantics. We mostly follow [10] in introducing the semantics. The main nov-
elties are (i) that we consider a more general varying domain semantics instead
of an increasing domains semantics where the Converse Barcan Formula holds
in every frame, cf. [3]; and (ii) that we consider also Euclidean frames.

Definition 1 (Frame). A frame is a tuple F :=< W, U, D, {*:a e U} >, where:

1. W is a non-empty set of worlds, denoted by u,v,w,...;
2. U is a non-empty set of objects/agents, denoted by a,b,c,.... U is called the
outer domain of F;
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3. D is a set containing, for each w e W, a possibly empty subset of U denoted by
D,,. Dy, is called the inner domain of w and it represents the objects existing
at w;

4. each S s an agent-dependent compatibility relation between worlds — SC
W xaxW — for which we use infix notation. Intuitively, w 5 v means that
world v 1s compatible with what agent a knows in world w.

Definition 2 (Models and assignments). A model (based on F) is a pair
M =< F,T > where F is a frame and T is an interpretation function mapping
each n-ary L-predicate to a set of n + 1-tuples made of a world and of n objects
from the outer domainU. Formally Z(P™) ¢ {< w,a1,...,a, >: we W&a; eU}.
An assignment is a mapping from Var to U. We use o,7,v to denote assign-
ments. By 0*P% we denote the assignment that behaves like o save for the variable
x that is mapped to the object a.

Definition 3 (Satisfaction). Satisfaction of a formula A at a world w of a
model M under the assignment o, to be denoted by o le A, is defined by:

oM Prry, .z, iff <w U(xl), oy o(xn) >eI(P")
oM B iff o i7’=w B
oM BAC iff oM B and o M C
oM V2B iff for all a € Dy, 0">* M B
oM [z]B iff forallveW, w S implies o =M B

The notions of truth in a world, £ A, truth in a model, ™ A, validity in
a frame, F £ A, and validity in a class C of frames, C £ A, are as usual.

Logics. By an L-logic we mean the set of all L-formulas that are valid in
some class of frames. In this paper we will consider all £-logics that are defined
by some combination of the properties in the following correspondence results,
whose straightforward proofs can be omitted.

Proposition 4 (Correspondence results). The following formulas are valid
in all and only the frames satisfying the following properties, where w,v,u €
W and a,b € U (the universal closure of T-BF would correspond to the same
properties restricted to agents of the inner domains: Va € D,, instead of Ya€el),

- T:=[z]A> A iff F is reflexive: Van(w S
- D = <[z]L iff F is serial: VaVwIv(w > v)
= [2]A > [2][2]A iff F is transitive: VaVw, v, u(w > v&v > u > w > u)

- 5 = (2)A > [z] (2)A iff F is Buclidean: YaVw,v, u(w > v&w > u 5 v 5> u)
- NE:=VzA>3IzA iff F has non empty domains: Yw(D,, # &)
- UI:=VzA> A(y/z) iff F has single domain: Vw(D,, =U)
- CBF :=[z]VyA o Vy[z]A iff F has increasing domains:

Va,bYw,v(w > v&be Dy, > be D,)
- BF :=Vyl[z]A > [z]VyA iff F has decreasing domains:

Va,bVw, v(w > v&b e D, 2 be Dy,)
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We use the standard names for the L-extensions of propositional logics in the
cube of normal modalities. For example, K denotes the set of L-formulas valid
in the class of all frames; T denotes the set of L-formulas valid in all reflexive
frames; and S5 denotes the set of L-formulas valid in all reflexive, transitive, and
Euclidean frames. Moreover, if X is the name of one of the £L-logics thus defined,
X & NE is the logic of all non empty domains X-frames, and analogously for
their extensions with UI, CBF, BF', and the combinations thereof. We use L for
an arbitrary L-logic among the ones we are considering.

2.2 Proof Systems

Labelled Sequent Calculi for TMLs. We are now going to introduce labelled
sequent calculi that characterize L-logics. We assume the reader is acquainted
with sequent calculi. The calculi for TMLs are like the ones for propositional and
quantified modal logics [20, Sects. 11 and 12.1], save that two-place relational
atoms, wRv, are replaced by three-places compatibility atoms, w > v. More
precisely, we introduce an infinite set of fresh variables, called (world) labels,
for which we use the metavariables w,v,u. A labelled sequent is an expression
;' = A, where {2 is a multiset of domain atoms x € w — meaning that z is in
the inner domain of world w — and of compatibility atoms w N meaning that
v is compatible with what agent x knows in w; and where I" and A are multisets
of labelled formulas w: A — meaning that the L-formula A holds at w.

The rules for the calculus G3tm.K, which characterizes the L-logic K, are
given in Table1; the label w in rule RO, as well as the variable z in RY, is an
etgenvariable — i.e., it cannot occur free in the conclusion of that rule instance.

Table 1. Sequent calculus G3tm.K

Initial sequents:
2;w:p, I'=Aw:p (p atomic)

Logical rules:

;N = Aw: A ; Q;w:AT= A

Qw:-AT=>A " ;I = Ajw:-A fir

Q;w:A,w:B,F:AL ;= Aw: A ;' =>Aw:B

Qw ANB T =A 2.7 = Aw:ANB fin

yew, 2;w: A(y/z),w: Ve A, T = A zew, ;1 = Aw: A(z/z) o
yew,2;w:VeA, I = A a ;N = Aw:VzA e

whe Qi Aw A=A LB 00 Auia

RO, u eig.

wS v, Qw: [¢]A, T = A 2, => Aw:[z]A

To obtain calculi for the other L£-logics, we use non-logical rules expressing
the geometric semantic conditions given in Proposition 4, cf. [20, Sect. 8]. For
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any L-logic L, the calculus G3tm.L is obtained by extending G3tm.K with
the non-logical rules from Table 2 that express the semantic conditions defining
L. The label u in rule Lp and the variable z in rule Lyg are eigenvariables. If a
calculus contains rule Ls, it also contains its contracted instances Ls.. The other
rules in Table 2 are such that we do not have do add contracted instances.

Table 2. Non-logical rules

x xr xr x T
x . .
wsw, 2,7 = A i v u,w > v,w - u, 2,10 = A . v v,w >, 2,0 = A )
—_— T T T 9 T ac
2= A w>v,w=>u, 2,0 = A w=v, ;1 = A
z WS u,ws v, v u, 7 = A
w=u, ;0 = A ] > b}
—————  Lp,u eig. T x 4
;= A wv,v > u, 2,0 = A
x
wew’Q;FjAL zev,zew,w»v, 0 = A Ponr
— Ur x SBF
;= A ’ zew,w>v,2; = A
x
zew, 20 = A Z€'w7zev,w>—>'u,Q;F=>AL
——————— Lng, z eig. T BF
;= A zevaw=> v, = A

The notion of substitution of world labels is defined as expected. Substi-
tutions are extended to domain and compatibility atoms. Substitutions are
extended to sequents by applying them componentwise. A derivation D of a
sequent S in G3tm.L is a tree of sequents that is obtained by applying rules
of G3tm.L, whose root is S, and whose leaves are initial sequents. The height
of a derivation D, He(D), is the height of the longest branch of D. We write
G3tm.L (" S if the sequent S is G3tm.L-derivable (with a derivation of at
most height n). We say that a rule is (height-preserving) admissible in G3tm.L
if whenever its premisses are G3tm.L-derivable (with height n), its conclusion
is G3tm.L-derivable (with at most height n). Finally, in the rules in Tables 1
and 2, the multisets 2, I', and A are called contexts, the formulas displayed in
the conclusion are called principal and those displayed only in the premiss(es)
are called active.

Properties of G3tm.L. We are now going to present some properties of
the calculi G3tm.L. The main results are (i) that these calculi have the good
structural properties of G3-style calculi — i.e. all rules are invertible, weaken-
ing and contraction are height-preserving admissible (hp-admissible), and cut is
admissible; and (ii) that each calculus is sound and complete with respect to the
corresponding L-logic. Most proofs will be omitted for lack of space. They can
be easily obtained by modifying the ones given in [20, Sect. 12.1] for quantified
modal logics or the ones given in [6, Sects. 3-4] for indexed epistemic logics.

Lemma 5 (Substitution). Substitutions are hp-admissible in G3tm.L:

1. If G3tm.L +" S then G3tm.L +" S(y/z);
2. If G3tm.L +" S then G3tm.L +" S(w/v).
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Lemma 6 (Initial sequents). Sequents of shapes (i) 2;w : L, I = A, (ii)
;0 = Aw:T, and (4i) Q;w: A, T = Ajw: A, with A arbitrary L-formula
and w arbitrary world label, are derivable in G3tm.L.

Lemma 7 (Weakening). The following rules are hp-admissible in G3tm.L:

2= A . ;= A ;= A
.0 => A ¢ 2: 11, = A Lw 2:I'= A% w

Lemma 8 (Invertibility). Each rule of G3tm.L is hp-invertible.

Lemma 9 (Contraction). The following rules are hp-admissible in G3tm.L:

210,020, = A :I1L,I, I = A ;=A% Y%
LCgq —— X LC ———<— RC
2.0 = A ;11,1 = A .= A%

Theorem 10 (Cut). The following rule of cut is admissible in G3tm.L:

;= Aw:A 2w A I =X
,0:I'II =A%

Cut

In order to show that G3tm.L is sound and complete with respect to
L-frames, we extend the notion of validity to sequents. Notice that a seman-
tic proof of the admissibility of the structural rules of inference is an immediate
corollary of the completeness theorem.

Definition 11. Let ox be a function mapping world labels to worlds of a frame
F and variables to objects of the outer domain of F.

A sequent ;1" = A is valid on F iff for all o and all M based on F,

if (i) for all x € w occurring in 2 we have that cF(x) € Dy, (),

)

(ii) for all w>> v occurring in 2 we have that ox(w) o or(v), and

(iii) for all w: A occurring in I we have that oF lzﬁ;‘(w) A,

then there is some v : B occurring in A such that or lszf(v) B.

Theorem 12 (Soundness). If a sequent S is derivable in G3tm.L, then it is
valid in the class of all frames for L.

Proof (Sketch). The proof is by induction on the height of the derivation D of S.
The base case holds trivially. For the inductive step, we have to check that each
rule of G3tm.L preserves validity over frames for L. Each logical rule preserves
validity over any frame. Each non-logical rule preserves validity over frames sat-
isfying the corresponding semantic property; cf. [20, Theorem 12.13]. m]

Theorem 13 (Completeness). If a sequent is valid in the class of all frames
for L, then it is derivable in G3tm.L.
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Proof. The proof is in three steps. First, in Definition 14, we define a notion of L-
saturated branch of a proof-search for a sequent S. Then, with Definition 15 and
Lemma 16, we show that an L-saturated branch allows us to define a countermodel
for S that is based on a frame for L. Finally, we give a root first G3tm.L-proof-
search procedure, Proposition 17, that either gives us a G3tm.L-derivation of S —
and, by Theorem 12, S is L-valid — or it has an L-saturated branch —and, therefore,
S has a countermodel based on an appropriate frame. O

Definition 14 (Saturation). A branch B of a G3tm.L-proof-search tree for
a sequent S is L-saturated if it satisfies the following conditions, where T' (A)
is the union of the antecedents (succedents) occurring in that branch,

no w:p occurs in I'n A;

ifw:=AisinT, thenw: A isin A;

ifw:-Aisin A, thenw: A isinT';

ifw:AAB isin T, then both w: A and w: B are in T;

ifw:AAB isin A, then at least one of w: A and w: B is in A;

if both w:VxA and yew are in T, then w: A(y/x) is in T;

ifw:VzA isin A, then, for some z, w: A(z[x) is in A and z € w is in T';
if both w: [2]A and w>> v are in T, then v: A is in T;

if w:[x]A is in A, then, for some u, u: A is in A and w 5w isin T';

if R is a non-logical rule of G3tm.L, then for any set of principal formulas
of R that are in T also the corresponding active formulas are in T (for some
eigenvariable of R, if any).

S L RS TE od~

~

Definition 15. Let B be L-saturated. The model MB is thus defined: (i) W8
is the set of world labels occurring in T'U A; (ii) UB is the set of all variables
occurring free in T'U A; (i) for each w € W, x € Dy, iff © : w is in T'; (iv)
for each x € U, w > v iff the formula w = v is in T'; (v) IB(P™) is the set of
all n + 1-tuples < w,x1,...,T, > such that the formula w: P"xq,..., 2y, is in L.
Given MB, o5 denotes the assignment given by the identity mapping.

Lemma 16. Let B be an L-saturated branch. Then (1) for any L-formula A we
have that o lzﬁj’lg Aiffw:AisinT; and (2) M® is based on a frame for L.

Proof (Sketch). The proof of claim (1) is by induction on He(A). The base case
holds by construction of M8 and of o3, and the inductive cases depend on
Definition 14.2-9. Claim (2) follows by Definition 14.10 and by construction of
MEB and of og. O

Proposition 17. A G3tm.L-proof-search tree for a sequent S is the tree of
sequent that has S as root and whose branches grow according to the following
procedure: if the leaf is an initial sequent the branch stops growing, else either
no instance of rules of G3tm.L is applicable root first to it, or k instances are
(where rules LY, LO, LT, Lp, Lyr, Ly are applied w.r.t. all free variables/labels
occurring in the leaf). In the first case, the branch stops growing; in this case it
s immediate to see that we have a finite L-saturated branch. In the second case,
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we apply the k rule instances that are applicable in some order (each one will
be applied to all end-sequents that are generated at the previous step). If the tree
never stops growing then, by Konig’s Lemma, it has an infinite branch which, as
the reader can easily check, is Li-saturated.

3 Monotone Non-Normal Modalities

The first decidable fragment of TMLs is obtained by restricting the language to 0-
ary predicates — i.e., propositional variables — and by using quantifiers and term-
modal operators only to introduce logical operators of shape 3x[z] and Va(z).
This fragment simulates non-normal monotone epistemic logics [4,17,25] — i.e.,
logics not closed under deduction nor under necessitation, but only under the
weaker rule RM — via normal TMLs. Roughly, the monotone formula 0O¢ is
expressed by 3z[z]¢. This simulation is simpler than that via polymodal normal
modalities [13,18]. Moreover, as it is done in [14] building on the approach in
[13,18], we easily obtain labelled calculi for monotone epistemic logics. Monotone
epistemic logics are interesting in at least two respects. First, they model humans’
knowledge more appropriately (than normal ones) in that agents need not know
every tautology and their knowledge need not be closed under deduction, cf. [25]
and [16, p. 377]. Second, and more related to applications, many important logics
for reasoning in MASs, such as Parikh’s Game Logic [22] and Pauly’s Coalition
Logic [23], are based on monotone modalities, cf [17].

Monotone Epistemic Logics. We give here a very short introduction to mono-
tone epistemic logics. Given that this will simplify the simulation, we will make
use of (a generalization of) multi-relational semantics for monotone epistemic
logics [4], and not the usual neighbourhood semantics [17,25]. We generalize the
(weak) semantics given in [4] by considering a ‘varying domain’ version of it
where the necessitation ariom OT is not valid in all frames. The language L" is
generated by the following grammar, where Q° is an arbitrary 0-ary predicate,

= Q| -d|prd| Do Oo. (£7)

A multi-relational frame is a tuple % =< W,{R1,..., R, }, R >, where (i) W
is a non-empty set of worlds; (ii) n > 1 and R; € WxW; and (iii) R is a mapping
from worlds to possibly empty subsets of {Ry,..., R, }. A multi-relational model
is a tuple 4 =< %,V >, where V is a valuation mapping 0-ary predicates to
subsets of W. Truth of an £P-formula at a world w of a model .# is defined as
in Kripke semantics, save for O¢ and ¢ where we have, respectively

=7 0¢iff some R; € R(w) is s.t. for all v e W, if wR;v then =7 ¢: (1)
=7 O¢iff for each R; € R(w) there is v e W s.t. wRw and =7 ¢. (2)

By a monotone modal logic we mean the set of all £LP-formulas valid in some
class of multi-relational frames. In particular, we will consider the classes of
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multi-relational frames that are defined by some combination of the properties
given in Table3, where R;(w) = {v : wR;v}, and w,v,u are generic worlds.
The set M of the £LP-formulas valid in all multi-relational frames is the smallest
set containing all £LP-instances of propositional tautologies, that is closed under
modus ponens, and is closed under RM: if (¢ 5 1) € M then (O0¢ > Oy) € M. The
set MIN of £P-formulas valid in all & satisfying N™ is the smallest extension
of M containing N :=0OT. The set MC of £P-formulas valid in all .Z satisfying
C™ is the smallest extension of M containing C := O¢ A0 > O(¢pA1)); and so on
for the logics containing all £7-instances of the modal axioms T, D, 4,5 (where
if 5 € X then N € X, and where D := -0 1 is equivalent to O0¢ > &¢ only if
C ¢ X), and for the combinations thereof. The proofs are like the ones in [4],
save that in [4] it is imposed that R(w) # @ and, therefore, N always holds and
the ‘existential constituents’ of 4™ and 5™ hold trivially.

Table 3. Properties of .%#

N™:=R(w) +@ C™:=VRi,Rj e R(w)IRr € R(w)(Rr(w) € Ri(w) nR;(w))
T :=VR;(R; e R(w) >wR;w) D™ :=VR;(R; € R(w) > Ri(w) + @)

4™ :=VR;(R; € D(w)&wRiv 2 R(v) #+ &) & YRy, Ry € D(w)VR; € D(v)(wRiv&vRju > wRiu)
5™ :=R(w) # 3 & YRi,Rj € D(w)VRy, € D(v)(wRiv&wRju > vRiu)

Term-Modal Logics and Monotone Epistemic Logics. From the perspec-
tive of multi-relational semantics, the monotone modalities O and < are similar
to normal ones in Kripke semantics. The only novelty is that we have 3V and
V3 modalities whose epistemic readings are, respectively, (i) there is an agent
such that in all worlds compatible with his knowledge. . .; and (ii) for each agent
some world compatible with his knowledge is such that. ... It should immediately
be clear that we can capture these quantifier alternation in the term-modal lan-
guage.? In order to do so, we introduce the following notational conventions:
BA = Jz[xz]A and $ A := Vz(z)A; and we consider TMLs based on the language
L® defined by the following grammar, where Q is an arbitrary O-ary predicate,

Au= Q" |-A|ANA|BA| & A. (£%)

Next, we consider correspondence results between £®-formulas and properties
of term-modal frames.

Proposition 18. The following L®-formulas are valid in all and only the term-
modal frames satisfying the following conditions (for w,v,u e W and a,b,celd)

2 See [24] for another way of expressing the minimal monotone logic M via TMLs.
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- N®:=@7 iff Vw3Ia(aeDy,)

- C®:=mArmBom(AAB) iff Yw,v,uVa,b
(aeDy &beDyo3c(ce Dy, & le(wiwla(wgwl&wgwl))))

~T®:=@mA>A iff VwVa(aeDyow>w))

- D®:=-m1 iff YwVa(ae D, > Iv(w>v))

4B —mAommA iff VYw,vVaeDy(w>vo3I(beD,)) & Yw,v,u
Va,ceDwaeDv(wgv&:viu:>w>5>u)

-58:=0Aomé A iff YwIa(a € Dy,) & Yw,v,uVa,be D,Vece D,
(wiv&wiuaviu)
Now, we introduce a 1-1 mapping, TR, between LP-formulas and £2-formulas

and another 1-1 mapping, M, between multi-relational models and term-modal
models defined over £2 (TR *and M~ denote the inverse mappings).

Definition 19. Let ¢ be an LP-formula, A an LB-formula, .# o multi-relational
model, and M a term-modal model over L2. The mappings TR and M are:

TR(Q") = Q"% TR(=¢) = ~TR(¢);  TR(¢ A1) = TR(P) A TR(¢);

TR(O¢) = BTR(¢); TR(OQ) = STR()).
— For M =< W,{Ry,...,R,}\R,V >, M(A) is < WZ . U" DY " T7 >,
where: (i) W4 =W; (i) U7 = {Ry,...,R,}; (iii) D" = {Dy : R; € Dy, iff

R; e R(w)}; (iv) =7 = U{Eﬁ: w S iff wRiv}; and (v) T (Q°) = V(QY).
We can now prove that £Z-logics simulate monotone epistemic logics.

Lemma 20. If ¢, A, #, M are as in Deﬁnition 19, then (i) &7 ¢ iff o)
TR(}), and, vice versa, (ii) =N A iff £y o TR (A).

Proof (Sketch). We can prove that =7 ¢ iff £y, () TR(¢) by an easy induction
on the height of ¢. If ¢ is atomic or of shape - or 11 Ao, the proof is straight—

forward. If ¢ = O, then: =7 oy PO e R(w)¥v e w(wRw > 7 ) <

w

Def. M
IR, € R(w)Vo e w(wRw > tr()) e 3R, € Dy Vo e W
(wS v 5P R(Y)) PERIC Jz[a]rr(y) Ve TN R(ay). The

proofs of case ¢ = O and of claim (4¢) are similar and can be omitted. O

Theorem 21. Validity of LE-formulas over term-modal frames defined by prop-
erties in Proposition 18 and validity of LP-formulas over multi-relational frames
defined by the corresponding properties (see Table 3) are equivalent problems.

Proof. An easy corollary of Lemma 20 and of Proposition 18. O

Theorem 22. The validity problem of LE-formulas over frames defined by prop-
erties in Proposition 18 is decidable. Moreover, for L®-logics without C® the
validity problem is co-NP-complete, and for L®-logics with C® it is PSPACE-
complete.
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Proof. The theorem follows by Theorem 21 and by [25, Theorem 2.3] (assum-
ing that the conjecture [25, p. 251] that £P-logics with C' are PSPACE-hard is
correct). mi

Finally, Table 4, together with rule Ly g (see Table 2) which expresses condi-
tion N, gives the non-logical rules that allow us to introduce the labelled cal-
culus G3tm.X which characterizes (via TR) the monotone logic X. If G3tm.X
contains rule Lse, then it contains also rule Lyg; and if it contains Lo (Lse),
then it contains also its contracted instances L¢. (Lses) and, for Ly and L4§7
those where x € w = y € w. The semantic condition that corresponds to C® in
Proposition 18 is not geometric, but the rule expressing it is made geometric by
introducing the three places atomic predicate M and rule L, cf. [8]. It can be eas-
ily shown that results analogous to Lemma 5—Theorem 13 hold for each calculus
G3tm.X. It should be possible to define a terminating G3tm.X-proof-search
procedure, cf. [12,20]. This would solve the open problem that multi-relational
models have the finite model property, cf. [4, p. 318].

Table 4. Non-logical rules for monotone epistemic logics

@ Yy z
zew,N(z,z,y),zew,ycw, ;I = A wrvwsvwsuN(zzy), 5 0=A4

Lg, z eig. z
rew,yew, ;1 = A w=v,N(z,z,y), 2 = A
z T Y
wSu,zew, 2T = A . VS U,TEW,YEW,ZEV, WV, W u, ;= A L
Lpg,u eig. - v 5
rew,2; = A TeEw,Yyew,z v, wm>v,w > u, ;" = A
z y x z
zev,xew,w>v,;=A | . WU, TEW,YEW,ZzEV, WV, v u, ;0= A
4B cis. B
x 1 x z 2
rew,w»v,2; = A rew,yew,zev,w—>v,v->u, ;= A
- Y , x .
u7>i'>w,weu,1,_(l:F$A zew,N(z,z,z),vew, ;= A v,z Ew, Yy ev, w0, 1= A
2 Lom Loe z eig. 5cH

rew, ;= A rew, ;= A zsw,ysu,wiuﬂ;l“:A

4 Multi-Agent Epistemic Logics with Groups

The second decidable fragment of TMLs that we consider expresses MELs with
quantification over groups of agents. This fragment simulates MELs by express-
ing the multi-agent modalities Oy, . .., 0O, via the term-modal ones [x1], ..., [2,],
and, if P is a monadic predicate, it allows to say that the individual agent z; is
a member of the group P and that each/some member of the group P knows
something. Moreover, it simulates the epistemic logic with names AX s intro-
duced in [15]. Note that groups’ knowledge can be expressed also in MELs, but
the present formulation is preferable in that it is more succint in the sense of [11].

Formally, we introduce the following conventions: [VP]A := Vy(Py > [y]A)
and [IP]A := 3Jy(Py A [y]A). Then, for any n € N, we consider the language
LY defined by the following grammar, where we restrict the set of variables to
{y,x1,...,2n}; Q is a O-ary predicate and P an 1-ary one; and, finally, B is an
L7 -formula with no subformula of shape Px;

Ai= Q| Px;|-A|An A|[2;]B|[VP]B|[3P]B. 759
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In £;-formulas, the variable y is always bound by a quantifier and the ;s are
always free; therefore, the z;s can be thought as individual constants and £}, as
a monodic fragment of TMLs [21]. The operators T, 1, Vv, >, and (x;) are defined
as before. We can also consider the ‘group-diamond’ operators (3P) and (VP)
that are the dual of the primitive ones, e.g. the dual of [VP] is (3P) that is
defined as (3P)A := -[VP]-A. [VP] and [IP] are not interdefinable.

L-formulas involving interaction of modalities and quantifiers, like the Barcan

Formulas, are not £} -formulas. Thus, the distinction between varying and single
domain frames loses much of its interest over the language L. For the sake of
simplicity, we consider here only single domain frames (sd-frames, for short.)
— i.e. frames where, for all w e W, D, = U. By an L} -logic we mean the set
of all £} -formulas that are valid in some class of sd-frames obtained by some
combination of the semantic properties corresponding to the schemes T', D, 4, and
5 (see Proposition 4). We name L} -logics according to the standard propositional
conventions. To illustrate, KD45., is the set of £} -formulas valid over all serial,
transitive and Euclidean sd-frames; S5, is the set of £} -formulas valid over all

sd-frames where each »> is an equivalence relation. Theorems 12 and 13 imply
that G3tm.X @ UT, is sound and complete w.r.t. theoremhood in X},.

Ezample 23. The L}-formula Px; A [z;]A A [VP](A > B) o [3P]B — which
expresses the sentence if x; is a P that knows that A and if every P knows
that A implies B, then some P knows that B — is valid in every sd-frame, but the
L -formula [3P]A A [3P](A > B) o [IP]B is not valid in every sd-frame, as it
is shown by the following (compressed) G3tm.K & UL -proof-searches (where
rules L3, R3, and L > are admissible).

vid=sv: A"’ viB=uv:B Zm'ﬁ
11;%41;,__,71;:ADB,v:A:w):B
Ro+LO
w:Pr;=>w:Px; ...,w:[x;](A>B),w:[x;]A=w:[z;]B .
w: Pr; = w: Px; co,w:Px;o[x;](A>B) = w:[z;]B }
RA

z; €w;w: Prg,w: [x;]A,w: Px; o [2;](A> B) = w: Px; Az;]B
w: Pr;,w:[z;]A,w:[VP](A>B)=w:[3P]B

77
Lw:A=>v:Bu:Bu:A ...u:B=v:Bu:B

Defs. [V P)&[3P]+Ly+LV+R3

Lem.6

L>
Yy z
w>v,w>u,y,zew;v:Au:A>B,...=>v:Bu: B

: % y,z€wsw: Py,w:[y]A,w: Pz,w:[z](A>B) =w: [y]B,w: [z]B
* y,zew;w: Py,w:[y]A,w: Pz,w:[2](A>B) = w:[y]B,w: PzA[2]B
y,zew;w: Py,w:[y]A,w: Pz,w:[2](A>B) =w: PyA[y]B,w: PzA[z]B
w:[3IP]A,w:[3IP](A>B)=w:[3P]B
We have now all the elements to prove the main result of this section, whose
proof is based on that for the epistemic logic with names AX s [15, Theorem
3.2].

Ro+LO

RA

RA
Def. [3P]+L3+La+R3 O

Theorem 24. Each L] -logic is decidable. Moreover, the validity problem for the
L -logics KZ, S4;, KD457,, and S5, is PSPACE-complete.

n’

Proof (Sketch). We fix an £} -logic X7 and an £}-formula A of length m. First,
in (1), we show that the X} -satisfiability problem is decidable by outlining a



160 E. Orlandelli and G. Corsi

terminating G3tm.X & UL -proof-search procedure for £;-formulas. Then, in
(2), we prove that the problem is in PSPACE, and, in (3), we prove that it
is PSPACE-hard. Both (2) and (3) are proved by reduction to a satisfiability
problem in propositional MELs which are known to be PSPACE-complete.

(1) First, it is possible to modify the proof-search procedure given in Proposi-
tion 17 into a terminating procedure for the sequent = w : =A. Let us call
agent-creating any subformula of A that is either of shape [3P]B and in the
scope of an even number of negations, or of shape [VP]B and in the scope
of an odd number of negations. It can be shown that, if A is X} -satisfiable,
each agent-creating subformula of A can be satisfied by exactly one individ-
ual. Thus, in the proof-search procedure, each time we consider an instance
of rules L3 and RY whose principal formula has been already analysed (root
first) in that branch, we can instantiate it to the same variable (we apply
an hp-admissible substitution to rename the eigenvariable we introduce). It
follows that at most m different term-modal modalities [2] occurs in the
proof-search tree, and we can easily adapt the termination procedures for
propositional labelled calculi given in [12,20].

(2) Next, we prove PSPACE-completeness. Let, from now on, X7 be one of K},
S4;, KD45;, and S5;,. We start by showing that the problem is in PSPACE.
Let A be X} -satisfiable, and let M* be the model (based on a frame for
Xz ) that is constructed as in Definition 15 from the terminating proof-search
procedure for = w : —=A. For each monadic predicate P occurring in A
(A-group, for short.), let | P| be the maximum number of agents (i.e. members
of UA) satisfying P in some w € W*; where, for each z; occurring in A, we
suppose there is a corresponding singleton A-group X;. It is clear that for
each A-group P, there is a k < m, with m = Le(A), such that |P| = k. We
consider a propositional multi-modal logic X where, for each A-group P,
we have the modalities {Op, : i < |P|} and where, if Pz; holds in some world,
then Ox, = Op, for some j < |P|.

We map A to the XA-formula ¢* that is obtained by replacing each sub-

formula of shape [IP]B with V‘fll Op, B; each subformula of shape [VP]B

K3
with /\Zl1 Op, B (if |P| = 0, we replace [IP]B with 1 and [VP]B with T); and
each subformula of shape Px; with a new atomic propositional formula pp,,
having the same semantic value. It is clear that, for all v e W, lvaA A iff
MY g4
v
In [16] it is given a PSPACE algorithm for checking satisfiability of an X*A-
formula, which, if adequately implemented, depends on the number of its
subformulas, and the number of subformulas of ¢ is at most m?. Thus, the
X -satisfiability problem is in PSPACE.

(3) Finally, we show that the satisfiability problem is PSPACE-hard. Let’s assume
that the language of X} is such that at least two agents/groups are express-
ible in it. To show that the X} -satisfiability problem is PSPACE-hard, it is
enough to notice that the logic X™ is contained in X}, and that, save for

n?’

KD45' and S5, the X -satisfiability problem is PSPACE-hard. O
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5 Future Work

We have introduced two simple decidable fragments of TMLs, and we have char-
acterized the complexity of the validity problem for logics in these fragments. In
the future we plan to introduce terminating G3tm.L-proof-search procedures
for these logics, and to consider more expressive fragments. One simple extension
is the addition of distributed knowledge to L} -logics. Distributed knowledge rep-
resents ‘what a wise man, who knows what every member of the group knows,
would know’ [16, p. 321], and, accordingly, it is possible to express the proposi-
tional epistemic formula Dg¢ via the L-sentence 3zVy(Gy A [y]¢ o [z]¢). The
addition of distributed knowledge to X™ does not change its complexity [16],
and the same should hold for Xj,.

Notice that the operators [3P] and (VP) can be seen as a monotone epis-
temic operators over the group P. Since Coalition Logic (CL) can be seen as
a logic with monotone modalities, cf. [17], it should be possible to simulate
CL via TMLs (the only interesting step is that of modeling superadditivity, see
[23, p. 152], in the term-modal framework). Then, it would be natural to consider
its PSPACE-complete epistemic extensions ECL and CLD [1].

The fragments of TMLs considered thus far are more expressive than MELs,
but they cannot express relations between groups — e.g., Yz(Px > Qx) is not
expressible — nor agents’ knowledge about whether they are member of a group —
e.g., Jz(PzA[x]Pz) is not expressible. An important direction for future research
is to find ‘maximal’ decidable fragments of TMLs. It is known, cf. [21], that the
monadic fragment of TMLs is not decidable, and that the propositional monodic
fragment — which is, roughly, £; without unary predicates — is decidable. It might
well be that the full monodic fragment [3, p. 582-86] of TMLs and of indexed
epistemic logics [5—7], or some interesting sublanguage thereof, is decidable.
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Abstract. In game theory, deciding whether a designed player wins a
game corresponds to check whether he has a winning strategy. There are
situations in which it is important to know whether some extra winning
strategy also exists. In this paper we investigate this question over two-
player turn-based games under safety and fairness objectives. We provide
an automata-based technique that allows to decide in polynomial-time
whether the game admits more than one winning strategy.

1 Introduction

Game theory is a powerful framework, usefully applied in computer science to
reason about reactive systems [15]. In recent years, it has been used efficiently
to deal with the strategy reasoning in multi-agent systems [1,17,22,27,34].

In the basic setting, we consider two-player turn-based games. The config-
urations (states) of the game are partitioned between the two players, Player
and Player;, and a player moves in a state whenever he owns it. Solving a two-
player game amounts to checking whether Player, has a winning strategy, that is
a complete plan of choices, one for each decision point of the player (i.e. a strat-
egy), that allows him to satisfy the game objective, no matter how his opponent
acts.

In several game settings it is mandatory to have a more precise (quantitative)
information about how many winning strategies a player has at his disposal.
For example, in Nash Equilibrium, such an information amounts to solving the
question of checking whether the equilibrium is unique [2,3,13,23,24,30]. This
problem impacts on the predictive power of Nash Equilibrium since, in case
there are multiple equilibria, the outcome of the game cannot be uniquely pinned
down [10,31,35].

A recent line of research aiming at addressing uniqueness in Nash Equilib-
ria (as well as other solution concepts), with goals expressed in LTL, concerns
extending Strategy Logic (a powerful logic able to express Nash Equilibria [27])
with graded modalities [2,3]. This approach however turns out to be less effec-
tive in practice as it requires double exponential-time. Conversely, the problem
of checking the existence of a Nash equilibrium in games with LTL goals is in
PSPACE [14]. This has spurred us to look for other and more efficient directions.

© Springer Nature Switzerland AG 2018
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https://doi.org/10.1007/978-3-030-01713-2_12
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In [25,26], we have investigated the existence of additional winning strategies
in two-player finite games under the reachability condition in which the players
have perfect or imperfect information about the moves performed by the oppo-
nent. In this paper we go further and consider as objectives safety and fairness.
Precisely, we consider games in which the states are partitioned between good
and bad states. Under the safety condition, Player, wins the game if he can
induce a play that never visits a bad state. Under the fairness objective, instead,
Player, wins the game whenever he can induce a play along which a good state
is visited infinitely often.

We solve the problem of checking the existence of additional winning strat-
egy under safety and fairness objectives by using an automata-theoretic app-
roach. Precisely, we build an automaton that accepts only trees that are wit-
nesses of more than one winning strategy for the designed player over the game
arena. Hence, we reduce the addressed quantitative question to the emptiness
of this automaton. This leads to a polynomial-time solution, thus not harder
than the one required for the existence of a winning strategy in safety and fair
games [9,16]. As a important consequence of this result we get that checking the
uniqueness of a Nash Equilbrium under safety or fairness objectives can be done
in polynomial-time. This motivates our work.

Related Works. Counting strategies has been deeply exploited in the formal
verification of reactive systems by means of specification logics extended with
graded modalities, interpreted over games of infinite duration [2,3,5,7,11,19,23,
24,26]. Tt is worth recalling that the solution algorithms present in the litera-
ture for graded modalities have been conceived to address complicated scenarios
and, consequently, they usually perform much worse than our algorithm on the
restricted setting we consider.

Finally, we remark that the automata-theoretic solution we provide takes
inspiration from those ones introduced in [4,6,11,12,20,25,26,32].

2 Preliminaries

In this section we introduce some preliminary concepts needed to properly
define the game setting under exam as well as to describe the adopted solu-
tion approach. In particular, we introduce trees useful to represent strategies
and automata to collect winning strategies.

Trees. Let T be a set. An T-tree is a prefix closed subset T' C 7. The elements
of T are called nodes and the empty word ¢ is the root of T. For v € T, the set
of children of v (in T') is child(T,v) ={v-z € T |z € T}. Given anode v =y -z,
with y € T7* and z € 7", we define prf(v) to be y and last(v) to be z. We also say
that v corresponds to x. The complete T-tree is the tree T*. For v € T, a (full)
path 7 of T' from v is a minimal set 7 C T such that v € m and for each v/ € 7
such that child(T,v") # (), there is exactly one node in child(T,v") belonging to
7. Note that every word w € 7* can be thought as a path in the tree T, namely
the path containing all the prefixes of w. For an alphabet X, a X-labeled 7-tree
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is a pair < T,V > where T is an T —tree and V : T'— X maps each node of T
to a symbol in X.

Automata Theory. An alternating tree automaton (ATA, for short) is a tuple
A=<X D,Q,q,06, F>, where X is the alphabet, D is a finite set of directions,
Q is the set of states, gy € @ is the initial state, 6 : Q@ x ¥ — BT(D x Q)
is the transition function, where BT (D x Q) is the set of all positive Boolean
combinations of pairs (d, q) with d direction and ¢ state, and F' C @ is the set of
the accepting states. An ATA A recognizes (finite) trees by means of runs. For
a Y-labeled tree < T,V >, with T'= D* a run is a (D* x @)-labeled N-tree
< T,,r > such that the root is labeled with (e, ¢g) and the labels of each node
and its successors satisfy the transition relation. A run is accepting if all its
leaves are labeled with accepting states. An input tree is accepted if there exists
a corresponding accepting run. By L(A) we denote the set of trees accepted by
A. We say that A is not empty if L(A) # (.

As a special case of alternating tree automata, we consider nondeterministic
tree automata (NTA, for short), where the concurrency feature is not allowed.
That is, whenever the automaton visits a node x of the input tree, it sends to
each successor (direction) of 2 at most one copy of itself. More formally, an NTA
is an ATA in which § is in disjunctive normal form, and in each conjunctive
clause every direction appears at most once.

Finally, Alternating Biichi tree automata (BATA, for short) are ATA accept-
ing infinite trees. Precisely, a run is accepting if all its branches visit infinitely
often at least one state belonging to F'. As before, we also consider nondeter-
ministic Biichi tree automata (BNTA, for short). We refer to [21] for a formal
definition of BATA.

3 The Game Model

In this section, we introduce two-player turn-based games. Precisely, we consider
games consisting of an arena coupled with an objective. The arena describes the
configurations of the game through a set of states, being partitioned between
the two players. In each state, only the player that owns it can take a move. The
formal definition of the considered game model follows.

Definition 1. A two-player turn-based game (2T'G, for short), played between
Player, and Player,, is a tuple G = <St, sy, Ac, tr, W, 0>, where St = StqU
St1 is a finite non-empty set of states, with St; being the set of states of Player;,
s1 € St is a designated initial state, Ac £ Aco U Ac; is the set of actions, W is
a set of target states, O is the objective of Player,, and tr : St; x Ac; — St1_;,
fori € {0,1} is a transition function mapping a state of a player and its action
to a state belonging to the other player.

In a 27°G we only define the objective for Player since, the objective for Player
is the opposite. In the following we only consider as objectives for Player, safety
and fairness. Regarding the former, Player, wins the game if he has a strategy
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that prevents him from reaching all the states in St \ W. For the latter, Player
wins the game if he can induce plays along which he visits at least a target state
infinitely often. These concepts will be formalized in the sequel.

To properly give the semantics of 27T'Gs, we now introduce some basic con-
cepts such as path, track, strategy, and play.

A path is a finite or infinite sequence of states s, $2,... such that s; = sy
and for all 4, if s; € Stg then there exists an action ag € Acg such that s;11 =
tr(s;, ag), else there exists an action a; € Acy such that s;41 = tr(s;, a1).

A track p € St™ is a finite path. For a track p, by (p); we denote the i-st
element of p, by p<; we denote the prefix track (p)o...(p):, and by last(p) we
denote the last element of p. By Trk C St*, we denote the set of tracks over St.
By Trk; we denote the set of tracks p in which last(p) € St;.

A strategy represents a scheme for a player containing a precise choice of
actions along an interaction with the other player. It is given as a function over
tracks. Formally, a strategy for Player; is a function o; : Trk; — Ac; that maps
a track to an action.

The composition of strategies, one for each player in the game, induces a
computation called play. Precisely, assume Player, and Player, take strategies
oo and o1, respectively. Their composition induces a play p such that (p)o = s;
and for each ¢ > 0 if (p); € Sto then (p)it1 = tr((p)i, 00(p<i)), €else (p)it1 =
tr((p)i,o1(p<i)). A play p satisfies a safety objective, if and only if it contains
only states in W. Conversely, let inf (p) the set of states occurring infinitely often
in p, the play satisfies the fairness objective if and only if inf(p) N W # (.

A strategy is winning for a player if all the plays induced by composing such
strategy with all the strategies of the adversarial player satisfies his objective. If
such a winning strategy exists we say that the player wins the game. The formal
definition of winning condition follows.

Definition 2. Let G be a 2T'G. Player, wins the game G if he has a strategy
such that for all strategies of Player, the resulting induced play satisfies 0.

4 Searching for Additional Winning Strategies

In this section, we show how to check whether Player, wins the game under
safety and fairness objectives. To proper introduce our solutions procedure we
first need to provide some auxiliary notation. Precisely, we introduce the concepts
of decision tree, strategy tree, and additional strategy tree.

A decision tree simply collects all the tracks that come out from the interplays
between the players. In other words, a decision tree can be seen as an unwinding
of the game structure along with all possible combinations of player actions. The
formal definition follows.

Definition 3. Given a 2T'G G, a decision tree is an St-labeled Ac-tree collecting
all tracks over G.
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We now introduce strategy trees that allow to collect, for each fixed strategy
for Player,, all possible responding strategies for Player,. Therefore, the strategy
tree is a tree where each node labeled with s € Sty has an unique successor
determined by the strategy for Player, and each node labeled with s € St; has
all possible successors determined by the actions of Player;. Thus, a strategy
tree is an opportune projection of the decision tree. The formal definition follows.

Definition 4. Given a 2I'G and a strategy o for Player,, a strategy tree for
Player, is an St-labeled Ac-tree < T,V >, with T C Ac* and V as follows:
(i) V(e) = s1; (i) for allv € T, let p = (p)o...(p)jwj—1 be a track from s;
with (p)r = V(v<g) for each 0 < k < |v| — 1, if V( rf(v)) € St then V(v) =
t(V(prf (v)), 7(p)), otherwise V(v) = tr(V (prf (1)), last(v)).

Following the above definition and Definition 2, given a 2T°'G G, Player, wins
the game and Player; loses it by simply checking the existence of a strategy tree
for Player, that is a tree such that each path satisfies the objective 0. Such a
tree is called a winning-strategy tree for Player,,.

In case we want to ensure that at least two winning strategies exist then,
at a certain point along the tree, Player, must take two successors. Let succ :
St — 25t to be the function that for each state s € St in G gives the set of its
successors, the formal definition of additional strategy tree follows.

Definition 5. Given a 2T'G G, an additional strategy tree for Player, is an
St-labeled Ac-tree < T,V > that satisfies the following properties:

1. the root node is labeled with the initial state s; of G;

2. for each x € T that is not a leaf and it is labeled with state s of Player, it
holds that x has as children a non-empty subset of succ(s);

3. for each x € T that is not a leaf and it is labeled with state s of Playery, it
holds that x has as children the set of succ(s);

4. there exists at least one x € T that corresponds to a state of Player, in G
and it has at least two children.

Note that, the above definition, but item 4, is the classical characterization
of strategy tree. As before, given a 2T'G G, Player, has an additional strategy
to win the game if there is an additional strategy tree for him, that is a tree
such that each path satisfies the objective 0. Such a tree is called an additional
winning-strategy tree for Player,.

Now, we have all ingredients to solve 2T'G in which the objective is safety or
fairness. For the former we have the following result.

Theorem 1. Given 2T G G with safety objective it is possible to decide in linear
time whether Player, has more than one strategy to win the game.

Proof. Consider a 2I'G G with safety objective. We know that Player, wins
G iff there exists a strategy for Player, that for all strategies for Player, the
induced play does not reach any state in St \ W.
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We build an NTA A that accepts all additional winning-strategy for Player
over G. The automaton A uses Q = St x {ok, split,bad} as set of states, where
ok and split are flags and the latter is used to remember that along the tree
Player, has to ensure the existence of two winning strategies by opportunely
choosing a point where to “split”, and bad is used when a state s € St \ W is
occurred. We set as alphabet X' = St and initial state gy = (sy, split). For the
transitions, starting from a state ¢ = (s, flag) and reading the symbol a, we
have that:

(s', bad) if s € St\'W;
(s, 0k) if s=aAnseStyA flag = ok;
5(q.a) = ((s',0k) A (s",0k)) Vv (s, split) if s=aAs e Sty flag = split;
’ succ(s) x {ok} if s=aANseSt A flag = ok;
(s1, f1) A+ A (S, fn) if s=aAs €St A flag = split;
0 otherwise.
where s’ s"” € succ(s) with " # s”, {s1,...,8,} = suce(s), and fi,..., f, are

flags in which there exists 1 < ¢ < n such that f; = split and for all j # i, we
have f; = ok. The set of accepting states is W x {ok}.

The automaton checks if each path of an input tree does not reach a bad
state. It is not hard to see that the automaton only needs to check the tree up to
a depth of |St| 4+ 1. Indeed, if a bad state does not occur within this bound,
Player, can pump good states forever through some cycles in the game. To limit
the automaton to check up to such a bound it is sufficient to use a binary counter
along its states. For the sake of readability we omit this part. Finally, it is not
hard to see that if A is not empty then Player, has at least two strategies to
win G.

Since, the size of the automaton A is just linear in the size of the game and
checking its emptiness can be performed in linear time (from [32]), the desired
complexity result follows. O

Theorem 2. Given 2T'G G with fairness objective it is possible to decide in
quadratic time whether Player, has more than one strategy to win the game.

Proof. Consider a 2T'G G with fairness objective. We know that Player, wins
G iff there exists a strategy for Player, that for all strategies for Player, the
induced play reaches infinitely often a state in W. In particular, now to handle
the winning condition we need a non-deterministic Biichi tree automaton.

We build a BNTA B that accepts all trees that are witnesses of more than a
winning strategy for Player, over G. The automaton A uses Q = St x {ok, split}
as set of states, ' = St as alphabet, and gy = (s1, split) as initial state. For the
transitions, starting from ¢ = (s, flag) and reading the symbol a, we have that:
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(s',0k) it s=aAnseStyA flag = ok;
((s',0k) N (8", 0k)) V (s, split) if s=aAs € StyA flag = split;
d(q,a) = < succ(s) x {ok} if s=aAseSt A flag = ok;
(s1, 1)) AN+ A(Sns fr) if s=aAseSt; A flag = split;
0 otherwise.
where §';s"” € suce(s) with s # s”, {s1,...,8,} = suce(s), and fi,..., f, are

flags in which there exists 1 < ¢ < n such that f; = split and for all j # i, we
have f; = ok. The set of accepting states is W x {ok}. Hence, if B is not empty
then Player, has at least two strategies to win G.

Since, the size of the automaton B is just linear in the size of the game
and checking its emptiness can be performed in quadratic time (from [33]), the
desired complexity result follows. O

5 Conclusion and Future Work

In this paper we have introduced a simple but effective automata-based method-
ology to check whether a player has more than one winning strategy in a two-
player game under safety and fairness objectives. We believe that the solution
algorithm we have conceived in this paper can be used as core engine to count
strategies efficiently in more involved game scenarios and in many solution con-
cepts reasoning as we plan to investigate as a continuation of this paper.

This work opens to several interesting questions and extensions, which we
plan to investigate. An interesting direction is to consider the counting of strate-
gies in multi-agent concurrent games. This kind of games have several interesting
applications in artificial intelligence [34]. As another direction of work, one can
consider some kind of hybrid game, where one can opportunely combine teams of
players working concurrently with some others playing in a turn-based manner
as in [17,18,29]. These games arise for example in case the interaction among
the players behaves in a recursive way [8,28].
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Abstract. Nowadays economy is every day more and more a digital
economy where many human activities are performed by means of digi-
tal devices. Those digital activities produce and operate on a big amount
of digital assets, as the data stored in datasets, documents, images, videos
or audio files. Rationally, it is useless that digital assets are made pub-
lic without the specification of constrains on their usage and access.
Many formal languages for expressing licenses, policies, norms, agree-
ments, and contracts have been proposed in literature. Among them, the
Open Digital Rights Language (ODRL) is a quite general one. In this
paper, we present an extension of the syntax of ODRL for expressing
conditional obligations. We present also an operational semantics of this
extension with the goal of being able to perform automatic reasoning
on the dynamic evolution in time of obligations. The definition of such
operational semantics will be based on the specification of the lifecycle
of obligations and on the definition of the mechanisms for computing
their state using automatic reasoning. In particular, for doing that we
use as far as possible, W3C standards: RDF and RDF Schema for the
specification of obligations, and the Apache Jena general purpose rule
engine for efficiently deducing the state of obligations on the bases of the
state of the interaction among agents.

1 Introduction

Nowadays economy is every day more and more a digital economy where many
human activities are performed by means of digital devices. Those digital activ-
ities produce and operate on a big amount of digital resources, as structured
data stored in various datasets, documents, images, videos or audio files. Those
digital resources may become digital assets when they are exchanged between
peer agents or made available to data consumers, for example on the Internet,
by data publishers.

Rationally, it is useless that digital assets are made public without the spec-
ification of constrains on their usage and access, this because the absence of a
© Springer Nature Switzerland AG 2018
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license or of a document attached to the data is not equivalent to the right to do
whatever one wants with those data [11]. Nowadays, digital assets may be made
available as Open Data (by adopting one of the Open Data Commons (ODC)
licenses), or they can be associated to one of the Creative Commons licenses, or
to other existing licenses like for example the Open Government License (OGL).
Many other licenses with big or slight differences are created every day; therefore
a standardization of the existing licenses with the goal of limiting their number
to a finite set is far from the present situation [9]. Moreover, it is important to
consider that instead of using pre-defined data licenses, data producers or data
publishers may exchange digital assets with data consumers on the basis of an ad
hoc agreement that may be reached by the parties in different ways, for example
through a negotiation, by accepting an offer, by buying a ticket, and so on.

Licenses and agreements may be specified using human-readable formats,
but the increasing usage and exchange of digital assets requires more formal and
machine-readable mechanisms for the specification of licenses and agreements.
This in order to enable machine-to-machine interactions combined with a num-
ber of useful services. Services like for example: (i) an advance search of resources
based on their license; (ii) the possibility to aggregate different resources released
under different licenses by computing license compatibility or conflicts; (iii) the
automatic checking of the satisfaction or violations of the normative or legal rela-
tions that such an exchange of digital assets creates in the chain of interactions
among data producers, data publishers, and data consumers.

In order to perform many of these services it is crucial not only to propose
the syntax of a formal language for expressing licenses, policies, norms, and
agreements, but also to express a formal semantics of such a language. This
with the goal of being able to perform automatic reasoning on the normative or
legal constrains, and to monitor the fulfilment or violation of a set of policies on
the basis of the (usually partial) knowledge of the actions of the parties and of
the state of their interaction. A formal semantics may be used also to simulate
what will happen if one of the parties, related by a set of policies, perform certain
actions.

Formal languages for expressing licenses (that can be used to waive some
rights on a given resource), norms, agreements, and contracts have been devel-
oped in the Multiagent Systems (MAS) research community, and in its Norma-
tive MAS sub-community. Studies on Access Control Policies have been devel-
oped by the Access Control community; and studies on deontic logic developed
by the Artificial Intelligence and Law community. Numerous of these proposals,
which are related to this paper, are discussed in the Related Work section.

Among such formal languages, the most interesting and general one is the
Open Digital Rights Language (ODRL), which uses Semantic Web languages for
the formalization of policies. In its most recent version ODRL, as a language for
expressing policies, presents some limits in its expressivity. In order to overcome
one of these limits, in this paper we present an extension of the syntax of ODRL
for expressing conditional obligations. We present also an operational semantics
of this extension with the goal of being able to perform automatic reasoning on
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the temporal evolution of obligations. The definition of such operational seman-
tics will be based on the specification of the lifecycle of obligations and on the
definition of the mechanisms for computing the state of obligations using auto-
matic reasoning. In particular, for doing that we use, as far as possible, W3C
or de facto standards for the Semantic Web: RDF and RDF Schema for the
specification of obligations, and the Apache Jena general purpose rule engine
for efficiently deducing the state of obligations on the bases of the state of the
interaction among agents.

The paper is organized as follows. In Sect. 2 formal languages for expressing
licenses and agreements or contracts are presented, with a particular focus to
the approaches that use semantic web technologies. In Sect.3 we present the
extension of the syntax of ODRL for expressing conditional obligations, and in
Sect.4 an operational semantics of such an extension is introduced. In Sect. 5
the implementation of a system able to simulate the evolution in time of a set
of conditional obligations is evaluated and some conclusions and proposals for
future work are discussed.

2 Related Work

Formal languages for expressing licenses (that can be used to waive some rights
on a given resource) and agreements or contracts have been developed. Examples
of such languages are: the MPEG21-Right Expression Language, which is mostly
used for expressing rights on audio and video files; ccREL [1], an RDF-based
language for expressing Creative Common licenses; and the Web Access Control
(WAC) vocabulary!, which provides a basic way to describe various forms of
access to resources for users or groups who are identified by HT'TP URIs.
Among such languages, the Open Digital Rights Language (ODRL) is the
most general one, in that it is not focused on a file type nor only on access con-
trol. It can be used in different scenarios, as proved by the specification using
ODRL 2.0 of the 126 licenses stored in the RDFLicense dataset [17]. Originally
(in 2001), ODRL was an XML language for expressing digital rights, that is, dig-
ital content usage terms and conditions. In 2012, with version 2.0, and in 2015,
with version 2.1 [10], ODRL evolved into a more general policy language: it is
no longer focused only on the formalization of rights expressions, but also on the
specification of privacy statements, like for example duties, permissions, and pro-
hibitions. In version 2.0 and 2.1 ORDL is a Policy Language formalized in RDF
with an abstract model specified by an ontology, and is developed and promoted
by the ODRL W3C Community Group. In March 2016 the W3C “Permissions
and Obligations Expression” (POE) Working Group was created with the goal
of bringing the Community Group specifications through the W3C Process to
“Recommendation” status. ODRL 2.1 has an informal semantics described in
English in the Core Model, but there is not a formal specification of its seman-
tics [19]. In [13] an OWL representation of ODRL 1.1 is presented, but it is

! http:/ /www.w3.org/wiki/WebAccessControl.
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limited to the representation of classes and properties, and no representation is
given of the dynamic semantics of policies, that is, of how they evolve in time.

L4LOD (Licenses for Linked Open Data) is a lightweight vocabulary for
expressing the licenses for Linked Open Data. It is presented in [9]. This language
is able to express the semantics of the deontic component of licenses by using
an extension of Defeasible Logic [8]. This extension is a non-monotonic logic
able to take into account the idea of expressing obligations as defeasible rules,
prohibitions as obligations to not do an action, and a simple notion of permission
defined as defeaters of obligations (i.e. defeaters of prohibitions). The goal of
the proposed work is to automatically compute the deontic components of a
composite license [. that can be obtained from a set of licenses l1,...,l,. This
is done by using deontic rules (having different type) and two heuristics for
OR-~composition and AND-composition of the deontic effects of licenses. The
content of the formalized licenses is expressed using propositions like ShareAlike
or Attribution, or Commercial. This is an interesting approach based on a non-
monotonic logic that can be used only when it is not necessary to explicitly
express the actor, the context, and other relevant attributes of the regulated
actions.

In the field of studies on Access Control to data, an important XML standard
language is the eXtensible Access Control Markup Language XACML [15] which
is focused on the specification of access control policies. It is an important appli-
cation independent policy language which is an OASIS industry standard. It is
primarily an Attribute-Based Access Control system and an XML-based lan-
guage for expressing and interchanging access control policies over the Web. It
describes both a policy language and an access control decision request /response
language. Policies in XACML are characterized by subjects, resources, environ-
ments, and actions. A subject element is the entity requesting access and it has
one or more attributes. The resource element is a data, service, or system compo-
nent and it has one or more attributes. The action element defines, by means of
one or more attributes, the type of access requested on the resource. An environ-
ment element can optionally provide additional information. The formalization
of access control obligations is barely supported by the XACML standard; indeed
XACML only describes a general syntax for obligation specification, but focusses
its core functionalities on permissions and prohibitions.

Among all these rights, policies, and access control languages, ODRL 2.1 is
the most general one; in fact, it allows the specification of licenses, but also of
more customizable offers of digital assets by data-provider, requests of digital
data by data-consumer, or agreements that binds two parties.

The studies on Normative Multiagent Systems (NorMAS), concern mainly
the formalization of norms used for expressing obligations, permissions, and pro-
hibitions, and the definition and the realization of fundamental functionalities
for norms promulgation, monitoring, enforcement, and for norms adoption and
reasoning. In NorMAS literature there are various proposals for the specification
of norms and policies using different languages [4,5,18] and of frameworks [3] for
their management. In this paper, we propose to formalize policies using Seman-
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tic Web Technologies and therefore here we will mainly discuss other approaches
where Semantic Web languages were adopted.

In [5,6] a proposal to specify and reason on commitments and obligations
using OWL 2, SWRL rules, and OWL-API is presented (as widely discussed in
next sections). In particular, in those papers an OWL ontology of obligations
whose content is a class of possible actions that have to be performed within a
given deadline is presented. The monitoring of those obligations (checking if they
are fulfilled of violated on the basis of the actions of the agents) can be realized
thanks to a specific framework required for managing the elapsing of time and to
perform closed-world reasoning on certain classes. Unfortunately, the scalability
of this approach is not good enough to make it usable in real applications.

Another interesting approach that uses Semantic Web Technologies for norms
formalization and management is the OWL-POLAR framework for semantic pol-
icy representation and reasoning [18]. This framework investigates the possibil-
ity of using OWL ontologies for representing the state of the interaction among
agents and SPARQL queries for reasoning on policies activation, for anticipating
possible conflicts among policies, and for conflicts avoidance and resolution. In
the OWL-POLAR model the activation condition and the content of the policies
(that is what is prohibited, permitted or obliged by the policy) are represented
using conjunctive semantic formulas, that is a conjunction of atomic assertions
expressed using the concepts and the relations defined on an OWL ontology.
Reasoning on a set of policies for deducing their state is quite expensive in OWL-
POLAR, because it requires translating the activation condition and the content
of a policy into the SPARQL query language and then evaluating the resulting
queries on the OWL ontology used for representing the state of the world. In
OWL-POLAR, there is no treatment of time. An interesting contribution of this
framework is the study of conflicts among norms and a proposal for conflict res-
olution. The reasoning mechanisms proposed in this work are decidable, but if
OWL DL is used, they are not tractable, in the worst case. If expressiveness is
reduced to OWL Lite, decidability is guaranteed.

Another relevant proposal, where Semantic Web technologies are used for pol-
icy specification and management, is the KAoS policy management framework
[3,20]. It is composed by three layers: (i) the human interface layer where poli-
cies, expressing authorizations and obligations, are specified in the form of con-
strained English sentences; (ii) the policy management layer used for encoding
in OWL the policy-related information; (iii) the policy monitoring and enforcing
layer used to compile OWL policies to an efficient format usable for monitor-
ing and enforcement. Another approach where Semantic Web technologies are
partially used is the Rei policy language [12] for modelling the deontic concepts
of rights, prohibitions, obligations and dispensations. Rei is implemented in the
logic language Prolog, but also includes some ontologies that enable the policy
engine to interpret a subset of RDFS policies.

It is therefore clear that, even if the concept of norms and policies has been
studied quite extensively in Multiagent research, a lot of work has to be done
for improving the existing models and languages for norm and policy formal-
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ization. It is necessary to evaluate their expressivity on real-world use cases, to
improve the performances and the scalability of the framework developed for
policies management, i.e., for their creation, enforcement, and monitoring, and
for making those approaches usable by practitioners and industry. This paper
goes in this direction.

3 A Model of Obligation

Among the formal languages for expressing licenses, or more general normative
or legal relations among autonomous parties/agents, presented in the previous
section, ODRL is one of the most interesting, because of the following crucial
characteristics: it is under study for becoming a W3C Recommendation, it has
the possibility to be extended with profiles, there is an RDF specification of the
Core Model of ODRL 2.1, and it has useful policy types like agreement, offer,
request and ticket, that allow to manage personalized form of contracts for the
distribution of digital assets. The last aspect is essential in all frequent situations
where standard licenses do not meet the constraints that a data producer or a
data provider may want to express.

In the ODRL 2.1 Core Model? a policy must contain at least one permis-
sion and may contain prohibitions. A permission may be conditioned by a duty.
Permissions, prohibitions, and duties relate two parties, an asset, and an action.
ODRL 2.1 has an informal semantics described in English in the Core Model. As
a language for expressing licenses and more complex agreements or contracts,
ODRL presents some limits in its expressivity, as it is clarified below and has
been initially discussed in [2], where some syntactic changes to ODRL 2.0 were
proposed.

In this section, we present a proposal to extend the syntax of ODRL in order
to be able to express pure obligations to perform a certain class of actions. This
is an important extension of ODRL 2.1 where it is only possible to express the
duty to perform a specific action, as a requirement that must be fulfilled for
obtaining a valid permission to perform another action.

Obligations are crucial for expressing the normative relationships in which an
agent will become obliged to do a certain type of action a1 as a consequence of
the performance of another action as, where as may be viewed as the activation
condition of the obligation. Two concrete examples of this type of obligations are
the following. A nurse may have the possibility to use an “emergency account” for
getting access to sensitive health data of a patient, in case the emergency account
is used the nurse becomes obligated to write within one week a report explaining
the reasons why the account has been used. Another interesting example is given
by the policy that regulates the access to the “limited traffic area” of certain big
cities: people have the possibility to enter the “limited traffic area”, but if they
do so they become obligated to pay a certain sum within a given temporal limit,
otherwise they will be sanctioned. Obligations without activation conditions are
rare and it is quite hard to find interesting examples.

2 https://www.w3.org/community/odrl/model /2.1/.
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The temporal relationship between the activation condition and the conse-
quent obligation makes it impossible to formalize such obligations using only
the notion of permission or prohibition. For example, a conditional permission
stating that if the nurse writes the report she gets the permission to use the
emergency account, would change the temporal relation among the actions, and
therefore is not equivalent to the conditional obligation described above. Sim-
ilarly, if a prohibition coupled with a sanction is used (stating that using the
emergency account is prohibited, and in case the prohibition is violated, the
sanction of writing a report applies) the result is a counterintuitive specifica-
tion. Moreover, the formalization by means of a prohibition will create a viola-
tion that may affect the reputation of the violator, even if this is not a desired
consequence.

In the ODRL 2.1 core model, it is assumed that “any use not explicitly per-
mitted is prohibited”. In our view, it is not always reasonable to assume that all
actions regulated by a set of policies are prohibited, except those that are explic-
itly permitted. In real use cases, it may happen that certain actions are simply
possible, i.e. they are not explicitly permitted but they are not prohibited: this
because in certain situations the request of explicitly permitting certain actions
may complicate the overall specification of the set of policies. This assumption
requires also that permissions are stronger than prohibitions or that the prohi-
bition to perform an action is deleted when a permission to perform such an
action is added.

In March 2016 the W3C “Permissions and Obligations Expression” (POE)
Working Group was created with the goal of bringing the Community Group
specifications of ODRL 2.1 through the W3C Process to “Recommendation”
status. In the following sections we will refer to the most recent version of the
Model®.

In our proposal, a conditional obligation is characterized by the following
properties: an assigner, an assignee, a deadline, an activation condition, and a
content. Conditional obligations could be expressed in ODRL by introducing the
following syntactic extensions to the RDF Core Model.

— We introduce the class Obligation as a subclass of the ODRL class Rule and
we use the property obligation: Policy — Rule for connecting a policy with an
obligation.

— Like in ODRL, an obligation may have none or one assigner and/or assignee,
which are specified by using the property assigner: Role — Party and the
property assignee: Role — Party.

— Differently from ODRL, in our model an obligation does not need to be
connected by the target property with the asset whose use is regulated by
the obligation. This because the regulated asset is specified by the activa-
tion condition of the obligation. In fact, in our model actions are not simply
labels like “odrl:read”, but they are specified using a richer content language,
actions have a class/type and a certain number of properties. In our examples

3 A preview of the new, even if unstable, ODRL Information Model is available at
https://www.w3.org/TR/odrl-model/.
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we will use the RDF Schema definition of the notion of action proposed by
Schema. org vocabulary®.
— Moreover we introduce the following new properties:

e hasActCond: Obligation — Action, which is used for connecting an obliga-
tion with its activation condition. The activation condition may describe
a specific action or a class of actions, this last option is possible by spec-
ifying only the type of the action and some of its properties;

e hasContent: Rule — Action, which is used for connecting an obligation to
its content, that is, the description of the action that should be performed
for fulfilling the obligation. This action, like for the activation condition,
may be described in full details or by specifying only the type of the
action and some of its properties;

e hasDeadline: Obligation — TemporalEntity, which is used for connecting
an obligation to the deadline within which the action, described in the
content of the obligation, has to be performed.

Another example of conditional obligation, which is common in electronic
commerce of digital assets like music or video file, is the obligation to pay to a
music provider (for example Sony) a certain amount (for example 5 euros) before
a given deadline (for example the end of September 2017) when an agent (for
example Billy:888) plays a song recorded by the a certain artist, for example
the Beatles. Obviously, this conditional obligation may be initially formalized
at a high level of abstraction using roles and variables, like the role of music
provider, or the role of listener or the variable used for expressing the amount
to be paid. This high-level obligation may be transformed through various steps
into a low-level, concrete obligation without roles and variables. The specification
of a possible concrete obligation formalized in RDF using the Turtle serialization
format® is reported below. Thanks to the choice of using a semantic web language
like RDF for the specification of our example, we are able to exploit the crucial
advantage of importing other ontologies in our example. In particular our RDF
specification of obl:01 uses: the ODRL 2.1 RDF Ontology, the Time Ontology in
OWLS, the RDF ontology of the notion of Action defined by schema.org, our
OWL Event Ontology’ which defines the notion of Event and connects it with
the notion of Time[5], and the OWL Normative Language Ontology that results
from the previously discussed extension of ODRLS.

@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#>.
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>.
@prefix xsd: <http://www.w3.org/2001/XMLSchema#>.

@prefix odrl: <http://www.w3.org/ns/odrl/2/>.

@prefix schema: <http://schema.org/>.

@prefix time: <http://www.w3.org/2006/time#>.

* http://schema.org/Action.

5 https://www.w3.org/TR/turtle/.

6 https://www.w3.org/TR/2006/ WD-owl-time-20060927//.

" Available at http://www.people.usi.ch/fornaran/ontology/Event.

8 Available at http://www.people.usi.ch/fornaran/ontology /NormativeLanguage.
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@prefix event: <http://www.people.usi.ch/fornaran/ontology/event#>.
@prefix nl: <http://www.people.usi.ch/fornaran/ontology/NormativeLanguage#>.

<http://example.com/policy:01>
a odrl:Agreement;
nl:obligation <http://example.com/obl:01>.
<http://example.com/obl:01>
a nl:0Obligation;
nl:hasDeonState nl:conditional;
odrl:assigner <http://example.com/sony:10>;
odrl:assignee <http://example.com/billie:888>;
nl:hasDeadline [
time:inDateTime "2017-08-21T09:00:00"""xsd:dateTime];
nl:hasActCond [
a schema:ListenAction;
nl:hasState nl:unSatisfied;
schema:agent <http://example.com/billie:888>;
schema:object [
a schema:MusicRecording;
schema:byArtist <http://example.com/Beatles>]
1;
nl:hasContent [
a schema:PayAction;
nl:hasState nl:unSatisfied;
schema:agent <http://example.com/billie:888>;
schema:recipient <http://example.com/sony:10>;
schema:price 5.00;
schema:priceCurrency "euro"].
<http://example.com/sony:10> a odrl:Party.
<http://example.com/billie:888> a odrl:Party.
<http://example.com/Beatles> a schema:MusicGroup.

4 Operational Semantics of Obligations

One relevant limit of ODRL 2.1 is that it has only an informal semantics
described in English in the Core Model document and it there is not a formal
specification of its semantics [19]. Without a formal semantics, it is not possi-
ble to perform automatic reasoning on those policies and therefore it is almost
impossible to automatically provide relevant services. One important service is
monitoring of obligations, in order to automatically compute their activation,
and fulfilment or violation on the basis of the (usually partial) knowledge of the
actions of the parties involved and of the state of their interaction. Monitoring
techniques together with a generator of events and/or the list of actions that
one or more users would like to perform on a set of digital assets, can be used
to simulate the evolution of the state of obligations and then perform a “what
if” analysis on their fulfilment or violation. This is also a possible approach for
evaluating norms conflicts or norms compatibility that is thought to work for
obligations with a dynamic evolution from active to fulfilled or violated.
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A concrete use case where the simulation service proposed may be used is to
assist a user who wants to use different digital assets (some photos, one video,
and certain data) for creating a conference presentation and then publish it on
the Internet on a Social Network. The user wants to know if a given sequence
of actions performed on the digital assets will bring to a violation of one of the
policies connected to the digital assets used and, if the answer is in the positive,
what are the reasons of the violation.

In this section, we present an operational semantics of the syntactic exten-
sion of ODRL for expressing conditional obligations, described in the previous
section. In particular, the proposed semantics will be focused on the goal of
performing automatic reasoning on the temporal evolution of obligations on the
basis of the actions of the involved parties and of the elapsing of time. The first
step, for the definition of such an operational semantics, consists in the unam-
biguous specification of the lifecycle of conditional obligations, which depends
on the satisfaction of their condition and content. Figure 1l shows the lifecycle
of conditional obligations. In this figure, boxes indicate states of the obligation,
arrows indicates transitions between states, labels on arrow indicate the pre-
conditions that must be satisfied for the transition to take place or the action
that determines the transition.

Fulfilled
Null content is satisfied
before deadline

Create

condition is

satisfied Activated

deadline has
elapsed

Conditional

Violated

deadline has

elapsed Cancelled

Fig. 1. Conditional obligations lifecycle

When an obligation is created, it becomes conditional if it has an unsatis-
fied condition. A conditional obligation becomes activated when its condition is
satisfied (e.g., the song is played). The condition or the content of obligations
becomes satisfied if, in the ontology used for representing the state of the inter-
action, there is an action whose attribute values match the values specified in
the condition or content of the obligation. The condition or the content of an
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obligation is connected to the matched action or event by means of the reason
property. An active obligation becomes fulfilled if its content becomes satisfied
before the deadline. On the contrary, if the deadline of an active obligation has
elapsed the obligation becomes wviolated.

The second step for the definition of the operational semantics of conditional
obligations consists in specifying how the dynamic evolution of the various obli-
gations can be automatically computed, in order to provide monitoring and
simulation services.

Our approach in this phase is to adopt, as far as possible, W3C standards
and in particular Semantic Web Technologies. This first of all because their
diffusion among software practitioners and research communities is fundamental
for the acceptance and adoption of the proposed formal semantics, and secondly
because W3C Semantic Web Technologies are supported by tools (RDFS and
OWL reasoners, editors, and API) that are suitable to implement a software
framework for testing and evaluating our proposal. Moreover, in this paper we
propose an extension of ODRL Version 2.1 Core Model, which is available in RDF
1.0. This choice makes it also feasible to re-use existing ontologies as discussed in
the previous section, and to express policies that depend on the semantic content
of the data when these are represented using Semantic Web Technologies, like
for example Linked Open Data.

An open question at this point is whether it is a good solution to use OWL
2 (possibly integrated with SWRL whenever the expressivity of OWL is insuffi-
cient) to express the state of the interaction (i.e. the actions performed by the
agents), the obligations and the axioms/rules for computing the state of obliga-
tions following their lifecycle. Alternatively, it may be better to express our data
(state and obligations) and the obligations’ lifecycle using RDFS ontologies, and
exploit an RDFS reasoner, like the Apache Jena RDFS reasoner, for computing
the state of the obligations. The latter option would allow us to integrate the
Apache Jena RDFS reasoner with domain-specific rules, written in the rule lan-
guage of the Jena general purpose rule engine’, which can be used to represent
the lifecycle of obligations.

In our previous works [5,16] we proposed to express the content and the
activation condition of norms by using OWL classes defined by means of OWL
axioms and, whenever the expressivity of OWL was insufficient, by SWRL rules.
At runtime, the satisfaction of such activation condition and content can be
evaluated using a standard OWL reasoning service or SPARQL-DL queries [7].
The main problem that we tackled with such an approach concerns performance,
mainly due to the time required for reasoning on OWL ontologies when the
number of assertions in the data ontology and the number of norms increase.

Therefore, in the work described in this paper we investigated the expres-
sivity and performance of a solution where the state of the interaction and the
obligations’ components are formalized using RDFS and the state of obliga-
tions is computed by using the Apache Jena general-purpose rule engine. This
rule engine integrates a general purpose rule-based reasoner, able to implement

9 Documentation available at https://jena.apache.org/documentation /inference/ .
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RDFS and OWL reasoning, but is also available for general use!?. In particular,
we propose to exploit the Jena forward chaining RETE engine for reasoning
on the state of the obligations formalized in RDFS using the RDFS Schema

proposed in the previous section.

The Jena rules that can be used for computing if an obligation is cancelled,

activated, fulfilled or violated are the following.

[cancelObligation:

(?7obl  rdf:type nl:0bligation),

(7obl nl:hasDeonState nl:conditional),
(?70bl nl:hasDeadline ?deadLine),
(?deadLine time:inDateTime 7dateTime),

now (?now) ,

greaterThan(?now, 7dateTime) ->
(?70bl nl:hasDeonState nl:cancelled),
drop(1)

]

[activateObligation:

(7obl  rdf:type nl:0bligation),

(?70bl nl:hasDeonState nl:conditional),
(?70bl  nl:hasActCond 7activation),
(7activation nl:hasState nl:satisfied) ->
drop(1),

(70bl nl:hasDeonState nl:activated)

]

[fulfillObligation:

(7obl  rdf:type nl:0bligation),

(?70bl nl:hasDeonState nl:activated),
(?70bl nl:hasDeadline ?deadLine),
(?deadLine time:inDateTime ?dateTimeDeadline),
(?70obl nl:hasContent ?content),

(?content nl:hasState nl:satisfied),
(?content nl:reason 7instance),

(?instance event:atTime ?instant),

(?instant time:inDateTime ?dateTimelnstance),
lessThan(?dateTimeInstance, ?7dateTimeDeadline)
(?0bl nl:hasDeonState nl:fulfilled),
drop(1)

]

10 More precisely “there are two internal rule engines one forward chaining RETE
engine and one tabled datalog engine - they can be run separately or the forward
engine can be used to prime the backward engine which in turn will be used to

answer queries.”.
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[violateObligation:

(7obl  rdf:type nl:0bligation),
(?70bl nl:hasDeonState nl:activated),
(?0bl nl:hasDeadline ?deadLine),
(?deadLine time:inDateTime ?dateTime),
now (?now) ,

greaterThan(?now, ?dateTime) ->

(?70bl nl:hasDeonState nl:violated),
drop(1)

]

In order to compute the satisfaction of the condition and of the content of
obligations we need to introduce had-hoc rules for every obligation. These rules
change on the basis of the attributes specified in the description of the actions
or events in the content and condition of obligations. For example the rule for
computing the satisfaction of the condition of obligation obl:01 specified in the
previous section is:

[satisfyCond0blO1:
(<http://example.com/obl:01> nl:hasDeonState nl:conditional),
(<http://example.com/obl:01> nl:hasActCond 7activation),
(7activation rdf:type 7actClass),
(?activation nl:hasState nl:unSatisfied),
(7activation schema:agent 7agent),
(7activation schema:object 7object),
(7object rdf:type 7objectClass),

(7object schema:byArtist 7artist),

(?inst rdf:type ?actClass),

(7inst schema:agent 7agent),

(7inst schema:object 7objectl),

(?inst event:atTime 7instant),

(?instant time:inDateTime ?dateTime),

now (?now) ,

greaterThan(?now, 7dateTime) ,

(7objectl rdf:type 7objectClass),
(7objectl schema:byArtist 7artist) ->
(?activation nl:hasState nl:satisfied),
(?activation nl:reason ?7inst),

drop(3)

]

5 Evaluations and Conclusions

We have implemented a Java prototype of the proposed approach. We formal-
ized policies containing conditional obligations using RDF 1.0, and computed
their state based on a RDF 1.0 representation of the actions performed by the
parties involved in the obligations. The state of conditional obligations and the
satisfaction of their condition and content have been computed using forward
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rules formalized for the Jena general-purpose rule engine. Tests were made with
a PC with an Intel Core i5-6600 CPU 3.3 GHz processor, 8 GB RAM. The com-
putation of the satisfaction of the content and condition of one obligation and of
its state requires 555 ms. The computation time becomes 557 ms with 10 policies
(having all the same content and condition), 569 ms with 20 policies, and 576 ms
with 30 policies. From this experiment, we can conclude that the number of poli-
cies (and in our case the number of obligations) does not significantly influence
the computation time.

We intend to continue this work by proposing an extension and a syntax
of the ODRL notion of permission and prohibition. We plan to study how it
is possible to integrate efficiently the automatic reasoning on the state of the
obligations with the reasoning on the semantics of their content and conditions.
This could be done by exploiting the possibility to combine the Jena RDFS
reasoner with custom rules (like the one proposed in this paper) or by using
one of the available external reasoners, like for example Pellet [14]. We plan also
to investigate the possibility to express the activation condition of obligations
based on the semantics of the protected digital assets and to study the process
for automatically transforming high-level policies expressed in terms of roles and
variables into concrete policies.
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Abstract. In this paper we develop a plausibility model by defining a
new notion of rationality based on the assumption that a player believes
that she doesn’t play a regret dominated strategy. Especially, we show
that the interactive epistemic outcomes of this type of rationality are
in line with the solutions of the Iterated Regret Minimization (IRM)
algorithm. So, we state that one can achieve a characterization of the
IRM algorithm by keeping upgrading the assumption of rationality, and
we obtain common belief of rationality in the limit model. A benefit of
our characterization is that it provides the epistemic foundation to the
IRM algorithm and solve a dynamic information problem best expressed
through the Traveler’s Dilemma. Meanwhile, we also link solutions of the
IRM algorithm to modal p-calculus to deepen our understanding of the
epistemic characterization.

Keywords: Regret games - Iterated regret minimization algorithm
Plausibility model - p-calculus - Modal logic - Traveler’s Dilemma
Information dynamics

1 Introduction

In this paper we study the Iterated Regret Minimization (IRM) algorithm intro-
duced by Halpern and Pass ([7]). The IRM algorithm is able to give game
solutions in accordance to experimental results for some examples where the
Nash Equilibrium fails (e.g. the Traveler’s Dilemma). In [6] Cui, Luo and Sim
characterized the IRM using the public announcement of rationality, we took
inspiration from this paper to look for another Modal Logic characterization of
the IRM. In their works [1] and [3], Baltag and Smets propose a new model for
describing belief-changing actions of the agents: they propose to create levels of
plausibility among the possible events in such a way that “uncertainty is never
reduced but the plausibility relations change”. All this is done using Kripke
models. The purpose of our study is to give an epistemic characterization of the
IRM that uses the plausibility model introduced by Baltag and Smets. We will
see that this plausibility model characterization enables us to keep all strategies
by creating levels of plausibility among strategy profiles. In the literature it is

© Springer Nature Switzerland AG 2018
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often used the lexicographic order to describe the degree of belief of a player
(for example [5]). We introduce one lexicographic ordering for each player, to
describe which strategy profiles are more plausible to be used by the players; so,
we define the Belief of a player as the set of strategy profiles at the top of the
lexicographic order of that player.

We work under the assumption that both players believe that themselves
and the other players are playing rationally, common belief of rationality is not
presupposed but obtained in the limit of the IRM plausibility characterization;
thanks to the plausibility model we are also able to overcome an information
problem related to this assumption, which is best expressed through the Trav-
eler’s Dilemma. Firstly, our definition of rationality is as follows: a rational player
plays a strategy which she believes to be not regret dominated. We will express
this concept through the modal language [4], as a consequence the rational strat-
egy profiles will be those that are rational for all the players in the game. Sec-
ondly, we state that the interactive epistemic outcomes from the common belief
of this type of rationality are in line with the solutions of the IRM algorithm,
thus we answer the problem above mentioned in a positive way and provide an
epistemic foundation for the algorithm. Meanwhile, to deepen our understanding
of the IRM, we also provide a modal p-calculus characterization of the IRM.

The rest of this paper is organized as follows: in Sect. 2 we give the prelimi-
naries to the IRM, the plausibility models and the modal u-calculus. In Sect. 3
we provide the definition of our plausibility model and the theorem that con-
firms the correctness of our characterization. Finally we provide the p-calculus
characterization for the algorithm, which is showed in Sect. 4. Conclusions and
future work are stated in Sect. 5.

2 Preliminaries

In this section we want to give the necessary preliminaries needed to build our
new plausibility and modal p-calculus characterizations of the IRM algorithm.

2.1 The IRM Algorithm
Let’s start with some definitions from Game Theory.
Definition 1. A strategic game is a tuple G = (N, {S; }ien, {uitien), where:

— N is the set of players in the game G.

- S; is the set of strategies for player i.

— uy; 18 the utility function for player i that assigns a real value to every strategy
profile s = (81, ...,8,). We denote by S = Sy X...x S, the set of all strategy

profiles.

Let S C S, we denote by S, = {s—i = (S1,--.,8i-1,Sit1s---,
sn)| where sj € S% for j=1,...,n and j #i} =57 x .. x Sj_; x Sj 1 x .. xS,
the set of strategy profiles other than the i-th in S’. When we want to focus on
the strategy of player i, we denote the strategy profile s € S as s = (8;,5_;)
where s; € S; and s_; € S_;.
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Let’s now define the regret of a given strategy:

Definition 2. Given a strategic game G = (N,{S;}ien, {witien), we define

ref‘ (si,S—i) as the regret ex post of player i associated to any strategy profile
(85, 5—i) with s; € Si. We calculate it as follows:

S;
re; (s, s—i) = max{u;(s;,s_;)|Vs; € S; C S;} — u;(ss, s—i).
It represents the regret of player i derived by choosing s; among all strategies
of S! when her opponents choose s_;.
Let now s; and s} be two strategies for player i in S.. We say that s; is regret
dominated by s, w.r.t. S' C S if Re¥'(s}) < Re¥ (s;), where
’ Si,87, :
Res (s;) :=: Re;"" 7 (s4) == max{ref‘ (siys—i)|Vs_; € ", }.
We say that a regret dominated strategy s; is regrettable for player i.
Let’s finally define

1 Qr

. ’ . S;,S°; . 4
minRe{ :=:minRe;" "' = mmsieSl{Ref (si)

be the minimum regret for player i w.r.t. S’.

Now we can introduce! the recursive elimination process of IRM presented
in [7] by Halpern and Pass:

Definition 3. Given a strategic game G = (N,{S;}ien, {ti}ien), let IUD be
the set of iterated regret un-dominated strategies of G recursively defined by the
following Iterated Regret Minimization (IRM) algorithm:
For the base case we ask that IUDY = S; for i =0,...,n. Then we have:
IUD™! = {s; € IUD"|RelVP" (s}) = ming,crupp Rel VP (s:)}.
At the m-th iteration we find IUD™ =[], IUD]". For the limit we have
IUD; =(\,,50 LUD{" and IUD = [[;c 5y IUD;.

Let’s see how the IRM works through an example.

! In [6], the definition of the algorithm didn’t compute again the regrets of the strate-
gies after the process of elimination of the regret dominated strategies, that’s why
it couldn’t give the desired solution to the Traveler’s Dilemma. In this paper we
correct this fact.
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‘pl.l—pl.Q‘ a ‘ b ‘ c ‘ ‘pl.l—pl.2‘ a ‘ b ‘ c ‘
A (070) (172) (070) Compute its regret game A (372) (170) (472)
B [(1,3)[(0,0)](4,3) B (2,0)/(2,3)|(0,0)
C_ 34)](2,0)](2,3) C_1(0,0)](0,4)](2,1)
J} Delete A and b
‘pl.l—pl.2‘ a ‘ c ‘ ‘pl.l—pl.Q‘ a ‘ c ‘
B (2,0){(0,0) Compute its regret game B (1,3)[(4,3)
C_(0,0)]21) C_1B34]23)

J Delete ¢

plLpl2] o PP |

B ( Compute its regret game, delete B
c [ (0.0)

)

1,3)
3.4)

The following theorem assures us that for any given strategic game G, the

IRM algorithm converges to a nonempty fixed point. The proof can be found
in [7].

Theorem 1. Let G = (N,{S;}ien, {uiticn) be a strategic game. If S is a
closed, non-empty set of strategies, then IUD is non-empty.

2.2 Plausibility Model

Let’s move toward the Epistemic Logic and give the definition of plausibility
model presented by Baltag and Smets in [1]:

Definition 4. A multi-agent plausibility model 18 a tuple
M= <VV7 Sia iy || : ||7Z*>i€N; where:

- W is a set of possible worlds.

— N is a finite set of agents.

- <, is a preorder (i.e. reflexive and transitive) on W : it is agent i’s plausibility
relation.

— ~; is an equivalence relation on W : it is agent i’s epistemic possibility.

— || : @ = (W) is a valuation map for a set ¢ of propositional constants
(the truth value is assigned to each formula inductively).

— a designated world (the actual world) z* € W.

We ask the following conditions to be satisfied:

~

Plausibility implies possibility: s <; t implies s ~; t.

Indistinguishable worlds are comparable: s ~; t implies s <; t or s >; t.

3. The preorders <; are converse well-founded: there are not infinite ascending
chains sqg <; 51 <; .. ..

e

Remark 1. Baltag in [2] provides some explanations for these conditions.
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Condition (1): “Since different agents may have different (“hard”) informa-
tion about the worlds, we can’t exclude worlds that an agent knows (in the
“hard” sense) to be impossible”. We will consider impossible worlds as implau-
sible, i.e. worlds that are less plausible are those which are impossible.
Condition (2): “We do not ask the plausibility relation to be total (though
there could be cases where it is); that’s because condition (1) forces worlds
that are distinguishable (—(¢ ~; s)) for an agent 4, to be implausible with
respect to each other (i.e. incomparable t €; s and ¢t #; s) for the agent”.

So, given these conditions, two worlds are indistinguishable for an agent iff
they are comparable w.r.t. the corresponding plausibility relation: ¢ ~; s iff either
t >; sort<;s. Thus it is enough to specify the relations >;. The possibility
relation can simply be defined in terms of the plausibility relation.

There is a map that let us transform a plausibility model into a new plausi-
bility model:

Definition 5. The radical upgrade is an operator {} that transforms plausibility
models; it is a function that, given the plausibility model M = (W, <;, ~;, || -
I, 2*Yien, gives a new plausibility model ft (M) = (W, <}, ~, || - ||, 2*)ien. The
new plausibility model { (M) has a new plausibility relation <., while the rest
remains unchanged.

Let ¢ be a formula, the radical upgrade 1} ¢ does a lexicographic revision with
¢: all the worlds that satisfy ¢ become more plausible than all the worlds that
satisfy —¢.

The plausibility relation among the ¢ (—¢) worlds remains as it was before
the application of the radical upgrade |} ¢.

We also define the repeated truthful® radical upgrade { E) = (ff ®)nen to
=

be an infinite sequence of radical upgrades. The repeated radical upgrade { ¢
induces a function mapping every plausibility model M into an infinite sequence
T E)(]\J) = (M),en of plausibility models inductively defined as: (M)y = M,
(M) 11 =1 ¢(M,,) (i-e. the radical upgrade applied to the n-th model). In [3] the
authors prove that every repeated truthful radical upgrade definable in dozastic-
epistemic logic stabilizes every model; then, under the condition that ¢ is true in

M, by writing E)(]\/I) we will directly refer to the fixed point model obtained.

The radical upgrade is an operator which represents a change in “soft”3
information, we will use it to understand which strategy profiles are believed to
be rational from the players of a strategic game.

Let’s see an example to understand how the radical upgrade works. Given
the plausibility model on the left, if we apply the radical upgrade 1} p we obtain
the plausibility model on the right.

2 An upgrade {} ¢ is truthful in a plausibility model M if ¢ is true at z*.

3 By “hard” information we mean an information, typically referred to Knowledge,
whose truth is beyond any doubt. By “soft” information we mean an information,
typically referred to Belief, which can be subject to a change.
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2.3 Modal p-calculus

Through modal p-calculus we are able to express recursion. For our purposes we
will refer to [9] and to [8], from the latter we take the following short introduction
to modal p-calculus.

The modal p-calculus is an extension of Modal Logic with the operators
for “smallest fixed points” up - ¢(p)*, where p is a proposition variable and
the modal formula ¢(p) must satisfy a special requirement. The propositional
variable p may occur only positively in ¢(p), i.e. in the scope of an even number
of negations.

This ensures that the approximation function Fé\/[ defined on sets of worlds as

FY(X)={s e M| M,[p:= X],s F ¢},
is monotonic in the inclusion order:
whenever X C Y, then FéVI(X) - Fdl)V[(Y)

where M is a model of Modal Logic and X,Y are subsets of its domain.
On complete lattices (posets where all subsets have both the supremum and
the infimum), the Tarski-Knaster Theorem says that monotonic maps F always
have a “smallest fixed point”, i.e. a smallest set of worlds X where F'(X) = X.
One can reach this smallest fixed point F, through a sequence of approximations
indexed by ordinals until there is no more increase:

0, F(0), F(F()),... Fk.

The formula up - ¢(p) holds in a model M at just those worlds that belong
to the smallest fixed point for the map Fé)v{ (X). Dually, there are also “greatest
fixed point” for monotonic maps, and these are denoted by formulas

vp - 4(p)

with p occurring only positively in ¢(p). The greatest fixed points are defin-
able from the smallest ones (and vice versa), as shown in the valid formula

vp - ¢(p) < —up - —¢(=p).

* This formula has the following syntactic interpretation: ||up - ¢(p)||, = N{T C S |
T C ||¢(p)|\i[‘|p“:T]} where ¢ is the interpretation map and S is the domain of the
Kripke model.
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3 A Plausibility Model for the IRM

In this section we will provide a plausibility characterization for the IRM algo-
rithm. This characterization let players “change” their chosen strategies across
time when a change occurs in their beliefs (for example through a radical upgrade
caused by sources like friends, mentors, books, papers, et cetera).

Let’s first build our modal language, we will ask it to contain special symbols.

Definition 6. Given a strategic game G = (N,{S;}ien, {witien), we define
the set of atomic propositions I' to be constituted by a general set of atomic
propositions P, by the set of all the strategy profiles S and, for every player i,
by the set of the strategies S; of player i. The plausibility game language Lg, is
defined by the following grammar:

-
La, == p| YN0 sz ;| Raj®| Big | Cbp [T ¢ It ¢

where p € I' and s;, s; € Si; s; =i s, means that player i prefers strategy s;
over strategy s;, Ral® means that player i is rational, B;¢ means that player i

believes ¢, C'bo means that ¢ is common belief among the players, {+ ¢ and E’
are the radical upgrade of ¢ and the repeated radical upgrade of ¢.

Let’s see the definition of the plausibility game model.

Definition 7. Given a strategic game G, its plausibility game model in the Lg,
language is Ma, = (W, {<i}ien, 2%, {fi}ien, || - I|), where

— W (# 0) consists of all the strategy profiles.

— For every i € N, <; is a total, converse well-founded preorder on W : player
1’s plausibility relation. For every player i, from <; we obtain the possibility
relation ~;.

- a designated world (the actual world) z* € W.

— For everyi € N, f; : W — S, is a strategic function such that f;(w) = s;

where s; s w i-th strategy.

||l : ' — (W) is the valuation map.

The interpretation of formulas in the plausibility game model is defined as
follows:

Definition 8. Let G be a strategic game and Mg, be its plausibility game model.
We ask the following rules for the semantics, where 8" C S, s;,s, € S; and
w,v, 8,2,y € W:

1. Mg,,wF s <= w = s.

2. Mg,,wF s; <= w € ||s;||, where ||s;]| := {w e W | f(w) = w; = s;}.

3.5 Mg, w F s; = sy <= Vr: z;, = s andx € Max;,(W), 3y : y; =
sy and y € Max;(W)

Max< (W)
re;, -

Maz<(W ()

() <re,

)

5 We say that “player i prefers strategy s; over strategy s ”.
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where Maz<,(W) = {s € W | s > vVYvo € W} and Mazx<(W) =
N Max<,(W).
JEN

4. Mg,,wF Raj® <= w € Max<(W) and

/
Mg, wE \/ sA /\ Si =i S;
seW {s;€Si|FveMax< (W) and v;=s}}

6 Mg,,w F Bi¢ <= for allv € Max<,(W) then Mg,,v F ¢.

Mg,,w = Cbp <= Mg,,v F ¢ for all v and every finite chain (of length
n > 1) of the form w ~; w' ~i, w”... ~; v where w' € Maz<, (W),
w' € Mar<, (W),... andv € Maz<, (W).

IR

Remark 2. According to item 4 in Definition 8, a strategy profile (represented
by the world w) is rational for player i iff w is in Max< (W) and for all strategy
profiles with the same i-th strategy (and which are in Maz<(WW)) we have that
their i-th regret ex post is less or equal than all the i-th regret ex post of all the
strategy profiles in Maxz< (W) with a different i-th strategy.

For every player i € N, we asked <; to be total so that we can represent the
initial situation of a game where each player doesn’t know which strategy she
should choose. Then, by doing radical upgrades we change the plausibility game
model according to the provided informations.

Definition 9. Let G be a strategic game and Lg, its language.

The set of plausibility modal formulas which are satisfied by the plausibility
game model (Mg, 2*), i.e. the plausibility modal logic theory of z* in Mg, , is
denoted Gp,.

Let’s see now some theoretical results.

Theorem 2. Let G be a finite strategic game and Mg, its plausibility game
model. Mg, has worlds in which Ra" is true, where Ra™ = \\,cy Raj°.

Proof. We do the proof in the special case where N = {1,2}. The general case
is similar.

Let’s take into consideration the strategy profiles that are in Max<(W), if
all these worlds are preferred (look at footnote 7 and rule 3) for both players
then all the worlds in Max<(W) are rationals for all players.

Suppose now that player 1 prefers all the worlds in Max< (W) with strategy
s over those in Maz< (W) with strategy ¢.

On the other hand, if player 2 has no preferred worlds in Max< (W), then
also Ra3® holds at all those worlds. In particular Ra5® holds at those worlds in
Max< (W) whose 1—st strategy is s. So, there are worlds at which Ra" holds.

However if player 2 also prefers all the worlds in Maz< (W) with strategy X
over all the worlds in Maz< (W) whose second strategy is Y, then Ra%® holds
at all the worlds in Maxz< (W) with strategy X. Therefore Ra"® holds at (s, X).

5 In case Mg, ,w F Bisi, where s; € S; is a (mixed or pure) strategy, we say that
“player i believes she should play strategy s;”.
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We now show that every iteration of the IRM over a game G is equivalent
to a radical upgrade of Ra" over its plausibility game model Mg, . Also, the
interactive epistemic outcomes from the repeated radical upgrade of Ra"™ are in
line with the solutions of the IRM algorithm and Ra"¢ is common believed in
the fixed point model of the repeated radical upgrade of Ra"®.

Theorem 3. Let Mg, be a plausibility game model of a finite strategic game G

and let {+ Ra"*(Mg,) = (Mg, )n)nen be the infinite sequence of pointed models
obtained by the repeated radical upgrade of rationality over Mg, .
First of all, for alln € N and for allw e W

we Mar<((Mg,)n) iff f(w)e IUD".

Hence, the repeated radical upgrade of rationality stabilizes the plausibility
game model and for all w € W

we Mar<((Mg,)r) iff f(w)eIUD

where k is the iteration at which we find the fized point. Also, CbRa"¢ is valid
m (Mgp)k.

Proof. Let’s start by proving the first statement.

(=) If w € Mar<((Mg,)n), then (Mg,)n,w F Ra™, ie. (Mg,)n,w F
Nicn Raj. First we show: Vi € N, f;(w) ¢ S;\IUD;}. Suppose not. Then Ji € N
such that f;(w) € S; \ IUD}, that is, fi(w) of player i is regret-dominated in G
by some other strategy s; € S; = IUDY. It means Re;(f;(w)) > Re;(s}), thus
by definition of Re;(-), we have

max{re;(fi(w),s_;)|Vs_; € S_;} > max{re;(s},s_;)|Vs_; € S_;}.

Now set some 5", € §_; satisfying rei(fi(w),5;) = Req(fi(w)), and set
"€ S_; satisfying re; (s}, s”.) = Re;(s}). Thus, by the previous inequality we
have

rei(fi(w),s”;) > rei(s;, s™).

—1

Furthermore, set v’ € R;(w) N||s”,||. Then by the previous inequality
rei(fi(w), fi(v')) > rei(s}, s7;).

Thus, considering Yv € ||s}||, rei(s;, ;) > rei(s, f—i(v)), then we can then
find from the previous inequality

Vo € |lsill, rei(fi(w), f-i(v) > rei(si, f-i(v)).

According to f;(w) = f;(v'), which follows from v" € R;(w) and the definition
of the plausibility frame, we find

Yo € |[sill, rei(fi(v'), f-i(v")) > rei(s), f-i(v)).
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Then we have that Mg, ,v' ¥ fi(v') =% s). From f;(w) = fi(v/) we have
that Mg, ,v" ¥ fi(w) =% s}, since v' € R;(w) N Maz<(W), where R;(w) =
{v e W] fi(w) = fi(v)} is the set of worlds which have the same i-th strategy
as w. Then, by definition, we obtain that Mg, ,w ¥ Ra;°. This is against our
hypothesis. Since Vw € W f;(w) € IUD?, it follows that f;(w) € IUD}.

Let’s see now the inductive step. For a given integer m > 1, suppose that
Vj € N, fj(w) € IUD'", then we need to show that f;(w) ¢ IUD}\ IUDT+!
for all j. Suppose not. Then there is player ¢ such that f;(w) € IUD" \IUDZT”H.
That is, f;(w) is a regret dominated strategy in IUDJ" by some other strategy
s; € IUDY". Then we have

max{re;(fi(w),s_;)|Vs_; € IUD™} > max{re;(s;,s_;)|Vs_; € [UD™;}.
By the induction hypothesis, Vj € N, f;(w) € IUDZ". Thus we have that

max{re;(fi(w), f—;(v))|Vv € R;(w) s.t. f;(v) € IUD"} >
max{re;(fi(w'), f—i(v))|Vv € R;(w) s.t. f;i(v) € IUD™}.

Where w’ € ||sf]|. Similar to the above proof, we can conclude that Mg, , w ¥
Rai®. This is in contradiction with the hypothesis that Mg,,w F Rai®. So
fi(w) € IUD™**. Then for induction we have that Vi € N, f;(w) € IUD,;.

(«) Let f(w) € IUD™. Then, given m < n a natural number Vi € N f;(w)
is never regret dominated in IUD™. It means that after m radical upgrades
of Ra", (Mg, )m,w F Ra", where (Mg, )m is the plausibility model after the
application of m radical upgrades of rationality. So w € Maz<((Mg, )n)-

Let’s prove the second statement. We now know that every application of the
radical upgrade of rationality to the plausibility model finds the same strategy
profiles as an application of the IRM to the game. Thanks to Theorem 1 we know
that the IRM deletion process reaches a non-empty fixed-point from a certain
k-th iteration. Thanks to the above stated equivalence we find that all the worlds
(strategy profiles) in Max<((Mg,)x) remain in there after any application of
f Ra"®. Note that all the worlds that are in Maz<((Mg,)x), have always been
in Mar<((Mg,)nm) for all m < k. Now we choose the actual world to be one of
the worlds in this set. Baltag and Smets in [3]7 prove that the repeated truthful
radical upgrade in epistemic-doxastic logic stabilizes every model (w.r.t. which
it is truthful), thus we have our proof. The last statement follows from the
definition of Cb.

Theorem 4. Let Mg be a plausibility game model and denote the fized-point
model obtained by applying a repeated radical upgrade of rationality as (Mg,)* =
f Ra"(Mg,). For the fized-point model (Mg, )* rationality is dozastically intro-
spective, i.e. the following formula is valid

Ral® — B;Ral°.

" Corollary 6 says: Every repeated truthful radical upgrade definable in doxastic-
epistemic logic (i.e. the language of simple belief and knowledge operators, without
any conditional beliefs) stabilizes every model.
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Proof. Consider the fixed-point model (Mg, )* and an arbitrary world w in
it such that (Mg,)",w F Raj® but (Mg,)",w ¥ B;jRa;°. Then there is a
v € Max<,(W) such that (Mg,)*,v ¥ Raj°. By definition, f;(v) is a regret
dominated strategy for player ¢ by some of her strategies. Since v € Maz<,(W)
and the model is a fixed-point of radical upgrade Ra"®, then v is not a dominated
strategy for i.

3.1 Application to the Traveler’s Dilemma

Let’s introduce the Traveler’s Dilemma: an air company looses the suitcases of
two travelers which value is the same. The air company asks each traveler which
was the value of her suitcase from a minimum value of 2 $ to a maximum value
of 100 $. They will refund both travelers with the minimum value between the
two. The air company also decides to apply a penalty p (where p > 2): p$ will
be taken from the refund of the traveler who gave a higher value and will be
assigned to the other one.
In the following table we represent the Traveler’s Dilemma with p = 2.

player 1 - player 2| 100 99 98 ... |3 2
100 (100,100) | (97,101) | (96,100) | ... | (1,5) | (0,4)
99 (101,97) 1(99,99) | (96,100) (1,5) | (0,4)
98 (100,96) | (100,96) | (98,98) (1,5) | (0,4
(5,1) (5,1) (5,1) ... 1(3,3)](0,4)
(4,0) (4,0) (4,0) .. 1(4,0)](2,2)

As it was shown in [7], the IRM is able to find a solution to the Traveler’s
Dilemma, (97,97) if the penalty is 2, which is in accordance to experimental
results. Thanks to Theorem 3 we know that we can reach the same solution
through our plausibility characterization.

Halpern and Pass in their paper pointed out the following observation: (..)
the iterated deletion of weakly dominated strategies requires sufficiently high
mutual assumption of rationality, where “assumption” is a variant of “knowl-
edge”, and “rationality” means “doesn’t play a weakly dominated strategy”. If
we make this assumption (and identify rationality with minimizing regret) we
seem to run into a serious problem with Iterated Regret Minimization. As we
observed earlier, the strategy profile (97,97) is the only one that survives iter-
ated regret minimization when p = 2. However, if agent 1 knows that player 2
is playing 97, then he should play 96, not 97!”.

We can solve this problem thanks to the fact that our definition of rationality
requires not only that a strategy profile is not regret dominated for player 1, but
also that player 1 believes that such given strategy profile is among the more
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plausible strategy profiles. Let’s introduce the plausibility game model of the
Traveler’s Dilemma, where each Kripke world represents a strategy profile and
it is labeled by its ex posts; the labeled arrows represent the possibility (<) and
the plausibility (—) relations for player 1 and player 2.

(100,100) 1,2 (97,101) 1,2 (96,100) 1,2 (95,99) 1,2 (94,98) 1,2 (93,97) ...
— — < — <
271 211 271 271 211 271

As we can see in the above picture, thanks to the fact that Vi € N <,
is total, we can represent the initial situation where all the Kripke worlds are
indistinguishable for both players.

If we apply the IRM plausibility characterization (i.e. we apply * Ra" to
the model) we find the following plausibility game model (we highlighted in red
the plausibility relations changed by the repeated radical upgrade):

fu—
(]

100,96) 1,2 (100,96) 1,2 (98,98) 1,2 (95,99) 1,2 (94, 98
(100,96) 1,2 (100,96) 1,2 (98,98) 1,2 (95,99) 1,2 (94,98)

211 271 271 271
(99,95) 1,2 (99,95) 1,2 (99, 95) [ (97,97) [l (94. 98)....
211 211 211 211

4) 1,2 4) 1,2 4) 1,2 4) 1,2
(98,94) 1, (98,9)(,_}(98,9)(,_>(98,9)<,_>(96,96)

—

Now we encode the information that player 1 believes that player 2 believes
that she plays strategy 97, by doing the radical upgrade f} 975. We thus obtain
the following plausibility game model (again, we highlighted in red the plausi-
bility relations changed by the radical upgrade):

(100, 100) 12 (97,101) 12 (96, 100).(95,99).(94, 98) 1,2 ...

T
T

I

—

(99,95) 1,2 (99,95) 1,2 (99,95) 1,2 (97,97) 1,2 (94,98) 1,2 ...

<> < - <= <=
241 211 211 211 271
98,94) 1,2 (98,94) 1,2 (98,94 98,94 96,96) 1,2 ...
(,)<,_>(,)<,_>(,).(,).(,)<,_

Now, if we want to know which are the strategy profiles that the two players
believe they are going to play, we do a radical upgrade of rationality and we find
that the model remains unchanged; thus the game solution remains the strategy
profile (97,97).
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A strength of the plausibility model introduced by Baltag and Smets is that
it is susceptible to change in soft information; for instance, if it is common belief
that player 2 is playing strategy 1002-before the IRM is applied-, we can encode
such information through a radical upgrade {} 1002. After that, if we do the IRM
we find that the game solution is the strategy profile (99,100).

4 IRM Through the p-calculus

As we have seen, through the IRM algorithm we find a fixed point model as
our game solution. Since modal p-calculus is one of the most used languages
to describe automata and it can easily describe fixed point, it is interesting to
see how we can characterize the IRM through a modal p-calculus formula. The
modal p-calculus formula we provide tells us that the strategy profiles that sur-
vive the IRM are exactly those that are in the greatest fixed point of rationality.

Given a finite game G, let’s provide the language with which we are going to
work:

Lo, »=p| 0 |YAb|s; = s,| Ral®| B¢ | Cbd | vw.ap(x)

M
where p € I and s;, s; € S; and z is positive in ().

We define the p-game model Mg, over the language Lg, in the same way
we did for the plausibility game model in Definition 7 and by considering the
semantics for the modal p-calculus.

Now we provide a modal u-formula which characterizes the strategy profiles
that survive the IRM:

Theorem 5. Let G be a finite strategic form game. The game solution given by
the IRM is the same obtained by repeated radical upgrade of Ra™ (= \,cy Ray®)
in the plausibility game model M¢; the same game solution can be characterized
inside the p-game model Mg, by the following modal p-formula:

V. /\ Ral® Nz
a€eN

Proof. The first statement of the theorem follows from Theorem 3. Let’s see the
second statement.

By the definition of greatest fixed point, any world in the set P defined by
ve. \,eny Rap® A satisfies A\, ¢y Rap® A z. Thus the formula A,y Rag°, being
a logical consequence of this, also holds throughout P, and a further radical
upgrade of rationality 1} Ra"® has no effect.

On the other hand, the repeated radical upgrade limit for /\a€ Ny Rag® is
by definition a subset P of the current model that is contained in the set
Naen Rap Az. Thus, it is contained in the greatest fixed point for the monotonic
operator matching this formula.
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5 Conclusions and Future Work

We have presented a plausibility model for the IRM and we have also linked
the IRM to modal p-calculus. Relatively to the work done in [6] we have given a
developed definition of the IRM algorithm because it recomputes the regret after
every iteration and we have characterized it in a model where changes in soft
information is relevant for equilibrium outcomes. Similarly as in the paper [7] by
Halpern and Pass, we have provided a lexicographic order to set levels of belief
for each player, but thanks to the plausibility characterization we can take into
account when a player changes her strategy and we still get a reasonable solution
to the game by applying the IRM. The strength of our characterization is that
it doesn’t erase dominated strategies, but it gives them a lower plausibility level
so that we can use them again in case there is a change in soft information.

The plausibility model represents a strong breakthrough for describing
change of information, thus it would be interesting to see if it is possible to
give a plausibility characterization for other algorithms.

Concerning further work it would also be interesting to see if it is possible to
prove the completeness theorem for the logic presented in this work.
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Abstract. Many systems of structured argumentation explicitly require
that the facts and rules that make up the argument for a conclusion be
the minimal set required to derive the conclusion. Aspic™ does not place
such a requirement on arguments, instead requiring that every rule and
fact that are part of an argument be used in its construction. Thus
ASPICT arguments are minimal in the sense that removing any element
of the argument would lead to a structure that is not an argument. In
this paper we discuss these two types of minimality and show how the
first kind of minimality can, if desired, be recovered in ASPICT.

1 Introduction

A large part of the work on computational argumentation is concerned with
structured, or logic-based argumentation. In this work, much of the focus is on
the way that arguments are constructed from some set of components, expressed
in some logic. At this point, perhaps the most widely studied system of structured
argumentation is ASPICT, which builds on what is now quite a lengthy tradition,
a tradition which goes back at least as far as [10]. In addition to Pollock’s work
on OSCAR [9,11], we can count the work of Loui [7], Krause et al. [6], Prakken
and Sartor [13], Besnard and Hunter [2], Amgoud and Cayrol [1], Garcia and
Simari [5] and Dung et al. [4] as being in the same lineage. ASPICT [8,12] is more
recent, but very influential, providing a very general notion of argumentation
that captures many of the structured systems which precede it. In all these
systems, there is, often explicitly, a notion of an argument as a pair (A, ¢) which
relates the conclusion of the argument, ¢, and the set of statements A from which
that conclusion is derived. The form of derivation, and what these “statements”
consist of, are two of the aspects of these systems which vary widely.

One difference between ASPICT and other systems of structured argumenta-
tion is that many of the latter require that arguments be minimal in the sense
that the set A in any argument (A, c) has to be minimal. That is, A has to
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be the smallest set from which ¢ can be derived. We can find this explicitly
expressed, for example, in [1,2,5]. In contrast, like the assumption-based system
from [4], AsPICT does not explicitly require arguments to be minimal in this
sense. Instead ASPICT arguments satisfy a different form of minimality in which
arguments cannot include premises or rules that are not used in the derivation
of their conclusion. In recent work using ASPICT[3], we discovered some cases in
which the difference between these two forms of minimality was important, and
so needed to investigate those differences in the context of ASPICT. In this paper
we report our findings.

Note that while the first form of minimality is stronger than the native min-
imality of ASPICT, because there are ASPICT arguments that are not minimal in
this sense, this form of minimality is completely compatible with Aspic™, and
indeed with assumption-based argumentation (which shares the same mechanism
for defining an argument). As we show, when the stronger form of minimality is
required, we can simply invoke a definition for arguments in ASPICT which does
require this form of minimality.

The rest of the paper is organized as follows. In Sect.2 we introduce back-
ground notions from ASPICT. Then, in Sect. 3 we discuss the native form of min-
imality of arguments in ASPICT, and propose two equivalent ways of providing
a stronger notion of minimality, which prevents redundancy and circularity in
arguments. Section 3 also includes formal results regarding the characterization
of arguments in ASPICT, as well as relating the forms of minimality we proposed.
Later, in Sect. 4, we analyze related work, and finally, in Sect. 5, we draw some
conclusions and comment on future lines of work.

2 Background

ASPICT is deliberately defined in a rather abstract way, as a system with a min-
imal set of features that can capture the notion of argumentation. This is done
with the intention that it can be instantiated by a number of concrete systems
that then inherit all of the properties of the more abstract system. ASPICT starts
from a logical language £ with a notion of negation. A given instantiation will
then be equipped with inference rules, and Aspic™ distinguishes two kinds of
inference rules: strict rules and defeasible rules. Strict rules, denoted using —,
are rules whose conclusions hold without exception. Defeasible rules, denoted
=, are rules whose conclusions hold unless there is an exception.
The language and the set of rules define an argumentation system:

Definition 1 (Argumentation System [8]). An argumentation system is a
tuple AS = (L,7,R,n) where:

— L is a logical language.

~ T s a function from L to 2 , such that:
e ¢ is a contrary of v if ¢ € 1, Y € B;
e ¢ is a contradictory of v if ¢ € 1, ¥ € B;
e cach ¢ € L has at least one contradictory.
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- R =RsURy is a set of strict (Rs) and defeasible (Rq) inference rules of
the form ¢1,...,0n — @ and ¢1,..., ¢, = ¢ respectively (where ¢;, ¢ are
meta-variables ranging over wff in L), and Rs NRy = 2.

- n:Rqg+— L is a naming convention for defeasible rules.

The function - generalizes the usual symmetric notion of negation to allow non-
symmetric conflict between elements of £. The contradictory of some ¢ € L is
close to the usual notion of negation, and we denote that ¢ is a contradictory
of ¥ by “p = —”. Note that, given the characterization of -, elements in £
may have multiple contraries and contradictories. The naming convention for
defeasible rules is necessary because there are cases in which we want to write
rules that deny the applicability of certain defeasible rules. Naming the rules,
and having those names be in £ makes it possible to do this, and the denying
applicability makes use of the contraries of the rule names.

An argumentation system, as defined above, is just a language and some rules
which can be applied to formulae in that language. To provide a framework in
which reasoning can happen, we need to add information that is known, or
believed, to be true. In ASPICT, this information makes up a knowledge base:

Definition 2 (Knowledge Base [8]). A knowledge base in an argumentation
system (L,7, R,n) is a set K C L consisting of two disjoint subsets K,, and IC,.

We call IC,, the axioms and K, the ordinary premises. We make this distinction
between the elements of the knowledge base for the same reason that we make
the distinction between strict and defeasible rules. We are distinguishing between
those elements—axioms and strict rules—which are definitely true and allow
truth-preserving inferences to be made, and those elements—ordinary premises
and defeasible rules—which can be disputed.

Combining the notions of argumentation system and knowledge base gives
us the notion of an argumentation theory:

Definition 3 (Argumentation Theory [8]). An argumentation theory AT
is a pair (AS,K) of an argumentation system AS and a knowledge base K.

We are now nearly ready to define an argument. But first we need to introduce
some notions which can be defined just understanding that an argument is made
up of some subset of the knowledge base IC, along with a sequence of rules, that
lead to a conclusion. Given this, Prem(-) returns all the premises, Conc(-) returns
the conclusion and TopRule(-) returns the last rule in the argument. Sub(-)
returns all the sub-arguments of a given argument, that is all the arguments
that are contained in the given argument.

Definition 4 (Argument [8]). An argument A from an argumentation theory

AT = ((L,7,R,n),K) is:

1. ¢ if ¢ € K with: Prem(A) = {¢}; Conc(A) = ¢; Sub(4) = {A}; and
TopRule(A) = undefined.
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2. Ay,..., A, — ¢ if A, 1 < i < n, are arguments and there exists a strict
rule of the form Conc(A;),...,Conc(A4,) — ¢ in Rs. Prem(A) = Prem(4;) U
...UPrem(A,,); Conc(A) = ¢; Sub(A) = Sub(A;) U...USub(A,) U{A}; and
TopRule(A) = Conc(Ay),...,Conc(A,) — ¢.

8. Ay,...., A, = ¢ if A;, 1 < i <mn, are arguments and there exists a defeasible
rule of the form Conc(A1),...,Conc(A4,) = ¢ in Ry4. Prem(A) = Prem(4;) U
...UPrem(A,); Conc(A) = ¢; Sub(A) = Sub(A;) U...USub(A,) U{A}; and
TopRule(A) = Conc(Ay),...,Conc(A,) = ¢.

We write A(AT) to denote the set of arguments from the theory AT.

In other words, an argument is either an element of IC, or it is a rule and its
conclusion such that each premise of the rule is the conclusion of an argument.
From here on, we will use the symbol v~ when we do not care about distin-
guishing whether an argument uses a strict rule — or a defeasible rule =. Thus,
if we are making a statement about an argument A = [B v a], then we are
making a statement about both arguments A’ = [B — a] and A” = [B = q].
Similarly, when referring to a rule a v~ b, we are referring to both a strict rule
a — b and a defeasible rule a = b.

The above is a standard presentation of an argument in ASPICT. In this
paper we wish to refer to an additional element of an argument, and to describe
an argument in a somewhat different way. In particular, we wish to refer to
Rules(A), which identifies the set of all the strict and defeasible rules used in
the argument A.

Definition 5 (Argument Rules). Let AT = (AS,K) be an argumentation
theory and A € A(AT). We define the set of rules of A as follows:

@ Aek
Rules(A) = n

{TopRule(A)} UJ;_, Rules(A4;) A=[A4,..., A, v~ Conc(A)]
We can then describe an argument A as a triple (G, R, ¢), where G = Prem(A)
are the grounds on which A is based, R = Rules(A) is the set of rules that are
used to construct A from G, and ¢ = Conc(A) is the conclusion of A.

Example 1. Consider that we have an argumentation system AS; =
(L£1,7,R1,n), where L1 = {p,q,r,s,t,u,v,-p, ~q,—r,—s,~t,—u, v}, Ry =
{p,q > rit,u o> i1 v s;u > v} By adding the knowledge base Ky =
{p,q,t,u} we obtain the argumentation theory AT} = (ASy,K;), from which we
can construct the following arguments:

Ay = [p]; A2 = [q]; Az = [A1, Ag wo 1]} A = [A3 o 5]
Bl = [t],BQ = [U];Bg == [BhBQ > ’I“],B = [Bg Ned S]

such that Ay = ({p},2,p), 42 = ({¢}.2.9), A3 = ({p,a}.{p.q ~ r},1),
A= ({p7Q}v{paq YW T 5}75)7 B, = ({t}ﬂgat)v By = ({u},@,u), Bs =
({t7u}a{tquT}aT) and B = ({tvu}v{tauWT;Tws}78)'
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3 Minimality

Now, as mentioned above, unlike some definitions of arguments in the
literature—for example [1,5]—Definition 4 does not impose any minimality
requirement on the grounds or the set of rules. However, this does not mean
that ASPICT arguments are not, in some sense, minimal, as we will now show.

The following example illustrates the fact that any element (proposition or
rule) in the grounds and rules of an argument needs to be used in the derivation
of the conclusion of that argument:

Example 2. Given the argumentation theory from Example 1, the structure
C= ({p,q,t,u},{p,q o T U e T 5}35)

is not an argument. In particular, C' is not an argument because the third clause
of Definition 4 only justifies adding the rules and grounds of one argument for
each premise of the rule that is the subject of the clause. Thus, it allows p, ¢ v~ r
to be added to an argument with conclusion r, or it allows ¢, u v~ 7 to be added,
but it does not permit both to be added. Similarly,

D = ({p,q},{p, q v ;7 > s5u v v}, )
E = ({t,u},{t,u o ;1 v 53U v v}, 5)

are not arguments because Definition 4 does not allow rules that are not used
in the derivation of the conclusion of an argument to be part of the set of rules
of that argument. Finally, neither of

F= ({p7Q>t7U},{p,q VS LT S},S)
G= ({paQ7t7u},{t,u o 7T v 5},8)

are arguments, because Definition 4 does not allow the addition of propositions
to the grounds of an argument if they do not correspond to premises of a rule
in the argument.

Thus, as the preceding example shows, an argument A, described by the
triple A = (G, R, ¢), cannot contain any elements in G or R that are not used in
the derivation of c. Therefore, Definition 4 implies that arguments are minimal
in the sense that they do not contain any extraneous propositions or rules. This
intuition is also pointed out by the authors in [8], and we formalize it in the
following proposition:

Proposition 1. Let AT = (AS,K) be an argumentation theory and A €
A(AT). It holds that either:

(a) A= ({c},2,¢); or
(b) A= (G,R,c) and
i. for every g € G: there exists A’ € Sub(A) such that A" = ({g},9,9) and
there exists v € R such that r =p1,...,q,...,pp v~ p'; and
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1. for every v’ € R such that ' = p1,...,pm v p’: there exists A" €
Sub(A) such that A" = (G",R" U {r'},p"), with G C G and R" C R.

Proof. Definition 4 includes three clauses that define when A = (G, R,c) is an
argument. In the first clause, the base case of the recursive definition, ¢ € K, R
is the empty set and G = {c}, satisfying case (a).

The rest of this proof concerns case (b). Now, the second and third clauses
of Definition /4, which define the recursive step of the definition, tells us
that (G, R,c) is an argument if there exists a rule in R of the form ci,...,
cn v ¢ and for each ¢; (1 < i < n) there exists an argument A; € A(AT)
such that Conc(A4;) = ¢;. In other words, for every premise ¢; of the rule there
is a sub-argument A; of A whose conclusion is that premise. Unwinding each
of those sub-arguments in turn, they are either of the form ({¢;},<,¢;), or can
be deconstructed into a rule with sub-arguments for each premise, where that
rule is in R. In the first of these cases, the first clause of Definition 4 tells
us that ¢; € G, and so case (b.i) holds. From the second of these cases we
can infer that for every rule p1,...,pm v p” € R, there is a sub-argument
(G",R"U{p1,...,pm »~>p"},0") of A, and case (b.ii) is proved. O

Given an argument A = (G, R, ¢), Proposition 1 states that every element in G
is the conclusion of a sub-argument A’ of A and is the premise of a rule in R,
and that every rule in R is the TopRule(:) of a sub-argument A" of A. In other
words, it states that every element of the grounds G and the rules R is part of
the derivation of c¢. However, as the following example shows, Definition 4 does
not imply that for any argument (G, R, ¢) there is no argument (G’, R, ¢) such
that G’ € G and R’ C R:

Ezample 3. Consider the argumentation system AS; = (Ls3,7,R3,n), where
Ly = {pa q,7,8,t,7p, g, 7T, 7S, _'t} and R3 = {p7 q > 858> g, T > t} By
adding the knowledge base K3 = {p,¢,7} we obtain the argumentation theory
AT; = (AS5, K3), from which we can construct the following arguments:

Ay = [pl; Az = [q]; Az = [A1, Ay v s]; Ay = [A3 v q]; As = [1];
A= [A4,A5 > t],B = [AQ,AE) > t}

such that A = ({p,q,7},{p,q v s;8 ~> gq;q,r v t},t) and B =
({g,7},{q,7 v~ t},t). Here, it is clear that the grounds and rules of argument
B are proper subsets of those of argument A.

Consider now the set of rules Ry = {p,q v ;1 v 858 v t5t v 1}
We can obtain a new argumentation system ASs = (L3,7, R3/,n) and combine
it with the knowledge base K3 to obtain the argumentation theory AT3 =
(ASs3/, K3), from which we can construct the arguments:

C1=[p);C2 =[q]; C3 = [C1,Cy v 1]; Cy = [Cg v 5] Cs = [Cy v 1]
C = [05 WT];D = 03 = [01,02 > ’I“]

Here, C = ({p,q},{p,q v~ rir v 88 vwo t;t wo rhr) and D =
({p,q},{p,q v~ r},7); hence, Rules(D) C Rules(C).
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Finally, if we consider a set of rules R3» = {p v 11 v 8¢ v 757,
s v t} and a knowledge base K3 = {p,q} we can define an argumentation
system AS3» = (L3,~, Rs»,n) and an argumentation theory ATs» = (AS3, Ka/),
from which we obtain:

Ey = [p|; By = [E1 v r|; E3 = [Eg v s); By = [q]; Es = [Ey v 15
E = [E5,E3 v~ t]; F = [Ey, E3 v 1]

In this case, E = ({p,q},{p v~ 7 v 5590 v 11,8 vwo tht) and F =
({p},{p v~ r;1 > 857,58 v t},t). As a result, the grounds and rules of F' are
proper subsets of those of E.

At first sight, this seems a bit contradictory. Example 2 and Proposition 1
show that arguments only contain elements that are used in the derivation
of their conclusion, yet Example 3 shows that elements can be removed from
the grounds or the rules of an argument, and what remains is still an argu-
ment. There is, however, no contradiction. Rather, there are two ways in which
this phenomenon might arise. The first is illustrated by the first two cases in
Example 3. There we have arguments that are circular'—if you follow the chain
of reasoning from premises to conclusion in A in Example 3, we start with g,
then derive ¢, then use ¢ to derive the final conclusion; similarly, when consider-
ing C, we start with p and ¢ to derive r, then derive s and t to derive (again) r.
In B and D, these loops are removed to give us more compact arguments with
the same conclusions. The second way in which this phenomenon might arise is
illustrated by the third case in Example 3, where we have arguments that are
redundant. There, the cause is that the set of rules provides two ways to derive
r, one that relies on p and another that relies on ¢, and r appears twice in the
derivation of ¢: once to produce s, and once when the rule r, s v~ ¢ is applied.
Then E, the redundant argument, uses both of the rules for deriving r while F’
uses just one of them, again providing a more compact derivation.

Furthermore, as shown by the following example, circularity in arguments
may lead to having two distinct arguments A and B such that their descriptions
as a triple (G, R, ¢) coincide. Hence, while we can extract a unique description
(G, R, c) from a given ASPICT argument A, the reverse is not true.?

1 'We use the term circular to reflect the idea of circular reasoning [15] and “begging
the question” [14].

2 This is a version of the issue pointed out by [4, p.119], that any inference-based
description of an argument allows multiple arguments to be described in the same
way. In fact what we have here is a stronger version of the problem, because [4]
pointed out the problem for arguments which, in our terms, were described just by
their grounds and conclusion. What we have here is the problem arising even when
we state the inference rules as well. This issue the is converse of the problem that
describing arguments by their entire structure, as ASPICT and the assumption-based
argumentation of [4] do, allows for redundant elements in the arguments, as we have
just shown.
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Example 4. Consider that we have an argumentation system AS; =
(L4,7,Ra,n), where Ly = {a,b,c,—a,-b,—~c} and Ry = {a v~ c¢;c v b;
b v~ a}. We then add the knowledge base ICy = {a} to get the argumentation
theory ATy = (ASy, Ky). From this we can construct the following arguments:

Al = [a];A2 = [Al WC];A3: [AQ vvv)b};A: [A3vv\/>a];
Bl :[A""\/)C],BQZ [Bl V\Mb],B:[BQV\Ma]

Here, both arguments A and B are described by the triple (G, R,a), where
G = Prem(A) = Prem(B) = {a}, R = Rules(A) = Rules(B) = R4 and a =
Conc(A) = Conc(B).

Given the preceding analysis we can note that, even though the character-
ization of AsPICtarguments accounts for some form of minimality (see [8]), it
allows for circular and redundant arguments. These notions of circularity and
redundancy are formalized next.

Definition 6 (Circular Argument). Let AT be an argumentation theory and
A € A(AT). We say that A is a circular argument if 3A;, Ao € Sub(A) such
that Ay # As, Conc(A;) = Conc(Az) and Ay € Sub(A,).

Note that the usual definition of a circular argument in the literature [14,15]
involves starting with some premise and then inferring that premise—a typical
pattern is “Assume a, then a is true”. What we define here as circular is more
general.

Example 5. Considering Example 3 in the light of Definition 6 and looking at
A, the two sub-arguments that define its circularity are 41 = ({¢}, <, q) and
Ay = ({p,q}, {p,q ~~ s,5 v~ q},q). Then, if we consider argument C, the two
sub-arguments that define its circularity are C5 = ({p,q},{p,q ~~ r},r) and
C = ({p,q},{p,q v~ 1,7 v~ 8,8 v tt v 1} 7). Here, A follows the classic
form of a circular argument. In contrast, C illustrates the more general form of
circularity, not related to the premises of the argument.

Next, we formalize the notion of redundancy:

Definition 7 (Redundant Argument). Let AT be an argumentation theory
and A € A(AT). We say that A is a redundant argument if 3A4;, A2 € Sub(A)
such that A1 # As, Conc(A;) = Conc(Asz), A1 ¢ Sub(Az) and Az ¢ Sub(A4,).

Ezample 6. Considering Example 3 in the light of Definition 7, the two sub-
arguments that define the redundancy of E are Ey = ({p},{p v~ r},r) and

Es = ({q}7 {q hiied T‘},T).

We say that arguments that are non-circular and non-redundant are regular
arguments since they are the kinds of argument that one encounters most often
in the literature. Clearly this is the same as saying:

Definition 8 (Regular Argument). Let AT be an argumentation theory and
A € A(AT). We say that A is regular if PA;, Ay € Sub(A) such that Ay # As
and Conc(A;) = Conc(Az).
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Now, to tie this back to the notion of minimality frequently used in the literature
(e.g., [1,2,5]), that of a minimal set of information from which a conclusion is
derived, we need a notion of inference that works for Aspic™. We start with a
notion of closure. Given an argumentation theory, we can define the closure of
a set of propositions in the knowledge base under a set of rules of the theory.

Definition 9 (Closure). Let AT = (AS, K) be an argumentation theory, where
AS' is the argumentation system AS = (L,7,R,n). We define the closure of a
set of propositions P C IC under a set of rules R C R as Cl(P)g, where:

1. PC CI(P)g;
2. ifp1y...,pn € C(P)R and p1,...,pn > p € R, then p € CI(P)g; and
3. S C CU(P)g such that S satisfies the previous conditions.

Based on the notion of closure, we can define a notion of inference from a set of
propositions and rules of an argumentation theory.

Definition 10 (Inference). Let AT = (AS,K) be an argumentation theory,
where AS is the argumentation system AS = (L,7,R,n). Given a set of propo-

sitions P C IKC, a set of rules R C R and a proposition p € K, we say that p is
inferred from P and R, noted as P b p, if p € Cl(P)g.

Now, with this notion of inference, we can characterize minimal arguments. These
arguments are such that they have minimal (with respect to C) sets of grounds
and rules that allow to infer their conclusion.

Definition 11 (Minimal Argument). Let AT = (AS,K) be an argumenta-
tion theory and A € A(AT). We say that A = (G, R, ¢) is a minimal argument
if 3G' C G such that G' g ¢ and BR' C R such that G Fg c.

The following example illustrates the first condition in Definition 11.

Ezample 7. Let AT, = (AS7,K7) be an argumentation theory, where AS; =
(L7,",Rz,n), Ry = {d v~ b;b v~ ¢;b,c v a} and K7 = {b,d}. From AT we
can construct the following arguments:

Ay =[d]; Ay = [A1 v b]; Az = [Ag v o]; Ay = [b]; A = [Ag, Az v~ al;
B = [Ag,Ag > a];A5 = [A4 MAS> C];C = [A4,A5 Aed a]

Here, A = (G, R,a), with G = {b,d} and R = Ry. In this case, A is not minimal
since 3G’ C G, with G’ = {d}, such that G’ Fr a; moreover, B = (G', R, a).
On the other hand, argument C is represented by the triple (G, R, a), with
G" = {b} and R’ = {b v~ ¢;b,¢c v~ a}. In particular, argument C' is minimal.
Furthermore, B is also minimal since, even though R’ C R, it is not the case
that Gl l_R’ Q.

It should be noted that, since the notion of minimality characterized in
Definition 11 explicitly accounts for the set of grounds of the arguments, this
notion of minimality is different from those used in other structured argumenta-
tion systems such as DeLP [5]. Arguments in DeLP do not include the grounds:
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they are specified by a pair (A, ¢), where A is the set of defeasible rules used to
derive the conclusion c. Thus, the notion minimality in DeLP considers only the
defeasible rules used in an argument. As a result, if we consider the arguments
given in Example 7, argument B would not be minimal in DeLP.

To illustrate the second condition of Definition 11, let us consider the sit-
uation depicted in Example 4. There, we have arguments A and B, which
are both described by the triple (G, R,a), with G = {a} and R = {a v~ ¢;
¢ v byb v a}. Also, there is argument A; = (G', 9, a), with G’ = {a}. As a
result, 3G’ C G such that G’ g a and therefore, arguments A and B are not
minimal, in contrast with A;.

Given the characterization of regular and minimal arguments, the following
proposition shows that these notions are equivalent.

Proposition 2. Let AT = (AS,K) be an argumentation theory and A €
A(AT), with A = (G, R, ¢). A is a regular argument iff A is a minimal argument.

Proof. The proof follows the same form as that of Proposition 1, being based
around the three clauses of Definition 4.

Let us start with the if part. In the first clause of Definition 4, c is a propo-
sition in K, R is empty, and G contains just c. Clearly, in this case there is
no R C R, nor G’ C G such that G' g c or G kg ¢, so A is minimal. It is
also regular. The second and third clauses in Definition 4 define the recursive
case. Here, A = (G, R, c) is an argument if ¢ is the conclusion of a rule, let us
call it r, and there is an argument in A(AT) for each of the premises of r. G
is then the union of the grounds of all the arguments with conclusions that are
premises of r; we will call this set of arguments Args, and R is the union of
all the rules for Args, call them Rs, plus r. If all the arguments in Args are
minimal, then A will be minimal, so long as (i) adding r does not introduce any
non-minimality, and (it) the union of the grounds and the rules of the arguments
in Args do not introduce any non-minimality. Let us consider case (i). For the
addition of r to introduce non-minimality, it must be the case that (G, Rs,c)
is an argument. In that case, (G, Rs,c) will be a sub-argument of A and thus,
by Definition 6, A is circular, contradicting the hypothesis that it is a regular
argument. Let us now consider case (ii). Here, in order for A not to be minimal,
there have to be minimal arguments (G1, R1,p1), ..., (Gn, Rn,pn) in Args such
that p1,...,p, are the premises in rule v and A = (U;—, G;,Ui—; RiU{r},c) is
not minimal. Because we are taking the unions, no duplication can be introduced.
Since G1,...,G, are just sets of propositions, their union cannot be the cause
of any non-minimality, and we know from case (i) that any non-minimality is
not due to r. So if any non-minimality is introduced, it is in J;_, R;. Since by
Proposition 1 every rule in R; must be used in deriving p;, the only way that
Ui, Ri can make A non-minimal is if there is some rule in R; which allows
the derivation of the same conclusion as a rule in Ry (with 1 < j,k < n, and
J # k). In such a case, A would have two distinct sub-arguments with the same
conclusion, where one is not a sub-arqument of the other; hence, by Definition 7,
A would be redundant, contradicting the hypothesis that A is regular.
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Let us now address the only if part. In the first clause of Definition 4, ¢ is a
proposition in IC, R is empty, and G contains just c. Clearly, in this case A is
reqular since A is the only sub-argument of A; thus, there exist no distinct sub-
arguments of A with the same conclusion. A is also minimal. The second and
third clauses in Definition / define the recursive case. Here, A = (G, R,c) is an
argument if ¢ is the conclusion of a Tule, let us call it v, and there is an argument
in A(AT) for each of the premises in rule r. G is then the union of the grounds
of all the arguments with conclusions that are premises in r, and R is the union
of all the rules for those arguments, plus r. Since by hypothesis A = (G, R, ¢)
is minimal, it must be the case that G’ C G such that G' Fr ¢ and AR’ C R
such that G g c. Suppose by contradiction that A is not reqular. Hence, there
should exist two distinct sub-arguments Ay = (G1, R1,p’) and Ay = (G2, Ra, p’)
of A such that G1 # Ga, Ry # Ra, or both. However, this would imply that
AG" C G (with G' = (G\G1) UGs, or G = (G\G2) UG1) or 3R’ C R (with
R' = (R\Ry) U Ry, or R = (R\R2) U Ry) such that G’ Fr ¢ and BR' C R such
that G F g/ ¢, contradicting the hypothesis that A is minimal. O

Next, we illustrate the relationship between regular and minimal arguments.

Ezample 8. Let us consider the arguments from Example 7, where it was shown
that B and C are minimal arguments, whereas A is not. Then, we have that
B is also regular, since it has no pair of sub-arguments with the same conclu-
sion. Specifically, Sub(B) = {B, A3, A3, A1}, and Conc(B) = a, Conc(A3) = b,
Conc(As) = ¢, Conc(A;) = d. Similarly, C is also regular since Sub(C) =
{C, A4, A5}, where Conc(C') = a, Conc(A4) = b and Conc(As) = ¢. In contrast,
if we consider argument A, which was shown to be non-minimal in Example 7,
we have Sub(A) = {A, Ay, Az, As, A1} where, in particular, Conc(A44) = b and
Conc(Ay) = b; therefore, A is not a regular argument.

On the other hand, if we consider the arguments from Example 3, it was
shown in Examples 5 and 6 that A, C and E are not regular arguments (the
first two by being circular and the last one by being redundant). Then, if we look
at the minimality of these arguments, we have that A = (G4, Rq,t), with G, =
{p,a.r}, Ra = {p,q ~~ 88 v q;q,7 v t}, and 3G, = {r}, IR, = {r ~~ t}
such that G/, Fgr, t and G, F r: t; hence, A is not a minimal argument. In
the case of C' = (G, Re,r), with G. = {p,q} and R. = {p,q v ;1 v~ s;
5 v t;t v~ 1}, we have that 3R, = {p,q v~ 7} such that G. Fg, r and
therefore, C' is not minimal. Finally, given E = (G, Re, t), with G. = {p, ¢} and
Re = {p v~ r;1 v 8¢ v 157, 8 v T} it is the case that 3G, = {p}, G, =
{¢}, AR, = {p v~ ;7 v 57,8 vt} ARY = {r v ;¢ v 177, 8 v ) such
that G, kg, t, G Fg, t, Ge Fr. t and G gy t; thus, E is not a minimal
argument.

Let us consider another example regarding minimal and non-minimal arguments.

Example 9. Consider that we have an argumentation system ASy =
<£9,T,R9,’I’L>7 where £9 = {p7q7T7 P, _‘(Lﬁr} and Rg = {p > g3 q T}'
By adding the knowledge base KCg = {p, ¢} we obtain the argumentation theory
ATy = (ASg, Ky), from which we can build the following arguments:
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Hy = [p]; Hy = [Hy v q]; H = [Hy v 1];
I =lq]; =[]

such that H = ({p},{p v~ ¢;q¢ > r},r) and I = ({¢},{q v~ 7}, 7).

Even though arguments H and I in Example 9 have the same conclusion and use
the rule ¢ v~ r to draw that conclusion, they are both minimal. This is because,
according to Definition 11, an argument is minimal if there is no argument for
the same conclusion built from a smaller set of grounds (respectively, rules)
combined with the set of rules (respectively, grounds) of the former. Thus it
is possible to have two minimal arguments for the same conclusion, where the
latter uses a subset of the rules of the former, so long as the grounds of the
latter are not included in the grounds of the former. Similarly, we could have
two minimal arguments for the same conclusion, where the latter uses a subset
of the grounds of the former, so long as the rules of the latter are not included
in the set of rules of the former.

On the other hand, the situation depicted in Example 9 relates to
the one involving arguments Cs = ({p,¢},{p,q ~~ r},r) and C =
{p,q}. {p,q v~ ;7 > 838 o 5t v r}r) in Example 3. However, even
though C5 and C' have the same conclusion, differently from H and I, they are
such that one is a sub-argument of the other (specifically, C3 is a sub-argument
of C, with the sets of grounds and rules of C3 being contained in those of C).
As a result, C is not regular nor minimal.

Finally, it should be noted that, since ASPICT arguments are not required to
be minimal in the sense of Definition 11, it can be the case that two different
arguments A and B have the same description as a triple (G, R, ¢), as occurred
in Example 4. However, as shown by the following proposition, that cannot be
the case when considering minimal arguments.

Proposition 3. Let AT = (AS,K) be an argumentation theory and A €
A(AT), with A = (G, R,c). If A is a minimal argument, then $B € A(T) such
that B # A and B = (G, R, c).

Proof. Suppose that A = (G, R, c) is a minimal argument and 3B € A(T) such
that B # A and B = (G, R,c). By Proposition 1, every element in the grounds
G and every rule in R is used in the derivation of A’s and B’s conclusion c.
Furthermore, since by hypothesis A is minimal, by Definition 11 it is the case
that 3G" C G, PR’ C R such that G' Fr ¢ or G Fr c. If B # A, then it
must be the case that the difference between them is on the nmumber of times
they use the rules in R. Since by hypothesis A is minimal, there must be a rule
r=D1,...,Pn v p E R that is used more times in B than in A. Now consider
the derivation of A and B. From what we have said so far, these must be largely
the same, so we can think of them starting from the same set of grounds and
applying rules, one by one. Thinking of the two arguments like this, side by side,
so to speak, since B uses some rule r more times than A does, then at some stage
B uses the rule r to derive p, whereas r is not used in A at that point. Hence,
since p is needed at that point as part of the derivation for A’s conclusion c, there
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must be an alternative derivation for p in A, which does not require the use of
the rule . However, this would imply that there exists a Tule v’ € R such that
r'=pi,...,p,, > p orp€ G, contradicting the hypothesis that A is minimal.
As a result, if A is a minimal argument, then AB € A(T) such that B # A and
B =(G,R,c). O

We finish by noting that even though arguments H and [ in Example 9, are
both minimal in the sense of Definition 11, argument I could be considered to
be, in some sense, “more minimal” than H since the sets of grounds of both
arguments are the same size, while I has a smaller set of rules. This suggests
that further forms of minimality may be worth investigating.

4 Related Work

In this section we will discuss how the notion of minimality is handled by other
approaches to structured argumentation.

As we have mentioned before, the formalism of Assumption-Based Argumen-
tation (ABA) proposed in [4] shares some characteristics with Aspict. Argu-
ments in ABA are deductions of claims using rules based on a set of assump-
tions. Deductions are defined as trees, where leaves correspond to assumptions
and non-leave nodes correspond to sentences that are the heads of rules, whose
children correspond to the sentences in the body of those rules. That is, argu-
ments in ABA are built following the same strategy as ASPICT, where some form
of minimality is implicit. Specifically, like in ASPICT, irrelevant pieces of informa-
tion cannot be introduced in a deduction in ABA. Thus, ABA arguments have
ASPICT native form of minimality, in which minimality relates to relevance.

In [2] the authors propose a framework for structured argumentation based
on classical logic. In their approach, an argument A is a pair (@, ), where @ is
a minimal (w.r.t. C) set of formulae that is consistent and allows to prove a.
Relating their proposal to ASPICT, if we consider an argument A = (G, R, a),
the set @ would be the combination of the sets of grounds and rules of A (i.e.,
® = G U R). Then, since Definition 11 establishes that A is minimal if there
exists no G’ C G and no R’ C R such that G’ Fr a or G Fpr/ a, this is the
same as saying that there is no ¢’ C @ such that ¢ - « in [2]. As a result, the
characterization of minimality for ASPICT arguments that we proposed in this
paper could be considered to be equivalent to the one given in [2]. Thus we might
claim to have extended the notion of minimality from [2] to fit AsPICT.

Another work in which the notion of minimality becomes present when defin-
ing the structure of arguments is [1], where a framework for dealing with prefer-
ences between arguments is proposed. There, arguments are assumed to be built
from a propositional knowledge base, by means of classical inference. Then, an
argument is defined as a pair (H, h), where H is a consistent and minimal (w.r.t.
C) set of formulae from the knowledge base that allows to infer h. That is, the
notion of minimality considered in [1] coincides with that of [2]. Therefore, as dis-
cussed above, it could be considered to be equivalent to the notion of minimality
we proposed in this paper for AspicT.
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Let us now consider Defeasible Logic Programming (DeLP), the structured
argumentation system proposed in [5]. An argument in DeLP is defined as a
pair (A, c), where A is a set of rules used to derive the conclusion ¢. The first
difference between the characterization of arguments in DeLP and in ASPIC™T (as
well as in the formaslisms of [1,2,4]) relies on the fact that DeLP does not include
in A the set of grounds used for building the argument. Furthermore, the set A
does not include every rule used in the derivation process, but only includes the
defeasible rules. In other words, the set A only includes the defeasible knowledge
of the argument. This is because arguments in [5] are required to be consistent
with the strict knowledge of a DeLLP program, which is determined by the facts
and strict rules of the program. Then, the minimality requirement on DeL.P
arguments accounts only for the defeasible part of the arguments (i.e., A has to
be a minimal set—w.r.t. C—that is consistent with the strict knowledge of the
program and allows to derive the conclusion c).

The characterization of arguments in DeLP, leaving the strict knowledge
aside, results in that minimal arguments cannot be uniquely mapped into a single
derivation. This is because there might be alternative derivations for a given
argument, which make use of different sets of facts and strict rules that allow
to derive the same conclusions. Furthermore, the derivation for the conclusion
of a given argument may not be minimal, in the sense that it may include
irrelevant facts or strict rules. In addition, since minimality only accounts for the
set of defeasible rules, it could be the case that ASPICT arguments satisfying the
notion of minimality from Definition 11 are not minimal under DeLP’s notion of
minimality, as discussed after Example 7. Finally, it should be noted that, since
there exist scenarios (like the one in Example 7) where arguments are not ‘valid’
(thus, they are not arguments at all) in DeLP but they are ‘valid’ (furthermore,
minimal) arguments in ASPICT, the outcome of the two argumentation systems
in such scenarios may differ, because different sets of arguments are considered.
This difference opens up a space that we are interested in exploring in the future.

5 Conclusion

In this paper we have studied the notion of minimality of arguments in the
context of ASPICT. We have considered two forms of minimality. The first of
these corresponds to the native minimality of ASpic™, which implies that argu-
ments do not include irrelevant grounds or rules. We have noted that, under the
native form of minimality, redundant and circular arguments may be obtained.
Although there is nothing inherently wrong with circular and redundant argu-
ments, in some cases it may be helpful to work with arguments that satisfy a
stronger form of minimality. The second, stronger form of minimality that we
considered, is satisfied by what we have identified as regular arguments, since
these are the arguments that one encounters most often in the literature of argu-
mentation. Specifically, regular arguments do not have two (or more) distinct
sub-arguments with the same conclusion. It should be noted that an argument
A satisfying the stronger form of minimality uses the same grounds and rules
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for deriving a proposition p at every step in which p is required in the deriva-
tion of A’s conclusion. Furthermore, we have shown that regular arguments,
satisfying the stronger form of minimality, can be unequivocally described by a
triple (G, R, ¢), distinguishing their grounds, rules and conclusion. In contrast,
that is not the case for arguments complying only with ASPICt native form of
minimality. Finally, as discussed in Sect. 4, the stronger form of minimality we
proposed in this paper is related to the notion of minimality considered in other
approaches for structured argumentation like [1,2], but not to others, such as [5].
As a result, we can say that the way in which arguments are characterized, and
the way in which the minimality restrictions are imposed on arguments, heavily
influence the outcome of an argumentation system.

In the future we are interested in further studying the notion of minimality in
the context of ASPICT, and investigate whether alternative forms of minimality
could provide results that align with the behavior of structured systems like [5].
In addition, we are interested in studying the impact the notion of minimal-
ity could have in determining the existence of interactions between arguments,
including attack and support relations.
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Abstract. Argumentation reasoning is a way for agents to evaluate a
situation. Given a framework made of conflicting arguments, a semantics
allows to evaluate the acceptability of the arguments. It may happen that
the semantics associated to the framework has to be changed. In order
to perform the most suitable change, the current and a potential new
semantics have to be compared. Notions of difference measures between
semantics have already been proposed, and application cases where they
have to be minimized when a change of semantics has to be performed,
have been highlighted. This paper develops these notions, it proposes an
additional kind of difference measure, and shows application cases where
measures may have to be maximized, and combined.

1 Introduction

Argumentation is a reasoning model which has proved useful for agents in many
contexts (e.g. decision making [3], negociation [2], persuasion [27]). Abstract
argumentation frameworks (AFs) are classically associated with a semantics
which allows to evaluate arguments’ statuses, determining sets of jointly accept-
able arguments called extensions [4,18].

In [7,8], a method to modify an AF in order to satisfy a constraint (a given
set of arguments should be an extension, or at least included in an extension)
is defined; this process is called extension enforcement. The authors distinguish
between conservative enforcement when the semantics does not change (only the
AF changes) and liberal enforcement when the semantics changes. A first study
of semantic change in a situation of enforcement has recently been conducted
in [17]: it shows how to minimize the changes to perform on an AF in order to
enforce an extension, by changing the semantics, for a new one which is not too
“different” from the current one.

A change of the semantics may be necessary for other reasons, for instance,
for computational purposes: if a given semantics was appropriate at some point
in a certain context for some AF, one may imagine that changes over time on
the structure of the AF (number of arguments, of attacks, structure of cycles)
may make this semantics too “costly” to compute. It may then be interesting to
© Springer Nature Switzerland AG 2018
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pick up another semantics to apply to the AF, possibly not too dissimilar to the
former on its acceptability results, but quite dissimilar regarding computational
complexity.

The other way round, in contexts like decision or deliberation, a given seman-
tics may be interesting from a computational point of view, but the results that it
returns may be found for instance too restrictive, in the sense that, if the agents
agree on the extensions that it returns, they would like to have more options,
as many as possible, including the ones which have been returned. It may then
be interesting to change the semantics, for a new one which is not too dissimilar
in complexity to the former, but which extends the set of extensions. Difference
measures between semantics, to quantify how much a semantics is dissimilar to
another one, allow to define different minimality and maximality criteria. Such
criteria can be used and combined to select the new semantics among several
options when a semantic change is required.

This paper recalls and presents several sensible ways to quantify the difference
between two semantics, depending on:

— the computational complexity of semantics;

— the properties which characterize the semantics;

the relations between semantics;

— the acceptance statuses of arguments the semantics lead to in a specific AF.

The first measure is new; the last three measures have been proposed in [16],
and illustrated on a number of semantics; they are developed here, proofs of
the properties that they satisfy (whether they are distances, semi-distances or
pseudo-distances) are given, and additional semantics are considered.

2 Background Notions

An Argumentation Framework (AF) [18] is a directed graph (A, R) where the
nodes in A represent abstract entities called arguments and the edges in R rep-
resent attacks between arguments. (ai,aj) € R means that a; attacks a;; a; is

called an attacker of a;. Figurel gives an example of an argumentation frame-
work.

o
G

Fig. 1. The AF Fy
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We say that an argument a; (resp. a set of arguments S) defends the argument
a; against its attacker ay if a; (resp. any argument in S) attacks ay. The range
of a set of arguments S w.r.t. R, denoted SE, is the subset of A which contains
S and the arguments attacked by S; formally SE = SU{q; | Ja; € S sit.
(ai,aj) € R}. Different semantics allow to determine which sets of arguments
can be collectively accepted [6,12,13,18-20,29].

Definition 1. Let F = (A, R) be an AF. A set of arguments S C A is

— conflict-free w.r.t. F if ﬂai,aj € S s.t. (a;,a;) € R;

— admissible w.r.t. F' if S is conflict-free and S defends each of its arguments
against all of their attackers;

- a naive extension of F' if S is a mazimal conflict-free set (w.r.t. C);

— a complete extension of F' if S is admissible and S contains all the arguments
that it defends;

— a preferred extension of F if S is a maximal complete extension (w.r.t. C);

— a stable extension of F if S is conflict-free and S}, = A;

— a grounded extension of F if S is a minimal complete extension (w.r.t. C);

— a stage extension of F if S is conflict-free and there is no conflict-free T' such
that S§; C Th ;

— a semi-stable extension of F if S is admissible and there is no admissible T
such that S; C T;{;

— an ideal set of F' if S is admissible and S is included in each preferred exten-
sion;

— an ideal extension of F if S is a mazimal (w.r.t. C) ideal set of F;

— an eager extension of F if S is a mazimal (w.r.t. C) admissible set that is a
subset of each semi-stable extension.

These semantics are denoted, respectively, cf,adm,na, co, pr, st, gr, stg, sem, is,
id, eg. For each o of them, Ext,(F) denotes the set of o-extensions of F.

Let us recall the definition of usual decision problems for argumentation.
Definition 2. Let F = (A, R) be an AF and o a semantics.

Cred, An argument a; € A is said to be credulously accepted by F w.r.t. o if
JE € Ext,(F) s.t. a; € E.

Skept, An argument a; € A is said to be skeptically accepted by F' w.r.t. o if
VE € Ext,(F),a; € E.

Ezist, F satisfies the non-trivial existence w.r.t. o if F' admits at least one non-
empty o extension.

The set of credulously (resp. skeptically) accepted arguments in F w.r.t. o is
denoted cry(F) (resp. sko(F)).

Example 1. Let us consider the argumentation framework Fy given at Fig. 1,
and let us illustrate some of the semantics, and related decision problems.
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= Extaqm(F1) = {0,{a1}, {as}, {as, a6}, {a1,a4,a6}, {a1,a3}, {a1,a4}},
— Eate(F1) = {{a1,a4,a6}},

~ Eaxty.(F1) = {{a1,a4, a6}, {a1,a3}},

- Extco(Fl) = {{alaa4,a6}; {a17a3}7 {al}};

= Extg(F1) = {{a1}}.

ay 1s skeptically accepted in Fy w.r.t. the stable, preferred, complete and grounded
semantics. a4 s credulously accepted in Fy w.r.t. the preferred and complete
semantics, but it is not w.r.t. the grounded semantics.

Table1 gives the complexity class of these decision problems'. Results come
from [14,15,18,20-23,25]. We suppose that the reader is familiar with the basic
notions of complexity. Otherwise, see [28] for instance. Computation of one exten-
sion and enumeration of all the extensions are not decision problems, so their
complexity cannot be evaluated through the polynomial hierarchy as we do for
credulous and skeptical acceptance. But the computational hardness of these
functional problems can all the same be estimated. Indeed, the complexity of
skeptical acceptance can be seen as a lower bound for the complexity of the
enumeration of extensions, and the complexity of the non-trivial existence can
be seen as a lower bound of the computation of an extension.

Table 1. Complexity of Inference Problems for the Usual Semantics. C—c (resp. C—h)
means that the considered decision problem is complete (resp. hard) for the complexity
class C.

o Cred » Skept, | Ezists

cf |Trivial |P Trivial
adm | NP —c¢ | Trivial |NP —c¢
na |P P L

co NP —c P NP — ¢

pr [INP—c¢ |IIf —¢ [NP—¢
st |NP—c |coNP—c |NP —c¢c
gr |P P P

stg | XY —¢ |IY —c |L
sem | X§ —c¢ | II§ —c |[NP—c
id | coNP—h | coNP—h | P

eg Y —c |IIY —c |P

In order to compare, in the following section, the semantics, and propose
measures of their differences, let us introduce a useful notation: given two sets
XY, XAY is the symmetric difference between X and Y. Let us recall also the
definition of a distance and of an aggregation function.

1 Up to our knowledge, the complexity class of Cred;s, Skept,, and Exist;s has not yet
been determined.
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Definition 3. Given a set E, a mapping d from E x E to RT is

- a pseudo-distance if it satisfies weak coincidence, symmetry and triangular
inequality;

— a semi-distance if it satisfies coincidence and symmetry;

— @ distance if it satisfies coincidence, symmetry and triangular inequality.

weak coincidence Vz € E,d(x,z) = 0;

coincidence Vz,y € E,d(z,y) =0 iff c = y;

symmetry Yo,y € E,d(z,y) = d(y, z);

triangular inequality Vz,y,z € E,d(z,y) + d(y, z) > d(z, 2).

Definition 4. An aggregation function is a function ® which associates a non-
negative real number to every finite tuple of non-negative numbers, and which
satisfies:

non-decreasingness if y < z then @(z1, ..., Y, ., Tn) < (X1, .y 2,000y Tp);
minimality ®(z1,...,2,) =0 iff xt1 =--- =z, =0;
identity Vz € R*, ®(z) = z.

For instance, we will use the sum ) as an aggregation function.

3 Complexity-Based Difference Measures

As mentioned in the introduction, the acceptability semantics may have to be
changed because of the computational complexity of the reasoning tasks an agent
is involved into. Indeed, depending on which kind of reasoning is actually used
by the agent (computation of one extension, enumeration of all the extensions,
credulous or skeptical acceptance), the use of a given semantics o7 may lead to
a higher complexity than another semantics o2, as depicted in Table 1.

If the agent needs to change her semantics for practical purpose, it seems
that she will choose the semantics which allows her to have the lowest possi-
ble complexity for her main reasoning task. For instance, if she uses skeptical
acceptance frequently, and if she is currently using the preferred semantics, it
is interesting to select a new semantics such that the complexity of skeptical
acceptance is minimal. When we consider the set of semantics which select only
complete extensions, the possible new semantics are {co, gr}. To choose among
these two, the agent can use another criterion such as minimal change based on
another of the measures defined here.

In some cases, the agent can be obliged to change her semantics to another
one which has a higher complexity; it is not desirable in general, but it can
be mandatory to satisfy a given constraint. In this case, if several options are
possible, a notion of minimality can be used. It consists now in a minimal increase
of the complexity. We formalize it by defining a difference measure between
reasoning tasks, where such a task is parametrized by the semantics and the
specific decision problem.
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Definition 5. Let S = {o1,...,0,} be a set of semantics, and T = {11,...,Tm}
be a set of reasoning tasks. We define C = {C(7,) | 7 € T, 0 € S8}, where C(7)
denotes the complexity class which characterizes the decision problem 7.

The complexity graph on S and T is Comp(S,T) = (C,I) with I CC x C
defined by Vey,ca € C, (c1,¢2) € I'iff ¢1 C ca and Acs € C such that c3 # c1,¢3 #
¢y and ¢; C c3 C ¢3.2

The difference measure 09 between decision problems 75, and 7, is the non-
negative integer 63 (75, , 7.,) which is the length of the shortest non-oriented path
between C(75,) and C(7},) in Comp(S,T).

In general, the complexity-based difference measure are not distances, they do
not satisfy coincidence. They satisfy weak coincidence and symmetry.

Example 2. Let us consider the classical Dung’s semantics S = {co, pr, st, gr}
and the reasoning tasks T = {Cred,, Skept,, Exist, }. As we see in Table 1, C =
{P,NP,coNP, IT'}. The corresponding graph Comp(S,T) is given in Fig. 2.

1y
v N
coNP NP
NS
P

Fig. 2. Complexity Graph Comp(S,T)

Then, for instance, 63(Credg,, Cred.,) = 1 and 6§(Skeptgr,5keptw) = 2. As
soon as two decision problems have the same complexity, the measure of their
difference is O (for instance, 63 (Credg;, Crede,) = 0); this explains why 83 is not
a distance.

Minimality of this complexity difference measure can be used when all the
alternatives have a higher complexity than the previous one. For instance, if the
agent is forced to change her semantics from gr to another one because she needs
to be able to consider several solutions to her problem (which means that she
needs to obtain several extensions), then she can choose the complete semantics

when skeptical acceptance is important for her, because 6§(skeptgr, skept,,) = 0.

4 Property-Based Difference Measures

Semantics can be compared respectively to the set of properties that characterize
them. Such a characterization can be defined as follows.

Definition 6 [16]. A set of properties P characterizes a semantics o if for each
AF F,

2 Under the usual assumptions about inclusions between complexity classes.
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1. each o-extension of F satisfies each property from P,

2. each set of arguments which satisfies each property from P is a o-extension
of F,

3. P is a minimal set (w.r.t C) among those which satisfy 1. and 2.

Prop(o) denotes the set of properties that characterizes a semantics o.

[16] points out a set of properties, and shows how each semantics can be charac-
terized given this set. Absolute properties, which concern only a set of arguments
by itself (Definition 7) are distinguished from relative properties, which concern
a set of arguments with respect to other sets of arguments (Definition 8).

Definition 7 [16]. Given an AF F = (A, R), a set of arguments S satisfies

— conflict-freeness if S is conflict-free;

— acceptability if S defends itself against each attacker;
reinstatement if S contains all the arguments that it defends;
— complement attack if each argument in A\S is attacked by S.

Definition 8 [16]. Given an AF F = (A, R) and a set of properties P, a set of
arguments S satisfies

— P-mazximality if S is mazimal (w.r.t. C) among the sets of arguments satis-
fying P;

— P-minimality if S is minimal (w.r.t. C) among the sets of arguments satis-
fying P;

— P-inclusion if S is included in each set of arguments satisfying P;

— P-R-mazimality if S has a mazimal range (w.r.t. C) among the sets of argu-
ments satisfying P.

It can be noticed that, by definition, if a set S satisfies P-maximality (resp.
P-minimality, P-R-maximality), then S satisfies P.

A characterization of different semantics, that follows from the previous def-
initions, has been established in [16]; Proposition 1 recalls this characterization,
and extends it to ideal sets, ideal and eager semantics.

Proposition 1. The extension-based semantics considered in this paper can be
characterized as follows:

— Prop cf) = {conflict-freeness}.
— Prop(adm) = Prop(cf) U {acceptability}.
- Prop(na) = Prop(cf) mazimality.

— Prop(co) = Prop(adm) U {reinstatement}.
— Prop(gr) = P p(co)-minimality.

— Prop(pr) = Prop(adm)-mazimality.

— Prop(sem) = Prop(adm) R-mazimality.
— Prop(stg) = Prop(cf)-R-mazimality.

(
(
(
(
(
(pr
(
(
(
(

g
— Prop(st) = Prop(cf) U {complement attack}.
— Prop(is) = Prop(adm) U {Prop(pr)-inclusion}.
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— Prop(id) = Prop(is)-mazimality.
— Prop(eg) = Prop(pr) U { Prop(sem)-inclusion}.

Let us notice that we can consider other properties, and give alternative charac-
terizations of the semantics (see [9, 10] for contributions in this sense). Even if the
value of the difference between two semantics (obviously) depends of the chosen
characterizations, the general definition of property-based difference measures is
the same whatever the characterizations.

The intuition which lead to define the characterization as the minimal set
of properties is related to computational issues. Indeed, computing some rea-
soning tasks related to the semantics thanks to the semantics characteriza-
tion can be done more efficiently with this definition. For instance, to deter-
mine whether a set of arguments is a stable extension of a given AF, checking
the satisfaction of conflict-freeness and complement attack proves enough. For
instance, Prop(adm)-maximality may be added in the characterization of the
stable semantics, but computing the result of our problem would then be harder.

A weight can be associated to each property, depending on the importance
of the property in a certain context.

Definition 9 [16]. Let P be a set of properties. Let w be a function which maps
each property p € P to a strictly positive real number w(p). Given o1,09 two
semantics such that Prop(o1) C P and Prop(o2) C P, the property-based dif-

w y .
ference measure d,,., between o1 and og is defined as:

8 (01, 02) = > w(p:)

pi€Prop(c1)AProp(os)

The specific property-based difference measure defined when all the properties
have the same importance is as follows.

Definition 10 [16]. Given two semantics o1,02, the property-based difference
measure Oprop 15 defined by dprop(01,02) = |Prop(o1) AProp(os)|.

Example 3. Let us suppose that the initial semantics is the admissible one.

— When 6pr0p 1s considered, naive and preferred semantics are “equivalent”,
since dprop(adm,na) = dprop(adm, pr) = 3.

- With a weighted measure d,,,, such that w(Prop(cf)-mazimality) = 1 and
w(Prop(adm)-mazimality) = 2, the two semantics are no more equivalent,

since Oprop(adm, na) < dprop(adm, pr).

Proposition 2 [16]. Given a set of semantics S, the property-based measures
defined on S are distances.

5 Relation-Based Difference Measures

Most of the usual semantics are related according to some notions. For instance,
it is well-known that each preferred extension of an AF is also a complete exten-
sion of it, and the grounded extension is also complete, but in general it is not a
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preferred extension. The preferred semantics may thus be seen closer to the com-
plete semantics, than to the grounded semantics. This idea has been formalized
with the notion of semantics relation graph.

Definition 11 [16]. Let S = {o1,...,0n} a set of semantics. A semantics rela-
tion graph on S is defined by Rel(S) = (S, D) with D C S x S.

This abstract notion of relation graph, where the nodes are semantics, can be
instantiated with the inclusion relation between the extensions of an AF.

Definition 12 [16]. Let S = {o1,...,0,} a set of semantics. The extension
inclusion graph of S is defined by Inc(S) = (S, D) with D C S x S such that
(0i,05) € D if and only if:

— for each AF F, Ext, (F) C Ext,, (F);
— there is no o, € S (k # i,k # j) such that for each AF F, Ext, (F) C
Exty, (F) and Ext,, (F) C Ext,, (F).

This idea has been discussed in [4], but the notion of relation between semantics
had not been formalized before [16].

Example 4. For instance, when & = {co,pr,st,gr, stg, sem,is,id, eg,adm,
cf,na}, Inc(S) is the graph given at Fig. 3.

is — adm — cf «— na

|
71

€eg pr «— sem «— st

Fig. 3. Extension Inclusion Graph Inc¢(S)

A family of difference measures between semantics which is based on the
semantics relation graphs has been defined, to measure what it costs for an
agent to change her semantics.

Definition 13 [16]. Given S a set of semantics, a S- relation difference mea-
sure is the mapping from two semantics 01,02 € S to the non-negative integer
ORel,s(01,02) which is the length of the shortest non-oriented path between o1 and
o9 in Rel(S). In particular, the S-inclusion measure is the length of the shortest
non-oriented path between o1 and og in Inc(S), denoted by drpe.s(01,02).

Example 5. Given two semantics o1 and oo which are neighbours in the graph
given at Fig. 3, the difference measure drpe.s(01,02) is obviously 1. Otherwise,
if several paths allow to reach oo from oy, then the difference is the length of
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the minimal one. For instance, Orne,s(st,cf) = 3 since the minimal path is
st — stg — na — cf, but other paths exist (for instance, st — sem — pr —
co — adm — cf). Since here the question is to define the difference between
semantics, the possibility to obtain several minimal paths (for instance, there are
two minimal paths between the ideal and admissible semantics: id — is — adm
and id — co — adm) is not problematic.

Proposition 3 [16]. The S-inclusion difference measure is a distance.

The relation graph can be instantiated with other relations between semantics.
The skepticism relation studied in [5] would be an appropriate candidate. The
graph resulting from the intertranslatability relationship of semantics [24] may
also be considered. Such instantiations would require a deeper investigation.

It can be noticed that, for any instantiation of the relation graph as defined
above, which is absolute, that is, independent of any specific AF, a relative
version can also be defined. In this case, the edges in the graph would depend
on the relations for a given AF; the initial proposal considers the relations which
are true for any AF. Such AF-based relation graph may also lead to interesting
difference measures, which would require investigation as well.

6 Acceptance-Based Difference Measures

In line with the remarks at the end of the last section, regarding absoluteness
(that is, independence of the measure from any specific situation or AF) and
relativity (dependence on a given AF) of difference measures, a family of relative
measures is presented in this section. Now, the difference between semantics
depends on the acceptance status of arguments in a given AF, w.r.t. the different
semantics in consideration.

The first acceptance-based measure quantifies the difference between the o1-
extensions and the os-extension of the AF to quantify the difference between o
and os.

Definition 14 [16]. Let F be an AF, d be a distance between sets of arguments,
and ® be an aggregation function. The F-d-®-extension-based difference mea-
sure (5%@) is defined by 52{’@(01, 09) = ®ce Ext,, (F) Mile e Bat,, (F) d(e, €).

Proposition 4. In general, the extension-based difference measures are not dis-
tances, they do not satisfy coincidence, symmetry.

Example 6. For instance, we consider the Hamming distance between sets of
arguments, defined as dg(s1,82) = |s14ss|. Now, we define the Fy-dg-> -
extension-based difference measure 5?[’2 from dg and the AF Fy given at Fig. 1.
Its set of stable extensions is Exts(Fy) = {{a1,a4,a6}}.

When measuring the difference between the stable semantics and the other
classical Dung’s semantics, we obtain:
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- 5}?1{’2(315,97’) =2 since Extg,.(F1) = {{a1}};

- 6?1”2(515,])7") = 0 since Ext,(F1) = {{a1, a3}, {a1, a4, a6}}; on the opposite,

O3 (pr st) = 3;
- 6;’1”2(515,00) =0 since Exteo(F1) = {{a1}, {a1,as3}, {a1,a4,a6}}.

The following result shows that the restriction of the extension-based measure
to some particular sets of semantics leads to satisfy the coincidence property.

Proposition 5. For a given F and a given set of semantics S = {o1,...,0n},
if for all oy, 05 € S such that o; # 0, Exty,(F) € Ext, (F), then the extension-

>

du, . o
based measure 0= satisfies coincidence.

Even in this case, the measure does no satisfy all the properties of distances.
However, we can use the intuition behind this measure to define another one.

Definition 15 [16]. Let F be an AF, d be a distance between sets of
arguments, and & be an aggregation function. The symmetric F-d-®-

. . d,® . d,® _
extension-based difference measure ¢ is defined by 5F,sym(017‘72) =

F’,sym
d,®
F(

max (0 0'1,0'2),(5;1;7(8(0'2,0'1)).

This measure satisfies the distance properties under some conditions.

Proposition 6 [16]. For a given F and a given set of semantics S =
{o1,...,0n}, if for all 04,05 € S such that o; # 0j, Ext,, (F) # Ext, (F),
du,y-

F,sym is a semi-distance.

then the symmetric extension-based measure §

As suggested in [16], we can also use the set of skeptically (resp. credulously)
accepted arguments instead of the whole set of extensions to define a difference
measure between semantics. We propose here a definition of such measures.

Definition 16. Given F an AF, d a distance between sets of arguments, and
S a set of semantics, the F-d-skeptical acceptance difference measure 6‘};7% 18
defined, for any 01,09 € S, by

62‘,sk(017 02) = d(Skm (F), Sk@ (F))

The F-d-credulous acceptance difference measure (5%’% is defined, for any
01,02 € S} by
5?’,@ (Ulv 02) = d(crtﬁ (F)7 CToy (F))

If two semantics lead to the same set of credulously (resp. skeptically) accepted
arguments, then these measures cannot distinguish between these semantics.
Other properties are satisfied.

Proposition 7. Given F and AF and d a distance, the F-d-skeptical accep-
tance difference measure and the F-d-credulous acceptance difference measure
are pseudo-distances.
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7 Obtaining Comparison Criteria

In the context of a semantic change, the difference measures can be used to
define different minimality or maximality criteria. With o the initial semantics,
and S the set of options for the new semantics, the new semantics should be
o' € S such that, given ¢ the chosen measure:

- Vo' €8, 6(0,0") < §(0,0") to define a minimality criteria denoted ming .,
- Vo' €S8, (0,0") > d(0,0") to define a maximality criteria denoted maxs, .

Given o a semantics and S a set of semantics, ming ,(S) = {0, € S | Vo; €
S,0(0,0;) < (0, 05)} is the subset of S of semantics which minimize the criterion
mins ,; the counterpart for maximality criteria is maxs ,(S) = {0, € S | Vo; €
S,9(0,04) > (0,05)}.

A single criteria may not be enough to compare, or distinguish between, some
semantics, as shown in the examples in the Introduction. Combining criteria may
allow an agent to do so. It can be noticed that the order of application of the
different criteria may then lead to different results.

Definition 17. Let X = (x1,...,Xn) @ vector of (minimality or maximality)
criteria. Let o be a semantics, and S a set of semantics. The X-based semantic
change selection function is defined by xx(0,S) = x%(0,S)

with x% as follows:

% (0,8) = x1(S)
V5 (0,8) = xn(vx (0,8))

Let us notice that this definition is general enough to encompass any difference
measure yet to be defined.

Example 7. Let 0 = st be the current semantics. A change of semantics has
to be done. The reasoning task to complete by the agent is credulous reasoning
(Cred,). The candidate new semantics are S = {pr, co,eg}. The new semantics
must be as close as possible in terms of computational complexity to the current
one, but it should contain not only the current results, but as many results as
possible (the agent wants as many options as possible). Hence, the vector of crite-
ria to be considered is X = (minégmdﬁ,masc(;I,LC,S,g). Then, by first minimizing
the complezity-based difference measure, the only semantics to be considered are
pr, co. By mazimizing then the inclusion measure, the X -based semantic change
selection function returns co.

8 Conclusion

This paper presents several ways to quantify the difference between extension-
based semantics, building on [16]. Some of them are absolute (they only depend
on the semantics), while the other ones are relative (they depend on the consid-
ered AF). Let us mention the fact that there is no general relation between these
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difference measures; for instance we have seen on several examples that it may
occur that 01(01,02) > 61(01,03) while d3(01,02) < d2(01,03). When a seman-
tic change occurs, this permits the agent to use some very different criteria to
select the new semantics, depending on which difference measures make sense in
the context of her application. The minimization, or the maximization of these
measures, and their combinations, permit to express many comparison criteria.

Let us notice that only the relation-based and property-based measures are
distances, other methods failing in general to satisfy the distance properties,
which seem to be desirable to quantify the difference between objects. However,
the skeptical and credulous acceptance difference measures are pseudo-distances.
Further study could lead to identify the necessary conditions that a set of seman-
tics must satisfy to ensure that these are distances.

Table 2. Summary of properties satisfied by the measures

55 | Orop | Oine,s | 03> | g2 Ok | O er
wWC | v |V v o v vV v
Co |x |V Ve o X X
Sym | v |V v X v v v
TI Ve v v v

Table 2 depicts the properties satisfied by our measures. WC, Co, Sym and T1
stand respectively for weak coincidence, coincidence, symmetry and triangular
inequality. A v' symbol means that the property is always satisfied, and x means
that it is not satisfied in general. o means that the property is satisfied under
some additional assumption.

Several tracks can be considered for future works. We have noticed that we
can order semantics, with respect to an initial semantics ¢ and a measure §:
01 <¢,5 02 if and only if 6(0,01) < §(0,02). In this case, we can investigate
the relation of the orderings defined by different measures. For instance, if some
pairs (o,91) and (o, d2) lead to the same ordering, then we can choose to use the
measure which is the least expensive one to compute among d; and Js.

We also plan to define a similar notion of difference measures for labelling-
based semantics [4], and for ranking-based semantics [1,11,26]. In this last con-
text, we need to determine whether some relevant properties characterize the
ranking which is used to evaluate arguments, or to determine meaningful notions
of difference between the rankings.

Finally, we will investigate more in depth the question which is mentioned in
the introduction: using (minimal) semantic change in argumentation dynamics
scenarios. In particular, [17] has shown that semantic change can be used to
guarantee minimal change on the attack relation when performing an extension
enforcement. We will investigate this question in other scenarios.
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A  Proofs

Proof (Proof of Proposition 2). From our definition of characterizations, the
mapping that associates a semantics o to a set of properties Prop(o) guarantees
that a semantics cannot be associated with two different sets of properties, and
a same set of properties cannot correspond to different semantics.

The weighted sum on sets of properties obviously defines a distance (in par-
ticular, when all weights are identical, we obtain the well-known Hamming dis-
tance; other weights just define generalization of Hamming distance). Since we

can identify the semantics to the sets of properties, d;,.,, is a distance.

Proof (Proof of Proposition 3). From the definition of the X-relation graph,

— the difference between o1 and o5 is 0 iff they are the same node of the graph
(i.e. 01 = 02), so coincidence is satisfied;

— the shortest path between two semantics o1, 02 has the same length whatever
the direction of the path (from o7 to o9, or vice-versa), since we do not
consider the direction of arrows, so symmetry is satisfied;

— the shortest path between o; and o3 is at worst the concatenation of the
paths (o1,...,09) and (09, .. .,03), or (if possible) a shorter one, so triangular
inequality is satisfied.

Proof (Proof of Proposition 4). Example 6 gives the counter-examples for coin-
cidence and symmetry.

Proof (Proof of Proposition 5). We consider a given AF F and a set of semantics
Y = {o1,...,0n}, such that for all 0;,0; € X with 0; # 0, Ext,,(F) ¢
Ext,, (F).

Obviously, for any semantics oy, 6;’1 ’Z(Ui,ai) = 0. Now, let us assume
the existence of two semantics o;,0; € X such that (5}1’1 ’Z(ai,aj) =
0. We just rewrite this, following the definition of the measure:
deExtUi(F) mineleEmi(F) dp(e,¢') = 0. Since all distances are non-negative
number, if the sum is equal to zero it means that Ve € Ezxt,, (F),
mineermtaj (r) dr (€, €') = 0. Because of the properties of the Hamming distance,
it means that € € Ezt,,, and so Ext,, C Ext,,. From our starting assumption,
we deduce that o; = o;.

Proof (Proof of Proposition 6). From the definition of the measure,

52{1;/%(01,02) = 0 iff Ext,,(F) = Ext,,(F). Under our assumptions, this
is possible only if 0; = o03. The other direction is trivial, so coincidence
is satisfied. Symmetry is obviously satisfied, since 07,02 can be inverted in

max(é}i;(g (01,02), 5}if’® (02,01)).
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Proof (Proof of Proposition 7). Weak coincidence and symmetry are trivial from
the definition of the measures.

(8ko (F), 8koy (F)) + d(sko, (F), skoy (F))
(skoy (F), skoy (F)) = 6% (01, 03)

5%‘,51@(0—17 02) + 6%‘,8/4:(0-27 03) =
>

The same reasoning apply for the credulous acceptance measure. So both satisfy
the triangular inequality. Coincidence is not satisfied by the skeptical acceptance
measure. For instance, for each AF F, () € Ext.f(F) and 0 € Extoqm(F), so
skep(F) = skqam(F) = 0, and so 5%7Sk€p(cf, adm) = 0. The same conclusion
holds as soon as two semantics yield the same skeptically or credulously accepted
arguments.
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