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Preface

This volume contains revised versions of the papers presented at the 15th European
Conference on Multi-Agent Systems (EUMAS 2017) and the 5th International Con-
ference on Agreement Technologies (AT 2017), which were both held at the Université
d’Evry – Val d’Essonne, during December 14–15, 2017.

EUMAS 2017 followed the tradition of previous editions (Oxford 2003, Barcelona
2004, Brussels 2005, Lisbon 2006, Hammamet 2007, Bath 2008, Agia Napa 2009,
Paris 2010, Maastricht 2011, Dublin 2012, Toulouse 2013, Prague 2014, Athens 2015,
and Valencia 2016) in aiming to provide the prime European forum for presenting and
discussing agents research as the annual designated event of the European Association
of Multi-Agent Systems (EURAMAS).

AT 2017 was the fifth instalment in a series of events (after Dubrovnik 2012,
Beijing 2013, Athens 2015, and Valencia 2016) that focus on bringing together
researchers and practitioners working on computer systems in which autonomous
software agents interact, typically on behalf of humans, in order to come to mutually
acceptable agreements. A wide scope of technologies can help provide the support
needed for reaching mutually acceptable agreements, such as argumentation and
negotiation, trust and reputation, computational social choice, coalition and team for-
mation, coordination and distributed decision-making, and semantic alignment, to
name a few.

This year, for the third time, both events were co-located and run as a single, joint
event. This joint organization aimed to encourage and continue cross-fertilization
among the broader EUMAS and the more specialized AT communities, and to provide
a richer and more attractive program to participants. While the technical program was
put together by their independent committees into conference-specific thematic ses-
sions, the conferences shared keynote talks and aligned their schedules to minimize
overlap and enable participants to make the best possible use of the combined program
of the two conferences.

Traditionally, both conference series have always followed a spirit of providing a
forum for discussion and an annual opportunity for primarily European researchers to
meet and exchange ideas. For this reason, they have always encouraged submission of
papers that report on both early and mature research.

The peer-review processes carried out by both conferences put great emphasis on
ensuring the high quality of accepted contributions. The EUMAS Program Committee
accepted 30 submissions (48.39%) as full papers and another three submissions
(4.84%) as short papers out of a total of 62 submissions. The AT review process
resulted in the acceptance of eight full (57.14%) and two short papers (14.28%) out of
14 submissions overall.

This volume is structured as follows: In the first part, we present the invited paper of
EUMAS; in the second, we present the EUMAS papers, and in the third we present the
AT papers. The papers of each part are then grouped into thematic areas, where we first



present full papers, followed by short papers. For the EUMAS papers, the thematic
areas are:

– Agent-Based Modeling
– Logic and Formal Methods
– Argumentation and Rational Choice
– Simulation
– Games
– Negotiation, Planning, and Coalitions

For AT, the thematic areas are:

– Algorithms and Frameworks
– Applications
– Philosophical and Theoretical Studies

The editors would like to thank all authors for submitting to EUMAS and AT, all
participants, the invited speakers, the members of the Program Committees, and the
additional reviewers for putting together a strong joint program. We also thank the
local organizers for their hard work organizing the events. Finally, we would like to
express our gratitude to the sponsors of the conferences, the European Association for
Artificial Intelligence (EurAi), the Agreement Computing Consortium (Spanish
Government project TIN2015-68950-REDC), the IBISC laboratory, and the Université
d’Evry Val d’Essonne – Paris Saclay, for their generous support, without which this
event would not have been possible.

March 2018 Francesco Belardinelli
Estefania Argente
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Multiagent Learning Paradigms

K. Tuyls1,2(B) and P. Stone3

1 DeepMind, Paris, France
karltuyls@google.com

2 University of Liverpool, Liverpool, UK
3 University of Texas, Austin, USA

pstone@cs.utexas.edu

Abstract. “Perhaps a thing is simple if you can describe it fully in sev-
eral different ways, without immediately knowing that you are describing
the same thing” – Richard Feynman

This articles examines multiagent learning from several paradigmatic
perspectives, aiming to bring them together within one framework. We
aim to provide a general definition of multiagent learning and lay out the
essential characteristics of the various paradigms in a systematic manner
by dissecting multiagent learning into its main components. We show
how these various paradigms are related and describe similar learning
processes but from varying perspectives, e.g. an individual (cognitive)
learner vs. a population of (simple) learning agents.

1 Introduction

Multiagent systems (MAS) are distributed systems of independent actors, called
agents, that are each independently controlled, but that interact with one
another in the same environment [47]. In their recent book entitled Multiagent
Systems, Shoham and Leyton-Brown define multiagent systems as “those sys-
tems that include multiple autonomous entities with either diverging information
or diverging interests, or both” [36]. Examples of multiagent systems applica-
tions include automated driving, disaster rescue aided by teams of robots, and
autonomous bidding agents for electricity power markets. Because of the com-
plexity of most MAS it is often impossible, or at least impractical, to engineer
effective agent behaviors by hand. Rather, it is preferable for agents to be able to
learn to behave effectively from experience in the environment, and from inter-
actions with other agents. Tom Mitchell, in his book Machine Learning defines
machine learning (ML) as “the study of computer algorithms that improve auto-
matically through experience” [27]. Using these definitions of MAS and ML as
bases, we consider “multiagent learning” to be:

The study of multiagent systems in which one or more of the
autonomous entities improves automatically through experience.

As stated, this definition is quite broad, leaving open the possibility for many
types of autonomous entities, systems of these entities, and foci of learning. For
c© Springer Nature Switzerland AG 2018
F. Belardinelli and E. Argente (Eds.): EUMAS 2017/AT 2017, LNAI 10767, pp. 3–21, 2018.
https://doi.org/10.1007/978-3-030-01713-2_1
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example, there could be many simple agents (like an ant colony), or a small
number of sophisticated agents (like a soccer team). The agents could interact
over long periods of time with exactly the same other agents, or with a series
of different randomly chosen other agents, each for a short interaction. And the
agents could learn about the environment itself, about the behaviors of the other
agents, or directly about what actions are most effective. The main commonality
in all of these above scenarios, and indeed the prerequisite for learning in the
first place (as pointed out by Shoham and Leyton-Brown), is that there is a
temporal nature to the scenario that exhibits regularity across time. Thus past
experience is somehow predictive of future expectations.

Multiagent learning (MAL) has received most attention from the reinforce-
ment learning (RL) community [7,17,23,39]. For an overview see [18,44]. In [37]
Shoham et al. explore what research questions multiagent learning is trying to
answer by defining five research agenda’s that MAL research is pursuing and
classifying the state of the art therein. As not all work falls into one of these
agenda’s, this implies that either we need more agenda’s, or some work needs
to be revisited. The purpose of the paper was to inititiate a discussion within
the community leading to several response articles, e.g. [34,38,41]. The current
paper is different, in that it considers several multiagent learning paradigms, and
not only RL, and furthermore aims to understand what the different MAL com-
ponents are, bringing several of the paradigms together within one framework.

1.1 Multiagent Learning Components

In this paper, we consider the full spectrum of such scenarios, in which multiagent
learning is possible. As illustrated in Fig. 1, we think of a multiagent learning
scenario as consisting of four distinct components: the environment, the agents,
the interaction mechanism, and the learning mechanism itself.

First, the environment, or domain, specifies the state space, action space, and
transition function. The state space specifies the set of states that an individual
agent can be in at any given time. The action space is the set of actions avail-
able to an individual agent at any given time, and the transition function, or
the environment dynamics, specifies the (possibly stochastic) way in which the
environment changes as a result of each agent (or a subset of agents) executing
an action in a given state. For the purposes of exposition, we assume that the
environment proceeds in discrete, evenly-spaced time steps and that all actions
are available at all times. But these assumptions are easily relaxed, and indeed
must be in many practical settings.

Second, the agents are defined by their communication channels with the
environment for sensing the (possibly partial) state and for specifying actions;
their communication channels between one another; their utility functions indi-
cating their preferences over environmental states; and their policies for selecting
actions.

Third, the interaction mechanism defines how long agents interact with one
another, with which other agents, and what they observe about other agents. For
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Fig. 1. A depiction of the general multiagent learning scenario.

example, at one extreme, agents may be fully aware of each other’s behavior poli-
cies; or, at the other extreme, they may only observe the effects of their actions
on the environment. As intermediate possibilities, they may observe each other’s
selected actions, their utilities (payoffs), or both. The interaction mechanism
also dictates the frequency (or number) of interactions among any given agents,
as well as whether their actions are selected simultaneously or sequentially (the
timing of action selections).

Fourth, the learning mechanism is defined by the learning entity, learning
target, the learning experiential data, the learning update, and the objective
of learning. The learning entity specifies whether the learning happens at the
individual agent level, e.g. by an intelligent cognitive agent, or at the group level,
e.g. by a population of cognitively limited agents. The learning target describes
what is being learnt. For example, it could be the interaction mechanism that is
being learnt, or the policies of the individual agents. The learning experiential
data describes what information is available to the learning entity as the basis
for learning. The learning update defines how the learning entity is updated
during the learning process; and the objective is a representation of the goal, or
evaluation function, of the learning process.
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1.2 Classes of Multiagent Learning

Multiagent learning scenarios are challenging both to design and to analyze for
a number of reasons. To begin with, even defining an objective function is far
from trivial. For example, is the goal to achieve some desired configuration for
the entire set of agents with no regard for individual utility (e.g. disaster rescue
with multiple robots); to achieve a game theoretic equilibrium (e.g. autonomous
cars selecting travel routes); or to achieve maximum utility for some subset of
designated agents (e.g. agents bidding in a marketplace on one person’s behalf)?
In addition, from the algorithmic perspective, as long as multiple agents are
learning, multiagent learning scenarios are inherently non-stationary, meaning
that they violate the Markov assumption that is typically leveraged by sequential
decision making algorithms.

For the purpose of description and analysis, in this paper we divide multi-
agent learning scenarios into three distinct classes based on how many of the
agents, and to what extent the system of interactions is “in our control” as
designers of algorithms. Since each class has historically been addressed by differ-
ent types of algorithms, we divide the paper into sections accordingly. However,
we find that ultimately there are many commonalities among these algorithms,
which we emphasize and unify throughout.

First, we consider the case in which just one of the agents is in our control as
it interacts repeatedly with the same small set of relatively sophisticated agents.
This class of scenarios, which we refer to as individual learning scenarios, is
traditionally the realm of multiagent reinforcement learning (RL) algorithms.
Second, we consider the case in which we have control over all of the agents and
their interactions as they interact repeatedly with randomly chosen members
of a large population of relatively simple agents. In such population learning
scenarios, the next “state” may be defined by the distribution of other agents in
the population (in particular their behaviors) that defines who the agents will
interact with. This class of scenarios is traditionally the realm of co-evolutionary
approaches and swarm algorithms. Third, we consider the case in which none of
the agents are in our control, but we can define the system of interactions. We
refer to this case as protocol learning. While much less common than the prior
two cases, protocol learning covers multiagent systems research such as adaptive
mechanism design for autonomous bidding agents.

While the distinctions among the three types of scenarios may appear sharp
as stated, in practice they are quite fuzzy. For example, multiagent reinforcement
learning algorithms can be analyzed from the perspective of all agents being in
our control, and swarm algorithms can include relatively sophisticated agents.

In the next section we further refine the three classes of problems into five
paradigmatic settings in which to consider the multiagent learning problem.

2 Paradigms

As stated above multiagent learning is a process by which agents learn to behave
in order to achieve their goal(s), while interacting with other agents (possibly
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co-operative or adversarial) that are potentially learning as well. These learned
behaviours can be generated by a variety of techniques coming from different
paradigms. We distinguish five such paradigms from which such learning can be
studied.

We distinguish between three higher level types of agents or learning scenar-
ios, i.e., individual learning in which a relatively sophisticated agent learns at the
individual level; population learning in which a population of cognitively-limited
agents learn at the group level by using simple local interactions; and protocol
learning in which the interaction mechanism among the agents is itself learned.
The five paradigmatic settings, distributed over these three classes, we consider
are:

1. Online RL towards individual utility
2. Online RL towards social welfare
3. Co-evolutionary learning
4. Swarm Intelligence
5. Adaptive mechanism design

Paradigms 1 and 2 concern individual learners, paradigms 3 and 4 concern
population learners, and paradigm 5 concerns protocol learning. In addition to the
5 paradigms we also consider MAL tools for analyzing and predicting learning
behaviour, and for building opponent models. Specifically, we consider:

– Analysis and prediction tools, for example to analyze the resulting equilibrium
behavior of coevolutionary approaches; and

– Teammate and opponent modeling tools that can be useful for predicting
agent behaviors in any of the five paradigms.

In the next section we describe the five paradigms systematically in prototyp-
ical multiagent learning scenarios that fully specify the environment, the agents,
the interaction, and the objective, following the taxonomy laid out in Fig. 1.

3 Paradigm Descriptions

This section describes the five paradigms introduced above in more detail, and
categorizes them according to the taxonomy introduced above.

3.1 Paradigm 1: Online RL Towards Individual Utility

One of the most-studied scenarios in multiagent learning is that in which multiple
independent agents take actions in the same environment, and learn online to
maximize their own individual utility functions.

This paradigm, in turn, is most often reduced to the abstract game-theoretic,
artificial scenario of a repeated normal form game. In a normal form game,
each agent (or “player”) has a set of possible actions, players select an action
simultaneously, and each player gets a payoff that is a function of the full set of
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actions. Perhaps the most famous normal form game is the Prisoner’s Dilemma,
a 2-player game with actions and utilities shown in Fig. 2. The motivation is that
two prisoners committed a crime together and are being interrogated separately.
If neither of them confesses to the crime (they both “cooperate”), then they will
both get a small punishment (corresponding to a payoff of 3 in the figure). If
one of them confesses (or “defects”) but the other does not, then the one that
confesses gets off for free (payoff of 5), but the other gets the worst punishment
possible (payoff of 0). If they both defect, they both get a fairly bad punishment
(payoff of 1). Normal form games can also have more than 2 players, and more
than 2 actions per player.

Fig. 2. Payoff tables of the PD game. Strategies D and C correspond with Defect and
Cooperate respectively.

Normal form games were initially introduced and studied as one-shot interac-
tions. The players knew each other’s full utility functions, and played the game
only once. It was in this setting that the famous Nash equilibrium was intro-
duced as a set of actions such that no player would be better off deviating given
that the other players’ actions are fixed. Games can have one, or multiple Nash
Equilibria. In the prisoner’s dilemma, the only Nash Equilibrium is for both
agents to defect.

In these traditional one-shot settings, there is no opportunity for learning
because there is no temporal nature to the scenario. However, it is also possible
to consider repeated normal form games such that the same players interact with
one another multiple times in the same game, with the objective of maximizing
their (possibly discounted)1 sum of utilities over time. In repeated normal form
games, the repetition provides the temporal nature. The regularity across time
comes from the assumption that players’ past actions are somehow predictive of
their future actions.

While normal form games are the common way to formulate this paradigm,
it has also been studied extensively in the context of the pursuit domain [4], and
applies also to a wide variety of more complex domains. The essential defining
characteristics for multiagent learning settings that fall under this paradigm
(i.e. the characteristic necessary to fall under this paradigm), are as laid out in
Table 1. When many options are possible, they are enumerated, or the field is
left blank.

1 Discounted utilities are used to represent that near-term payoffs are more important
to the agent than longer term payoffs.
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Table 1. The essential characteristics of paradigm 1. When many options are possible,
they are enumerated, or the field is left blank.

Online RL towards individual utility

Component Description

Agent Environment

state space:

action space:

transition function:

Agents

state observations:

action channel:

utility functions: (discounted) sum of rewards

behavior policies: the other agents’ policies are unknown; our agent’s
policy is the target of the learning (this is what is in
our control)

Interaction mechanism

who interacts: same set of agents

frequency of interactions: repeat multiple times or in one continual process

timing of action selections: actions taken simultaneously or sequentially

observations of interactions: agents may or may not observe the other agents’
actions, payoffs, or policy

Learning

learning entity: individual learner

learning target: agent’s policy

learning experiential data: agents’ joint action, reward, next state observation

learning update: behavior update from last experience

objective: maximize our own agent’s sum of utilities over time

3.2 Paradigm 2: Online RL Towards Social Welfare

A slight variation on the above scenario is that we may assume that all agents are
using exactly the same learning-based behavior policy, and adopt the objective
that, perhaps after some transient initial phase, they arrive at a steady state
of always both selecting the cooperate action (which maximizes their sum of
utilities).

In this case, the main things that change from Paradigm 1 are the behavior
policies (in particular, what is in our control), and the objective.

The essential characteristics for this paradigm are laid out in Table 2.
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Table 2. The essential characteristics of paradigm 2. When many options are possible,
they are enumerated, or the field is left blank. The differences from Paradigm 1 are
highlighted in bold.

Online RL towards social welfare

Component Description

Agent Environment

state space:

action space:

transition function:

Agents

state observations:

action channel:

utility functions: (discounted) sum of rewards

behavior policies: all agents’ policy is the target of the learning
(this is what is in our control)

Interaction mechanism

who interacts: same set of agents

frequency of interactions: repeat multiple times or in one continual process

timing of action selections: actions taken simultaneously or sequentially

observations of interactions: each agent observes the other agents’ actions
and payoffs, but not policy

Learning

learning entity: each agent learns individually

learning target: each agent’s policy

learning experiential data: agents’ joint action, reward next state observation

learning update: behavior updates from last experience

objective: maximize the sum of all agents’ utilities over
time

3.3 Paradigm 3: Co-evolutionary Approaches

Evolution can be used to learn agent behaviors as well. In this paradigm, abstract
Darwinian models of evolution are applied to refine populations of agents (known
as individuals) representing candidate solutions to a given problem [11,26,32].
This process consists of five steps: representation, selection, generation of new
individuals (crossover and mutation), evaluation, and replacement. An evolu-
tionary algorithm (EA) begins with an initial population of randomly-generated
agents. Each member of this population is then evaluated and assigned a fitness
value. The EA then uses a fitness-oriented procedure to select agents, breeds and
mutates them to produce child agents, which are then added to the population,
replacing older agents. One evaluation, selection, and breeding cycle is known as
a generation. Successive generations continue to refine the population until time
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is exhausted or a sufficiently fit agent is discovered. Coevolution is an intuitive
extension of evolutionary algorithms for domains with multiple learning agents.
In co-evolution, the fitness of an individual is based on its interaction with other
individuals in the population.

In essence EAs are training a “policy” to perform a state to action mapping.
In this approach, rather than update the parameters of a single agent interacting
with the environment as is done in reinforcement learning, one searches through
a population of policies to find one that is appropriate for the task. This type
of policy search approach is well suited to domains with continuous states and
actions where traditional reinforcement learning approaches generally encounter
difficulties. One can use a probability vector or distribution as representation of
the policy, but an often-used policy in conjunction with evolutionary algorithms
is a feed-forward neural network with non-linear activation functions (referred to
as neuro-evolution [10,20,35,45]). The aim of the neural network is to perform
a mapping between its inputs (state) and its outputs (actions), that satisfies the
agent’s task. For example, a mobile robot using a neural network to navigate can
map the sensory inputs it receives to direction and velocity. The key then is to
find the correct parameters for the neural network that will provide the desired
behavior.

The essential characteristics of this paradigm are laid out in Table 3.

3.4 Paradigm 4: Swarm Intelligence

Swarm Intelligence is a bio-inspired machine learning technique, largely based on
the behavior of social insects (e.g. ants and honeybees), that is concerned with
developing self-organized and decentralized adaptive algorithms [9,24]. The type
and form of learning in a swarm intelligence is characterized by a large population
of cognition-limited agents that locally interact. Rather than developing complex
behaviors for single individuals, as is done in reinforcement learning, swarm
intelligence investigates the emerging (intelligent) behavior of a group of simple
individuals that achieve complex behavior through their interactions with one
another. Consequently, swarm intelligence can be considered as a cooperative
multiagent learning approach in that the behavior of the full set of agents is
determined by the actions of and interactions among the individuals.

In swarm intelligence, each individual in the group follows simple rules with-
out central control structures. By interacting locally, a global behavior emerges,
yet the individual has no knowledge of this ‘big picture’ behavior. Examples of
such systems are ant foraging, bird flocking, fish schooling, and animal herding
[3,12,14,21]. Currently the most well-known swarm intelligence algorithms are
pheromone-based (stigmergic), such as Ant Colony Optimization [8].

Ant Colony Optimization is a class name for ant-inspired algorithms solving
combinatorial optimization problems. Algorithms belonging to it are stochas-
tic search procedures in which the central component is the pheromone model.
Pheromone-based algorithms are inspired by the behavior of ants and are the
most well-known swarm intelligence algorithm. The algorithms are based on the
fact that ants deposit a pheromone trail on the path they take during travel.
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Table 3. The essential characteristics of paradigm 3. When many options are possible,
they are enumerated, or the field is left blank.

Co-evolutionary approaches

Component Description

Agent Environment

state space:

action space:

transition function:

Agents

state observations:

action channel:

utility functions: payoff accumulated from utility matrix

behavior policies: agents’ policies are fixed parameterized functions

Interaction mechanism

who interacts: many sets of 2 agents, one from each population,
randomly grouped

frequency of interactions: repeat multiple times

timing of action selections: actions taken simultaneously or sequentially

observations of interactions: each agent may or may not observe the other agents’
actions, payoffs, or policies

Learning

learning entity: population

learning target: proportion of populations with each set of possible
parameters

learning experiential data: groupings of agents to generate utilities

learning update: change of populations based on utilities of the
individuals

objective: maximize the sum of utilities over a group-wise
interaction for the best agents in the populations

Using this trail, they are able to navigate toward their nest or food. Ants employ
an indirect recruitment strategy by accumulating pheromone trails in the envi-
ronment. The ants communicate indirectly via the environment, a phenomenon
called stigmergy. When a trail is strong enough, other ants are attracted to it
and, with high probability, will follow this trail toward a destination. In other
words, the more ants follow a trail, the more that trail becomes attractive for
being followed. However, pheromones evaporate over time, meaning that unless
they are reinforced by other ants, they will disappear. Since long paths take
more time to traverse, and pheromones evaporate, it will require more ants to
sustain a long path. As a consequence, short paths will eventually prevail. The
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dissipation of pheromones ensures that “old” solutions can be forgotten, and
that the ants will not get stuck in a local optimum.

Optimization problems best suited to be solved by ant colony optimization
are those that can be cast as computational problems on a graph, implying that
optimal solutions will correspond to specific paths in such a graph. Success-
ful examples of such problems include the traveling salesman problem, various
routing problems, job shop scheduling and even “coverage problems” with robots
[2,6,9].

The essential characteristics of this paradigm are laid out in Table 4.

3.5 Paradigm 5: Adaptive Mechanism Design

Thus far, the thing under our control has been the algorithms of the agents, while
their method of interaction has been taken as given. For example, in repeated
games, it was given that the agents play the same game over and over again,
taking actions simultaneously. The MAL algorithm defined the behavior(s) of
the agent(s).

However, it is also possible to think of a multiagent learning setting as being
one in which the agents are fixed (or at least beyond our control—so to the extent
that they learn, they do so in a way that we cannot affect), but the interaction
mechanism is to be learned [33].

Consider, for example, an auction house that interacts with a population of
bidders. When auctioning several artworks, there are several parameters that can
be adjusted, such as the reserve price, whether the auctions are simultaneous or
sequential, and the mechanism by which the winner is determined and the price
is set (e.g. English auction, Vickrey auction, Dutch auction, etc.). The auction
house presumably wants to maximize the selling prices of the items, which will
in turn maximize its commission.2

In this case, the auction house is not able to control the bidders (the interac-
tion agents) themselves. As people tend to be, they may be irrational to varying
degrees. Instead, it can only control the rules of interaction, in this case the
bidding rules.

Note that the ideal auction mechanism may depend on the characteristics of
the goods being auctioned. Compared to artwork, people bidding on electronic
equipment may bid differently (or the auction may simply attract a different
population). Furthermore, the population’s bidding strategies as a whole may
change over time (for example due to changes in the overall economy). Thus the
auction house will need to continually adapt the parameters of its auctions if it
is to maximize its profits [30,31].

The essential characteristics of this paradigm are laid out in Table 5.

2 In some public auctions, the objective may instead be to maximize social welfare—
striving to sell each item to the bidder who values it most.
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Table 4. The essential characteristics of paradigm 4. When many options are possible,
they are enumerated, or the field is left blank.

Swarm Intelligence

Component Description

Agent Environment

state space: pheromone levels and, or agent locations in the
environment

action space:

transition function: changes in pheromone levels and, or agent locations
after all take actions

Agents

state observations: pheromone levels and/or agent locations either
globally or locally

action channel:

utility functions:

behavior policies: agent’s policy is a fixed function (simple control rules
based on pheromone levels and/or agent locations

Interaction mechanism

who interacts: agents operate in the same environment

frequency of interactions: repeated task executions by each agent

timing of action selections: actions taken simultaneously

observations of interactions: each agent alters the environment, affects other
agents’ decisions via stigmergy

Learning

learning entity: population

learning target: proportion of pheromones in the environment
dropped by the entire population

learning experiential data: amounts of pheromones dropped in the environment
that will determine optimal path (or utilities)

learning update: change of pheromones levels in the environment
based on ant utility

objective: maximize the level of pheromones on the optimal
path in the environment

4 Multiagent Learning Tools

In addition to the five MAL paradigms presented in Sect. 3, in this section we
summarize two useful tools for the study and development of MAL algorithms.
The first, using evolutionary game theory, is an analysis tool designed to enable
researchers to predict the eventual stable state (fixed point) of an MAL system
assuming self-interested agents continually adapt to each other’s behaviors using
known learning rules.
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Table 5. The essential characteristics of paradigm 5. When many options are possible,
they are enumerated, or the field is left blank.

Adaptive mechanism design

Component Description

Agent Environment

state space:

action space:

transition function: determined by the auction mechanism - how the
prices change over time as a function of bids. This is
one of the things we control

Agents

state observations:

action channel:

utility functions:

behavior policies: various - not in our control

Interaction mechanism

who interacts: random subsets from populations of agents interact
in a series of auctions

frequency of interactions: repeat continually

timing of action selections: Under our control, the subject of the adaptive
algorithm

observations of interactions: Under our control, the subject of the adaptive
algorithm

Learning

learning entity: the mechanism; the entity that sets the rules of
interaction

learning target: the current mechanism:
– do agents observe each other’s bids? just prices?
– is price set by highest bid or 2nd highest?
– are auctions run sequentially or simultaneously?
– are bids sequential or simultaenous?

learning experiential data: alteration of the mechanism for next round

learning update: objective value with new mechanism

objective: maximize profit or social welfare

The second, opponent modeling, is a tool used by agents within a multiagent
system themselves to predict the future actions of other agents in the environ-
ment. An opponent model could itself be learnt, in which case it falls under the
“learning target” within our taxonomy shown in Fig. 1. However it may also be
provided to the agent a priori. For this reason we treat it here as a tool to be
used by an agent in a MAL system.
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4.1 Analysis and Prediction Tool

The first MAL tool we discuss leverages Evolutionary Game Theory (EGT) as
an analysis and prediction tool for the dynamics of MAL. It is well known that
by using concepts from EGT, such as replicator equations and evolutionary sta-
bility, we can say something useful about the properties of learning trajectories
and equilibria that are learnt by a variety of multi agent learning algorithms
[13,22,40,43,48]. We now first briefly outline the differences between EGT and
traditional Game Theory, and present some intuitions of the replicator equa-
tions and how they can be used as an analysis tool in MAL. For a good overview
see [5].

Classical game theory assumes that full knowledge of the normal form game
is available to all players, which together with the assumption of individual ratio-
nality, or perfectly logical players, does not necessarily reflect the dynamic nature
of real world interactions. EGT relaxes the rationality assumption and replaces
it by biological operators such as natural selection, crossover and mutation
[15,16,25,46]. Central to evolutionary game theory are the replicator dynam-
ics that describe how a population of individuals or agents evolves over time
under evolutionary pressure. Each individual has a certain phenotype, using the
same pure strategy during its lifetime, and individuals are randomly paired in
interaction. The population mix evolves over time according to the reproduction
rates of strategies under exponential growth or decay. Their reproductive success
is determined by their fitness, which results from these interactions.

The replicator dynamics dictate that the population share of a certain phe-
notype will increase if the individuals of this type have a higher fitness than the
population average when interacting with the current distribution of agents; oth-
erwise their population share will decrease. The population can be described by
the state vector x = (x1, x2, ..., xn), with 0 <= xi <= 1 for all i and

∑
i xi = 1,

representing the fractions of the population belonging to each of the phenotypes
or strategies. Now suppose the fitness of type i is given by the fitness function
fi(x), and the average fitness of the population is given by f(x) =

∑
j [xjfj(x)].

The population change over time can then be written as: dxi

dt = xi[fi(x)−f(x)] or,

ẋi = xi

[
fi(x) − f̄(x)

]
(1)

which is known as the single population replicator equation.
Let us now consider an example of a population playing the prisoner’s

dilemma with payoff tables shown in Fig. 2. An individual playing the strat-
egy i = 1, i.e. cooperate, on average encounters x1 individuals also cooperating
and x2 individuals defecting. This means that the average fitness of an indi-
vidual playing cooperate is (Ax)1 = 3x1 + 0x2 Similarly, the average payoff of
an individual playing defect is (Ax)2 = 5x1 + 1x2. The payoff matrix A deter-
mines the payoff an individual receives when interacting with others. The state
vector x describes the frequencies of all pure strategies within the population.
Success of a strategy i is measured by the difference between its current payoff
(Ax)i and the average payoff of the entire population xAx. Hence, strategies
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that perform better than average grow in population share and those perform-
ing worse than average diminish. We can now also plot the phase plot of the
trajectories of the dynamical system, which will predict learning traces of vari-
ous learning algorithms, for an extensive overview see [5]. An RL researcher or
experimentalist can now easily investigate the directional field plot of the learn-
ing behavior described by various replicator dynamics models, providing insight
into the equilibrium structure of games and their basins of attraction when var-
ious learning strategies are examined. Figure 3 shows the directional field plot
for the prisoner’s dilemma using Eq. 1.

Fig. 3. Directional field plot of the replicator dynamics in the Prisoner’s Dilemma
Game. The Nash equilibrium is situated at the top right corner.

On the one hand a population is a collection of individuals, each represent-
ing a certain phenotype, i.e., a pure strategy. An individual never changes its
phenotype during the course of its lifetime. Individuals are randomly matched
and play the game according to their predetermined phenotypes; subsequently,
phenotypes replicate according to the realized payoffs. Thus phenotypes com-
pete with each other, fitter strategies prevail while inferior strategies eventually
die out. On the other hand, a population might also represent the behavior of
a particular agent. The population shares reflect the current preferences over
different strategies and thus defines the agent’s policy. The asymmetric replica-
tor dynamics provide a model for two learning agents pitted against each other
and thus, two populations co-evolving.

The single population replicator dynamics are only applicable to symmetric
games. An asymmetric two-player game comprises different payoff tables for the
two players and possibly different action sets (e.g. matching pennies). Likewise
we need two separate populations to describe the dynamics. At each time step
a random individual from one population interacts with a randomly matched
individual from the other population. Instead of one payoff matrix we will now
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have two payoff matrixes A and B, which are of size m× n. m is the number of
actions the row player can choose from and n the number of actions the column
player can choose from. The state vectors of the two populations will now be
denoted as x and y, and the dynamics are now specified by a coupled dynamical
system consisting of m + n equations: m for the replicators of x and n for the
replicators of y. The fitness of an individual of population x playing strategy
i against population y is fi(x) = (Ay)i, and the expected fitness of a random
individual of x against y is f(x) = xTAy. Similarly we can compute the fitness
for individuals of population y. For the two populations the replicator equations
now look as follows:

ẋi = xi

[
(Ay)i − x�Ay

]

ẏi = yi
[
(x�B)i − x�By

]
.

(2)

Note that a recent result shows how to decompose an asymmetric game into
its symmetric counterparts (using replicator dynamics), allowing to discover the
Nash structure of an asymmetric game using its symmetric counterparts, for
details see [42].

There exist RD models of various reinforcement learning algorithms such
as: Q-learning [43], lenient Q-learning [28,29], regret minimization [19], FAQ-
learning [18] etc. These are derived by constructing a continuous time limit of
the difference equation of two consecutive updates of the respective learning
update rule. Taking the limit for δt approaching zero of this difference equation,
i.e. the time between the two updates becomes infinitesimally small, yields the
RD model of the respective learning algorithm. These models can now be used by
researchers to gain insight in the learning behavior by examining the respective
phase-plots of the various dynamical systems in a specific game.

4.2 Opponent Modeling Tool

In contrast to replicator dynamics, which is a tool used by an MAL experimen-
talist or researcher, the second MAL tool we consider is one used by an agent
within an MAL system. An opponent model predicts the future actions of other
agents in the systems, and may be given a priori or itself learned. In the lat-
ter case, it is one example of a “learning” target within our taxonomy shown
in Fig. 1.

A recently-published survey of methods for agents modeling other agents pro-
vides a comprehensive review of types of opponent modeling methods that can
be used for constructing such a tool [1]. These methods include policy reconstruc-
tion, type-based reasoning, classification, plan recognition, recursive reasoning,
graphical models, and group modeling.

An extended version of the current paper will describe opponent modelling
in greater detail. For further details, we refer the reader to the survey [1], which
compares and contrasts these methods and summarizes numerous examples from
the literature.
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5 Conclusion

The purpose of this paper has been to identify, compare, and contrast the main
prevalent research paradigms within the multiagent learning literature. To this
end, we begin with an overarching taxonomy of multiagent learning, as illustrated
in Fig. 1. We then identify three high-level types of agent learning scenarios—
individual learning in which a relatively sophisticated agent learns at the indi-
vidual level; population learning in which a population of cognitively-limited
agents learn at the group level by using simple local interactions; and protocol
learning in which the interaction mechanism among the agents is itself learned—
and then further subdivide them into the five paradigms specified in Sect. 3. We
then conclude with coverage of two classes of MAL tools in Sect. 4: one for use
by researchers or experimentalists to predict the dynamics of an MAL system,
and one for use by the agents themselves.

While this paper provides a high-level classification of MAL paradigms, it
does not survey the literature in any particular detail. We hope that the pro-
vided perspective and terminology will prove to be useful to the community for
description of existing and future multiagent learning approaches.
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9. Dorigo, M., Stützle, T.: Ant Colony Optimization. MIT Press, Cambridge (2004)
10. Fogel, D.B.: Evolving behaviors in the iterated prisoner’s dilemma. Evol. Comput.

1(1), 77–97 (1993)



20 K. Tuyls and P. Stone

11. Fogel, D.B.: Evolutionary computation - toward a new philosophy of machine intel-
ligence. IEEE (1995)

12. Galef, B.: Imitation in animals: history, definition, and interpretation of data from
the psychological laboratory. In: Zentall, T., Galef, B. (eds.) Social Learning:
Psychologicand Biological Perspectives. Lawrence Erlbaum Associates, Hillsdale
(1988)

13. Gatti, N., Restelli, M.: Sequence-form and evolutionary dynamics: realization
equivalence to agent form and logit dynamics. In: Proceedings of the Thirtieth
AAAI Conference on Artificial Intelligence, Phoenix, Arizona, USA, 12–17 Febru-
ary 2016, pp. 509–515 (2016)

14. Genter, K.L., Stone, P.: Influencing a flock via ad hoc teamwork. In: Proceedings
of the Swarm Intelligence - 9th International Conference, ANTS 2014, Brussels,
Belgium, 10–12 September 2014, pp. 110–121 (2014)

15. Gintis, H.: Game Theory Evolving, 2nd edn. University Press, Princeton (2009)
16. Hofbauer, J., Sigmund, K.: Evolutionary Games and Population Dynamics. Cam-

bridge University Press, Cambridge (1998)
17. Hu, J., Wellman, M.P.: Nash q-learning for general-sum stochastic games. J. Mach.

Learn. Res. 4, 1039–1069 (2003)
18. Kaisers, M., Tuyls, K.: Frequency adjusted multi-agent q-learning. In: 9th Inter-

national Conference on Autonomous Agents and Multiagent Systems (AAMAS
2010), Toronto, Canada, 10–14 May, 2010, vol. 1–3, pp. 309–316 (2010)

19. Klos, T., van Ahee, G.J., Tuyls, K.: Evolutionary dynamics of regret minimization.
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Abstract. This is a companion extended abstract to the invited talk
given at EUMAS-2017. The talk was mostly based on [3,4].

1 Multiagent Resource Allocation: The Setting

In this talk I discussed multiagent resource allocation [2], more specifically a set-
ting where indivisible goods have to be assigned to a number of agents. Agents
have preferences over bundles they can receive—let us denote by vi(π(i)) the
value of the bundle π(i) received by agent i. The objective is to allocate goods
so as to optimize some social welfare measure. For instance we may wish the
outcome to be Pareto-efficient, or to maximize the sum of agents’ utilities (util-
itarian social welfare) [8].

Several protocols can be used for that purpose. We study the decentralized
approach first investigated in [9]. Its main features are as follows: (i) negotiation
starts with an initial allocation; (ii) agents asynchronously negotiate resources;
(iii) deals allow to move from one allocation to another, i.e. δ = (A,A′); (iv)
deals may or not involve payments (utility transfer), in which case a payment p
summing up to 0 among agents takes place; (v) agents accept deals on the basis
of a rationality criterion, and we assume myopic individual rationality, meaning
that vi(A′) − vi(A) > p(i) for a deal δ = (A,A′); and finally (vi) the dynamics
converges when no more deal is possible (the outcome is stable).

Different types of deals can be considered. Sandholm [9] introduced several
“natural” restrictions on the type of exchanges allowed between agents, in par-
ticular:

– 1-deals: exchange of a single resource;
– bilateral deal : exchange involving two agents;
– cyclic deals: exchange among agents in a cycle.

Whereas positive results typically state that any sequence of individually
rational deals eventually converge to some efficient outcome (e.g. to an outcome
maximizing utilitarian social welfare in the setting with money), this comes at
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a price: deals must be potentially arbitrarily complex to guarantee this [7,9]. In
many applications though, deals can only be “simple”, and in particular involve
only two agents (bilateral). Hence the following research question:

What can be said about dynamics of distributed multiagent resource allo-
cation involving bilateral deals only? Are there domains restrictions on
agents’ preferences allowing to retrieve possible convergence results?

In this talk I gave an overview of results characterizing the power and lim-
its of such bilateral deals in this multiagent resource allocation setting. It is
worth noticing that beyond the results described mentioned, the question of the
length of sequences of such deals has also been studied [5,6]. For instance, Dunne
[5] showed that they can still be exponential, even if restricted to individually
rational 1-deals.

2 Bilateral Deals with Payments

It is rather easy to see that in modular domains (i.e. the utility of a bundle is
the sum of utilities over single goods), any sequence of individually rational 1-
deals must converge to an outcome maximizing utilitarian social welfare. This is a
sufficient condition, but does it exactly characterizes those domains guaranteeing
the property? It cannot be, because there are certainly other domains offering the
same guarantee—even if not very useful, like the pseudo-constant domain (agents
equally like any allocation where they get at least some resource, whatever the
resource(s)). But it is possible to show that there can be no domain of valuation
functions that would be both sufficient and necessary. Suppose a necessary and
sufficient domain (say, D) exists. Let us take v1 as being a modular function.
Certainly if all agents are using v1 convergence is guaranteed, so v1 must belong
to D. Let us now take v2 as being a pseudo-constant valuation. Here again, if
all agents are using v2 convergence is guaranteed, so v2 must also belong to D.
As a consequence any scenario involving agents using either v1 or v2 must also
necessarily converge. The counter-example of Table 1 shows that such a domain
cannot exist.

Table 1. A scenario involving two agents

u1(∅) = 0 u2(∅) = 0 u1(∅) = 0 u2(∅) = 0

u1({♠}) = 4 u2({♠}) = 1 u1({♠}) = 4 u2({♠}) = 1

u1({♣}) = 4 u2({♣}) = 3 u1({♣}) = 4 u2({♣}) = 3

u1({♠,♣}) = 4 u2({♠,♣}) = 4 u1({♠,♣}) = 4 u2({♠,♣}) = 4

Note that the preferences of agent a1 are pseudo-constant, while that of agent
a2 are modular. The table on the left is the initial allocation, yielding a utilitarian
social welfare of 5. The table on the right shows the optimal allocation (the social
welfare is 7). The reader can easily check that no sequence of individually rational
1-deal possibly leads to this allocation (a swap deal would be required here).
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Maximal domains. Given the previous findings on the non-existence of domains
exactly characterizing guaranteed convergence, we turned our attention to iden-
tify maximal domains exhibiting this property. A domain is said to be maximal
when any larger domain (strictly including it) loses the property of guaranteeing
convergence to maximal utilitarian social welfare. In [3] we were able to prove
that the modular domain is maximal for guaranteed convergence by means of
bilateral deals.

To prove this kind of results, we proceed by constructing a situation such
that, (i) for an arbitrary agent’s utility function not picked from the domain,
we can construct a scenario where (ii) all the other agents’ utility functions are,
and such that (iii) from a given initial allocation no sequence of eligible deal can
lead to the optimal outcome. This suffices to show failure of convergence, since
this property should hold regardless of the initial state. The question is studied
in detail in [3].

What this means is that a designer implementing a multiagent system where
agents can only interact by means of bilateral deals can only hope to guarantee
convergence as long as each agents’ preferences are modular (of course, there
may be other maximal domains, but the modular domain is arguably one of the
most natural one). Still, for a specific scenario, convergence may be guaranteed,
thus the designer could simply check whether the scenario at hand guarantees
convergence. However this requires the designer to know exactly the full profile,
i.e. the different preferences of all agents involved in the system (as opposed to
just know that agents’ preferences are drawn from a specific domain), and the
computational complexity of the related decision problem is intractable for most
representation languages, at least those sufficiently compact [3].

3 Bilateral Deals Without Payments

Regarding the setting without payments, I discussed the restricted variant of
house allocation where agents must only receive a single good (and preferences
are assumed to be given as linear orders). In that settings, bilateral deals cor-
respond to swap deals: agents simply exchange one resource for another. This
setting is well-studied and the Top-Trading Cycle algorithm [10] is the method
of choice when a centralized approach is used. But in a distributed perspective,
how do sequences of individual rational swap deals perform?

Certainly, bilateral (swap) deals are not sufficient to reach Pareto-optimal
allocations, as agents may need to set up a deal involving all of them to reach it.
On the following example, assuming that agents all hold their second best good,
no individual rational swap is possible, while it would be possible to assign each
agent her top one.

agent 1: ♣ � ♠ � ♥
agent 2: ♠ � ♥ � ♣
agent 3: ♥ � ♣ � ♠
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However, interestingly, under the assumption that agents’ preferences are
single-peaked [1,8], we can also retrieve a positive result regarding convergence
by means of individually rational swap deals to Pareto-efficient outcomes. In
general, it is also possible to quantify the worst-case loss (in terms of average
rank of the good obtained by agents) of the outcome obtained with this protocol,
compared to the optimal one. This “price” is asymptotically 2, meaning that the
average rank of agents may only be half of the one which would be obtained in
the optimal allocation. In fact, it turns out to be the same as any protocol
guaranteeing individual rationality.
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Abstract. Learning to refer in a network of experts (agents) consists
of distributed estimation of other experts’ topic-conditioned skills so as
to refer problem instances too difficult for the referring agent to solve.
This paper focuses on the cold-start case, where experts post a sub-
set of their top skills to connected agents, and as the results show,
improve overall network performance and, in particular, early-learning-
phase behavior. The method surpasses state-of-the-art, i.e., proactive-
DIEL, by proposing a new mechanism to penalize experts who misreport
their skills, and extends the technique to other distributed learning algo-
rithms: proactive-ε-Greedy, and proactive-Q-Learning. Our proposed
new technique exhibits stronger discouragement of strategic lying, both
in the limit and finite-horizon empirical analysis. The method is shown
robust to noisy self-skill estimates and in evolving networks.

Keywords: Active learning · Referral networks
Proactive skill posting

1 Introduction

Learning-to-refer in expert referral networks is a recently proposed active learn-
ing setting where an expert can refer problem instances to appropriate colleagues
if she finds the task at hand difficult to solve [1]. Such a network draws inspira-
tion from the real world examples of expert networks, such as among physicians
or within consultancy firms. Initially designed for uninformative priors, an exten-
sion of the learning setting is proposed in [2] where experts are allowed a one-time
local-network advertisement of a subset of their skills to their colleagues. The
success in the extended learning setting depends on a truthful mechanism to
elicit the true skills of the experts in the network. The experts, as selfish agents,
try to maximize the number of tasks they receive to maximize fees. In this paper,
we propose a novel penalty mechanism (applied to a diverse set of action selec-
tion algorithms) that shows stronger discouragement to strategic lying, including
incentive compatibility for some referral algorithms, and also obtains a modest
performance improvement.

While we study and contrast the behavior in the limit of our proposed mech-
anism against past work (see, Sect. 3.3), and show that theoretically, our mech-
anism discourages willful misreporting better than previous work, many of our
c© Springer Nature Switzerland AG 2018
F. Belardinelli and E. Argente (Eds.): EUMAS 2017/AT 2017, LNAI 10767, pp. 29–43, 2018.
https://doi.org/10.1007/978-3-030-01713-2_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01713-2_3&domain=pdf


30 A. R. KhudaBukhsh et al.

experimental results deal with finite-horizon behavior (see, Sect. 5.2), acknowl-
edging that in a practical setting, we cannot afford an unbounded number of
samples to identify truthful, skilled workers. Although our primary focus is on
referral networks, the challenge that we are addressing is relevant to the multi-
armed bandit problem with partially-available noisy priors, a fairly general prob-
lem that may arise in several applications. We also see our work as a part of the
growing trend of several lines of research on adversarial Machine Learning [3].

A key aspect on which we differ from past works on multi-armed bandits
[4–7] is our choice of data sets: in addition to constructing traditional synthetic
data that obeys well-known distributions, we evaluate algorithms on a referral
network of high-performance SAT (propositional satisfiability problem) solvers
where neither expertise nor noise in estimating skill obey known parameterized
distributions.

2 Related Work

Our starting point for this work was the augmented setting of referral learn-
ing [1,9] first proposed in [2] and then extended in [8]. [2] proposed several
modifications to Distributed Interval Estimation Learning (DIEL), up to then
the best referral learning algorithm on uninformative priors. The modified algo-
rithm, proactive-DIEL, demonstrated superior performance, especially during
the initial learning phase, even in the presence of noise in skill self-estimates. It
also showed empirical evidence of being near-Bayesian-Nash Incentive Compati-
ble, i.e., misreporting skills to receive more referrals provided little or no benefit
when all other experts report truthfully. More recently, [8] showed that the mech-
anism proposed in proactive-DIEL can be adapted with minor modifications to
another algorithm (ε-Greedy), and that the new algorithm is robust to noisy
self-skill estimates. Compared to the experiments reported in [8], we achieve
stronger incentive compatibility covering a wider range of referral algorithms
while showing comparable or better resilience to noise and dynamic network
changes (Table 1).

Table 1. Summary of contributions: Blue columns represent new algorithms first pro-
posed in this paper. Blue cells indicate new experimental results (e.g., cell (3,1), (3,5)), a
check mark indicates that a property holds, and two check marks indicate we improve
the known state of the art (including the case where there were no known previous
baselines to compare against).
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In our work, the baseline algorithms are the non-proactive referral algorithms,
of which DIEL is the known state of the art in the non-proactive setting. DIEL,
a reinforcement learning technique balancing the exploration-exploitation trade-
off, traces back to a chain of research on interval estimation learning, first pro-
posed in [10,11] and has been successfully used in jointly learning the accuracy of
labeling sources and obtaining the most informative labels in [12]. Adversarial
Machine Learning focuses on a wide variety of issues, ranging from adversar-
ial attempts to alter or influence the training data [13] to intrusion attacks by
crafting negatives that would pass a classifier (false negatives) [14]. A compre-
hensive survey is available in [3]. In our work, deliberate skill misreporting from
an expert would not only make it difficult for connected experts to learn appro-
priate referral choices, but it may potentially enable a weaker expert receive
more business at the expense of a stronger expert and thus reducing the overall
network performance.

While we note that there exists a large body of literature on truthful
mechanism design [7,15–17], a few key differences set us apart from budgeted
multi-armed bandit mechanism motivated by crowdsourcing platforms presented
in [16]. Our setting is distributed ; hence it consists of many parallel multi-armed
bandit problems. Also, experts have varying topical expertise, which increases
the scale of the problem as each expert needs to estimate the expertise of her
colleagues for each of the topics. In contrast, [16] considered only homogenous
tasks. Reflecting real-world scenarios where experts have differential expertise
across topics, and communication/advertisement is focused on the top skills,
proactive-DIEL deals with partially available priors, i.e., experts are restricted
to bidding for business in their top skill areas only, (a factor [16] did not need to
consider because of homogeneous tasks). Unlike budget-limited MAB [16,18,19],
the budget restriction in our case is on the advertisement; although we focus on
a finite-horizon performance analysis, there is no restriction on exploration or
exploitation as such. Finally, we present proof sketches for incentive compatibil-
ity in the limit, as well as empirical performance evaluation on both synthetic
data and real-world data without distributional assumptions.

3 Referral Network

3.1 Preliminaries

We summarize our basic notation, definitions, and assumptions, mostly from
[1,2], where further details regarding expertise, network parameters, proactive
skill posting mechanism and simulation details can be found.

Referral Network: Represented by a graph (V,E) of size k in which each
vertex vi corresponds to an expert ei (1 ≤ k) and each bidirectional edge 〈vi, vj〉
indicates a referral link which implies ei and ej can co-refer problem instances.

Subnetwork of an expert ei: The set of experts linked to an expert ei by a
referral link.
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Scenario: Set of m instances (q1, . . . , qm) belonging to n topics (t1, . . . , tn)
addressed by the k experts (e1, . . . , ek).

Expertise: Expertise of an expert/question pair 〈ei, ql〉 is the probability with
which ei can solve ql.

Referral Mechanism: For a query budget Q (following [1,2], we kept fixed to
Q = 2 across all our current experiments), this consists of the following steps.

1. A user issues an initial query ql to a randomly chosen initial expert ei.
2. The initial expert ei examines the instance and solves it if possible. This

depends on the expertise of ei wrt. ql.
3. If not, a referral query is issued by ei to a referred expert ej within her sub-

network, with a query budget of Q − 1. Learning-to-refer involves improving
the estimate of who is most likely to solve the problem.

4. If the referred expert succeeds, she sends the solution to the initial expert,
who sends it to the user.

Advertising Unit: a tuple 〈ei, ej , tk, μtk〉, where ei is the target expert, ej is the
advertising expert, tk is the topic and μtk is ej ’s (advertised) topical expertise.

Advertising Budget: the number of advertising units available to an expert,
following [2], set to twice the size of that expert’s subnetwork; each expert reports
her top two skills to her subnetwork.

Advertising Protocol: a one-time advertisement that happens at the begin-
ning of the simulation or when an expert joins the network. The advertising
expert ej reports to each target expert ei in her subnetwork the two tuples
〈ei, ej , tbest, μtbest〉 and 〈ei, ej , tsecondBest, μtsecondBest

〉, i.e., the top two topics in
terms of the advertising expert’s topic means.

Explicit Bid: A topic advertised in the above protocol.

Implicit Bid: A topic that is not advertised, for which an upper skill bound <
expert’s two top advertised skills.

3.2 Referral Algorithms

From an individual expert’s point of view, the referral decision is an action
selection problem. We give a short description of action selection for the non-
proactive referral algorithms, and then extend to proactive skill positing.

DIEL: DIEL uses Interval Estimation Learning to select action a for which the
upper-confidence interval UI(a) is largest, where
UI(a) = m(a) + s(a)√

n

m(a) is the mean observed reward, s(a) is the standard deviation of the observed
rewards and n is the number of observations so far. The intuition behind DIEL
is to combine exploitation (via high mean) and exploration (via high variance).
As in [1,2], we initialized the mean reward, standard deviation and number of
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observations for all actions to 0.5, 0.7071 and 2 respectively as a non-informative
prior.

ε-Greedy: Unlike DIEL, ε-Greedy only considers the mean observed reward to
determine the most promising action [4]. It explores via an explicit probabilistic
diversification step – randomly selecting a connected expert for referral. We set
ε as in in [8]: Letting ε = α∗K

N (where K is the subnetwork size and N is the
total observations) we configured α by a parameter sweep on a training set as
in [1].

Q-Learning: Q-Learning [20] is a model-free reinforcement learning tech-
nique used to learn an optimal action selection policy provided that all actions
are sampled repeatedly in all states. To ensure this, we combined Q-Learning
with ε-Greedy as an action-selection component. For all of the above algorithms,
a successful task receives a reward of 1 and a failed task receives a reward of 0.

3.3 Proactive Referral Algorithms

We extend the non-proactive referral algorithms to the augmented setting with
proactive skill posting, both in previous work [2,8] and the current work.

proactive-DIEL: In [2], proactive-DIEL was derived from DIEL by enabling
each expert to post a self-estimated skill prior initializing the mean expected
reward. Given advertisement unit 〈ei, ej , tk, μtk〉 the rewardmean(ei, tk, ek)
(mean reward received by expert ek on topic tk as observed by expert
ei) is initialized to μtk (explicit bid). When not, proactive-DIEL initializes
rewardmean(ei, tk, ek) to μtsecondBest

, which is in effect an upper bound.
Since each expert has an incentive to maximize its income by drawing new

business, a probabilistic penalty mechanism was added to discourage misreport-
ing. The probability penaltyProbability with which a penalty (kept to 0.35 in [2])
is applied, is computed as described in Algorithm 1 below.

if referredExpert succeeds then
penaltyProbability ← 0

else
if topic t is explicitBid then

penaltyProbability ← μadvertised

else
penaltyProbability ← μ̂observed

end

end

Algorithm 1. Penalty mechanism proposed in [2]

proactive-ε-Greedy: proactive-ε-Greedy was adapted essentially the same
way as proactive-DIEL, the only minor difference being that a failed task does
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not receive a penalty if it was a diversification step. Since one of our primary con-
tributions is a better mechanism to prevent strategic misreporting, we describe
this in the context of proactive-Q-Learningt, an algorithm also first proposed
here.
proactive-Q-Learningt uses the same initialization and a similar technique
to bound unknown priors with reported second-best skills as proactive-DIEL
and proactive-ε-Greedy. The Q-function for each action is initialized with its
advertised mean or corresponding μtsecondBest

in absence of such advertisement
unit.

However, we take a marked deviation in defining the penalty function, which
incorporates a factor we may call distrust, as it estimates a likelihood the expert
is lying, given our current observations:

penalty = C2distrust, where
distrust = distrustFactor1 + distrustFactor2;
distrustFactor1 = |μtbest − μ̂tbest |ζ(ntbest) and,

distrustFactor2 = |μtseconBest
− μ̂tsecondBest

|ζ(ntsecondBest
)

where ζ(nt) = nt

nt+C1
, a factor ramping up to 1 in the steady state, where nt is

the number of observations for topic t.
Basically, distrustFactor1 and distrustFactor2 estimate how much the

advertised skill is off from its estimated mean, for the best skill and second-best
skill respectively. C1 and C2 are the two configurable parameters of this mecha-
nism; the larger the value, greater is the discouragement for strategic lying. In all
our experiments, C1 was set to 50. C2 was set to 1, 2 and 3 for proactive-DIELt,
proactive-ε-Greedyt, and proactive-Q-Learningt, respectively.

The newly proposed penalty mechanism differs from the old method in that
all tasks receive a penalty regardless of whether the referred expert solves it or
not. Second, the two mechanisms penalize the extent of misreporting in different
ways, as the previous method fails to penalize underbidding. We can show a
simple two-expert subnetwork to illustrate how underbidding could be used to
attract more business in the earlier scheme. Consider two experts, e1 and e2, have
identical expertise (1 - ε, ε ≤ 0.5) across all tasks. e1 reports truthfully while e1
underbids and advertises (1 - 2ε). For a penalty of r (r > 0), the expected mean
reward for e1 will be (1 - ε) - ε (1 - ε) r. Due to underbidding, e2 will have an
unfair advantage over e1 as her expected mean reward will be (1 - ε) - ε (1 - 2ε)
r, larger than e1.
proactive-DIELt and proactive-ε-Greedyt: proactive-DIELt and proactive-
ε-Greedyt denote the corresponding proactive versions with the new penalty
mechanism.

We provide proof sketches demonstrating Bayesian-Nash incentive compati-
bility in the limit for our new mechanism.
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Theorem 1. Under the assumption that all actions are visited infinitely often,
in the limit, strategic lying is not beneficial in proactive-Q-Learningt.

Proof. We give a proof sketch by showing that a lying expert will have a non-zero
penalty in the limit.

lim
n→∞ μ̂tbest = μtbest (1)

lim
n→∞ μ̂tsecondBest

= μtsecondBest
(2)

lim
n→∞ ζ(n) = 1 (3)

Hence, for a truthful expert both distrust and penalty approach zero in the
limit. However, for a lying expert at least one of the estimates (distrustFactor1
or distrustFactor2) is off by a positive constant c. Hence, in the limit, distrust ≥
c and penalty ≥ C2c, therefore a truthful expert will always receive more reward
than if she lies and since Q-Learning considers a discounted sum of rewards,
eventually, a truthful expert will have a larger Q-value than if she lies. Ergo,
strategic lying is not beneficial when all other experts are truthful.

Theorem 2. Under the assumption that all actions are visited infinitely often,
in the limit, strategic lying is not beneficial in proactive-ε-Greedyt.

Proof. The proof is essentially the same as the previous proof.

Theorem 3. Under the assumption that all actions are visited infinitely often,
in the limit, strategic lying is not beneficial in proactive-DIELt.

Proof. In our previous proof, we already showed that in the limit, a lying expert
will always receive a higher penalty than a truthful expert which will effectively
lower the reward mean.

For any reward sequence r1, r2, . . . , rn, and a penalty sequence p1, p2, . . . , pn,
−max(p1, p2, . . . , pn) ≤ ri ≤ 1 − min(p1, p2, . . . , pn),
1 ≤ i ≤ n.
Now, distrust ≤ 2. Hence, 0 ≤ pi ≤ 2C2, 1 ≤ i ≤ n.
Hence, −2C2 ≤ ri ≤ 1, i.e., all rewards are finite and bounded. This means, in
the limit, the variance of the reward sequence is finite and bounded. Hence,

lim
n→∞ UI(a) = lim

n→∞(m(a) +
s(a)√

n
) = m(a) (4)

This means, in the limit, the reward for DIEL will be dominated by its mean
reward. Since a lying expert will always incur higher penalty than a truthful
expert, an expert will have a higher reward mean when it behaves truthfully.

Unlike the Q-learning variants and ε-Greedy algorithms, there is no guar-
antee for DIEL that all actions are visited infinitely often, although a variant
can guarantee that condition with random visits at ε probability, and perform
similarly in the finite case for small enough ε.
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4 Experimental Setup

Data set: as our synthetic data set, we used the same 1000 scenarios used
in [1,2]. Each scenario consists of 100 experts connected through a referral
network and 10 topics. For our experiments involving SAT solvers, we used
100 SATenstein (version 2.0) solvers obtained from the experiments pre-
sented in [21] as experts. As topics we use the six SAT distributions on which
SATenstein is configured. The details of the SAT distributions can be found
in [21].

Algorithm Configuration: The version of DIEL we used is parameter free.
The remaining parameterized algorithms are configured by selecting 100 ran-
dom instantiations of each algorithm and running them on a small background
data set (generated with the same distributional parameters as our evaluation
set). We selected the parameter configuration with the best performance on the
background data.

Performance Measure: following [1,2], we used overall task accuracy as our
performance measure. In order to empirically evaluate Bayesian-Nash incen-
tive compatibility, we followed the same experimental protocol followed in [2]
(described in Sect. 5.2).

Computational Environment: experiments on synthetic data were carried
out on Matlab R2016 running Windows 10. Experiments on SAT solver referral
networks were carried out on a cluster of dual-core 2.4 GHz machines with 3 MB
cache and 32 GB RAM running Linux 2.6.

5 Results

5.1 Overall Performance Gain

Figure 1 compares the performance of the proactive algorithms with their non-
proactive versions under the assumption of truthful reporting and accurate self-
skill estimates. We also compare against the older proactive algorithms of which
proactive-DIEL can be considered state of the art. The two main aspects of note
are performance in the early learning phase, and steady state performance. We
first observe that, as expected, all new proactive algorithms did better than their
non-proactive counterparts, both in steady state and during the early phase of
learning, while noting that the gap between DIEL and its proactive versions
was less than the corresponding difference for the other two algorithms. We
also obtained a modest performance gain over the state of the art and both
proactive-DIELt and proactive-ε-Greedyt did slightly better than the earlier
proactive referral algorithms.

5.2 Incentive Compatibility

Next, we focus on the case of deliberate (strategic) misreporting, i.e. experts
trying to get more business by overstating (or counter-intuitively, understating)
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Fig. 1. Performance comparison with previous proactive algorithms and corresponding
non-proactive versions

their skills. While our theoretical results (see, Sect. 3.3) indicate proactivet algo-
rithms are incentive compatible in the limit, empirical evaluation on a finite
horizon addresses practical benefits.

Following [2], we treat the number of referrals received as a proxy for expert
benefit, and we empirically analyze Bayesian-Nash incentive compatibility by
examining all specific strategy combination (e.g., truthfully report best-skill but
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overbid second-best skill) that could fetch more referrals (listed in Table 2).
For a given strategy s and scenario scenarioi, we first fix one expert, say ei

l.
Let truthfulReferrals(ei

l) denote the number of referrals received by ei
l beyond

a steady-state threshold (i.e., a referral gets counted if the initial expert has
referred 1000 or more instances to her subnetwork) when ei

l and all other experts
report truthfully. Similarly, let strategicReferrals(ei

l) denote the number of refer-
rals received by ei

l beyond a steady-state threshold when ei
l misreports while

everyone else advertises truthfully. We then compute the following Incentive
Compatibility factor (ICFactor) as:

ICFactor =

1000∑

i=1

truthfulReferrals(ei
l)

1000∑

i=1

strategicReferrals(ei
l)

.

A value greater than 1 implies truthfulness in expectation, i.e., truthful reporting
fetched more referrals than strategic lying.

Table 2. Comparative study on empirical evaluation of Bayesian-Nash incentive-
compatibility. Strategies where being truthful is no worse than being dishonest are
highlighted in bold.

μtbest μtsecondBest Penalty
on Failure

Penalty on
Distrust

proactive
εGreedy

proactive
εGreedy−t

proactive
Q-Learningt

Truthful Overbid 0.99 1.02 0.99 1.03 0.97

Overbid Truthful 1.00 1.19 0.98 1.24 1.35

Overbid Overbid 0.97 1.25 0.98 1.36 1.39

Truthful Underbid 1.04 1.15 1.00 1.08 1.21

Underbid Truthful 1.09 1.16 1.06 1.10 1.17

Underbid Underbid 1.22 1.32 1.12 1.24 1.56

Underbid Overbid 1.11 1.15 1.09 1.09 1.14

Overbid Underbid 1.04 1.50 1.04 1.34 1.63

Table 2 presents the ICFactors for each algorithm and each strategy combi-
nation. We see that, beyond the steady-state threshold, strategic misreporting is
hardly beneficial and in fact counterproductive in most cases. Proactive-DIELt

was (slightly but consistently) better at discouraging each strategy combination
than proactive-DIEL. The only case truthful advertising fetched slightly fewer
referrals for proactive-Q-Learningt is when an expert truthfully reports her top
skill but overbids her second-best skill (in fact a hard case for all the algorithms).
This is likely the result of the way the posted second-best skill is used to bound
implicit bids. However, on doubling the horizon (i.e., considering 10,000 samples
per subnetwork), we found that proactive-Q-Learningt’s ICFactor improved
to 1.04.
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5.3 Robustness to Noisy Skill Estimates, Evolving Networks

So far, we have shown that our proposed proactive referral algorithms address
the cold start problem better than their non-proactive counterparts and provide
stronger discouragement to strategic lying. However, even when experts post
their skills truthfully, their self-estimates may not be precise. Imprecise skill
estimation in proactive skill posting was first explored in [2,8]. Note that, since a
noisy bid can be interpreted as deliberate misreporting and vice-versa, robustness
to noisy self-skill estimates and robustness to strategic lying are two major goals
and there lies an inherent trade-off between them. Following [2], we assume
Gaussian noise on the estimates in the form of μ̂ = μ + N (0, σnoise), where μ̂ is
an expert’s own estimate of her true topic-mean μ, and σnoise is a small constant
(0.05 or 0.1 in our experiments).

Figure 2 compares the performance of the proactive referral algorithms
with noisy estimates with the noise-free case and their non-proactive versions.
Resilience to the noise depends on the algorithm. In proactive-DIELt, a small
amount of noise (0.05) degrades the steady-state performance, but retains a small
advantage over the non-proactive version. While both versions of noisy proactive-
DIELt do substantially better in the early-learning phase, there is no steady-state
performance gain in the presence of larger noise. Proactive-ε-Greedyt was the
most resilient (not shown in the figure): even with a larger noise value, it kept
a significant lead over the non-proactive version even in the steady state (task
accuracy: 77.33% (σnoise = 0.1), 76.76% (σnoise = 0.05), and 75.26% for the
non-proactive version). Proactive-Q-Learningt was the most sensitive: with
smaller noise value, the early-learning-phase gain disappears again in the steady
state; with higher noise value, proactive skill posting became counter-productive.

Referral networks may be dynamic, with new experts joining in and old
experts leaving. We have already seen that a primary benefit of proactive meth-
ods is that they address the cold-start problem. Rapid improvement in the early
learning phase is perhaps even more important for evolving networks. Figure 2(c)
presents an extreme case of 20% network change at regular interval. We found
that the proactive algorithms handled the network changes much better than the
original DIEL, with proactive-DIELt marginally outperforming proactive-DIEL.

5.4 SAT Solver Referral Network

As in [8], we also ran several experiments on a referral network of high-
performance Stochastic Local Search (SLS) solvers, a more realistic situation
in which expertise or noise in self-skill estimates do not obey known param-
eterized distributions. Our experts are 100 SATenstein solvers with varying
expertise on six SAT distributions (map to topics). We ran experiments on 10
randomly chosen referral networks from our synthetic data set. In order to save
computational cycles, in these experiments, we only focus on the referral behav-
ior. This explains why our choice of horizon is smaller (also, the number of
topics is less than the synthetic data set). On a given SAT instance, the referred
SATenstein solver is run with a cutoff time of 1 CPU second. A solved instance
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Fig. 2. Robustness to noisy skill estimates, evolving networks

(a satisfying model is found) fetches a reward of 1, a failed instance (timeout)
fetches a reward of 0.

Figure 3 compares the performance of proactive and non-proactive algorithms
on this data set. Figure 3(a) shows that proactive-DIELt retains the early-
learning phase advantage over DIEL, but the slight performance gain in steady
state is missing. On the other hand, Fig. 3(b) shows qualitatively similar behavior
as the synthetic data set: throughout the learning phase, proactive-ε-Greedyt

maintained a modest lead over its non-proactive version.
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Fig. 3. Performance comparison on SAT solver referral network
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6 Conclusions

We proposed an incentive compatible mechanism improving the state of the art
for referral learning, both in overall performance and in discouraging strategic
lying. We extended the algorithms (DIEL, ε-Greedy) as well as proposed a new
one (Q-Learning) to use the new mechanism, and compared their behavior
both with and without noise on the self-skill estimates, indicating ε-Greedy to be
the most and Q-Learning the least robust. Similar experiments on automated
agents (SAT solvers) confirmed the results on synthetic data.
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Abstract. The evolution of the Web towards a semantically-enriched
information space has risen several challenges and opportunities concern-
ing the interaction, knowledge representation, and design of multi-agent
systems. Many of these have been explored in the past, such as the usage
of ontologies for defining agent knowledge bases, the definition of seman-
tic web services, or the usage of reasoning for intelligent agent behavior.
Although these efforts have resulted in important research achievements,
there is still a need to provide a simple –yet comprehensive– way of inter-
connecting decentralized intelligent agents through a generic Web-based
infrastructure. In this paper we analyze how multi-agent systems can
use extensions of the Linked Data Notifications W3C recommendation
as the backbone for a Semantic Web-enabled infrastructure for agent
communication.

1 Introduction

Multi-agent systems have shown an enormous potential for solving different types
of tasks in several domains, such as health-care [7], financial technologies [19],
traffic monitoring [10], and e-commerce [8]. Agents are capable, through dif-
ferent paradigms and strategies, to act according to their knowledge, goals,
and dynamic environment, using intelligent algorithms, continuous learning, and
knowledge management techniques [13]. The decentralized nature of multi-agent
systems (MAS) requires them to rely on coordination and communication mech-
anisms that may require heterogeneous interactions over complex networks. This
allows agents to exchange information and cooperate regardless of their physical
location. The Web provides a natural environment for such interactions, thanks
to the standards and protocols developed in the last decades.

However, the evolution towards a Semantic Web [5] has risen several chal-
lenges and opportunities concerning the interaction, knowledge representation,
and design of MAS. Many of these have been explored in the past, such as the
usage of ontologies for defining and exploring agent knowledge bases [18], the
definition of Semantic Web services [20] for orchestration and negotiation, or
the usage of reasoning for intelligent agent behavior [12]. Although these efforts
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have resulted in important research milestones, there is still a need to provide a
simple and comprehensive way of enabling a generic Web-based communication
among decentralized intelligent agents. Even if the initial vision of the Semantic
Web explicitly evoked the emergence of these agents, in practice most imple-
mentations of the Semantic Web have focused on ontology models, reasoning,
Linked Data, or RDF data management and querying.

In this paper we analyze how multi-agent systems can use extensions of
existing W3C recommendations to interact on the Web, under a decentralized
scheme. We describe a work-in-progress proposal how the W3C Linked Data
Notifications (LDN) [9] recommendation can be used as the backbone for a
Web-enabled infrastructure for agent data interchange.

Fig. 1. Use-case: agent interactions
on the Web for health recommenda-
tions.

As an example of an application for
such environment, let us consider the fol-
lowing use case (Fig. 1). Roy, a middle-aged
trekking enthusiast takes a trailing path
near the Alps. He is equipped with an agent-
based smart-watch with health monitoring
capabilities, which can collect several phys-
iological data on real time. At the same
time, as he has recently had episodic breath-
ing difficulties, his smart-watch can coordi-
nate with a health recommendation appli-
cation, which depending on the sensor read-
ings, history, and current location/path dif-
ficulty/trekking time, etc. is able to propose
alternative paths that are better suited for
Roy. The health recommendations also take
into account different characteristics of the
nearby points-of-interest. For example, as
Roy has vertigo issues, cliffs and voids in the trekking paths are avoided. Addi-
tionally, the local weather service is consulted in order to avoid local strong
winds. Finally, depending on Roy’s tiredness, sugar levels and stress, point of
care and catering services can be proposed, coordinated and booked through his
smart-watch agent.

To make these interactions possible, agents for the different described
instances need a common language and a communication interface. The Web
and its foundational standards, along with explicit semantics for data inter-
change, can pave the way for decentralized agent interactions, as argued in this
work. The paper is organized as follows: we introduce LDN in Sect. 2, the main
requirements for Web Agent interactions in Sect. 3. Section 4 described the use
of LDN for agent messaging. Section 5 presents related work, before discussion
in Sect. 6.
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2 Linked Data Notifications

Linked Data Notifications (LDN) [9] is a recently endorsed W3C Recommenda-
tion1 for decentralized data interchange of notifications on the Web. This pro-
tocol is designed as a generic and simple mechanism to send and consume data,
based on the Linked Data [4] principles and usage of RDF (Resource Description
Framework) for data representation. LDN has the potential to be used for virtu-
ally any type of notifications, including social media activity, sensor updates, or
document updates, to name some examples. Although the adoption of LDN is
still to be assessed, its characteristics make it an interesting option for different
types of applications on the Web, for which extensions and/or profiles could be
defined.

Fig. 2. LDN. Top: Discovery process
of a target inbox. Bottom: send and
retrieve notifications from an LDN
inbox.

LDN defines three basic types of actors:
sender, receiver, and consumer, and the
notifications refer to (or are about) a
certain target. The target is detached
from its inbox, which is the endpoint
where notifications can be consumed or
sent. Senders may send notifications to
an inbox, receivers may accept them and
make them available, and consumers may
retrieve them. Given that a target is not
necessarily attached to its inbox, it is pos-
sible to separate a Web resource from the
endpoint where notifications will be han-
dled. As it can be seen in Fig. 2 (top), a discovery process allows senders and con-
sumers to retrieve the inbox location through a simple GET/HEAD HTTP request.
Once the inbox location is known, senders can POST notifications to it, and con-
sumers may GET the references to notifications contained in the inbox (Fig. 2,
bottom).

3 Requirements for Interactions in the Web of Agents

Agent communication and protocols have been long studied, designed and imple-
mented in the past, as presented in Sect. 5. Although there have been attempts to
standardize these interactions, which could make it possible to integrate agents
on the Web, these efforts (e.g. KQML [14], FIPA ACL [1]) have reached little
adoption in practice. In the following, we identify a set of requirements for agent
interactions on the Web.

R1: Standard and extensible messaging. Agents on the Web should be
able to exchange any type of data, in different formats and representation means.
R2: Standard metadata. Agents may use Web standards for representing
metadata in their interactions. Metadata may include information such as par-
ticipants, time constraints, performatives, conditions, etc. R3. Asynchronous
1 https://www.w3.org/TR/ldn/.

https://www.w3.org/TR/ldn/
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and distributed communication. Agents on the Web should be able to send
and receive messages, as well as coordinating among them without the need of
a central entity that governs their interaction flow. R4. Standard Web pro-
tocols. Communication among agents should be implemented on top of widely
supported Web Standards such as HTTP, but not excluding others. This implies
no commitments to a particular agent implementation or framework. R5. Web
identifiers. Agents and their resources, including message items, should all be
named using identifier standards for the Web (i.e. URL/URI/IRIs), which pro-
vide unicity and de-referenceability. R6. Semantic representation. To allow
agents to understand and act accordingly to a given message, semantic repre-
sentations should be used. These should align with Web standards (e.g. OWL,
RDF), and allow extensibility and high expressiveness.

4 LDN for Agents on the Web

This section provides a high-level overview of how decentralized agents can com-
municate on the Web using the LDN recommendation. In this proposal we take
into account the requirements presented in the previous section, while consider-
ing the characteristics and principles behind LDN. In the following, we explain
the main aspects of this proposal, including technical and design features.

HTTP-Based Communication. Given that LDN is entirely based on HTTP
requests and responses, agents using LDN should also rely on this protocol for
most of their interactions. The ubiquity of HTTP on the Web makes it the nat-
ural candidate for most types of exchanges, although –as the LDN specification
states– other protocols could be used in certain circumstances, e.g. WebSockets
for push-subscriptions.

Agent Identification. Given that LDN relies on the principles of Linked Data [4],
URIs (or IRIs) are used to identify all entities involved. This includes the agents
themselves, which should be de-referenceable in order to obtain more informa-
tion about them. This feature would overcome the agent visibility, which in
the traditional framework is limited to their single or federated container [3].
Moreover, introducing proper encoding mechanisms, the perception of agent’s
environment can be enriched and enhanced, thus fostering wider understanding
and exploitation. As an example, an agent can be de-referenced through a GET
operation over its IRI, e.g.:

GET http://example.org/agents/health-agent

The response to this request should include metadata about the agent, such
as its name, scope, endpoint, ontologies, etc. [1] As prescribed by LDN, each of
these agents can provide an endpoint to which messages can be sent, i.e. the
inbox. This inbox does not need to be located within the same environment as
the agent itself, providing further flexibility.
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Endpoint Discovery. Each agent may advertise its inbox as indicated by LDN,
with the LDP inbox predicate. As an example, consider the following JSON-LD
message content response for the previous agent request:

{ "@context": "http://www.w3.org/ns/ldp",
"@id": "http://example.org/agents/health-agent",
"inbox": "http://example.org/agents/health-agent/inbox" }

The content indicates the inbox location, and potentially other useful metadata.
This discovery phase would indeed be the first interaction between two agents
that wish to establish a conversation or initiate a negotiation.

RDF Data Representation. Agent messages in practice could adopt any rep-
resentation format and/or model. However, LDN agent implementations may
preferably use RDF as a common and standard representation framework. RDF
natively integrates the use of URIs for identifiers, allows using extensible vocabu-
laries, and makes it possible to attach explicit semantics to all statements. Meta-
data annotations should be expressed in RDF, i.e. sender, receiver, performative,
protocol, date-time, reply information, conversations, etc. (see FIPA ACL for
common metadata information [1]). As an example, the metadata below, rep-
resented in RDF (JSON-LD serialization) contains information about an agree
message, indicating the sender agent, receiver, conversation information, etc.

{ "@id": "ex:agree_request1",
"ag:permormative": "ag:Agree",
"ag:sender": "ex:agent1", "ag:receiver": "ex:agent2",
"ag:reply-to": "ex:agent3", "ag:protocol": "ag:RequestWhen",
"ag:conversationId": "ex:conversation3", "ag:inReplyTo": "ex:conversation1",
"ag:ontology": "http://example.org/ontology#",
"ag:content": "..." },

Sending Agent Notifications. An LDN agent may POST notifications to an agent
inbox endpoint, as it is specified in LDN. Essentially, the POST body should
contain the agent message (e.g. an RDF graph) that will be fed to the inbox of
another agent. As an example consider the JSON-LD representation of a call for
proposals agent message:

POST /agents/health-agent/inbox HTTP/1.1
Host: example.org
Content-Type: application/ld+json

{"prov:generatedAtTime": "2017-09-14T04:00:00.000Z",
"@id": "ex:callForProposals1",
"@graph": [

{ "@id": "ex:cfp1", "ag:permormative": "ag:CallForProposals",
"ag:sender": "ex:agent1", "ag:protocol": "ag:ContractNet",
"ag:ontology": "http://example.org/healthOntology#", "ag:content": "..." }],

"@context": {
"prov": "http://www.w3.org/ns/prov#", "ex": "http://example.org#", "ag": "https://w3id.

org/rdf-agents/msg#"} }

Notice that the call is made against the agent inbox URI, and that the mes-
sage indicates metadata information such as the sender, identified with its own
URI (eg:agent1). It also includes the reference to the ontology used to represent
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the message content, the protocol (e.g. ContractNet), the type of message (i.e.
performative), etc. The message content is not included for space reasons, but
one could specify an type of arbitrary message, given the flexibility of RDF.

Fig. 3. FIPA ACL request interac-
tion.

Interaction Protocols. Agent languages have
been proposed in the past, even reaching a cer-
tain level of standardization. Agreement is not
only necessary at format or message level, but
also for the type of interactions themselves.
For instance, the FIPA ACL standards iden-
tify several protocols for agent interactions.
As an example, consider the Request Inter-
action Protocol2 partially depicted in Fig. 3.
The sequence diagram shows how an agent
performs a request, which can be refused or
agreed by a second agent, leading then to an
inform or failure message. The generic nature
of such protocols allows implementers to reuse
them for different scenarios in practically any
domain.

An LDN agent implementation should be able to support these interaction
protocols, using the technical mechanisms provided by LDN. As an example,
consider the diagram in Fig. 4. It depicts part of a Contract Net interaction pro-
tocol, according to FIPA ACL. Intuitively, it consists of a call for proposals which
is made available to an agent inbox. These can later be accessed by the inbox
owner (or owners), thus allowing them to respond to it by sending proposals.
These proposals can afterwards be accepted by the initiator agent. Using LDN,
all these messages should conform to the RDF structure presented above, and
would be exchanged preferably through HTTP, with GET and POST operations as
shown in Fig. 4.

Fig. 4. LDN agent interactions for a CfP
protocol.

Publishing Inbox Elements. As indi-
cated by LDN, consumers may access
an agent inbox in order to obtain
the messages available there. Although
LDN does not impose a fixed access
control mechanism, it should be noted
that different security, privacy and
ownership schemes should be enforced
at this level. Putting aside the security
constraints, LDN specifies that per-
forming a GET over an inbox should return the notification URIs listed as objects
to the LDP ldp:contains predicate.

2 http://www.fipa.org/specs/fipa00026/SC00026H.html.

http://www.fipa.org/specs/fipa00026/SC00026H.html
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Agent Reasoning. Regardless of any specific architecture (e.g., BDI), the LDN
adoption do not affect traditional reasoning engines, since the implementation of
a simple data-parser can guarantee the retro-compatibility with already existing
mechanisms and foster the development of new ones with increased capabilities
due to the semantic expressiveness and the simplified and extended interactions.

5 Related Work

Internet of Things, knowledge-based, and network-based/oriented systems are
gaining momentum in the market. Therefore, it is a major challenge to inte-
grate uncountable heterogeneous devices, virtual entities and human end-users.
Such fast-paced growing networks wrap or connect several frameworks, mostly
exploiting ad-hoc interaction methods, or over-complicating already structured
communication standards. However, to achieve a common understanding, the
definition of common formats and semantics (preferably standard) are neces-
sary. Under the hypothesis of agents’ rationality, the scientific community has
defined a number of agent communication languages. For example, KQML [14]
is a simple protocol mainly used in the academic world defining the basics of
interaction among intelligent entities, in particular in MAS [17]. Later on, the
Foundation for Intelligent Physical Agents (FIPA) [2] improved and extended the
previous languages, defining the FIPA ACL (Agent Communication Language)
in 1997.

Although such protocols provide a relevant support for agent communica-
tion, there is still no clear understanding/definition of the semantics of individ-
ual speech acts. Moreover, basic concepts required to define the semantics are
still missing. Hence, a variety of semantic simplification strategies need to be
employed when designing MAS. For example, JADE [3] and JASON [6], two of
the most used multi-agent platforms, are compliant with the FIPA standards.
Thereby, the agents running on such platforms could interact with any agent
(language and platform independent) FIPA compliant. The FIPA ACL message
structure is characterized by both mandatory (e.g., message type indicated as
performative - request, inform) and optional (e.g., recipient, sender, ontology)
contents. MAS’ messages might strictly adhere to the ACL standard just encod-
ing the messages according to the parameters listed in Table 1 in [1]. Neverthe-
less, real-scenario applications require handling more complex and articulated
contents. Thus, extending such parameters is an obliged path.

Concerning negotiation protocols, these are mainly characterized by 1-to-1
or 1-to-n interactions between initiators (who proposes, the task to be per-
formed and its boundary conditions) and contractors (who propose themselves
as “solvers” replying to the required conditions with a bid) dynamically [16].
Although argumentation and negotiation in MAS can involve sophisticated, high-
level reasoning, the relevance of the information representation and encoding for
a common understanding is crucial. For example, in the context of agents oper-
ating in and crawling the web, the information can be expressed both in natural
language or exploiting a multitude of different formats. Thus, although the agents
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know how to interact, they need a common knowledge base and/or an ontology
to give an actual meaning to their interaction. Currently, markup languages such
as XML are heavily used for agent data representation. Nevertheless, there is a
growing trend on moving beyond the implicit semantic agreements inherent in
languages such as XML and JSON. Standards and mechanisms such as RDF are
developed to tie the information on machine-readable objects, finally allowing
semantic interoperability [15].

6 Discussion

Multi-agent systems have proven to be useful in a wide range of application
domains, especially when autonomous coordination and intelligent behavior is
required. When such systems scale to the Web, additional needs arise, regarding
heterogeneity, message semantics, mutual understandability, and decentraliza-
tion. Although there have been important efforts targeting scenarios where Web
agents interact for a given task (see Sect. 5), most of these approaches are either
too complex, or have been abandoned in the last years.

While on the Semantic Web community, the idea of Web agents relies at
the core of its original vision, in practice there is still not a commonly agreed
mechanism for enabling these agents to communicate with each other, using well
established standards. The challenges to achieve this vision are still numerous:

– Adoption of semantically rich messaging mechanisms (e.g. RDF-based) among
Agents on the Web.

– Usage of ontologies and vocabularies that link existing Web protocols (e.g.
LDN) and Agent-communication standards (e.g. FIPA ACL).

– Definition and agreement of system-agnostic Agent communication primi-
tives, based on existing MAS languages.

– Provision of agent discovery, selection and orchestration services, based on
existing standards.

– Implementation and adoption of best practices of agent-based mechanisms
for Web interactions.

These high-level challenges describe only some of the urgent needs in this scope,
but they already show the need for MAS and Semantic Web communities to work
on research topics that address these issues. In this paper, we present a vision of
how this could be implemented in practice, using existing Web standards, and
specifically relaying on the Linked Data Notifications protocol. Although the
generic nature of this specification may not be enough to describe interaction
protocols among agents, an extension, or a profile for LDN, can fill this gap.
This effort is complementary to recent developments towards MAS deployed as
hypermedia applications [11] and Semantic Web services [20]. The examples and
scenarios described in this paper provide an initial work-in-progress vision of
how this can be done, although a more detailed specification of these extensions
needs to be made and implemented, thus stepping towards its validation. In the
future, we plan to continue developing this vision, and providing a feasibility
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evaluation using real use-cases. We believe that this approach may open new
research perspectives for designing Web-scale solutions governed by intelligent
agent-based systems.
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Abstract. The complexity and intelligence of energy systems has
increased in the recent years, whereas using Multi-agent Systems (MAS)
has been recommended by IEEE for developing software solutions for
modeling, controlling, and simulating their behaviors. Existing propos-
als on MAS solutions for energy systems proposed ad-hoc solutions
for resolving specific problems, without considering interoperability and
reusability. We propose a methodology, based on the Model-Driven Engi-
neering (MDE) technique, for developing MAS solutions for energy sys-
tems. Our methodology uses the Common Information Model standard
(CIM), recommended by IEEE, and the existing Platform Independent
agent metamodel PIM4Agents. The proposed methodology allows mod-
eling MAS solutions for power engineering applications, by means of
a platform-independent model that abstracts developers from existing
agent-oriented methodologies and platforms. Applying model transfor-
mations, the generated models can be transformed and executed within
several agent platforms such as JACK and JADE. Our proposal has been
validated by means of a well-known test case from the literature.

Keywords: Energy systems · Model Driven Engineering
Multi-agent system · IEC common information model

1 Introduction

Modern Energy Systems (ESs) are composed of different interacting entities
that allow an intelligent production, distribution, and consumption of energy,
which increases the complexity of their management [10]. In the recent years,
Multi-agent Systems (MAS) have emerged as one of the most promising tech-
nologies to optimize the production, distribution, and consumption of electricity,
and to regulate the flow of electricity between suppliers and consumers [18,19].
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MAS technology enables the implementation of large, scalable, complex, and dis-
tributed applications by enabling the development of autonomous control agents
that are able to coordinate in a cooperative and fault-tolerant environment [27].

Existing MAS solutions for ESs generally proposed ad-hoc solutions; i.e.,
they were designed for resolving specific problems and that were not intended to
be reused [16]. Furthermore, these solutions were designed to run on a specific
agent platform, without considering the interoperability among different agent
systems, neither with other technologies. On the other hand, Model Driven Engi-
neering (MDE) techniques have proven to be a feasible solution that enhances
reusability, portability, and interoperability of designs and implementations [25].

Model Driven Architecture (MDA) is an approach to define and implement
software applications. MDA allows an efficient reuse of the system models and is
supported by automated tools and services [13]. MDA has two levels of models,
namely: a Platform-Independent Model (PIM) that describes a given system
without referring to the platform-specific choices, and a Platform Specific Model
(PSM), which is considered as the realization of PIM with all the details of the
chosen platform. Our proposal goes beyond the existing MAS solutions for ESs by
proposing a model driven methodology for developing MAS solutions dedicated
to ESs. We follow an MDE perspective, which is based on the classical Model-
Driven Architecture approach (MDA) [13]. The use of MDA techniques in the
development of MASs shall allow the interoperability between agent systems and
the reusability of the agents’ models.

The proposed model driven methodology is intended to guide power engineers
in the design and implementation of MAS solutions, and to simplify the design
tasks by reusing models. We propose a five-phase methodology, in which we start
by instantiating an abstract and generic platform independent metamodel called
PIM4Agents [11]. The output of the previous step is an abstract and specific
agent model (PIM), which is specific to ESs, where the standardized CIM is
part of the generated agent model, representing the components of the ES. The
provided PIM abstracts the developers from the existing specific agent-oriented
methodologies and platforms. The resulted Platform Independent Model (PIM)
is used to model a MAS solution dedicated to ES, and can be transformed into a
different Platform Specific Models (PSMs). By instantiating the PSM, a concrete
and specific application can be modeled to be run on a specific agent platform.

Our methodology uses the Common Information Model (CIM) standard [26],
which is a standardized model for exchanging information between different
companies, and among company applications in the electricity domain. CIM
defines the components in the power system using the Unified Modeling Lan-
guage (UML). CIM standard is used to model the entities of the ES, and provides
an upper ontology for power engineers to be used in the agents’ communications.
This ontology allows agents in different MASs to share a common vocabulary in
their interactions allowing interoperability between them. Our methodology has
been validated by developing a MAS for demand side management, tested in a
smart grid which is a 1.5 MW residential smart grid.
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The rest of the paper is organized as follows: Sect. 2 reviews the existing work
in the literature related to our proposal; Sect. 3 describes our methodology; a
case of study related to the development of energy systems is used in Sect. 4 to
illustrate and validate the methodology; and finally, Sect. 5 concludes our work.

2 Related Work

Several surveys have been performed on the application of MAS for modeling
ESs [16,18]. In the following, we first review the proposed agent models for
energy systems, and then we study the model-driven approaches proposed for
MASs.

Koritarov et al. [14] proposed an agent model and a simulation approach by
modeling the participants and their reactions to the changing economic, finan-
cial, and regulatory environments in ESs. Hernández et al. [12] presented a MAS
model for Virtual Power Plants based on two aspects: demand forecasting and
the coordination of producers and consumers in order to balance the energy pro-
duction. In the distributed control of energy systems field, Pipattanasomporn
et al. [23] proposed a MAS model to detect upstream outages, by proposing four
types of agents with their own roles and responsibilities, namely: a control agent,
a distributed energy resource (DER) agent, a user agent, and a database agent.

The use of the MDE approach for MAS development has been the focus
of several proposals in the literature [2,22]. The Malaca agent model [2] pro-
posed a mapping from the design models produced by existing agent oriented
methodologies to the Malaca model, which is a common and neutral agent model
(PIM) that implements all the concepts required by FIPA-compliant agent plat-
forms [21], and from Malaca to the different agent platforms (PSMs). Pavón
et al. [22] introduced the INGENIAS Development Kit (IDK), which is a set of
tools for modeling, verifying, and transforming agent models, accompanied by
Model Driven Development (MDD) tools for MAS development based on the
INGENIAS metamodel.

Some authors have tried to provide a standardized metamodel for MAS [4,6]:
Bernon et al. [4] proposed a metamodel based on three existing metamodels for
MAS, namely: Gaia [28], PASSI [8], and ADELFE [5]; Beydoun et al. [6] pro-
posed the FAML model, which is intended to resolve the interoperability issues
among the agent-oriented methodologies, and based on five existing metamodels:
ADELFE [5], PASSI [8], Gaia [28], INGENIAS [22] and Tropos [7].

Recently, Hahn et al. [11] proposed PIM4Agents, which is a Platform Inde-
pendent MetaModel (PIMM), that is intended to contribute to the interoper-
ability between domain-specific architectures and agent platforms. It aims to
abstract the developers from existing agent-oriented methodologies and plat-
forms. This metamodel provides the core language to be used in an agent-
oriented software development process, which conforms to the principles of MDD.
It describes the MAS aspects, namely: agent, organization, interaction, behaviors
and environment. Furthermore, Hahn et al. [11] provided two model transfor-
mations that allow to transform the created models into textual code that can
be executed with JACK [1] and JADE [3].
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Our review of the literature reveals that existing MAS solutions for energy
systems are generally based on ad-hoc models for resolving specific problems,
which run on specific agent platforms, without considering the interoperability
among different agent platforms [11] and that were not intended to be reused [16].
Furthermore, none of the existing MAS metamodels is intended for modeling
MAS for ESs.

We propose a model driven methodology to help developers and power engi-
neers in modeling MAS solutions for managing ESs, following the principle of
MDE [24]. The methodology is intended to simplify the design process, to resolve
the interoperability issue, and to allow reusing the models. Compared to the
existing proposals, our methodology is not a specific agent-based solution for
modeling a given energy system, but a methodology that can be used to develop
MAS solutions. The result of the methodology is a MAS solution that can be
either implemented and deployed in a real ES, or used to perform an agent-based
simulation of a given ES.

3 Our Proposal

We propose a methodology for developing MAS solutions dedicated to energy
systems. We follow an MDE [25] perspective based on the classical MDA [13].
MDA techniques are applied in our proposal by providing a PIM that abstracts
developers from existing specific agent-oriented methodologies and platforms.
The methodology is intended to contain the stages required to design and imple-
ment a MAS solution for any ES, allowing the reuse of models and considering
the interoperability between MASs.

Our methodology is a five-phase model driven methodology that provides
a starting point for power engineers interested in devising MAS solutions for
intelligent ESs. Following the proposed methodology, the developer can make
use of already existing models and mapping rules to accelerate the development
process of these solutions; i.e., the designer shall only focus on the behaviors in
the target ES and on the problem to be solved (optimization, control, simulation,
etc.), without focusing on the modeling process.

The methodology is based on the CIM standard [26] and on the PIM4Agents
metamodel [11]. It consists of five phases (c.f. Fig. 1), namely: (i) the CIM
Restriction phase, in which we create a CIM profile to model our target ES;
(ii) the Specific and Abstract Modeling phase, in which we instantiate the
PIM4Agents metamodel to define the platform-independent MAS for ES model
(MAS4ES), in which we connect the agents to their assigned equipment from the
resulted CIM profile of the previous phase; (iii) the Model to Model Transforma-
tion phase (M2M), which allows mapping the concepts of MAS4ES model to the
concepts of the specific agent platform model (from PIM to PSM); (iv) the Spe-
cific and Concrete Modeling phase, which aims to model the real world objects
of the MAS solution by instantiating the concepts of the MAS4ES model from
the previous phase; and (v) the Code Generation phase, which allows the code
generation from of the specific and concrete application model. In the following
subsections, we describe each of the previous phases in detail.
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Fig. 1. The methodology’s process for developing MAS solutions dedicated to energy
system.

3.1 CIM Restriction Phase

The International Electrotechnical Commission IEC CIM standard is used in the
electricity domain, covering transmission, distribution, markets, generation, and
related business processes [26]. The key idea of the CIM is to define a common
language in order to allow both: exchanging data between different companies,
and exchanging data between company applications. The core packages of CIM
are defined in the IEC standard 61970-301 [18], which defines the components in
the power system using the Unified Modeling Language (UML). Generally, only
a part of the CIM (so-called CIM profile) is used for modeling a given energy
system solution. CIM profiles allow defining a subset of the CIM, including only
the classes and associations required for modeling a specific solution.

The objective of our methodology is to develop a MAS solution to manage
ESs. The MAS environment in these systems contains the agents, the objects
they manage or interact with, and other resources. The controlled objects can
be the electrical equipment that compose the ES.

During this phase, the developer uses the IEC CIM standard to model the
agent’s knowledge on the ES components and how they are physically connected.
This shall simplify the design task by defining a consistent and unified adminis-
tration system of the managed elements.

This phase produces a CIM profile for the ES to be modeled. This profile
contains the CIM concepts, which model the electrical components that are
managed by the agents within the MAS solution. It will then be used in the next
steps, and can be reused whenever the components of the ES being modeled are
already represented in the defined CIM profile.



A Model Driven Methodology for Developing Multi Agent Solutions 59

3.2 Specific and Abstract Modeling Phase

In this phase, the designer will instantiate the PIM4Agents metamodel (c.f.
upper part of Fig. 5) to model a MAS solution to ESs by connecting both models.
The resulted MAS4ES model is intended to provide the essential concepts for
modeling a given energy system, and the agents that manage their entities.

This phase is considered as a specification step since starting from a PIM
metamodel, namely the PIM4Agents metamodel, which is abstract and platform
independent, a PIM agent model (called MAS4ES), that is specific to energy
systems, is created. MAS4ES is still a PIM since it is still abstract from the
target agent platform where the application shall be executed.

To create the MAS4ES PIM, the designer starts by defining the types of
the agents needed in the MAS solution with their behaviors in order to handle
the approved MAS solution. Two major recommendations to make an agent
model suitable for the energy field: first, the designer must model the relevant
concepts of a given energy system, and the agent-object relation to reflect the
interaction between each agent and the ES components; second, he or she has to
model the ontology’s concepts used by the agents to carry out a comprehensible
conversation.

Agents in a MAS generally interact with objects or other agents to solve
particular tasks. These objects are modeled as resources in the MAS environment
according to the PIM4Agents metamodel. Thus, the user can instantiate the
object concept to model the used equipment in the ES. The resulted CIM profile
of the previous phase is imported into the MAS4ES model in order to model the
ES itself by instantiating all its concepts from the object class in the PIM4Agents
metamodel. Then, for each agent type, the designer assigns the equipment that
will be managed by this agent, in order to model the agents-object relationship.

Developers of multi-agent systems tend to use application-specific ontologies,
which do not allow further agents from different MASs to understand the message
contents. To tackle with this interoperability issue, the designer can use the
existing common ontology (CIM ontology) that is based on the CIM standard
and recommended by IEEE [19]. This ontology shall allow the interoperability
between the MAS agents in power engineering applications. The ontology aspect
is already addressed in the PIM4Agents metamodel. Indeed, the metamodel
contains the resource concept that is used to reference an ontology [11]. The
resulting MAS4ES model can be reused to model different MAS applications for
different scenarios.

3.3 Model to Model Transformation Phase

This phase allows the mapping of a PIM to one or more PSMs. The resulting
MAS4ES from the previous phase is independent from the specific agent platform
where the solution will be executed. This phase aims to map the concepts of the
MAS4ES model to the concepts of the specific agent platform model such as
JADE, JACK, etc. In this phase, the designer can apply the existing mapping
rules [11] on the MAS4ES model.
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The mapping rules define the transformations that shall be carried out to
map the concepts of the MAS4ES to the concepts of the selected Agent Platform
MetaModel (APMM). These rules are specified only one time and can be reused.
The concepts derived from the CIM profile are instances of the object concept
in PIM4Agents, they will be implemented directly in a programming language
(such as Java and C++).

This phase is considered as a concretization since it transforms a given model
into another one of a lower level of abstraction, i.e., starting from a MAS4ES
(PIM) to generate a MAS4ES (PSM) that is specific to the agent platform where
the application will be executed.

The generated MAS4ES model (which is a PSM) can be instantiated later to
model a real energy system application runnable on a specific agent platform (e.g.
JADE [3]). Below we present the most relevant mappings rules to transform the
PIM4Agents metamodel’s concepts to the JADE metamodel’s concepts defined
in [11]:

1. PIM4Agents: Agent → JadeMM: Agent
2. PIM4Agents: Organisation → JadeMM: Agent
3. PIM4Agents: Message → JadeMM: ACLMessage
4. PIM4Agents: Behaviour → JadeMM: Behaviour
5. PIM4Agents: resource → JadeMM: ConceptSchema
6. PIM4Agents: Object → JAVA.lang.object

3.4 Specific and Concrete Modeling Phase

The MAS4ES model (PSM), produced by the previous phase, should be refined
and then instantiated to model the specific and concrete MAS application with
the real controlled objects and agents to manage a real ES from the given sys-
tem. The generated model (Application) is then deployed on the selected agent
platform. The Application model shall be executed in a specific agent platform.

3.5 Code Generation phase

The last phase of our methodology is the generation of the code from the PSM
model (Application model in our methodology) generated by the previous phase.
For this step, we propose the use of the Java code generator within the papyrus
UML tool [9], which generates only the structural part of classes i.e., it generates
the classes with their attributes and the function headers, and implements the
connection between the classes. The next version of the Java code generator will
take into account the behavioral part of the classes. Now, it is up to the user
to implement the behavior code of the agents, depending on the MAS being
developed.

4 Test and Validation

In the following subsections, we first define the test case we have considered for
validation, and then we provide more details on the work undergone at each step
of our proposed methodology.
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4.1 Validation Use Case

Our proposal has been validated on a well-known circuit for a residential area
from the literature [17] (c.f. Fig. 2). The devices that will be controlled by the
MAS in this residential area have small power consumption ratings, whereas their
operations have short durations. The grid contains more than 2600 controllable
devices, which are from 14 different types of devices. The consumption profiles
of the loads under the control are given in Table 1. Table 1 shows also the initial
schedule, flexibility, priority and number of devices for each controllable load.

Our aim is to develop a MAS solution for a demand side management system,
where the agents schedule the controllable loads to reduce their consumption dur-
ing peak hours. The objective is to optimize the consumption of the controllable
loads by shifting their schedules; i.e., the consumption demands of shiftable loads
are shifted to off peak times in order to reduce the overall operational cost of
the network. The wholesale electricity prices are hourly-based and are reported
beside the hourly energy demand of the residential area in Fig. 3.

Fig. 2. Network diagram of the residential smart grid

Since our aim is to validate our methodology and not to propose a new opti-
mization technique, we have used a simple centralized optimization algorithm,
inspired by [17], which runs on a daily basis. As input, this algorithm takes the
forecasted load demands and the energy prices for a given day. It then calcu-
lates the objective load curves and tries to find the best load scheduling. The
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Table 1. Data of controllable devices in the residential area

Device type Initial schedule Profile Flexibility Priority Number of devices

1st Hr 2nd Hr 3rd Hr

Dryer 17:00 1.2 - - 6 3 189

Dish washer 13:00 0.7 - - 5 3 288

Washing machine 15:00 0.5 0.4 - 6 3 268

Oven 12:00 1.3 - - 3 2 279

Iron 18:00 1.0 - - 5 3 340

Vacuum cleaner 10:00 0.4 - - 1 2 158

Fan 12:00 0.20 0.20 0.20 1 2 288

Kettle 21:00 2.0 - - 2 2 406

Toaster 8:00 0.9 - - 1 1 48

Rice-cooker 12:00 0.85 - - 1 1 59

Hair dryer 8:00 1.5 - - 1 2 58

Blender 9:00 0.3 - - 1 1 66

Frying pan 00:00 1.1 - - 1 3 101

Coffee maker 8:00 0.8 - - 1 1 56
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Fig. 3. Wholesale energy prices and forecasted load demands

result is an optimized schedule for each shiftable device within the grid that
brings the total load consumption curve as close as possible to the objective
load consumption curve. The problem is mathematically formulated as follows:

Minimize:
∑N=24

t=1
(Pload(t) − Obj(t))2

Where: Pload = Pfixed(t) + Pshifted(t) + Punshifted(t)

and Obj(t) =
N=24∑

t=1

(Pload(t)) ∗ PiceAvg ∗ 1
Price(t)

In the following, we describe each step of our proposed methodology to model
a MAS for managing the described ES of the residential area. The validation
example was implemented using the Papyrus UML tool [9].
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4.2 Step 1: Restriction Phase

In this phase we need to restrict the CIM metamodel by creating a CIM profile,
in which we select the CIM classes, associations and attributes to be used in our
example. In the following we describe the three substeps for creating this profile.

Identifying the Equipment’s CIM Classes: The residential area shown
in Fig. 2 represents an energy system with 14 buses, 8 generators, 20 lines and
14 loads. The line, load and bus map to the CIM ACLineSegment, Energy-
Consumer and BusBarSection classes respectively. The EnergyConsumer class
in CIM is used to model the load which is a point of consumption where many
devices are connected. The generator is mapped to a single piece of conducting
equipment (class SynchronousMachine). When operating as a generator, the
SynchronousMachine object must have an association with an instance of the
GeneratingUnit class. The GeneratingUnit class does not represent a piece of
conducting equipment that physically connects to the network, but a single or
set of synchronous machines for converting mechanical power into alternating
current.

Defining Components’ Interconnections: CIM uses ConnectivityNodes
and Terminals to define the components’ interconnections. The electrical com-
ponents (e.g. breaker, loads, and lines) are not directly associated with each
other, instead, any conducting equipment has one or more terminals. The
relationship between Terminal, ConnecitivtyNode and ConductingEquipment
classes is shown in Fig. 4.

Fig. 4. Conducting equipment and connectivity class diagram.

Defining Containments: Besides the component interconnections defined
using the ConductingEquipment-Terminal-ConnectivityNode association, the
CIM has an EquipmentContainer class that provides a means of grouping pieces
of Equipment together to represent both electrical and non-electrical contain-
ments [20], which are as follows:

Voltage levels: the conducting equipment do not have a voltage attribute, but
they are associated with a V oltageLevel. The V oltageLevel class
itself has an associated BaseV oltage object that contains a sin-
gle attribute to define the nominal voltage. It contains only the
interconnected pieces of equipment at the same voltage level.
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Substation: the Substation class is a subclass of EquipmentContainer that
can contain multiple V oltageLevels and is used to define a col-
lection of equipments. In the running example, the four dif-
ferent voltage levels are contained within a single Substation
instance. The Substation class can also contain other instances
of Equipment, such as PowerTransformer, which is itself a
container. The Substation class represents non-electrical contain-
ment since it contains pieces of equipment that are physically
grouped, but not necessarily electrically connected.

Line: the ACLineSegment is not contained within a V oltageLevel,
but within an instance of the Line class. A line may contain
multiple Alternating Current (AC) or Direct Current (DC) line
segments, but does not itself represent a piece of physical con-
ducting equipment. The AC- and DC- LineSegment classes con-
tain a direct association to the BaseV oltage class to define their
nominal voltage level.

Many tools allow the creation of CIM profile such as CimConteXtor, CIM
EA and CIMTool [26]. The red part of the Fig. 5 shows a part of the CIM Profile
created using the CimConteXtor tool1.

Fig. 5. Partial view of the resulted MAS4ES model (PIM). (Color figure online)

1 http://www.cimcontextor.net/.

http://www.cimcontextor.net/


A Model Driven Methodology for Developing Multi Agent Solutions 65

4.3 Step 2: Specific and Abstract Modeling

In this phase, we propose a PIM for the development of MAS applications ded-
icated to energy systems (MAS4ES); i.e., we instantiate the PIM4Agents meta-
model to model the relevant concepts for the MAS application that manages a
residential area. We propose to define two Agent instances, namely:

1. LoadAgent: this agent manipulates a controllable load in the ES, which is
represented by the EnergyConsumer class.

2. DSMAgent: the Demand Side Management Agent (DSMAgent) is responsi-
ble for running the centralized optimization algorithm defined before and to
provide the new schedule with load shifting to the LoadAgents.

The partial view of the MAS4ES is presented in the lower part of Fig. 5.
It shows the LoadAgent that can manipulate an energy consumer, whereas the
DSMAgent is part of the agents model but does not manipulate any energy con-
sumer. The DSMAgent is able to shift energy demand within certain constraints
from peak hours to off-peak hours to minimize the operational cost of the sys-
tem. The LoadAgent can access to the data of the load (the EnergyConsumer
class) it controls such as the consumption schedule, its flexibility, initial sched-
ule, and the number of connected devices. The DSMAgent sends a request to
all the LoadAgents to send the data needed for the optimization and for prepar-
ing the new optimized schedules. The DSMAgent collects the data from the
LoadAgents, and based on the energy price and the total forecasted load data
for twenty four hours, it optimizes the plans and sends the instructions to each
LoadAgent as day ahead schedules.

4.4 Step 3: Model to Model Transformation

For this test case we chose to map our MAS4ES model to the JADE plat-
form model, which is a FIPA compliant platform that is considered as the most
popular agent platform in the literature [15]. For this purpose, we applied the
mapping rules to transform the PIM4Agents metamodel’s concepts to the JADE
metamodel’s concepts defined by [11], and previously described in Sect. 3.3.

In this phase, we apply these rules on the MAS4ES model to make it specific
to the JADE platform. The resulting model (c.f. Fig. 6) can now be instantiated
to model a real MAS application runnable on the JADE platform.

4.5 Step 4: Specific and Concrete Modeling

The circuit illustrated in Fig. 2 contains fourteen EnergyConsumer objects.
A unique instance of the DSMAgent class is created for the side demand
management and for each EnergyConsumer object, we assign an instance of
LoadAgent. Due to space constraints, in this phase we show only the surrounded
part in the circuit (Fig. 2).

Figure 7 shows the electrical components of the surrounded part in the resi-
dential area modeled as CIM objects, and for each of the components, it shows
the Agent that manipulates it.
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Fig. 6. Partial view of the resulted MAS4ES model specific for JADE (PSM).

Fig. 7. The residential area as CIM objects and agents.

4.6 Step 5: Coding Phase

Now that we have created the models of the agents and the circuit objects, we
can generate the MAS code that shall run on the JADE platform. Figure 8 shows
a part of the generated code of the MAS solution (platform-specific for JADE),
that allows managing the CIM components in our test case. Figure 8a shows part
of the code of the LoadAgent class, where its manipulated load is given through
its arguments array. This equipment is sent as an argument from the main class
shown in Fig. 8b.

The results obtained from the proposed optimization algorithm for the resi-
dential smart grid is illustrated in Fig. 9. The figure shows how the load shifting
algorithm tried to bring the final consumption curve closer to the objective load
curve. For instance, the amount of the forecasted load consumption between 12
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(a) Generated LoadAgent class.

(b) Main class.

Fig. 8. Part of the generated Java code of the MAS application.

Fig. 9. Results for the residential smart grid

and 2 p.m. was reduced after applying the shifting technique, since the selling
price of energy at that time is expensive. The simulation outcomes show that
proposed technique achieves sustainable saving by reducing the system peaks
during the peak periods and as result the total consumption cost has decreased
from 2302.87$ to 2129.27$.

5 Conclusions

We propose a model driven methodology for the development of MAS solutions
to manage ESs using the CIM standard and applying the IEEE recommenda-
tion. Our proposal follows the MDE process in order to guide the power engi-
neers in the design and implementation of MAS applications, and to simplify
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the design task by reusing models. The MDA approach is applied to create a
PIM, called MAS4ES, which can be transformed into different PSMs, allow-
ing the interoperability between agent systems. The proposed methodology has
five phases, namely: CIM Restriction, Specific and Abstract Modeling, Model to
Model Transformation, Specific and Concrete Modeling and Code Generation
phases. The methodology was presented and validated by developing a MAS
optimization solution for a well-known test case.
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Abstract. In a lot of situations a human is incapable to observe their
environment properly. This can be due to disabilities, extreme condi-
tions or simply a complex and changing environment. In those cases,
help from an artificial system can be beneficial. This system, equipped
with appropriate sensors, would be capable of perceiving things that a
human cannot and inform them about the current state of the situation.
In this short position paper, we introduce the notion of Active Situation
Reporting, in which an agent can inform another agent about the evo-
lution of a situation. We define this notion, study the challenges such a
system raises and identify the open research questions by reviewing the
state of the art.

1 Introduction

Alice is blind and love to sing in a choir. She uses her autonomous car every
Mondays to go to her singing lesson. She is very involved and would not like to
miss or be late to a lesson without warning the teacher. This Monday, the route
Alice’s car usually uses is blocked by a wide load. The traffic information system
in the car detects that taking an alternative route would take 15 min more to
travel while waiting for the wide load to leave takes an unknown amount of time
(from 5 to 60 min). Alice notices that the car slows down and stops unusually
and she is a bit stressed she might miss her lesson. She would like the car to be
able to tell her what is happening and why it is acting unusually.

Barbara is a firefighter. Today she is entering a burning building with her
teammates to try to find any victim. The team is accompanied by a robot that
can perceive and navigate even in deep smoke. The robot can explore the envi-
ronment and guide Barbara through the building, warning her if a roof collapses
or if path is becoming too dangerous to take. Since the firefighters can hardly
manipulate a tablet or other computer device in these extreme conditions, the
robot is guiding them with voice.

Carl is living alone at home with an AI assistant to help him in his everyday
life. The hospital just called him to tell him that his daughter had an accident
and has been injured. Carl decides to go to the hospital right away but in his
precipitation, he does not manage to find his car keys. His artificial assistant
c© Springer Nature Switzerland AG 2018
F. Belardinelli and E. Argente (Eds.): EUMAS 2017/AT 2017, LNAI 10767, pp. 70–78, 2018.
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monitored that Carl took his keys in the bedroom the night before instead of
putting them in the usual bowl in the entrance. It needs to inform Carl about it
as soon as it detects that Carl is preparing to go out and is looking for something.

These three simple examples illustrate the advantages of having a system
capable of helping a human understanding the environment they evolves in when
this human cannot observe their environment properly. We refer this ability
as Active Situation Reporting. In this paper, we study the problem of Active
Situation Reporting and propose a definition in Sect. 2. Then, in Sect. 3, we
highlight the different research challenges encountered while dealing with active
situation reporting, study possible leads from the literature and identify open
research questions. Finally, Sect. 4 identifies related research topics.

2 The Problem of Active Situation Reporting

Active Situation Reporting is not bound to an artificial system, and we define
it as follows:

Definition 1. Active Situation Reporting (ASR) is the process for an agent
(called the reporter) to give relevant information about an evolving environ-
ment to another agent (called the user) without the user explicitly asking for this
information. Automatic Active Situation Reporting is Active Situation Reporting
performed by an artificial system.

As we see, the reporter in an ASR system can as well be a human. Human
journalists are in fact performing ASR for the newspaper or channel they work
for by selecting information to deliver at a certain moment in time in order
to give the reader or viewer an overview of a situation they cannot perceive
directly. The nature of the information reported depends of what the journalist
considers important and relevant. Automatic Active Situation Reporting works
on the same principle: the reporter needs to select information that it considers
relevant for its user at a certain moment in time and deliver it in the most
appropriate way. We can already point out the main aspect (and challenge)
of automatic ASR: how to automatically select the relevant information as it
greatly depends on the user’s preferences and knowledge as well as on the state
of the situation at a certain time.

We can also note, as illustrated in the scenarios described in Sect. 1, that
ASR can be the main goal of an artificial system (as for the firefighter case)
or a mission to improve the user’s comfort (as for the autonomous car). In the
latter case, it is important that the situation reporting does not interfere with
the main goal of the system.

Active Situation Reporting is at the crossroads of three different research
areas which are Active Sensing, Semantic Perception and Human-Machine Inter-
action, as shown on Fig. 1.
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3 Research Challenges and Open Questions

3.1 Active Sensing, Change Detection and Relevance

Active Sensing is defined as the “problem of controlling strategies applied to
the data acquisition process which will depend on the current state of the data
interpretation and the goal or the task of the process” [2]. A system performing
active sensing will therefore act in order to maximize the amount of information
it can gather. This can be the sole purpose of the system, as in exploration or
surveillance applications, but can also be combined with other type of mission
performed by the agent such as in [31]. The reader can refer to Chap. 1 of [25] for a
review about active sensing. As stated in Definition 1, an ASR system notifies the
user about changes in their environment. Those changes can happen gradually
(a staircase burning and finally being destroyed) or be encountered suddenly
(the wide load on the road), which raise the question of their detection.

Fig. 1. Overview of an Active Situation Reporting system

In Computer Vision, change detection algorithms aim at detecting significant
changes occurring in a video by analyzing the frames of this video. State of the
art algorithms use statistical methods such as Kalman filter [5] or Bayesian mod-
els [34], non-parametric methods [32] and machine learning [17]. In the domain
of pervasive computing, multiple sources of information need to be combined
in order detect changes. Small changes on single individual sensors might be
considered insignificant but the fusion of signals coming from different sources
may reveal important changes in the environment. Several algorithms have been
proposed to detect changes in multivariate time series [11,16] but they are com-
putationally expensive and require a large amount of data for the model train-
ing. To overcome this issue, an information-theoretic change detection method
for IoT systems has been recently proposed in [13]. One common aspect of all
these methods is that they focus on anomaly detection, meaning detecting when
the system changes from a normal state (often learned) to an abnormal state.
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However in the case of ASR, the changes are not related to anomaly detection
but concern changes compared to previous states. In Data Mining and Machine
Learning, the term Concept Drift refers to the possible change through time in
the underlying model of a data stream and are usually tackled through adaptive
learning algorithms [15]. One of the main challenges of concept drift detection
algorithms is not to mistake noise with true drift. Many of existing algorithms
assume sudden drifts [20], which is a big limitation compared to what can be
observed in reality.

An ASR system cannot report all changes it detects in the environment but
should select those that are relevant for the user at this moment. The concept of
relevance is mostly studied in Information Science [29] and, technically, in Infor-
mation Retrieval (IR) systems [10] and is usually called system-based relevance.
In this topic, the goal of the system is to retrieve all the documents relevant to
a request [27]. Here the relevance is objective and defined related to a subject.
However, in intelligent autonomous systems, the relevance can be subjective and
depends on the user’s current state of beliefs and is referred to as agent-based rel-
evance, user-based relevance or epistemic relevance. Agent-based relevance has
received a lot of interest in knowledge theory and its different properties has
been defined [14]. These properties have been used to derive a formal model of
relevance within modal logic [28]. However, this model still assumes that the
system knows with certainty the information need of the agent receiving the
information, which is an unrealistic hypothesis when this agent is a human. In
[26], Renoux et al. suggested a model in which each agent uses approximations of
other agent’s beliefs in order to compute a degree of relevance. This system does
not require an explicit request but depends on a lot of communication between
the agents for the relevance computation to be efficient. In addition, the cor-
respondence between the degree developed and what a human would consider
relevant has not been directly demonstrated. Only indirect clues has been pro-
vided by experiments using this degree, as presented in [25].

With this study of the literature about active sensing, two important open
research questions have already been identified:

1. How to detect gradual changes in an environment? As mentioned, all the
methods we have encountered so far are hypothesizing (implicitly or not)
sudden changes to detect. However, the environment will often change grad-
ually and those changes are important for humans. Therefore a methods to
detect such changes needs to be developed.

2. How to construct an efficient framework to quantify agent-based relevance?
Such a framework would need to be able to compute the relevance of a piece of
information for a human, based on a model of the human mind and knowledge.
The degree proposed by Renoux et al. could be a interesting starting point
but needs to be expanded with more advanced theories of mind such as the
one suggested in [12].
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3.2 Semantic Perception

Sensor data as captured by artificial systems are not of much use for a human
without their meaning. A human expert is capable, by analyzing the data, to
extract meaning from them. An automatic ASR system needs to be able of the
same in order to communicate meaningful information to its user.

Semantic perception is the systematic automation of observing/sensing the
environment via sensors and the ability of extracting semantics from the data
[23]. The Semantic Sensor Web proposes to annotate sensor data with semantic
metadata in order to provide contextual information [30]. In this direction, the
Semantic Sensor Network (SSN) ontology [7] provides a terminology to repre-
sent contextual knowledge and has been successfully used in various applications
[1,18]. In addition to being able to abstract sensors data to reason upon, arti-
ficial systems acting in the real wold need to make and maintain a connection
between what concepts they reason upon and the actual real-world object these
concepts represent or apply to, despite possible changes of the object in time
(in position, shape, aspect...). This is the Physical Symbol Grounding Problem
[8]. This problem has been tackled from different angles and learning methods
have been used [33] as well as spatio-temporal reasoning [22] and, more recently,
ontologies [4].

Despite those recent advances in semantic perception and symbol grounding,
some questions remain open and are being investigated by the research commu-
nity, such as the problem of shared symbol grounding, or humans and machines
using the same terms to denote the same entity [4]; and perceptual anchoring,
which is a subset of symbol grounding focused on maintaining a link between
the object and the concept over time [9].

3.3 Human-Machine Interaction

The information perceived and abstracted needs to be reported in an adequate
format to the user and therefore mapped to human-understandable language.
Natural Language Generation (NLG) is concerned about “building software sys-
tems that can produce meaningful texts in English or other human languages
from some underlying nonlinguistic representation of information” [24]. NLG
has been used in various applications to describe physiological data [3], to inter-
act with the semantic web [6] or for spoken dialog. Despite recent advances in
content selection and text generation, recent NLG systems are still rudimentary
with regard to context-adaptation. They are capable of selecting a target lan-
guage and adapt to a user’s preferences but the modeling of the context remains
rather simple. However, the semantic web and its modeling capabilities could be
an excellent framework to model rich contexts and include them in a Natural
Language Generation system [6].
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4 Related Work

In the previous sections, we studied ASR with regards to the fields of research
needed to achieve it. In this section, we will give an overview of approaches that
are similar or related to our problem and see where they differ from ASR.

First of all, one cannot fail to notice that Active Situation Reporting is some
kind of monitoring. A lot of monitoring systems already exist and are doing very
good job in verifying the state of an environment and its evolution. One could
therefore rightfully wonder what Active Situation Reporting would do more or
better. First of all, current monitoring systems are not active, in the sense that
the user needs to request the information to be reported in order to get it. An
ASR system is proactive by detecting that the user might need some piece of
information and deciding to report it. In addition, classic monitoring systems
do not select relevant information to report but report everything. They can
highlight anomalies (usually based on thresholds) but offer a full access to all the
information they are monitoring, which can be overwhelming for the user in large
and complex environment such as the surrounding of a car. Finally, monitoring
systems usually require the user to be trained at using them as the interface they
offer is usually specialized for one type of operator. Active Situation Reporting
aims at integrating flexibility, adaptability and user-friendliness in monitoring.

Two trendy topics currently in human-machine interaction are transparency
[21] and explainable agency [19]. Autonomous agents are required to be able
to explain their behavior, their beliefs, their intentions and their reasoning to a
human user. Transparency and explainable agency are required to enable humans
to trust artificial agents in critical situations where they are expected to collab-
orate. Similar challenges are encountered in those two topics and ASR, such
as the human-machine communication, the extraction of semantics from data,
etc. However, ASR aims at describing the environment around the agent more
than the behavior of the agent itself, hence the importance of active sensing.
Of course, agents describing their behavior and reasoning can be relevant for
active situation reporting system, such as the autonomous car explaining that
it decided to modify the planned route because of a closed road.

5 Conclusion

In this paper we described the problem of Active Situation Reporting, looked
at the state of the art to determine what are the still open research questions
in order to be able to build ASR systems and identified the following open
questions:

1. how to detect gradual and incremental changes in the environment?
2. how to quantify the relevance of a piece of information for a human?
3. how to perform efficiently shared symbol grounding and perceptual anchor-

ing?
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In addition to those research questions, challenges arise in the combination of
those fields that are Active Sensing, Semantic Perception and Human-Machine
Interaction. Indeed, those three field use methods, assumptions and tools very
different from one another and achieving interoperability between the compo-
nents required by an ASR system is a great challenge. Finally, the complexity of
the tasks considered by ASR involves a very complex modeling task. If ontologies
seem to be a good tool to enable interoperability and rich context-modeling, con-
nections between active sensing and semantic perception still need to be drawn
in order to create an Active Situation Reporting system.
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Abstract. We propose in this paper a distributed method to solve the
security constrained optimal power flow problem (SCOPF) that consid-
ers not only contingencies on transmission lines but also on generators.
With this aim, we extend the formulation of the SCOPF problem to con-
sider the primary frequency response of generators as well as the short
term constraints of generators and transmission lines. Then, we distribute
the problem among different agents and we use a decentralized decision
making algorithm, based on the Alternating Direction Method of Multi-
pliers (ADMM), to optimize the grid power supply while being resilient
to violations that would occur during contingencies. Finally, we validate
the effectiveness of our approach on a simple test system.

Keywords: Distributed optimization · Multi-agent system
Security-constrained optimal power flow · Primary frequency control

1 Introduction

The planning and operation of power systems is one of the more challenging
problems faced by system operators given the complex interplay of multiple
objectives to be achieved, including economic, security and reliability aspects.
On one side, electricity is a commodity that cannot be easily stored so system
operators need to keep the balance between generation and consumption at all
times while minimizing the total operation cost of the power system and enforc-
ing the network’s operational constraints (e.g. the capacity of the transmission
lines). On the other side, transmission system operators also need to perform
contingency analysis to guarantee not only that no operational constraint is
violated during the normal operating case, but also on potential contingency
scenarios when the outage of some components occurs. Most of the transmission
system operators (TSOs) must operate at least in compliance with the N-1 crite-
ria so that any single element contingency (either transmission line or generator)
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can be handled and lead to a stable operating point, i.e., with no propagation of
the disturbance [10]. In other words, the loss of any transmission line should not
overload the remaining ones, and the loss of any generator can be compensated
by the other remaining generators.

Consequently, system operators employ optimization techniques to guaran-
tee that all constraints above are respected as well as to minimize the cost of
operation, to solve the so-called Security-Constrained Optimal Power Flow (SC-
OPF) [3]. The SC-OPF problem is a fundamental optimization problem in power
systems and has been extensively investigated by many researchers.

In current practices, transmission system operators adopt centralized opti-
mization approaches for solving SCOPF problem, which gather all information
and make decisions for their own systems. However, during the last decade,
power systems have been extended by applying interconnections to the neigh-
boring systems in order to achieve technical and economical advantages, leading
to problems of unprecedented scale (e.g. 36 countries interconnected in Europe).
As large interconnected power networks come into existence (i.e. covering parts
of or even whole continents), such centralized approach raises more and more
computation and communication concerns [12].

To avoid these drawbacks, new distributed optimization techniques have been
proposed so that the computation can be parallelized (and so it does not increase
exponentially with the size of the problem) and control is as much as possible
autonomous. Under such approaches, the problem is usually modeled by means
of a network of autonomous entities (aka agents) where each entity cooperate
by solving a local problem (with local constraints and local data) providing
an holistic view for power network operation. Of particular interest here is the
Alternating Direction Method of Multipliers (ADMM), a distributed algorithm
intended to blend the decomposability of dual ascent with the superior conver-
gence properties of the method of multipliers for constrained optimization [2].

ADMM has been recently applied to a wide variety of a large-scale power
system optimization problems. In particular, Kranning et al. in [7], have shown
how a decentralized algorithm based on ADMM, can be efficiently applied to the
optimal power flow problem (i.e. without considering any contingency scenario)
and solved distributively by autonomous agents [11]. More recently, Chakrabarti
et al. [4] extended the framework presented in [7] to be able to solve the SCOPF
problem. Despite its potential, the model proposed in [4] has an important draw-
back: it does not take into account the automatic response of generators after a
power disturbance and hence it is not able to model any contingency scenario
that leads to power imbalance. As a result, such model can not support any
contingency involving the loss of a generator and the solution found under such
model will never meet the N-1 criteria.

In practice, generators implement primary frequency control (PFC) strategies
to steer away the power system from frequency instability. Primary frequency
control involves all actions performed locally at the generator to stabilize the
system frequency (i.e. within specified stable limits but different from its nominal
value) after a power disturbance. Since the power system frequency reflects the
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power balance and it is the same across the whole power system, the generating
units use the frequency to regulate the power supplied (i.e. with a contribution
that depends on the frequency deviation and on the generator’s characteristics).

Against this background, this paper overcomes this drawback by extending
the framework in [4] in order to take into account the automatic primary fre-
quency response of generators. By doing so we are able to model contingency
states in SCOPF due to an incident involving a modification of the active power
balance and, in particular, those involving generation outages. The major mod-
eling issue is the codependent relationship between the control variables (i.e. the
output of generators) in the normal operating scenario and the automatic fre-
quency response of generators following the incident. In summary, the SCOPF
problem considering the PFC setting is complex, and in this paper we provide
the first agent-based totally distributed solution to this challenge.

In more detail, this work can be seen as having the following contributions
to the state-of-the-art:

– We illustrate the limitations of the SCOPF formulation without PFC by
means of a simple numerical example.

– We extend the SCOPF formulation from [4] by: (1) introducing a new vari-
able representing the frequency deviation which is computed by distributed
consensus among agents and used to coordinate the power reallocation pro-
cess after an incident; (2) enhancing the local problem of each generator to
consider how it will adjust its production after a contingency following its
primary frequency regulation curve.

– We distribute the resulting SCOPF problem among different agents and we
use the ADMM algorithm as a coordination mechanism among these agents.

– We evaluate our approach on a IEEE test system to validate its efficiency.

The rest of this paper is structured as follows. A review of the related liter-
ature is provided in Sect. 2. Section 3 gives some background on the decentral-
ized SCOPF formulation and on the ADMM algorithm. Section 4 uses a 3-bus
circuit to illustrate the operation and importance of taking into account PFC
in SCOPF. Section 5 extend the existing decentralized SCOPF formulation (in
particular agent’s objective functions and the corresponding ADMM updates)
in order to be able to consider PFC. Finally Sect. 6 presents results on the IEEE
14-bus test system and Sect. 7 concludes.

2 Related Work

The main challenges and techniques for solving the SCOPF are reviewed in
[3]. Most of the literature takes into account medium term post-contingency or
tertiary frequency control scenarios that correspond to an optimal response of
the ISO, like in [8]. Moreover, SCOPF models in the literature are classified
into two types: (i) the preventive [2], in which there is no post-contingency
re-scheduling of control variables (the solution found for the normal state is
also feasible for all contingencies scenarios); and the corrective/curative [9], in
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which the control variables are allowed to be re-scheduled to rectify any violated
operating constraint in post contingency network. The focus of this paper is on
short term post-contingency scenarios with automatic reactions, i.e. preventive
SCOPF model, of the system that include the primary frequency control as
modeled in [6].

Related work on distributed optimization for power system operation can be
found in [12] and the references cited therein. Based on the type of information
being exchanged, [12] divides the distributed methodologies applied in power
system operation into two categories: (i) generator-based decomposition with
price/cost information exchange and (ii) geography-based decomposition with
physical information exchange.

On the one hand, generator-based decomposition with price/cost information
exchange approaches set each generator as a local control agent. Under this cat-
egory, a lot of works have been proposed based on different techniques, varying
from the incremental cost consensus based methods [13] to the flooding-based
consensus approaches [5]. However, by decomposing the central power system
operation at generator level, such approaches require significant information
exchange at the bus level and hence, they are only efficient when neglecting
system-level constraints (e.g. network constraints and capacity limits of trans-
mission lines). Therefore, such approaches are not suitable for solving large-scale
OPF problems and even less for solving the extended SCOPF problems (i.e. with
system-level security constraints), which is the focus of this paper.

On the other hand, geography-based decomposition methods exchange,
instead of cost information of generators, information related to the physi-
cal measures (i.e. voltage and power flows). A major advantage of geography-
based decomposition approaches is that they divide the large system into several
smaller-scale geographical regions coupled by lines and hence they can provide a
natural decomposition structure which is consistent with the topology of power
physical systems. In this context, ADMM has been identified as one of the most
applicable and efficient decomposition methods given its good computational
performance and linear convergence rate. ADMM [2] is a distributed solution
that combines the fast convergence properties of augmented Lagrangian-based
methods with the separability of alternating optimization.

In particular, Kraning et al. proposed in [7] a methodology for decomposing
the OPF problem among a collaborative agent network and a fully-distributed
ADMM-based OPF algorithm to solve it. The convergence criterion is provided
and experiments on large systems are conducted. Chakrabarti et al. [4] extended
that model in order to deal with the SCOPF problem, handling different reli-
ability constraints across multiple scenarios. However, they only consider con-
tingencies on transmission lines and hence the primary frequency control is not
modeled as the power balance is kept after each contingency. Moreover, the paper
lacks empirical evaluation: the framework is only evaluated in a single two bus
system.

In summary, to the best of the authors knowledge, the preventive SCOPF
including the primary frequency control has never been addressed using a
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ADMM based distributed algorithm. Hence, this work is the first to propose a
decentralized formulation of the preventive SCOPF problem, and a subsequent
implementation solved by distributed autonomous agents, that is able to consider
contingencies generating power imbalance, and specifically, on generators.

3 Background

In this section, we review the ADMM algorithm and its application to the SC-
OPF problem. Following the network model proposed by Kraning et al. [7], we
divide the set of power system network components into two groups: (i) the set
of nets (N), that similarly to the electrical bus concept contains all the loss-
less components that connect devices and enforce Kirchoff’s physical laws; and
(ii) the set of devices (D), that is composed of all power components that are
not buses namely transmission lines, generators and loads. These components are
the agents of our system. Then, each agent a ∈ N ∪ D (i.e. either net or device)
is associated to a local objective function fa(xa) that returns the exploitation
cost of agent a for the set of variables xa and a set of constraints, denoted
as Ca, that xa should satisfy in order to be a feasible solution. In this model,
the global objective function is factorized into smaller functions, one for each
network agent:

(a) 3-bus circuit (b) Network model

Fig. 1. A simple bus test circuit (left); its graphical representation in the network
model from [7] (right).

min
x

∑

d∈D

fd(xd) +
∑

n∈N

fn(xn)

subject to ∀d ∈ D : xd ∈ Cd, ∀n ∈ N : xn ∈ Cn

(1)

Now, we create an edge for every pair of agents whose objective function have
some variable in common (i.e. the cost and/or the feasibility of both agents
depends on at least some shared variables). We will refer to this set of edges
as terminals (T ). For each agent a ∈ N ∪ D, we use a to refer to both the
agent itself as well as to the set of terminals associated with it, i.e., we say
t ∈ a if terminal t is associated with agent a. As shown in [7], for a power
network this leads to a bipartite graph between nets and devices in which each



84 M. Velay et al.

terminal t connects a device and a net. For example, Fig. 1a shows a simple
3-bus circuit whereas Fig. 1b shows its network model where nets are represented
by rectangles, terminals by lines and devices by circles. Moreover, the set of
variables associated to terminal (xt = xd ∩ xn) results on the classic power
flow variables, namely active power (p) and other quantities that depend on the
transmission line and power flow model used. In this paper, we restrict ourselves
to the DC-model and thus, only the voltage phase angle (θ) will be considered for
transmission lines and nets, in addition to the active power. The global objective
function is intended to find the active power and voltage phase angle schedules
(i.e. the variable x) that satisfy the power flow equations and that minimize the
operating cost.

This model is used in [4] to solve a SC-OPF problem in which the optimiza-
tion is performed over a number of possible contingency scenarios, L ∈ N

+, each
related to a contingency. Here we assume that the first scenario, (0), is the one
that stands for the base case (with no contingency). Given a contingency (c) we
define D(c) as the set of devices that are disconnected in that scenario.

Thus, in a SC-OPF problem, each terminal t ∈ T has associated one (active)
power schedule over the set of contingencies L pt = (pt(0), . . . , pt(L)) ∈ R

L.
Then, for all τ ∈ [(0),L], pt(τ) is the (real) power consumed (if pt(τ) > 0,
otherwise produced) by device d through terminal t, for the contingency scenario
τ . Similarly, we use an analogous notation for other quantities that are associated
to each terminal, i.e. each terminal t ∈ T is associated with a voltage phase angle
schedule over the set of contingencies θt = (θt(0), . . . , θt(L)) ∈ R

L.
The set of all power schedules associated with an agent a ∈ D ∪ N (being a

either a device or a net) is denoted by pa = {pt|t ∈ a}, which we can associate
with a |a| × L matrix. For voltage phase angle schedules we use an identical
notation to power schedules, i.e. θa = {θt|t ∈ a}.

Formally, an energy coordination network models the following optimization
problem:

min
p,θ∈R|T |×L

∑

d∈D

fd(pd, θd) +
∑

n∈N

fn(pn, θn)

subject to ∀d ∈ D : pd, θd ∈ Cd, ∀n ∈ N : pn, θn ∈ Cn

(2)

where p, θ are respectively the set of all terminal power schedules (p = {pt|t ∈
T}) and voltage phase angle schedules (θ = {θt|t ∈ T}).

Following [4,7], this optimization problem can be solved by a distributed
coordination protocol based on the Alternating Direction Method of Multipliers
(ADMM) [2]. ADMM is an algorithm that blends the decomposability of dual
ascent with the superior convergence properties of the method of multipliers
for constrained optimization (i.e. guarantees of achieving convergence without
assumptions such as strict convexity for functions fd and fn). Under ADMM
formulation, first, the nets agents objective functions are defined over a dupli-
cated copy of the original variables (i.e. denoted as ṗ, θ̇) to form the augmented
Lagrangian, then the equality constraint (p = ṗ, θ = θ̇) is relaxed via a Lagrange
multiplier.
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In a nutshell, the ADMM algorithm consists in iteratively applying the fol-
lowing three steps at a given iteration k + 1:

The device-minimization step (i.e. parallelized among devices agents) min-
imizes the operating cost of the device, encoded by fd and Cd, and a penalty
designed for coordination with its neighboring nets:

(pk+1
d , θk+1

d ) = arg min
pd,θd∈Cd

(fd(pd, θd) +
ρ

2
||pd − ṗk

d + uk
d||22

+
ρ

2
||θd − θ̇k

d + vk
d ||22), ∀d ∈ D

(3)

The net-minimization step (i.e. parallelized among nets agents) enforces the
Kirchhoff’s physical laws, encoded by means of fn and Cn, with a penalty
designed to coordinate the net and its neighboring devices:

(ṗk+1
n , θ̇k+1

n ) = arg min
ṗn,θ̇n∈Cn

(fn(ṗn, θ̇n) +
ρ

2
||pk+1

n − ṗn + uk
n||22

+
ρ

2
||θk+1

n − θ̇n + vk
n||22), ∀n ∈ N

(4)

The (price) scaled dual variables update (i.e. parallelized among nets agents)
aims at coordinating nets and devices through the scaled dual variables:

∀n ∈ N, uk+1
n = uk

n + (pk+1
n − ṗk+1

n ) (5)

∀n ∈ N, vk+1
n = vk

n + (θk+1
n − θ̇k+1

n ) (6)

with iteration index k and some scaling parameter ρ > 0.
The problem, is by construction, already separated in local sub-problems

which allows each agent (either net or device) to solve its sub-problem in parallel
and coordinate via message-passing through terminals. At each iteration, every
device agent computes a minimization step for its local objective function (Eq. 3)
with an argument that depends on messages passed to it through its terminals
by its neighboring nets agents in the previous iteration (ṗk+1

n , θ̇k+1
n , uk+1

n and
vk+1

n ). Similarly, each net agent computes its minimization (Eq. 4) and scaled
dual variables steps (Eq. 6) with an argument that depends on messages passed
to it through its terminals by its neighboring devices agents in the previous
iteration (pk+1

n , θk+1
n ). This is done iteratively until a sufficient consistency is

reached at each net.

4 Considering Contingencies Involving Power
Imbalance – Primary Frequency Control

This section first highlights the importance of taking into account the primary
frequency control in the SCOPF problem by means of a simple example and
second, it provides a formal definition of the primary frequency control scheme
in power systems.
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4.1 Motivation

The model proposed in [4] is the first attempt to use the ADMM to solve a
preventive SC-OPF problem. However, this model has a major drawback, it
neglects the fact that in reality generator controllers are designed to balance the
power in emergency cases by means of the so-called primary frequency control
(PFC). As a result, the solution found by the SCOPF model formulated in [4]
can not guarantee to satisfy the N-1 criteria because it deals with outages of
lines but not of generators. To illustrate the limits of the mentioned formulation
and to present the preventive SC-OPF with PFC, we take as example the 3-bus
circuit depicted in Fig. 1a. Notice that a solution compliant with the N-1 criteria
in this circuit is one that guarantees that the system will be able to operate in a
normal state (i.e. respecting the constraints of the system such as line capacities
or ramp of generators) following the loss of any single device, either generator
(g1 or g2 or g3) or line (l12 or l13).

Table 1. (a) Different models base case solutions and (b) contingency scenarios SCOPF
with PFC solutions for the 3-bus circuit in Fig. 1a

g1 g2 g3 $
OPF 0MW 100MW 0MW 100$

SCOPF 100MW 0MW 0MW 500$
SCOPF with PFC 50MW 50MW 0MW 300$

(a) Base scenario (pre-contingency) dispatch.

Contingency Post-contingency dispatch
g1 g2 g3

g2 or l12 75MW 0MW 25MW
g1 0MW 75MW 25MW

g3 or l13 50MW 50MW 0MW

(b) SCOPF with PFC post-contingency
scenarios dispatch

Table 1a states the base case solutions for this 3-bus circuit and the different
models considered. Observe that the OPF solution (e.g. without considering
any security constraint) for this circuit is that the cheapest generator (i.e. g2)
produces all active power consumed by d1 with a cost of 100$/h. Now, consider a
solution that is not only feasible under normal operating limits, but also after a
contingency happened. Notice that in this circuit, any contingency related to the
loss of a line also results in the disconnection of a generator (i.e. the loss of line
l12 disconnects g2 and of line l13 disconnects g3). Therefore, the only solution
to the SC-OPF problem with no PFC is that generator g1 produces all power
consumed by d1 with a cost of 500$/h. The difference between the OPF cost and
the SCOPF cost is called cost of security and is equal to 500 − 100 = 400$/h.
However, notice that this solution is not N-1 resilient since it does not support
the loss of generation g1 and as we will see next the cost of the security can be
lowered.

Now consider the case of SC-OPF with PFC and the contingency on line l12.
In this case, generators g1 and g3, both taking part into the PFC, will auto-
matically increase their output to compensate the loss of g2 according to their
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characteristics and droop. Considering that both generators have the same char-
acteristics (e.g. same size and same droop), the units produced by g2 will be
equally compensated by the remaining generators, namely g1 and g3. However,
the primary response of generators is limited by their ramp rate, and hence
generators g1 and g3 are able to compensate a maximum of 25 MW each. Con-
sequently, in the dispatch, the output of g2 should be limited to 50 MW whereas
the remaining generation is distributed between g1 and g3. Since the output of
generator g3 is limited by the maximum capacity of line l12, the only way to
avoid the overload of the line is to set the production of g3 in the base case to 0.

Moreover, as summarized in Table 1b, considering contingencies on line 2–3,
and even on any generator, does not add anymore constraint to the problem and
hence the solution of the SCOPF when taking into account PFC meets the N-1
criterion. The cost of security is 300− 100 = 200$/h when considering the PFC,
and represents half the one found by the SC-OPF without PFC.

As a results, taking into account the PFC allows to consider the disconnec-
tions of generators and lines that connect generators to the grid. The security of
the system is then improved and the N-1 security criteria can be totally enforced.

4.2 Primary Frequency Control

The primary frequency control (PFC) aims at regulating the frequency of the
power system by adapting the generation [1]. Since this paper focuses on pre-
ventive SC-OPF, the change in generation production variables, following a con-
tingency, is only due to the response of the power system automatic control:

p(c)g = p(0)g + Δp(c)g (7)

where p
(c)
g is the generation after PFC due to contingency (c) and p

(0)
g is the

generation in the base case (0), i.e. prior any contingency.
The primary frequency response follows the following five principles:

1. The active power imbalance due to contingency is completely compensated
by the active production of generators, taking part to the primary frequency
control. ∑

g∈G

p(0)g −
∑

g∈G

p(c)g = 0 (8)

where G ⊆ D is the set of generators of the system.
2. The units taking part to the primary frequency control recover the active

power imbalance according to its coefficient: each generator g participating
in the PFC responds proportionally to the frequency deviation Δf (c) due to
contingency (c). Δp

(c)
g is the contribution of the generator to the regulation

of the frequency of the system for a deviation of Δf (c) on a base frequency
of f0.

Δp(c)g = −Kg · Δf (c)

f0
(9)

where:
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Kg is the ratio of the nominal active power and the speed droop of the gen-
erator (both constants and depending on the generators characteristics)

f0 is regulated frequency of the grid (50 Hz or 60 Hz depending of the coun-
try)

3. The active production of each generator has to remain within its production
limits

Pmin ≤ p(c)g ≤ Pmax (10)

4. The primary response of each generator does not exceed the ramp constraints,
Δp

(c)
g is limited because generators cannot change their production at any

speed.
Rmin ≤ Δp(c)g ≤ Rmax (11)

5. Once a generator reaches its (ramp or production) limits the other generators
have to compensate the non-allocated power according to their own speed
droop. Thus, when generators do not change as expected because they reached
some constraints, this is reflected into the frequency deviation Δf (c) which
increases to have the rest of generators compensate more.

For the rest of the paper, we introduce the variable α(c) for the contingency
(c) so that α(c) is the relative frequency deviation related to contingency (c).
Formally:

α(c) = −Δf (c)

f0
(12)

5 Formulation of Nets and Devices Agents Objective
Functions, Constraints and Their Proximal Functions

In this section, we present the objective functions introduced in Eq. 1, we consider
buses and three types of devices, i.e. generators, loads and lines.

5.1 Nets Agents

Nets are loss-less energy carriers (i.e. buses) with zero cost function but with
constraints on the power and phase schedules of their terminals.

A net n ∈ N requires power balance in each scenario, which is represented
by the constraints: ∑

t∈n

ṗ
(c)
t = 0, ∀(c) = (0), . . . ,L (13)

In addition to power balance, each net imposes phase consistency via the
constraints:

θ̇
(c)
t = θ̇

(c)
t′ , ∀t, t′ ∈ n, c = (0), . . . ,L (14)
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Thirdly, to consider primary frequency control, each net constrains that in
each scenario all the terminals have the same frequency deviation:

α̇
(c)
t = α̇

(c)
t′ , ∀t, t′ ∈ n, c = (0), . . . ,L (15)

Then, the computation of the net-minimization step to calculate the desired
values ṗn, θ̇n and α̇n can be simplified as in [7]1 as follows:
∀(c) ∈ L,∀t ∈ n,

ṗ
k+1(c)
t = p

k+1(c)
t − 1

|n|
∑

t∈n

p
k+1(c)
t (16)

θ̇
k+1(c)
t =

1
|n|

∑

t∈n

θ
k+1(c)
t (17)

α̇
k+1(c)
t =

1
|n|

∑

t∈n

α
k+1(c)
t (18)

5.2 Generators Agents

A generator is a single terminal device which produces power. The local problem
of a generator depends on its power production in each case, pg, and on a variable
that represents the strength of the corresponding steady-state relative frequency
deviation for each contingency, αg.

Generators have a local cost for operating the generator at a given power
level. This cost of operation only accounts for the base case. Indeed, contingencies
are not expected to happen in a regular basis so the solution found by the SCOPF
is expected to be resilient in front of a contingency but the cost of operation of
the generation in such a case is not so important. A quadratic cost function for
generating costs:

fg(p(0)g ) = β · (p(0)g )2 + γ · p(0)g (19)

where β, γ > 0 are respectively linear and quadratic cost coefficients.
If the contingency case implies the outage of the generator, the power output

of the generator in this case should be zero:

p(c) = 0, ∀{(c) ∈ (1) . . . L|g ∈ D(c)} (20)

In the rest of contingencies cases, the primary frequency response of a generator
is proportional to its coefficient and bounded by its ramp limits. Formally, ∀(c) ∈
{(1) . . . L|g �∈ D(c)}:

Δp(c)g =

⎧
⎪⎨

⎪⎩

Rmin
g if Kgα

(c)
g ≤ Rmin

g

Kgα
(c)
g if Rmin

g ≤ Kgα
(c)
g ≤ Rmax

g

Rmax
g if Kgα

(c)
g ≥ Rmax

g

(21)

1 Equation 13 is a projection on an hyperplane.
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In each case, the power output of the generator has to remain within its
production limits. Formally, ∀(c) ∈ {(1) . . . L|g �∈ D(c)} :

p(c)g =

⎧
⎪⎨

⎪⎩

Pmin
g if p

(0)
g + Δp

(c)
g ≤ Pmin

g

p
(0)
g + Δp

(c)
g if Pmin

g ≤ p
(0)
g + Δp

(c)
g ≤ Pmax

g

Pmax
g if p

(0)
g + Δp

(c)
g ≥ Pmax

g

(22)

Pmin
g ≤ p(0)g ≤ Pmax

g (23)

Unfortunately, the step functions in Eqs. 21 and 22 leads to a non-convex
device-minimization problem. To overcome this, we substitute them by simpler
constraints that directly bound the domain of variable α(c) so that −Rmin

g ≤
Kgα

(c) ≤ Rmax
g and variable p

(c)
g so that Pmin

g ≤ p
(0)
g + Δp

(c)
g ≤ Pmax

g . Notice
that those are more restrictive constraints. In particular, under this assumption
when a generator reaches its ramp/production limit, α(c) will not increases and
the generators left provide the power that is then missing but instead the base
case solution will be modified in order for each generator to contribute to the PFC
as planned. This assumption allow us to keep the device-minimization problem
for generators convex and hence we can rely on off-the-shelf optimization tools
to solve it efficiently.

5.3 Transmission Lines Agents

A (transmission) line is a two-terminal device used to transfer power from one
net (i.e. bus) to another. The AC power flow equations are non-convex, so they
are often either approximated or relaxed. Here, we use a linear DCOPF model,
often used in the literature to get rid of the non-convexity of the physics of AC
circuits. Under this model the power flow equations ignore real power losses as
well as reactive power and voltage magnitude is assumed to be equal to 1 pu.
A line has zero cost function but the power flows and voltage phase angles are
constrained. In particular, the power flow through the line depends on: (i) the
power schedules (pl1 and pl2) and voltage phase angles (θl1 and θl2) at both sides
of the line; and on the susceptance of the line (bl). In particular, the power and
voltage phase angle schedules should satisfy the relations:

p
(c)
l1

= −p
(c)
l2

= bl · (θ(c)l2
− θ

(c)
l1

), ∀(c) ∈ {(0) . . . L|g �∈ D(c)} (24)

p
(c)
l1

= −p
(c)
l2

= 0, ∀(c) ∈ {(0) . . . L|g ∈ D(c)} (25)

Moreover, each line constrains that in each scenario the power going through
the line to be lower than its maximum capacity (i.e. long-term capacity in the
base case and short-term capacity in a contingency case):

− Cmax
l ≤ p

(c)
l1

≤ Cmax
l , ∀(c) ∈ {(0) . . . L|g �∈ D(c)} (26)
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Finally, the line also constrains that the steady-state frequency deviation on
both sides of the line are equal:

α
(c)
l1

= α
(c)
l1

, ∀(c) ∈ (0)..L, (27)

To be able to provide a solution we need to change variables to reformulate
this problem.

Let’s introduce:

X
(c)
l1

=

[
p
(c)
l1

θ
(c)
l1

]
, ZU

k(c)
l1

=

[
ṗ

k(c)
l1

− u
k(c)
l1

θ̇
k(c)
l1

− v
k(c)
l1

]
, and Bl =

[−1 0
1
bl

1

]
.

Bl is a matrix that include the susceptance bl of the line.
We can then write the proximal problems as the minimization of the sum

of the augmented Lagrangian terms of each side of the line with the power
flow equation and the maximum capacity of the line as constraints. Note that
we consider the short-term capacity of lines equals to the long-term capacity
for simplicity. The term depending on α(c) is independent. Then for all (c) ∈
{(0)..L}:

minimize
X

(c)
l1

,X
(c)
l2

ρ
2 ||ZU

k(c)
l1

− X
(c)
l1

||22 + ρ
2 ||ZU

k(c)
l2

− X
(c)
l1

||22

subject to X
(c)
l2

= BlX
(c)
l1[−PM

l

−2π

]
≤ Xi ≤

[
PM

l

+2π

] (28)

Lines Agents Proximal Problem Solution. When the capacity limit is not
reached the solution is simply:

X
(c)
l1

= (I + BT
l Bl)−1(ZU

k(c)
l1

+ BT
l ZU

k(c)
l2

)

αl1 = αl2 =
α̇
(c)
l1

− w
(c)
l1

+ α̇
(c)
l2

− w
(c)
l2

2

(29)

When the capacity limits of the line are reached the problem is simplified as
the optimal power flow through the line in this case is equal to the maximum
capacity.

5.4 Fixed Loads Agents

Therefore, a fixed load is a single terminal device with zero cost function which
consists of a desired consumption l ∈ 
. In this paper we assume that only
generation will adapt in front of a contingency (i.e. loads will remain fixed) and
hence the solution for a fixed load can be simply summarized as ∀(c) ∈ L, p

(c)
l = l.
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6 Experiments

The framework described in the previous sections is implemented as a multi-
agent system, where agents solve the sub-problems developed in Sect. 5. The
CEA LIST multi-agent system platform based on JADE was used to create
those agents and the communication framework.

Table 2. Power generation in MW for each generating unit, comparison between the
OPF schedule and the schedule of each case in {1, 2, 3, 4, 5}.

OPF Base case Case 1 Case 2 Case 3 Case 4 Case 5

α = −Δf
f0

(%) – – 1.58 0.28 0.35 0.08 0.21

Gen. 1 −168.0 −138.6 0.0 −156.8 −161.8 −144.0 −152.6

Gen. 2 −43.3 −34.5 −78.6 0.0 −44.2 −36.7 −40.4

Gen. 3 −43.0 −46.8 −78.3 −52.2 0.0 −48.4 −51.0

Gen. 4 0.0 −10.8 −42.3 −16.3 −17.8 0.0 −15.0

Gen. 5 −4.7 −28.3 −59.8 −33.7 −35.3 −29.9 0.0

The test system we employed is the IEEE 14-bus model available in Mat-
Power. This test is composed of 11 loads, 5 generators with quadratic cost and
20 lines. We modified the model to include ramp constraints of generators and
line capacity limits that were missing. In particular, each generator is modeled
with a ramp limit of 50 MW and with a speed droop of 5%. Moreover all lines
capacity limits have been set to 110 MW for both, short-term and long-term
settings. Regarding ADMM parameters, the scaling parameter was set to ρ = 1
and the absolute tolerance to ε = 10−5 for all scenarios.

To validate the extension presented in this paper, we restrict our experiments
to consider contingencies on generators. Different contingency lists are tested,
from a single to all generators. Table 2 presents in detail the case where all
single-generator contingencies are considered: case {1, 2, 3, 4, 5}. It provides the
power generation of each generator for the base case and in each contingency
scenario, compared to the OPF schedule, as in the example of Sect. 4.1. It also
provides the value of α for each contingency, for example, if the generator 1 is
disconnected the steady-state frequency deviation on a 50 Hz system would be
equal to 0.79 Hz.

Figure 2 compares the generation cost of our SCOPF solution with respect
to those of the OPF solution to illustrate the cost of security. The different
contingency lists are then sorted from the cheapest to the more expensive. Notice
that the considerations of generators 2 and 3 have the greatest impact on the
cost of security even though these generators disconnection imply a relatively
small frequency deviation. It thus justifies the need of considering the more
contingencies possible, and so deal with large number of contingency scenarios,
even when the contribution of the devices do not seem significant compare to
others, like generator 1.
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Fig. 2. Comparison of the SCOPF with different contingency lists with the OPF.
Number of iterations needed to converge and SCOPF cost in percentage of OPF cost.

We also compare the number of iterations needed to reach the convergence
criteria and this comparison highlights the strength of this type of distributed
method. In particular, observe that there are 5 control variables for generators in
the OPF and 14 for the bus angles and for contingency cases {1, 2, 3, 4, 5} there
are 5 more for the frequency deviations and 5 times 14 bus angles to determine
with different constraints considered in each case and between cases. We notice
here that the number of iterations needed to converge did not increase as much
as the complexity of the problem solved. This result is promising because it
proves a good scalability of the method to the number of contingency scenarios.

7 Conclusions and Future Work

We extend a previous decentralized security-constrained optimal power flow
framework to take into account the automatic primary frequency control of gen-
erators and we solve it in a fully distributed way using a ADMM-based algorithm.
The contribution of this paper allows this distributed SCOPF model to find solu-
tions that remain stable after the disconnection of generators in the system. We
have also presented a multi-agent implementation of the method in which indi-
vidual local agents are restricted to access their own data and exchange relevant
information with their neighbors following ADMM iterative equations. To eval-
uate the efficiency of our approach we provide results on the IEEE 14-bus test
system. Empirical results show how our method is able to find optimal SCOPF
solutions for this circuit, defining for each contingency case the corresponding
power flows and steady-state frequency deviation.
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In future work, we plan to design a benchmark to be able to validate our
approach on larger power system networks and quantify its performance, in
particular regarding its scalability. We also plan to test the approach using more
complex device models, e.g. the non convexity brought by generators’ ramp
constraints. The ability of our approach to solve the resulting more complex
problem should then be tested extensively.
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Abstract. Multi-Agent Systems (MAS) have been supporting the devel-
opment of distributed systems performing decentralized thinking and
reasoning, automated actions, and regulating component interactions in
unpredictable and uncertain scenarios. Despite the scientific literature is
plenty of innovative contributions about resource and tasks allocation,
the agents still schedule their behaviors and tasks by employing tra-
ditional general-purpose scheduling algorithms. By doing so, MAS are
unable to enforce the compliance with strict timing constraints. Thus,
it is not possible to provide any guarantee about the system behav-
ior in the worst-case scenario. Thereby, as they are, they cannot oper-
ate in safety-critical environments. This paper analyzes the agents’ local
schedulers provided by the most relevant agent-based frameworks from a
cyber-physical systems point of view. Moreover, it maps a set of agents’
behaviors on task models from the real-time literature. Finally, a prac-
tical case-study is provided to highlight how such “MAS reliability” can
be achieved.

Keywords: Multi-Agent Systems · Cyber-Physical Systems
Real-time systems · Scheduling algorithms · Real-time MAS

1 Introduction

Cyber models and the physical world are merging into increasingly complex
systems since human beings began to use Cyber-Physical Systems (CPS) to
control and interact with their surrounding environment. Data are collected
through distributed sensors, locally or remotely processed, possibly composing
feedback to be sent to other entities, or triggering actions directly affecting the
physical world (e.g., via actuators). In domains such as e-health [1,2], telere-
habilitation [3], manufacturing [4], retails [5], and automotive [6], regardless of
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dimensions and distribution, the safety of the system and its users is the major
requirement. Assuming there is an absence of hardware failures and errors in the
design phase [7], to operate in safety-critical scenarios, a system has to be able to
guarantee its correct execution and the compliance with strict timing constraints
even in the worst-case scenario [7]. The distributed nature of such CPS relies on
a multitude of elements operating simultaneously. Hence, the interaction among
entities of a decentralized system requires an (i) “intelligent/strategic” layer (i.e.,
a layer to allow single components and the CPS as a whole to achieve their goals),
(ii) a communication middleware (i.e., to allow the exchange of information and
requests among the components of the CPS), and (iii) local policies (e.g., sched-
ulers and heuristics enabling each component execute its tasks). Thus, to have a
reliable system, its components (both singularly and altogether) have to provide
timing guarantees on delays and response/execution times. Dealing with hard-
coded, automatic or semi-automatic actions imposes different requirements with
respect to scenarios characterized by highly unpredictable and uncertain behav-
iors. Nevertheless, mechanisms such as negotiation, communication, and local
scheduling have to operate in either one.

Considering Multi-Agent Systems (MAS) as one of the most prominent and
promising “approaches” supporting Internet of Things (IoT) technologies and
CPS [8], the capability of MAS to comply with strict timing constraints is
a crucial arising challenge. Adopting an agent-based framework can facilitate
the implementation of robust and reconfigurable systems. In particular, seeking
for distributed thinking, the capabilities of having partial technology indepen-
dence (smooth migrations between diverse technologies) [9–11] and “reusing”
components, capabilities, functionalities, and knowledge, are extremely relevant.
However, concerning strict dependability, stringent safety and security policies,
resources efficiency, and real-time guarantees [12], at present no agent-based
framework can yet support the development of an MAS able to guarantee full
compliance [8].

Contribution
Investigating the most used and still active agent frameworks, this paper focuses
on the single agent’s internal scheduler (hereafter referred to as local scheduler)
used to regulate the execution of its tasks and behaviors. Considering the review
conducted in [13,14] as common ground and adopting the safety-critical systems
point of view, this paper:

(i) analyzes local schedulers for handling agent’s tasks/behaviors, (ii) moti-
vates adoption and adaption of schedulers from the real-time literature, (iii) pro-
poses to map agent’s behaviors on real-time task models, and finally (iv) proposes
a practical example as a case-study of the proposed approach.

Summarizing, the outcome of this study aims at supporting the develop-
ment of real-time multi-agent systems (RT-MAS) that can finally satisfy all
the requirements of a safety-critical scenario. The paper is organized as follows:
Sect. 2 presents and elaborates the state of the art, Sect. 3 organizes and describes
the obtained results, Sect. 4 briefly discusses the obtained results in key CPS.
Finally, Sect. 5 concludes the paper.
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2 Local Scheduling in Agent-Based Frameworks

Kravari and Bassiliades [13] proposed a detailed and comprehensive study of
multi-agent frameworks (referred as Agent Platforms). However, the notion of
scheduling appears only to refer to mechanisms that distribute and organize
tasks and resources among the agents within a specific platform. By doing so,
they took for granted the behavior execution and the compliance with the agree-
ments stipulated during the negotiation phase. Such an assumption is naive and
too optimistic, thus resulting in being unacceptable for safety-critical applica-
tions [8]. For example, in the case of a telerehabilitation system, a delayed,
wrong, or miss-aligned (in terms of content - time) feedback may cause severe
injuries to the patient [3]. Nevertheless, almost all the agent-based platforms
present and have implement at least one local scheduler. Table 1 collects them
detailing programming language, platform purpose (where GP is general purpose,
M is Modeling, and S is simulations), status (where A is Active, N is inactive,
and U is unclear), last update (according to the last platform release or push in
the official repository), and finally the agent’s scheduling algorithm. Excluding
two agent platforms, all other analyzed ones have implemented specific sched-
ulers. Although it provides a default event-driven mechanism to process the
agent behavior, the first exception is NetLogo, which declares that no partic-
ular scheduler is implemented. The second is Cormas, which, differently from
the previous one, if no custom/Ad-Hoc scheduler is provided, the behaviors are
not executed (nothing in the system would happen). Allowing the platforms’
users to directly implement their version of a behavior scheduler ensures a high
flexibility. Hence, not only pure algorithms are admitted, (e.g., heuristics such
as RR, random selection, less workload first, early starting time first) but the
custom mix development of the one mentioned above is also encouraged [15].

MaDKit, RePast, and Swarm implement the classic FCFS, GAMA and
MASON [16] implement a type of priority scheduler (e.g., SJF-like), Jason imple-
ments an RR applied to structured behaviors, and finally JADE implements a
non-preemptive RR. The Jason and Jade’s implementations of RR result in
being FCFS of intentions [17] in the first case and of behaviors in the second,
eventually treated like single entities. Aiming at emphasizing the safety-critical
systems point of view, an analysis of those algorithms is presented below and
organized as non-priority and priority schedulers.

2.1 Analysis of non-priority Local Schedulers in MAS

The FIFO and RR scheduling algorithms are two of the most known algorithms
and inspired a multitude of variants. On the one hand, FIFO (also referred
as FCFS) executes tasks in the exact order of their arrival (according to their
position in the ready queue). The absence of preemption or re-ordering in this
mechanism allows to classify the FCFS “the simplest scheduling policy with
minimal scheduling overhead”. On the other hand, RR is mainly appreciated
for its fairness (which plays an important role in general-purpose applications)
and prevention from tasks-starvation. Its mechanism is based on the concept of
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Table 1. Brief overview of the major agent platforms.

Agent platform Programming
language

Platform
purpose

Status Last update Scheduling
algorithm

JADE Java, .NET
(via add-ons)

GP A Jun 2017a Non-
Preemptive
RR (FCFS)

Cormas SmallTalk M, S A Aug 2017b No default
scheduler
(nothing
happen)

Swarm Java,
Objective-C

M, S U Oct 2016c Event-driven
(Priority
Scheduling,
FCFS)

GAMA Java M, S A/N Jul 2017d Priority
Scheduling

MASON Java GP A - Event-driven
(Priority
Scheduling)

Jason AgentSpeak GP A (?) Aug 2017e RR

MaDKit Java GP A Jul 2017f FCFS

NetLogo Logo Dialect M, S A Aug 2017g No default
scheduler
(nothing
happen)

RePast Java, Python,
.NET, C++,
ReLogo,
Groovy

M, S A Sep 2016h FCFS

Jadex Java GP A Mar 2017i FCFS
a https://goo.gl/TKGqT6 b https://goo.gl/9sxKtt c https://goo.gl/WYJAK2
d https://goo.gl/USVVbe e https://goo.gl/Wtbm5T f https://goo.gl/ysJZRH
g https://goo.gl/kngRWj h https://goo.gl/yDsqyH i https://goo.gl/ZK7fAf

slicing the tasks’ computing time on the processor in equal time-quantum. Thus,
the tasks in the ready queue are cycled to get the processor. If a running task is
completed, the processor directly computes the next one; otherwise, it saves the
task status and puts it back in the ready-queue before computing the next one
(context switch).

Given this conceptually simple mechanism, minor adjustments are enough to
make it suitable for handling a structured queue of “tasks”. A practical example,
showing how Jason revisited the RR scheduler, is presented in Fig. 1. Such a
platform is characterized by the adoption of the Beliefs, Desires, and Intentions”
software model (BDI) [17]. Thus, simple actions compose a plan which aims at

https://goo.gl/TKGqT6
https://goo.gl/9sxKtt
https://goo.gl/WYJAK2
https://goo.gl/USVVbe
https://goo.gl/Wtbm5T
https://goo.gl/ysJZRH
https://goo.gl/kngRWj
https://goo.gl/yDsqyH
https://goo.gl/ZK7fAf
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satisfying a desire according to the agent’s beliefs and knowledge. Assuming to
have an agent with multiple and concurrent intentions, the way Jason applies
the RR is to execute one action from the plan at the top of the plans stack
composing one intention. At completion, the next action scheduled is the first on
top of the actions-stack of the next intention. Referring to Fig. 1 the scheduling
is: P1(A1), P2(A1), P3(A1), P1(A2),P2(A2), and so forth. Note that, the second
action of Plan 1 is scheduled only after the execution of at least one action
per plan. Moreover, the concept of time-quantum has been overridden by the
actual duration of the selected action. So, the time-quantum actually coincide
with the computational time required by the currently running task. Finally,
this mechanism is repeated for all the intentions owned by the agent. In case a
new intention is generated, it is placed on the top of the queue.
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Fig. 1. Jason’s implementation of RR scheduling: A graphical representation.

This simple mechanism cannot be implemented/applied in real-time oper-
ating systems because of the long waiting time and significant response time,
which has to be recalculated for any new task arrival [18]. The latter, given its
complexity due the dependency from the queue characteristics, is too complex to
be actually considered feasible at run-time. Therefore, in-light of these factors,
the risk of missing deadlines (not taken into account at all by the algorithm)
might dramatically increment, thus degrading system performance and compro-
mising its reliability and safety. Nevertheless, tuning the parameters as proposed
in [18] leads to minor improvements, which are still not enough the breach into
the world of the real-time systems.

In the Jade platform, the agents’ tasks are referred as “behaviors”, which can
be primitive or composite [8], and might be compared to the roles played by the
actions in Jason. The most relevant for the purpose of our study are:

Primitive behaviors:

SimpleB.: an extendable basic class; CyclicB.: a behaviour performing actions
repeatedly, reactivating itself after its execution is completed. It stays active
as long as its agent is alive; TickerB.: a periodic behavior which unlike the



Local Scheduling in Multi-Agent Systems 101

CyclicBehaviour is re-executed after a set time (customized activation period);
OneShotB.: an instance can only be executed once along with its agent life-
cycle; WakerB.: it allows defining the activation time (delay from the agent
life-cycle start); MsgReceiverB.: it is triggered if a timeout expires or a specific
type of message is received.

Composite behaviors are enabled by complex combination of primitive behaviors:

ParallelB.: it enables the parallel execution of children behaviors allowing the
definition of the termination conditions: it terminates if all, n, or any child is
completed. SequentialB.: it executes its children behaviors consecutively and
terminates when the last child is terminated.

To handle such behaviors, Jade proposes another customization of the RR
algorithm, called non-preemptive RR [19]. However, the reference to the term
“Round Robin” is inappropriate since preemption is not admitted and, conse-
quently, time-quantum varies from task-to-task (i.e. the computational time of
the running behavior). Therefore, the non-preemptive RR turns to operate like a
classic FIFO/FCFS which treats both simple and composite behaviors as“atomic
task”. The only variant is that when the action method of a behavior can return
true (it is removed from the list of active behaviors”) or false (it is appended
back in the ready queue).

Jadex is a JADE-based platform relying on the BDI notion [20] and based on
four JADE elements which operate concurrently on the internal data-structures
of the agent. The message receiver listens for ACL messages from other agents
creating corresponding message events. The timing behavior releases the events
on the timetable, appending them to the list of events to be dispatched. The dis-
patcher adopts goals by placing them on the intention stack and selecting plans
to be handled from the event list. The selected plans are subsequently executed
step-by-step by the scheduler (which also implements the plan supervision).

Implementing the functionalities into separate behaviours allows a flexible
behavior replacement with custom implementations (e.g., alternative schedulers
and BDI implementations). However, the dispatcher is responsible for selecting
plans to handle events and goals inside the agent, thus facilitating reactive and
proactive behavior. It also manages the interrelation between plan instances and
goals. The dispatcher cyclically removes the next entry from the event list, checks
if a goal is associated with the event, and then creates the applicable plans list
(APL) for the event. When a goal is finished (success or failure), the owner of the
goal will be notified. For a failed goal, the dispatcher may choose another plan
for execution depending on the BDI flags of the goal. The scheduler executes the
ready-to-run plan instances one at a time, and step by step, applying an FCFS
scheme. In each scheduling cycle, the first plan instance is removed from the
ready list, and then a single step is executed. The scheduler waits until the plan
step finishes or an error occurs. Afterwards, it checks if any of the associated
goals are already achieved. At the last step of the plan, the plan instance is
removed from the agent.

The schedulers implemented in JADE (non-preemptive RR) and Jadex
(FCFS) are essentially extensions of FIFO and thus, are not suitable to provide
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strong real-time guarantees. For example, (i) it has no means to handle task pri-
orities, (ii) the schedulability under FIFO can only be guaranteed for systems
with a considerably low utilization factor1 and with uniform period ranges, (iii)
response time has to be recalculated for any new task arrival (unsustainable),
and (iv) waiting and response time are affected by the tasks set features even
then in the RR case.

Although FIFO guarantees simplicity and fairness (which can apply to
general-purpose but not for the real-time systems), the real-world applications
often operate under unfavorable conditions and high task-set utilization. Thus,
in the best hypothesis, FIFO can only be considered a viable option for soft real-
time” systems. However, Altmeyer et al. [21] revisited FIFO scheduling altering
its operating conditions to increase its predictability and improve its real-time
performance. They provided a schedulability test for FIFO with and without
offsets. Moreover, studying a case with strictly periodic tasks and offsets, they
proved the competitiveness of such a scheduling policy when predictability and
simplicity matter. Finally, two significant advantages can be achieved by enforc-
ing strictly periodic task releases and adding offsets: (i) performance limitations
are mitigated and the number of schedulable task sets is increased (even in the
case of high utilization rates and task-sets with harmonic or loosely-harmonic
periods, and (ii) defined by the order of job arrivals, a unique execution order
is enforced, thus simplifying validation and testing.

To overcome some of the real-time limitations introduced in MAS by RR,
FCFS, and their customization above-mentioned, the Priority schedulers have
been introduced.

2.2 Analysis of priority Local Schedulers in MAS

The class of priority schedulers is based on assigning a priority to all the tasks
in the task-set which discriminates their position in the ready queue and so
their turn to get the CPU. Usually, tasks with higher priorities are carried out
first, whereas tasks with equal priorities are treated on the FCFS basis. A gen-
eral example of a priority-scheduling algorithm is the shortest-job-first (SJF)
algorithm. There two main types of priority algorithms:

– The fixed priority, which schedule general-purpose systems by assigning a
“priority-based” value to the tasks offline. Then, the dispatcher sorts them
by relevance and time-by-time it executes the first in the ready queue;

– The dynamic priority, which have similar mechanisms, but they assign the
priority depending on the systems’ behaviors at run-time. Thus such values
can change over the time.

According to the developers, the MASON platform is not yet a distributed
toolkit. It requires a single unified memory space, and has no facilities for dis-
tributing models over multiple processes or multiple computers [22]. Designed to

1 The fraction of processor time spent in the execution of the task set [7].
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be efficient on a single process, such a simulation tool could also be run simulta-
neously (e.g., multiple MASON instances on multiple threads). In MASON, the
concept of agent has a particular specific interpretation: “a computational entity
which may be scheduled to perform some action, and which can manipulate the
environment. Thus, considering the single process nature of such a platform,
the agent is a series of behaviors associated with its logic model. The time is
conceived discrete, and the agents’ behaviors are scheduled as discrete events
composed of steps [22]. They are:

– scheduleOnce(Steppable agent): Schedules the given agent at the current
time + 1.0, with an ordering of 0, and returns true;

– scheduleOnceIn(double delta, Steppable agent): Schedules the given
agent at the current time + delta, with an ordering of 0, and returns true;

– Stoppable scheduleRepeating(Steppable agent): Schedules the given
agent at the current time + 1.0, with an ordering of 0.

Moreover, such methods can be called adding more parameters (e.g., order-
ing, steppable agents, time, and intervals) [22].

Similar per time and scheduler discretization, GAMA refers to the agents
as species and to the tasks/behaviors as actions (activable anytime – like the
OneShot behaviors in Jade) and reflex (periodic behavior – like the cyclic in Jade,
with the only difference that they are activable only in the contex in which they
are defined). Recalling that, these kind of schedulers rely on the concept of fixed
and dynamic priority. In both MASON and GAMA, such priority is implemented
by using the release time of the behaviors. Despite a broad applicability of such
algorithms, there are significant limitations. Considering the fixed priority, the
task set might become not schedulable due to two main reasons: (i) in the case
the other tasks have a higher priority, the task added at run-time might risk
the starvation (it can be overcome by implementing aging mechanisms), and (ii)
although respecting all the deadlines, the priority of the old task set cannot be
updated. With respect to RR and FCFS, this class of scheduling algorithms can
guarantee a higher utilization factor. However, the schedulability analysis has
still to be re-computed at any new task activation.

To finally improve performance and guarantee reliability of the MAS, the
next section addresses the adoption and adaption of the most fitting scheduling
algorithm among the models typical of real-time systems.

3 Improving MAS’ Local Scheduling

This section formalizes the objectives and performance that have been set to
define the most fitting scheduler for MAS discussing pro and cons of the ana-
lyzed algorithms. Moreover, it proposes the mapping of the most relevant agent’s
behaviors with tasks-set model from the real-time theory.

A high utilization factor guarantees a better exploitation of systems with
scarcity of resources. Aiming at employing MAS in IoT systems, this is a cru-
cial feature. Hence, distributed technologies are mainly characterized by limited
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dimensions, which involve limited battery life-time and limited computational
capabilities [3].

In a real-time system, the correct resource allocation to guarantee the timing
constraints is based on an analysis that considers the worst-case scenario for the
set of tasks under evaluation. With respect to the classical approaches, intro-
ducing the concept of a schedulability test to be kept into consideration in a
reservation based negotiation protocol [8] is already a remarkable improvement.
Moreover, incrementing the tasks acceptance ratio, with mechanisms tractable
during the negotiation phases is strategic objective which introduces directly
the most important, which are introducing the possibility of handling aperiodic
requests and being able to guarantee isolation among tasks, thus avoiding inter-
ference due to deadline misses, overrun, and crashes.

Given the features described in Sect. 2.1, we consider the set of behaviors
present in Jade as the most suitable to match the real-time task models. Thus,
to determine the best combination of task models and schedulers enabling the
compliance with strict timing constraints and the maximization of the agents’
resource utilization, we propose the following as possible mapping:

(i) the OneShotBehavior and (ii) the WakerBehavior can be represented
with the aperiodic task model. Moreover, a natural mapping occur for the (iii)
TickerBehavior which fits perfectly the feature of the periodic task model [7].
Finally, assuming the knowledge about external activities and incoming packets
(i.e., minimum inter-arrival) the (iv) MsgReceiverBehaviour can be modeled on
the sporadic task. All the other behaviors and activities not mentioned in the
direct mapping can be expressed as combinations of (i), (ii), and (iii) models. In
particular, the CompositeBehaviors can be modeled according to the scheduling
theory based on the directed cyclic graphs (DAG) representation [23].

According to such a mapping, the objectives, and the several constraints
imposed by the real-time theory, several scheduling algorithms such as Rate
Monotonic (RM) [24], Earliest Deadline First (EDF) [7], Constant Bandwidth
Server (CBS), Sporadic Server (SS), and Total Bandwidth Server (TBS) can be
considered eligible [25].

3.1 RM and EDF Analysis

Considering a scenario solely involving periodic (and sporadic) tasks, the
scheduling can be performed using RM or EDF (depending on specific require-
ments).

Let us consider a generic task-set Γ composed of periodic and sporadic tasks
τi. They have to at least be characterized by release time (ri), computation
time (Ci), and relative deadline (Di). Moreover, the parameter (Ti) indicates
the period for the periodic tasks and the minimum-interarrival time for the
sporadic tasks.

The assumptions characterizing the traditional schedulability analysis are:
(A1) The instances of a periodic task τi are regularly activated at a constant
rate. The interval Ti between two consecutive activations is the period of the
task. (A2) All instances of a periodic task τi have the same worst-case execution
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time Ci. (A3) All instances of a periodic task τi have the same relative deadline
Di, which is equal to the period Ti. (A4) All tasks in Γ are independent; that
is, there are no precedence relations and no resource constraints.

For completion, it is worth to also mention the implicit assumption involved
by A1,A2,A3, and A4 : (A5) No task can suspend itself, for example on I/O
operations. (A6) All tasks are released as soon as they arrive. (A7) All overheads
in the kernel are assumed to be negligible.

Recalling that the processor utilization factor U is the fraction of processor
time spent in the execution of the task set [7], it is calculated as show in Eq. 1. If
U is U > 1 the schedule is not feasible for any algorithm. If U ≤ 1 the schedule is
feasible for EDF and might be schedulable for the others algorithms mentioned
above.

U =
n∑

i=1

Ci

Ti
(1)

RM follows a simple rule, assigning priorities to tasks according to their
request rates. In particular, tasks with higher request rates (shorter periods) get
higher priorities. Being the periods constant, RM performs offline the assignment
of fixed-priorities Pi which being static cannot change at run-time. The preemp-
tion mechanism is intrinsic in RM. Hence, the running task can be preempted
by a newly arrived task if it has a shorter period.

Although RM optimality has been proved [7], the maximum U it can guaran-
tee is low, and it is dramatically dependent on the task set’ features. The lower
upper bound is shown in Eq. 2, and for n → ∞, Ulub → ln2.

URM
lub = n(21/2 − 1) (2)

Finally, it is not always possible to assign and sort the priorities. Hence, in
MAS scenarios, assigning offline priorities based on the tasks’ period is not viable.
It would mean handling coordinately all the priority in the system. Moreover, it
would not cope with the necessity of updating the task-set at run-time.

Thus, it has been investigated which algorithms can satisfy real-time guar-
antees with dynamic priority. The first algorithm analyzed is EDF.

Such an algorithm handles the priority according to the task’s absolute dead-
line (D). Hence, the ready queue is sorted accordingly, and the task getting the
CPU is always the one with earliest deadline. In the case a task with a deadline
earlier than the deadline of the running task is released, a preemption take place
and so forth. According to Horn [26], given a set of n independent tasks with
arbitrary arrival times, any algorithm that at any instant executes the task with
the earliest absolute deadline among all the ready tasks is optimal with respect
to minimizing the maximum lateness.

The EDF complexity is O(n) per task if the ready queue is implemented as
a list, or O(nlogn) per task if the ready queue is implemented as a heap. In the
case of asynchronous activations it goes to O(n2). According to Dertouzos [27]
EDF is optimal. In particular, if a feasible schedule for a given task-set exists,
EDF is able to find it.
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Scheduling with EDF, Eq. 1 is still valid for the calculation of the task-set
utilization factor. However, in this case, the maximum U guaranteed is U = 1.

The acceptability test performed by this algorithm is based on the calculation
of U, which is quite easy to compute, sustainable to be done at run-time, and
incremental. For example, if the U of a given running task-set is 0.7, according
to Eq. 1, by adding a task τi with Ci = 2 and T = 20 we have U = 0.8. Checking
if a new task can be added in run-time to the task-set has a considerably low
computational impact on the CPU and does not require to recompute the whole
algorithm.

EDF improves considerably the performance offered by RM, however, it is
still not enough to fully satisfy MAS needs. Hence, recalling that agents make a
massive use of negotiating services and resources with each other, it highlights
the unsatisfiable requirements by EDF which are (i) the need of mechanisms to
handle aperiodic requests (major outcome of sporadic and unpredictable nego-
tiations) and (ii) the need of guaranteeing isolation among tasks (in real-case
scenarios, the tasks’ computational time cannot always be considered ideal and
be trusted by default).

To overcome these two limitations characterizing the basic EDF algorithm,
mainly due to tasks’ dynamic activations and arrival times not known a priori,
the CBS has been analyzed. It maintains the same advantages of EDF (imple-
menting the same mechanism). In addition, it can deal with dynamic admission
tests (whenever a new task might to be added to the system) and provides isola-
tion mechanism, proposing and efficiently implementing a bandwidth reservation
strategy.

The CBS mechanism relies on the basic idea of introducing the concept of
server, which is a periodic task whose purpose is to serve aperiodic requests as
soon as possible. Its computational time (budget) is indicated with Qs, its period
is indicated with Ps, and the ratio Us = Qs/Ps denotes its bandwidth.

When a new task enters the system (maintaining the task-set still schedu-
lable), it get assigned a suitable scheduling deadline (to bound its execution in
the reserved bandwidth) and it is inserted (accordingly to its deadline) in the
EDF ready queue. If the job tries to execute more than expected, its deadline
is postponed. Such a task is still eligible for being executed, but its priority is
decreased minimizing its interference on the other tasks.

For those schedulers which make various use of the concept of server, the
system utilization factor is the sum of the processor utilization factor (see Eq. 1)
and server utilization factor (see Eq. 3). Thus the final value is given by Eq. 4.

Us =
m∑

s=1

Qs

Ps
(3)

Usys = Up + Us ≤ 1 (4)

Finally, if a subset of tasks is handled by a single server, all the tasks in that
subset will share the same budget/bandwidth, so there is no isolation among
them. Nevertheless, all the other tasks in the system are protected against over-
runs occurring in any server.
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Summarizing, Table 2 collects the requirements set for a scheduler to be eli-
gible as local scheduler in real-time compliant MAS. The following table sum-
marizes the most characterizing features of the analyzed scheduling algorithm
with respect to the requirements formalized in Table 3.

Table 2. Improvements required for Local Scheduler.

ID Requirements

1 High utilization with bounded response timesa

2 Respect of strict timing constraints (no deadline misses)

3 Tractable acceptance test (executed during bid)

4 Isolation among periodic and aperiodic tasks to avoid/minimize interference.
aSum of reading data/sensors, elaboration, communications, and possible actuation

Table 3. Improvements required for Local Scheduler.

FCFS RR EDF CBS Features

§ § © © No deadline missed for U ≤ 1

§ § © © Utilization based acceptance test

§ § § © Providing schedulability test for aperiodic request

§ § § © a Isolation among tasks

§ § § © Server support and admission test
aOnly between the sub-set of the tasks handled by the server and the periodic task-set

4 Case-Study Evaluation

This section presents the analysis of an agent-based system for telerehabilitation
as a practical case study modeled implementing the CBS mechanism as the local
scheduler. The system is composed of three agents (A, B, and C). Let us assume
that B and C are similar agents deployed on wearable sensors capable of sharing
inertial information. A runs on a tablet and is in charge of integrating and
displaying the values received from B and C. The behaviors/tasks running in the
system are:

τ1 : reading messages,
τ2 : writing messages,
τ3 : computing inertial information,
τ4 : displaying graphically the elaborated inertial information, and
τ5 : generating the need of inertial information.
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For simplicity, in this example the communication delays among the agents
are assumed to be constant (i.e., δA,B = δB,A = δA,C = . . . = δcomm). Such a
value is included in the computation time of each communication task (i.e., τ1
and τ2).

The task-set of agent A is composed of τ1, τ2, τ4, τ5. The task-sets of agents
B and C have the same composition which is τ1, τ2, τ3. The tasks’ computation
time and period are specified in Table 4a. The system’s dynamics are represented
in Fig. 2a.
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Fig. 2. System representation in: (a) AUML, (b) tasks scheduling.

As introduced in the previous section, the CBS can provide isolation among
aperiodic and periodic tasks. In this case study, τ1, τ2, and τ5 are aperiodic,
having different characteristics and scopes. Therefore, the common practice is
to assign them to independent servers [7] (e.g., τ1 → s1, τ2 → s2, and τ5 → s5)
characterized as shown in Table 4b where Ps = Ts and Cs = Qs.

When the system starts, at t = 0, A has only scheduled τ1, τ2, τ5. Thus,
according to Eq. 4 its utilization factor is U = 0, 25. At the same instant, accord-
ing to the same formula, B and C have U = 0, 2, since they only have τ1 and τ2
in the set task.

The execution of task τ5 (at t = 1) generates in A the need for information
produced by the execution of task τ3 from both B and C. If adding such a task to
the analysis Eq. 4 is still respected and if the negotiation for on agents B and C
get accomplished, task τ4 is added to the task-set. Considering that Uτ4 = 0, 2,
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Table 4. Agents’ task-sets

(a) tasks parameters

Agent t C T

A,B, C τ1 1 −
A,B, C τ2 1 −
B, C τ3 6 20
A τ4 4 20
A τ5 1 −

(b) Servers’ parameters

Server Q T

s1 2 20
s2 2 20
s5 1 20

we have UA = 0, 6 ≤ 1, so the task-set of A is still schedulable. The contribution
in terms of Ui given by τ3 in B and C is U3 = (6/20) = 0, 3. Thus the admission
control executed during the negotiation phase at t = 2 (in B) and t = 3 (in C)
gives a positive response to its activation, being UB,C = 0, 5 ≤ 1. Therefore, τ4
is activated for the first time at t = 8 (see Fig. 2b).

This practical example aims at (i) showing how the CBS scheduling algo-
rithm would operate if employed in MAS, (ii) confirming its crucial support for
a reservation-based negotiation protocol [8], (iii) confirming the capability of
satisfying the requirement presented in Table 2, and finally (iv) ow it is fully
compliant with the MAS standards for agent interactions [28].

5 Conclusions

A plethora of scientific contributions deal with resource/task allocation among
distributed entities. In particular, the agent-based approach revealed to be
prominent to foster the development of such systems. In most of the proposed
solutions, the execution of the allocated task is given for granted. Nevertheless,
in real safety-critical applications, this is a naive and unsustainable assumption.
This paper showed that general-purpose scheduling algorithms neither consider
the deadline notion nor can provide any timing guarantee. Therefore, to purse
MAS reliability, the local scheduler is a crucial component that needs to be
updated, in current and/or future platforms. Aiming at providing a better under-
standing of the limitations of current local scheduling algorithms of MAS, their
mechanisms have been presented and analyzed. The proposed solution is to adopt
and adapt real-time scheduling models for multi-agent applications and scenar-
ios. Thus, based on the current approaches, it has been proposed a mapping of
agent’s tasks/behaviors/actions with real-time scheduling models. Finally, the
case study of an agent-based telerehabilitation system it has been proposed to
prove the suitability of the aforementioned discussion while respecting the MAS
standards.

Guaranteeing bounded execution times is a fundamental building block to
support a reservation-based negotiation protocol. Moreover, although formal ver-
ification methodologies checking on time and resource bounds have been pro-
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posed [29], integrating real-time scheduling algorithms into agent-oriented plat-
forms requires ad-hoc adaptations based on the actual framework used in the
systems if possible (e.g., due to the unpredictability of the JVM, java-based plat-
form make impossible to provide anyhow strict guarantees). Thus, assembling
an infrastructure for real-time compliant MAS is a priority.
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Abstract. In this article we present theoretical results for an epistemic
strategy logic with past operators, PKSL. In PKSL, agents are able to
choose their strategies depending on past moves of other agents. This
strictly extends the expressive power of some well-known epistemic strat-
egy logics, which we illustrate by modelling forward induction: a ratio-
nality criterion, called admissibility, may be defined over agent’s strate-
gies. Admissibility specifies coherence conditions between past and future
actions, inducing new conditions for the availability of optimal strategies.
We also give a resolution algorithm for PKSL model-checking. It runs
in exponential time, while the satisfiability problem is undecidable, as is
the case for similar logics for strategies such as Strategy Logic.

1 Introduction

Strategy Logic (SL), provides formal tools to model the ability of agents or coali-
tions of agents to ensure temporal properties in strategic contexts. Two versions
of SL actually exist in the literature: the first one [1] considered interactions
between two players in a turn-based game. The second one [2] extends it to
concurrent games between any finite number of agents. In the remainder of this
paper, we only refer to the latter.

In SL, one considers sequences of transitions between possible states of a
modelled system. In these states agents can concurrently perform actions, deter-
mining transitions to other states.

Strategy logic has powerful modelling possibilities. But more may be needed.
In SL, an agent is able to reach a goal if she can perform (play) a conditioned
sequence of actions (a strategy) ensuring the realisation of that goal. But how
to build this strategy is not addressed. A classical illustration of this restriction
is the problem of how to open a strong-box: for any password, any agent is able
to compose it. So, the agent has a winning strategy to open the strong-box. But
she cannot be called able to open the strong-box.

This problem can be solved by modelling our agent’s knowledge: in order
to open the strong-box, the agent needs to know the password. Knowledge is
interpreted by identifying, for every agent, an equivalence relation over state
descriptions. This means that the agent cannot distinguish between two states in
this relation. To realise a goal, the agent must have an efficient uniform strategy,
c© Springer Nature Switzerland AG 2018
F. Belardinelli and E. Argente (Eds.): EUMAS 2017/AT 2017, LNAI 10767, pp. 115–130, 2018.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01713-2_9&domain=pdf


116 C. Chareton

selecting the same action in two states she is unable to distinguish. This notion of
ability therefore combines knowledge and performing actions. Formal approaches
include epistemic multi-agent logics [3,4] and epistemic strategy logics (ESL)
[5–7].

Combining agents’ knowledge and their ability to achieve goals raises the
question of how agents observe the actions performed by other agents. For exam-
ple in a semantic game featuring two agents Alice and Bob, if Alice performs
an action, is it (always/sometimes/conditionally) the case that, after she did,
Bob knows it? How does Bob’s ability to achieve his goals depend on his obser-
vance of Alice actions? This consideration reaches the concern of Dynamic Epis-
temic Logic (DEL) [8], in which agents perform actions that may or may not be
observed by the other agents.

In this article, we exhibit a situation where Bob’s ability to anticipate Alice’s
moves depends on his knowledge about her past actions. Assuming that Alice
moves are coherent along time, Bob may partially deduce her future moves,
based on his knowledge about her past moves. Therefore, he can decide on his
strategy to play. So, the knowledge Bob has about what happened so far affects
the payoff he can ensure in the game.

To formalise such forward inductive reasoning, we use an epistemic strategy
logic with past temporal operators called Past Knowledge Strategy Logic (PKSL)
[9]. Past temporal logics have already been widely explored [10,11] and studied in
multi-agent settings [12–14] but, to the best of our knowledge, PKSL is the first
formalism featuring past time and explicit strategy quantification. Therefore it is
the first formalism enabling the characterisation of forward inductive reasoning.

We close the introduction with an overview of our contribution. In Sect. 2
we introduce forward induction reasoning. In Sect. 3 we present the syntax and
the semantics of PKSL. As an example of the use of past temporal operators
we formalise forward induction in Sect. 4, and we show that the use of past
temporal operators is strictly necessary for this formalisation. In Sect. 5 we give
the main complexity results for PKSL: we give an ExpTime executing model-
checking algorithm and we prove that PKSL satisfiability problem is undecidable.
Section 6 contains the conclusions.

2 Forward Induction

Figure 1(a) features a classical example of a coordination game, commonly
referred to as the stag hunt [15]. There are two players, Alice (A) and Bob (B).
The game starts at state s0, in which each agent P ∈ {A,B} can play either a
risky action RP or a safe one SP . This leads them to a state in {s1, s2, s3, s4} for
which payoffs are indicated in the figure. For example, if the game reaches state
s2, then Alice gets payoff 0 and Bob gets payoff 7.

By taking a risk, each player can expect the highest payoff (10) if her partner
also takes the risk, but may also not gain anything otherwise. And by playing
safely she ensures herself a payoff of at least 7 but she renounces to a payoff
larger than 8. For each player, considering as fixed the other player’s strategy ς,
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Fig. 1. An illustration of forward induction

the optimal strategy is to play ς as well. But there is no strategy that is optimal
against any strategy of the other player (we say players do not have dominant
strategies). In a nutshell, each player has interest in playing the same strategy
as her partner, but has no means to identify it.

Things may differ depending on what led to this situation. Look at state s0
in model M2 (Fig. 1(b)). The only difference with M1 lies in the circumstances
which have led to state s0. Indeed, the initial state of the model is still s0. But
now this state has an incoming transition from state s5. For an execution, being
in state s0 therefore means having been in state s5 before. From state s5, Alice
has two choices: either play QA and get an ensured payoff of 9 in state s6 or play
CA and enter a game similar to the one in Fig. 1(a) from state s0.

So, a game starting at state s0 is a game for which Alice has already
renounced to an ensured payoff of 9. Then, playing SA for a maximal expected
payoff of 8 would not make her overall strategy rational (also called admissible
[16,17]) and Bob has some reasons to think Alice would better play RA. Assum-
ing that, Bob can either play SB and get payoff 7 or play RB and get payoff 10.
Clearly, given that Alice is rational and will play RA, Bob’s optimal strategy is
to play RB . Bob does not have a dominant strategy (he has no strategy that is
optimal against any strategy for Alice), but he has a strategy (playing RA) that
is optimal against any admissible strategy for Alice.

In such reasoning, called forward induction [18,19], Bob eliminates certain
future moves for Alice, based on his observations of her past moves. We illustrate
this point with model M3 in (Fig. 1(c)). The dashed edge between states s0 and
s8 is a modelling of Bob’s knowledge. More precisely, it means that Bob is not
able to distinguish between s0 and s8. When the game is in state s0, Bob does not
know if Alice just made the choice not to take payoff (9, 9), or if she renounced to
payoff (6, 6) instead. In this last case, SA would still be an admissible choice for
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Alice. So, playing action RB is optimal for Bob against any admissible strategy
for Alice, but he does not know it is.

3 PKSL

Let us present PKSL syntax. It distinguishes between state and path formulas.
In addition to boolean operators, state formulas bring strategic material: for
each agent a, an existential quantifier ∃ax, over the set of strategies that are
available for a, a binder ↓x, stating that the (previously quantified) strategy
x is played in the current semantic game (it is added to the current context)
and an unbinder ↑x, by which a strategy is deleted from the current context.
Our logic enables strategy refinements for agents: in a given context, an agent
may be committed to different strategies at a time. Then she plays the actions
enabled by these different strategies. In case she cannot (if she is committed to
contradictory strategies), the execution stops. For more details about strategy
refinement see [20,21]. Path formulas describe the future, with classical LTL
operators X and U, or the past, with symmetrical operators P (previous) and S
(since). We also define Forward Knowledge Strategy Logic (FKSL), the fragment
of PKSL without past temporal formulas.

Definition 1 (PKSL,FKSL). Let Ag be a set of agents, let At be a set of
propositions, and let X be a set of (strategy) variables. Then the set of PKSL
pseudo-formulas is defined by the following grammar:

– State formulas: ψ:: = p | ¬ψ | ψ ∧ ψ | ∃axψ |↓x ϕ |↑x ϕ | Kaψ
– Path formulas: ϕ:: = ζ | ξ

• Future: ζ:: = ψ | ¬ζ | ζ ∧ ζ | Xζ | ζ U ζ
• Past: ξ:: = ψ | ¬ξ | ξ ∧ ξ | Pξ | ξSξ

where a ∈ Ag , p ∈ At and x ∈ X. The set of FKSL pseudo-formulas is defined
by deleting past path formulas from the above grammar.

As strategy variable names are taken into account in the semantics of formulas,
some care must be taken when a quantifier is encountered. Thus, well-formed for-
mulas are pseudo-formulas such that every quantifier introduces a fresh strategy
variable with regard to the scope in which it appears. The universal quantifiers
∀ax and booleans ∨,→ and ↔ are introduced in the usual way. The some time
in the future operator is given by F (for any future formula, Fζ := � U ζ) and
its dual always in the future by G. Their respective past counterparts are writ-
ten F−1 (some time in the past) and G−1 (always in the past). Formulas are
evaluated in Concurrent Epistemic Transition Systems (CETSs):

Definition 2. Let us consider a given set of propositions At and a given set of
agents Ag. Then, a CETS is a tuple M = 〈St , v , {Ra}a∈Ag ,Act, s0〉 where:

– St is an enumerable non-empty set of states.
– v : St → P(At) is a valuation function which maps each state s to the set of

propositions true at s.
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– For each a ∈ Ag, Ra is an equivalence accessibility relation, inducing a par-
tition [St ]a of St. For any state s, we write [s]a for {s′ ∈ St | (s, s′) ∈ Ra}
.

– For each a ∈ Ag ,Acta is an enumerable set of actions, each action being
a binary relation between elements of St. Then, Act =

⋃
a∈Ag Acta. In a

semantic game, agents know the set of actions they may play and the set of
actions they may have just played. So, an action ac ∈ Acta is such that there
are C1 and C2 in P([St ]a) such that dom(ac) = ∪C1 and img(ac) = ∪C2

(where dom(ac) and img(ac) respectively denote the left and right projection
of ac).

– s0 ∈ St is the initial state.

In SL, agents use full-memory strategies, deciding their actions, at each state
of an execution, depending on the full history of previously visited states. This
use implicitly assumes that agents have perfect knowledge about the history of
previously visited states. In PKSL no a priori assumption is made about the
knowledge agents have about the past. Therefore agents make use of uniform
memoryless strategies, depending only on their knowledge of the current state.
Since the notion of memory refers to the particular knowledge of agents, the
restriction to memoryless strategies is relative to the different agents for which
strategies are considered. This is why the existential quantifier of PKSL is param-
eterised by an agent (see Definition 1). This is also why we introduce definition
for both a strategy and a strategy for an agent, the former being the couple of
an agent and a strategy for this agent:

Definition 3 (Strategy)

– A strategy ς for an agent a is a map with domain of definition dom(ς) =⋃
ac∈Acta

dom(ac). Given an equivalence class [s]a ⊆ dom(ς), it yields an
action aca for a such that [s]a ⊆ dom(aca).

– A strategy is the couple ςa = 〈π1(ςa), π2(ςa)〉 of an agent π1(ςa) = a and a
strategy π2(ςa) = ς for a.

As for SL or USL [20,21], the evaluation of PKSL formulas is relative to a
strategic context. However, contrary to SL, in a strategy context PKSL adopts
the USL distinction between the part keeping track of the strategy variables
instanciations (the assignment) and the part storing binding of agents to strate-
gies (the commitment):

Definition 4 (Assignment, commitment, context)

– An assignment α is a map which, given a strategy variable x in its domain
of definition, yields a strategy α(x).

– A commitment γ is a set of variables gathering bindings of strategies to their
relative agents.

– A context κ is a “well-formed” pair 〈α, γ〉 of an assignment α and a commit-
ment γ, that is a pair such that each strategy variable in the commitment is
instantiated: γ ⊆ dom(α).
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During the semantic evaluation of a formula, a context κ = 〈α, γ〉 must
be transformed as we encounter a strategy quantifier ∃ax, a binding ↓x or an
unbinding ↑x operator. We write α[x �→ ς] the assignment of domain dom(α) ∪
{x} such that α[x �→ ς](x) = ς and for all y ∈ dom(α)\{x}, α[x �→ ς](y) = α(y).
This notation is extended to contexts: κ[x �→ ς] = 〈α[x �→ ς], γ〉. We also write
κ ∪ {x} (respectively κ \ {x}) for the context 〈α, γ ∪ {x}〉 (respectively 〈α, γ \
{x}〉). Furthermore, if γ = dom(α) = {x0, x1, . . . , xi}, then we commonly write
〈α(x0), α(x1), . . . , α(xi)〉 for the context 〈α, γ〉.

A context κ induces possible incomes and outcomes from a state s. These
are the set of executions that can be if, from (respectively up to) s, agents play
(respectively have played) according to the strategies stored in κ. To define the
income and outcome functions, we need to introduce executions and the set of
possible immediate successors of a state, given a context.

Definition 5 (Execution, Successor). Let M be a CETS, let κ = 〈α, γ〉 be
a context for M and let s be a state in M.

– An execution λ is a non-empty finite or infinite ]inf λ, supλ[-indexed sequence
of state λi (with i ∈]inf λ, supλ[). It is such that inf λ ∈ Z

− ∪ {−∞} and
supλ ∈ Z

+ ∪ {∞}. Given i ∈]inf λ, supλ[, we write λ�i for the subsequence of
λ ending at index i, and λ�i for its subsequence starting at index i.

– The successor function succκ : St → P(St) induced by κ characterises, for
any state s, the set of transitions that are possible if each agent respects the
different strategies it is bound to. It is defined by the intersection of the differ-
ent sets of potential successors allowed by these different strategies from this
state:

succκ(s) = {s′ ∈ St | for all x ∈ γ,
if α(x) = 〈a, ςa〉 and [s]a ∈ dom(ς), then (s, s′) ∈ ς([s]a)}

Now, one can decide wether a sequence of states λ is possible under context κ,
by checking wether for each subsequence si · si+1 of λ, it is the case that si+1

is a potential successor of si (that is whether si+1 ∈ succκ(si)). This yields a
set of potential executions under context κ. Given a state s, we call in-outcomes
of κ and s the set of potential executions under κ which contain at least one
occurence of s. Given state s, the in-outcomes of κ and s can alternatively be
introduced as the set of scenarios that may be occuring if the execution is in
state s.

Definition 6 (In-outcomes)

– The in-outcomes of κ and s in M is the set I/0(κ, s) of executions λ such that
λ0 = s and, for any i ∈ Z, if inf λ < i and i+1 < supλ, then λi+1 ∈ succκ(λi).
We also call outcomes (respectively incomes) of κ and s and we write 0(κ, s)
(respectively I(κ, s)) the set {λ�0}λ∈I/0(κ,s) (respectively {λ�0}λ∈I/0(κ,s)).

Note that the successor function induced by a context κ may indicate the
empty set. So the outcomes, and incomes, of a context in a given state may
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contain finite executions. In such cases, we adopt the classical interpretation
of temporal operators from Linear Temporal Logic in finite traces (LTLf ) [22].
Now we give the truth conditions for PKSL formulas. Truth conditions for FKSL
formulas are obtained by ignoring clauses for P and S in the following definition.

Definition 7 (Satisfaction). Let M be a CETS, with the notations of
Definition 2. Let κ be a context, s be a state in St and λ be an execution. Then:

– State formulas
• M, κ, s |= p iff p ∈ v(s), with p ∈ At
• M, κ, s |= ¬ψ iff M, κ, s �|= ψ
• M, κ, s |= ψ1 ∧ ψ2 iff M, κ, s |= ψ1 and M, κ, s |= ψ2

• M, κ, s |= ∃axψ iff there is a strategy ς for a such that M, κ[x �→ ς], s |= ψ
• M, κ, s |=↓x ϕ iff for all λ ∈ I/0(κ ∪ {x}, s),M, κ ∪ {x}, λ |= ϕ
• M, κ, s |=↑x ϕ iff for all λ ∈ I/0(κ \ {x}, s),M, κ \ {x}, λ |= ϕ
• M, κ, s |= Kaψ iff for all s′ ∈ [s]a,M, 〈α, ∅〉, s′ |= ψ

– Path formulas
• M, κ, λ |= ψ iff M, κ, λ0 |= ψ, if ψ is a state formula
• M, κ, λ |= ¬ϕ iff M, κ, λ �|= ϕ
• M, κ, λ |= ϕ1 ∧ ϕ2 iff M, κ, λ |= ϕ1 and M, κ, λ |= ϕ2

• M, κ, λ |= Xζ iff |λ�0| > 1 and M, κ, λ�1 |= ζ
• M, κ, λ |= ζ1 U ζ2 iff there is a number i ∈ N such that |λ�0| > i, such

that M, κ, λ�i |= ζ2 and such that for any 0 � j � i, M, κ, λ�j |= ζ1.
• M, κ, λ |= Pξ iff |λ�0| > 1 and M, κ, λ�−1 |= ξ
• M, κ, λ |= ξ1Sξ2 iff there is a number i ∈ N such that |λ�0| > i, such

that M, κ, λ�−i |= ξ2 and such that for any 0 � j � i, M, κ, λ�−j |= ξ1.

Given the empty context κ∅ and a formula ψ, we write M, s |= ψ for
M, κ∅, s |= ψ, and M |= ψ for M, s0 |= ψ.

4 Expressive Power

In this section we discuss the expressive power of PKSL. First, we formalise
forward induction in PKSL (Sect. 4.1). Then we prove that forward induction is
not expressible in FKSL (Sect. 4.2).

4.1 PKSL and Forward Induction

First we formalise, in PKSL, the notions of admissible and forward inductive
optimal strategies at stake with models M1,M2 and M3.

To formalise admissible strategies, let us first give a logical interpretation of
payoffs labelling states in models. One can find similar such embedding of game
utilities in a logical model in, eg., [23]. In models M1,M2 and M3, expression
PA,B = n, f means that Alice gets payoff n and Bob get payoff k. This syntax
does not fit PKSL. To adapt it, for each agent a and k ∈ [0, . . . 10] we introduce
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a proposition pa
k stating that the payoff obtained by a is at least k. Then, for all

n, k ∈ [0, . . . 10], PA,B = n, k is interpreted as a shortcut for the set of proposi-
tions {pA

i }i∈[0,...n] ∪ {pB
j }j∈[0,...k]. This comes with the definition for a subclass

of CETSs for the interpretation of finite games that we call CETSs for finite
games.

Definition 8. Let M = 〈St , v , {Ra}a∈Ag ,Act, s0〉 be a CETS and let n ∈ N.
Then M is a CETS for finite game with payoffs up to n (written n-CETS) if
the following conditions are met:

– The domain is partitioned into terminal states St t and non-terminal states
Stnt : St = St t ∪ Stnt .

– For each integer k � n and each agent a, there is a proposition pa
i .

– For each s ∈ St t and for each a ∈ Ag there is an integer ka � n such that
v(s) =

⋃
a∈Ag({pa

k}k�ka).
– For each s ∈ Stnt , k � n and a ∈ Ag , pa

k /∈ v(s).
– For each a ∈ Ag, there is a specific action nulla. It is such that nulla =

{(s, s)}s∈Stt . Furthermore, for each ac ∈ Act \ {nulla}a∈Ag ,dom(ac) ⊆ Stnt .
– There is no infinite sequence ac0 · ac1 · · · of elements in Act \ {nulla}a∈Ag

such that for all k ∈ N, img(ack) ∩ dom(ack+1) �= ∅.

Now we can define optimal, dominant and admissible strategies in a two
player game. First, given a strategy y for agent b, strategy x is better for a
against y than x′ (bettera;by (x, x′)) if and only if, given that b plays y, then by
playing x, a ensures herself a payoff at least equal to that ensured by playing
x′. Given strategy y for b, strategy x is an optimal strategy for a (opta;by (x)) if
and only if it is better than any strategy for a. Now, strategy x for a (weakly)
dominates strategy x′ (doma(x, x′)) if it is better than x against any strategy
y for b and there is a strategy y for b against which x′ is not better than x.
A strategy for an agent is admissible (adma(x)) if it is not dominated by any
strategy for this agent. Formally:

Definition 9. Let a and b be two agents, let x and x′ be strategies for a and y
be a strategy for b. Then:

– bettera;by (x, x′) :=
∧

k∈K

(
(↓y↓x′ Fpa

k) → (↓y↓x Fpa
k)

)

– opta;by (x) := ∀ax′bettera;by (x, x′)
– doma(x, x′) :=

(
∀by bettera;by (x, x′)

)
∧

(
∃byb ¬bettera;by (x′, x)

)

– adma(xa) := ∀ax′¬doma(x′, x)

We also need to identify those strategies that, at some point of a game,
may have been played so far. From any state s, a potentially played strategy is
a strategy that may have been played to reach state s. More formally, it is a
strategy enabling incoming transitions to s. As an illustration, consider model
M2 from Fig. 1(b). State s0 is reachable only by a transition from state s5,
for which Alice plays action CA. Therefore at s0, the strategy binding Alice to
action CA is a strategy potentially played by Alice. On the other hand, state
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s0 cannot be reached if Alice plays a strategy binding her to action QA from
state s5. Therefore, this strategy is not a potentially played strategy at s0. This
notion is characterised by a PKSL formula in the following definition. Intuitively,
formula Pota(x) is true at state s if and only if x stands for a strategy ς for a
such that either

– there is no incoming transition to s
– or there is a state s′ and a transition to s (from s′) such that ς is played (i.e.

such that s ∈ ς(s′)) and Pota(x) is true at s′.

Definition 10 (Pota(x)). Let x be a strategy variable and let a be an agent.
Then,

Pota(x) :=↓x G−1
(

↑x
( ∨

a∈Ag

∃ay ↓y (P�)
)

→
(

↓x (P�)
))

In models from Fig. 1, forward inductive reasoning for Bob consists in the
identification of a strategy that is optimal against any admissible strategy poten-
tially played so far by Alice. Predicate Opt-FIb;a generalises the existence of such
a strategy in a two players game:

Opt-FIb;a := ∃by
{

Kb ∀ax
((

Pota(x)∧ ↓x (G−1(↑x adma(x)))
)

→ optb;ax (y)
)}

Formula Opt-FIb;a states that b has a strategy she knows to be optimal against
any admissible strategy a may have been playing so far. We illustrate its satis-
faction conditions with models M1,M2 and M3 from Fig. 1:

Proposition 1. M1 � Opt-FIB;A M2 |= Opt-FIB;A M3 � Opt-FIB;A

Proof. In models M1,M2 and M3, a strategy for Bob consists in a choice of an
action in {RB ,SB} from either state s0 (in M1 and M2) or set of states {s0, s8}
(in M3). we write them τr and τs.

Similarly, in M1 strategies for Alice consist in choosing between actions
RA and SA in s0. We write them ςr and ςs. There is no possible transi-
tion to s0 in the model, so M1, s0 �

∨
a∈Ag(∃ay ↓y (P�)) and, for any

ς ∈ {ςr, ςs},M1, 〈〈(x �→ 〈A, ς〉)〉, γ∅〉, s0 |= PotA(x). Now, since M1, 〈ςr, τr〉, s0 |=
FpA

10 and M1, 〈ςs, τr〉, s0 � FpA
10, we have that M1, 〈〈(x �→ 〈A, ςs〉), (x′ �→

〈A, ςr〉), (y �→ 〈B, τr〉)〉, γ∅〉, s0 � betterA;B
y (x, x′) and so, M1, 〈〈(x �→

〈A, ςs〉), (x′ �→ 〈A, ςr〉)〉, γ∅〉, s0 � domA(x, x′). Similarly, since M1, 〈ςs, τs〉, s0 |=
FpA

8 and M1, 〈ςr, τs〉, s0 � FpA
8 , we have that M1, 〈〈(x �→ 〈A, ςs〉), (x′ �→

〈A, ςr〉)〉, γ∅〉, s0 � domA(x′, x). Thus for any ς ∈ {ςr, ςs},M1, 〈〈(x �→
〈A, ς〉), 〉, γ∅〉, s0 |= admA(x). Since M1, 〈ςr, τr〉, s0 |= FpB

10 and M1, 〈ςr, τs〉, s0 �

FpB
10, we have that M1, 〈〈(x �→ 〈A, ςr〉), (y �→ 〈B, τs〉), (y′ �→ 〈B, τr〉)〉, γ∅〉, s0 �

betterB;A
x (y, y′) and thus M1, 〈〈(x �→ 〈A, ςr〉), (y �→ 〈B, τs〉)〉, γ∅〉, s0 � optB;A

x (y).
Similarly, M1, 〈〈(x �→ 〈A, ςs〉), (y′ �→ 〈A, τr〉)〉, γ∅〉, s0 � optB;A

x (y′). Hence for
any τ ∈ {τr, τs}, formula

KB∀Ax
((

PotA(x)∧ ↓x (G−1(↑x admA(x)))
)

→ optA;B
x (y)

)
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is true in s0 with context 〈〈(y �→ 〈B, τ〉)〉, γ∅〉.
In M2, strategies for Alice reduce to a pair of choices in {ςqr =

(QA,RA), ςqs = (QA,SA), ςcr = (CA,RA), ςcs = (CA,SA)} from states s5 and
s0. Strategies ςqr and ςqs do not enable any incoming transition to state s0, so
they don’t satisfy predicate PotA at state s0. Strategies for Bob reduce to a choice
between SB and RB . As for model M1, we denote them by τs and τr. Now, we
claim that ςcs is dominated by ςqs. Indeed, for any τ ∈ {τs, τr},M2, 〈τ, ςqs〉, s5 |=
FpA

9 and M2, 〈τ, ςcs〉, s5 � FpA
9 . So M2〈〈(x �→ 〈A, ςcs〉)〉, γ∅〉, s5 � admA(x).

One also checks that ςcr is not dominated by any strategy in s5, so that
M2〈〈(x �→ 〈A, ςcr〉)〉, γ∅〉, s0 |= admA(x). Now, since M2, 〈ςcr, τr〉, s0 |= FpA

10

and M2, 〈ςcr, τs〉, s0 � FpA
10 we have that by playing τr Bob would ensure him-

self the maximal payoff against the unique admissible strategy ςcr (predicate
optB;A

ςcr (τr) is satisfied). Since [s0]B = {s0}, it is the case that for any s ∈ [s0]B ,
formula

∀Ax
((

PotA(x)∧ ↓x (G−1(↑x admA(x)))
)

→ optB;A
x (y)

)

is true in s with context 〈〈(y �→ 〈B, τr〉)〉, γ∅〉.
The situation in model M3 is the same, except that Bob does not know

whether Alice renounced to payoff (9, 9) or (6, 6). So he does not know whether
ςcs is an admissible strategy for Alice. It happens not to be, so that strategy τr

is optimal against any admissible strategy for Alice, but Bob does not know it:
with context 〈〈(y �→ 〈B, τr〉)〉, γ∅〉, formula

∀Ax
((

PotA(x)∧ ↓x (G−1(↑x admA(x)))
)

→ optB;A
x (y)

)

is true in state s0, but false in state s8. So we have M3 � Opt-FIB;A.

4.2 PKSL Is Strictly More Expressive than Its Version Without
Past

We do not give comparison theorems between PKSL and existing formalisms
such as SL [2], USL [20,21], ESL [5] or ESL [6], but instead we prove that the
framgent of PKSL without past operators (FKSL) is strictly less expressive than
PKSL. The reasons for this treatment are twofold:

– The fragment FKSL is very similar to ESL [5] and ESL [6], which extend
SL with epistemic operators. Still, there are some technical particularities for
each of these languages. In particular, the definition of actions in CETSs
relaxes some intersection constraints from models used in [2,5,6]. This
USL [20,21] flavour of PKSL and FKSL enables the assignment of an agent to
several strategies at a time and contexts resulting in finite executions. Treat-
ing this kind of differences would have led us far from our main focus, which
is the expressivity of backward operators.

– Therefore, we give a theorem that isolates the expressivity of backward oper-
ators, stating that PKSL is strictly more expressive than FKSL. This result
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holds for any language with backward operators: one can add backward oper-
ators to any logic L in { SL [2], ESL [5], ESL [6]}, call the logic obtained PL
and prove that PL is strictly more expressive than L just has we give this
result for L = FKSL.

Basically, without past time operators, one cannot distinguish between two
models M and M′ differing only in parts that are not accessible from their
initial state. To formalise this idea, we introduce notions of forward reachable
states and forward submodels. Let M be a CETS and let s be a state in M,
then for any state s′, we say that s′ is forward reachable from s if and only if
there is a finite sequence of state s0, s1, . . . , sk such that s0 = s, sk = s′ and
for all i ∈ [0, . . . k − 1], either si+1 ∈ succκ∅(si) or there is a ∈ Ag such that
si+1 ∈ [si]a. Now, let us define forward submodels:

Definition 11. Let M = 〈St , v , {Ra}a∈Ag , s0〉 be a CETS and let s be a state
in M. We call the forward submodel of M the CETS M�F = 〈St�F , v�F ,
{Ra�F }a∈Ag ,

⋃
a∈Ag{ac�F }ac∈Acta , s0〉 such that :

– St�F = {s′ ∈ St | s′ is forward reachable from s0}
– v�F is the projection of v upon St�F .
– For each a ∈ Ag ,Ra�F = Ra ∩ (St�F × St�F ) and for each ac ∈ Acta, ac�F =

ac ∩ (St�F × St�F ).

The restriction to reachable states extends to strategies and contexts: let
M be a CETS and let a be an agent in M. Let also ς be a strategy for a
in M. Then ς�F designates the strategy for a in M�F such that dom(ς�F ) =
dom(ς) ∩ St�F and for all [s]a ∈ dom(ς�F ), ς�F ([s]a) = ς([s]a)�F . Now, let κ =
〈α, γ〉 be a context, then κ�F = 〈α�F , γ〉, where dom(α�F ) = dom(α) and for all
s ∈ dom(α), α�F (x) = 〈π1(α(x), π2(α(x))�F 〉.

Theorem 1. Let M = 〈St , v ,Ag , {Ra}, s0〉 be a CETS, let κ be a con-
text and s be a state in M. Then for any FKSL formula ψ: M, κ, s0 |=
ψ iff M�F , κ�F , s0 |= ψ.

Proof. By structural induction upon ϕ.

Now, from Proposition 1 in Sect. 4.2, we have that formula Opt-FIB;A dis-
tinguishes between models M1 and M2 from Fig. 1. This brings the following
corollary:

Corollary 1. PKSL is strictly more expressive than FKSL. Specifically, let a
and b be two agents, then formula Opt-FIb;a is not expressible in FKSL.

5 Complexity

In this section we tackle the model-checking (MC(PKSL)) and satisfiability
(SAT(PKSL)) problems for PKSL.
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5.1 Model-Checking

Here, we give a lower bound for MC(PKSL), which is pspace-hard and we
describe a decision algorithm for this problem. For lack of space, we cannot
include the full algorithm here. It runs in exponential time.

First, let us identify any instance of MC(LTL) as an instance of MC(PKSL):

Proposition 2. Let ϕ be an LTL formula, let K = 〈St , v , R, s0〉 be a Kripke
structure. Let us also consider the CETS MK〈St , v , {a}, {Ra = St2}, {aca =
R}, s0〉. Then it is the case that MK, s0 |= ∀ax ↓x ϕ iff for any path λ in K such
that λ0 = s0, λ |=LTL ϕ.

Proof. In MK, the only strategy ς that the only agent a may play is the one
consisting in playing aca from any state. Then we have that MK, s0 |= ∀ax ↓x ϕ
iff for any λ ∈ I/0(〈ς〉, s0),MK, 〈ς〉, λ |= ϕ, iff for any path λ in K such that
λ0 = s0, λ |=LTL ϕ.

This proposition straightly brings our lower bound for MC(PKSL):

Corollary 2. MC(PKSL) is pspace-hard.

Now, our decision procedure makes use of restrictions of CETSs and strategy
contexts to Kripke models. Let ϕ be a PKSL path formula. We first introduce
a notation enabling to treat ϕ as an LTL formula whose atoms are the state
subformulas of ϕ: we write Q(ϕ) the set of maximal state subformulas of ϕ (i.e.
its set of state subformulas ψ such that ψ is not a proper subformula of any
other state proper subformula of ϕ). We then write LTL(ϕ) the formula obtained
from ϕ by:

– replacing each subformula ψ in Q(ϕ) by a new atom ψ.
– if the resulting formula is a past formula, then replacing each occurrence of
P by X and each occurrence of S by U.

Let M = 〈At , v , {Ra}a∈Ag ,Act, s0〉 be a CETS, κ be a context for M, s
be a state in M, and ϕ be an LTL formula. We define two Kripke mod-
els, K+

M,κ = 〈At , v , R+〉 and K−
M,κ = 〈At , v , R−〉. They are such that :

R+ = {(s, s′) ∈ St2 | s′ ∈ succκ(s)} and R− = {(s′, s) ∈ St2 | s′ ∈ succκ(s)}. To
decide MC(PKSL(M, κ, s, ϕ)), our procedure is recursive: quantifiers are treated
by enumeration of strategies, binders and unbinders update models K+

M,κ and
K−

M,κ. For temporal subformulas ϕ we call, as oracle, the model-checking for Lin-
ear Temporal Logic on finite traces MC(LTLf ) [22] of formula LTL(ϕ), either in
model K+

M,κ (for future subformulas) or in model K−
M,κ (for past subformulas).

Proposition 3. MC(PKSL) can be decided in exponential time.

Proof. A strategy context can be stored in space ©(|St |×|Act|) and the problem
used as oracle (MC(LTLf )) is pspace-complete [22]. Now, cases for Ka and ∃xa
quantify over executions of MC(PKSL) and case for ¬ introduces a quantifier
alternation. So, MC(PKSL) can be solved by an alternating Turing machine
using polynomial space. Therefore it is in class APspace, which is equivalent to
ExpTime [24].
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5.2 Satisfiability

Just as for SL, there is no recursive procedure to decide the satisfiability of PKSL.
More precisely, neither epistemic nor past time operators are needed to make
this problem undecidable. In this section, we sketch a reduction of SAT(FKSL)
to the highly undecidable recurrent tiling problem (RTC) [25]. For a full detailed
similar reduction, one can refer to the proof for SL in [26].

An instance of the recurrent tiling problem I = 〈T ,H, V, t0〉 is given by: a
set T of tile types, two type relations H and V in T ×T and a distinguished type
t0 ∈ T . For any RTC instance I,RTC(I) asks whether there is a mapping f : N×
N → T such that : for all i, j ∈ N,H

(
f(i, j), f(i+1, j)

)
and V

(
f(i, j), f(i, j+1)

)

and there is an infinite set I0 ⊆ N such that for all i ∈ I0, f(0, i) = t0. For each
such instance I, one can build a FKSL sentence ϕI such that ϕI is satisfiable
if and only if I has a solution.

Formula ϕI is the conjunction of two formulas ϕgrid and ϕspec(I). For sake
of place, we just give a brief description of these formulas.

Formula ϕgrid is common for all instances of RTC. It ensures the existence
of a supporting grid matching N × N. In a model of ϕgrid , the set of states
is made of an initial state ps and for any i, j ∈ N × N, a state si,j figuring
the corresponding node in the grid. From state ps there is exactly one possible
transition to any state si,j . This transition results from two agent’s choices, A
choosing the column by playing action acA,i and B choosing the row by playing
acB,j . From any state si,j in the grid there are exactly two possible transitions,
one going to si+1,j and the other one going to si,j+1. These transitions result
from choices of a third agent C, playing either action SH or SV .

Formula ϕspec(I) induces the proper tiling specifications for I. So, it ensures
that each state si,j in the grid is labelled by a type in T such that relations
H and V are respected. It also formalises the satisfaction of the recurrent tile
condition.

Our undecidability result lies on the following lemmas:

Lemma 1. Let I be an instance of the recurrent tiling problem, then any model
of ϕgrid ∧ ϕspec(I) is a solution to RTC(I).

Lemma 2. Let I = 〈T ,H, V, t0〉 be an instance of the recurrent tiling problem
and let f : N × N → T be a solution for I. Then f induces a model for ϕgrid ∧
ϕspec(I).

These two lemmas together state that for any instance I of RTC, I has a solu-
tion if and only if ϕgrid ∧ ϕspec(I) has a model, which brings our undecidability
result:

Theorem 2. SAT(FKSL) is higly undecidable.

6 Conclusion and Future Works

In this article we presented some theoretical results for PKSL. This logic builds
upon Epistemic Strategy Logics [5–7], by introducing past temporal operators.
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In PKSL we can specify the knowledge that agents may have about the evo-
lution of a system, be it about its future or about its past. We proved that
PKSL is strictly more expressive than FKSL, its fragment without past tem-
poral operators. To illustrate this additional expressive power we formalised, in
PKSL, forward induction reasoning and a characterisation of the related solution
concept. We also gave an exponential time running algorithm for PKSL model
checking problem, and showed that its satisfiability problem is undecidable.

Since we can reason about knowledge agents have about the past, PKSL
opens research directions on the concept of memory. Memory is usually a meta-
logical property constraining the set of available strategies for agents. Model-
checking games with imperfect information and full memory is proved to be
undecidable. On an other hand, model checking epistemic strategy logics with
memoryless strategies is implementable [27]. Therefore, a contemporary research
effort consists in searching fragments of SL and restrictions over the knowledge
structure that bring decidable model-checking [28,29].

We adopt a different perspective. In PKSL indeed, memory is not assumed
but becomes a set of verifiable logical properties. Even though the seman-
tics exclusively uses memoryless strategies, agents are able to choose strategies
depending on their knowledge of the past. The use of memoryless strategies
instead of full-memory strategies is the reason why the model checking remains
decidable, with a relatively low complexity. We conjecture that full memory
strategies would make model-checking NonElementary for PKSL, as it is for
SL. Therefore, we would like to further investigate to what extent memoryless
strategies are sufficient for modelling game situations and multi-agent systems.
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Abstract. A gossip protocol aims at arriving, by means of point-to-
point communications (or telephone calls), at a situation in which every
agent knows all the information initially present in the network. If it
is forbidden to have more than one call at the same time, the proto-
col is called sequential. We generalise a method, that originates from the
famous coupon collector’s problem and that was proposed by John Haigh
in 1981, for bounding the expected duration of sequential gossip proto-
cols. We give two examples of protocols where this method succeeds and
two examples of protocols where this method fails to give useful bounds.
Our main contribution is that, although Haigh originally applied this
method in a protocol where any call is available at any moment, we
show that this method can be applied in protocols where the number
of available calls is decreasing. Furthermore, for one of the protocols
where Haigh’s method fails we were able to obtain lower bounds for the
expectation using results from random graph theory.

Keywords: Sequential gossip · Networks
Coupon collector’s problem · Expectation

1 Introduction

1.1 Background

The coupon collector’s problem [13] (CCP) is a classical problem in probability
theory. It can be stated as follows: Assume that we have n different objects.
Each time, we are allowed to pick a single object. All the objects have the same
probability of being selected and all of them are available at every selection. How
many picks are we expected to make until we complete a collection of all the n
objects? A solution for this problem [13] goes as follows: It costs us one pick to get
the first object. The event of a getting a new object in the second pick follows
the geometric distribution with parameter n−1

n . So we are expected to make
n

n−1 picks until we pick a new object. Similarly, given that we already have two
different objects, we are expected to make n

n−2 picks until we get a third object
c© Springer Nature Switzerland AG 2018
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and so on. In total we are expected to make n · Hn picks, where Hn =
∑n

i=1
1
i

is the n-th harmonic number. It is well known [13] that asymptotically, i.e. for
large n:

Hn ≈ log n + γ +
1
n

+ O
(

1
n2

)

, (1)

where γ ≈ 0.5772156649 is the Euler-Mascheroni constant and log without sub-
scripts represents the natural logarithm. So, asymptotically we are expected to
make n log n + Θ(n) picks until we complete the collection.

Now we state the problems of gossiping, broadcasting and gathering. Assume
that we have a set of n agents which can communicate via telephone calls.
Initially, each agent holds a single piece of information that is unknown to the
others (a secret). When two agents call each other, they share all the secrets
they knew exactly before the call. An agent who knows all secrets is an expert.
The goal of gossiping is that all agents get to know all secrets. The goal of
broadcasting is that all agents learn a single secret. The goal of gathering is that
a specific agent becomes expert. A protocol achieving gossiping, broadcasting or
gathering is usually called a gossip protocol [17]. Five gossip protocols of a more
epistemic nature [3–5,9] are (for a �= b):

ANY: Until all agents are experts, select two agents a and b, and let a call b.
TOK: Until all agents are experts, select two agents a and b such that agent a

has not been in prior calls or the last call involving a was to a, and let a
call b.

SPI: Until all agents are experts, select two agents a and b such that agent a
has not been in prior calls or the last call involving a was from a, and let
a call b.

CO: Until all agents are experts, select two agents a and b who did not call
each other, and let a call b.

LNS: Until all agents are experts, select two agents a and b such that a does
not know b’s secret, and let a call b.

These acronyms are also mnemonic devices indicating how calls are selected:
in ANY, any call can be made. In the protocols TOK and SPI every agent is
initially endowed with a token. In TOK when a call is made the caller passes
the token to the callee, whereas in SPI when a call is made the callee passes the
token to the caller (provided that the callee had one). All the tokens received
by an agent at a time merge into one token before the next call and a token is
required to make a call. So, TOK’s name originates from the TOKen and SPI
stands for a SPIder in the web that gobbles up all tokens from the agents it calls.
CO only allows to Call Once; and LNS means Learn New Secrets.

We assume that at each point in time a single call is selected, uniformly at
random. So, our protocols are discrete time random processes. We characterize
our protocols as sequential in order to distinguish them from parallel gossip
protocols, where at each point in time all (or some of) the agents (randomly or
with respect to some criterion) select a communication partner.

An important property for all the protocols studied here is that the condition
for selecting a call can be checked locally, i.e. agent a can decide whether she
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is allowed to call b, based only on a’s calling history. In the present paper we
assume that only one call is selected at a time (e.g. by a central scheduler) so the
locality of the protocol’s conditions is not important. However, in future work we
might want agents to act independently: e.g. if we consider parallel extensions
of our protocols; in such an approach we may even assume that the agents are
not following the same protocol. So, the nature of the protocol condition is the
main reason for studying ANY,TOK,SPI,CO and LNS: a local protocol condition
makes it easier to extend our protocols to distributed gossiping mechanisms.

We always assume a complete directed network topology without self loops
(i.e. for any a �= b, there is a link from a to b and a link from b to a). So, initially
all the agents can call each other. However only in ANY all the communications
remain possible at every point in time. In TOK and SPI, since a call cannot
increase the number of tokens, the number of available calls is (non-strictly)
decreasing. In CO and LNS it is impossible to select the same call twice, so in
CO and LNS we can have only finite call sequences. It is easy to see that CO and
LNS always succeed: in the worst case, after all the calls have been selected all
the agents are experts. On the other hand in ANY, TOK and SPI we can have
infinite call sequences: take ba; ab; ba; ab; . . . in TOK, ab; ab; ab; . . . in SPI and any
infinite call sequence in ANY (ab represents the call from a to b). So, there are
unsuccessful executions of ANY, TOK and SPI. However it is not difficult to show
that, in a complete network, the success of gossiping, broadcasting and gathering
under ANY, TOK or SPI has positive probability after every call sequence. So,
the expected duration of the aforementioned processes can be defined for all the
protocols in complete networks.

The number of agents knowing a secret can increase by at most 1 during a
call. Therefore, broadcasting needs at least n − 1 calls. There are several proofs
for the fact that gossiping needs at least 2n − 4 calls [18,20] and also that this
bound is tight for all the protocols. In CO and LNS the maximum length of a
call sequence achieving gossiping, broadcasting or gathering is

(
n
2

)
[5,11]. The

previous numbers give the trivial bounds for the expectation of gossiping and
broadcasting for our protocols.

1.2 Related Work

While in the CCP there is a single person that needs to complete a collection
of objects, in the gossip problem there are several persons that have this task.
So, it seems natural to employ the ideas from the solution of CCP in gossiping.
According to [17], the first person to make use of this idea was J. W. Moon, who
provided some bounds for the expected duration of ANY [19]. Moon observed
that, given that i persons know a secret, the probability that i+1 persons learn
it (we will refer to this probability as the transition probability) is 2i(i−1)

n(n−1) . With
this observation the expectation of broadcasting can be computed as in the CCP
and afterwards, by applying some variations of the same idea, some bounds for
gossiping can be obtained. The results of Moon were later sharpened by Boyd
and Steele [7], and later by Haigh [16] who showed that the expected duration
of ANY is 3

2n log n + O (n).
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Recently, there have been several publications in distributed sequential gos-
siping [1,2,10] addressing interesting computational issues: decidability of termi-
nation, complexity of deciding whether a specific distribution of secrets among
the agents can be achieved, deciding whether a specific condition holds after a
sequence of calls. However the expected duration has been investigated only for
parallel gossip protocols. For example parallel, distributed versions of LNS-like
protocols are presented in [15] with an expectation (called connection communi-
cation complexity) of order n log22 n, and a version of CO (for a different commu-
nicative setting, not for sharing— so-called push-pull—but for sending— push—
secrets) in [12]. It is also common to employ ideas from the CCP in the analysis of
parallel gossip algorithms [6,8]. We are unaware of similar results for sequential
gossip protocols other than ANY, and this stimulated our research. Except from
the present work we have addressed the expected duration of sequential gossip-
ing in [11], where we presented an algorithm that computes the exact value of
the expected duration of ANY and LNS for small numbers of agents and some
simulation results for the asymptotic behaviour of LNS.

1.3 Our Contribution

We show that broadcasting and gathering have the same expectation in all the
protocols. We also show that gossiping has the same expectation in SPI and
TOK. We show that broadcasting and gathering in SPI and TOK are between
1.38 ·n+log n+Θ(1) and 2n log n−Θ(n) and also that gossiping in TOK and SPI
is between 1.64 ·n+log n+Θ(1) and 3n log n−Θ(n). We also show that, for large
n, broadcasting in and gossiping in CO are bounded below by 1

2n(log n+cn) and
1
2n(log n + log log n + cn) respectively, where limn→∞ cn → −∞.

1.4 Outline of the Paper

In Sect. 2 we present some definitions and lemmata that are necessary for our
analysis. In Sect. 3 we give a formal presentation of Haigh’s method. In Sect. 4
we obtain upper and lower bounds for TOK and SPI using Haigh’s method. In
Sect. 5 we explain why the method fails for CO and LNS and we also present
some lower bounds for CO. In Sect. 6 we summarize our results and present an
interesting conjecture.

2 Preliminaries

In this section we present some definitions, notation and lemmata that are nec-
essary for our presentation. We use the (possibly primed) lower-case letters
a, b, c, d, . . . for agents and the corresponding upper case letters A,B,C,D, . . . for
the relevant secrets. The number of agents, and the set of agents are represented
by, respectively, n, and Ag. P represents an arbitrary protocol.

We informally define the notions of (P-permitted) calls and call sequences,
since for the purposes of this paper no formal definition is necessary. Complete
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formal definitions of these notions can be found for example in [9,10]. A call is
an ordered pair (a, b) for a, b ∈ Ag and a �= b. We write ab instead of (a, b). A call
sequence is a (possibly empty) finite or infinite sequence of calls. After the call
ab takes place, a and b exchange all the secrets they knew before the call. For
example after the call sequence ab; bc, a knows the secrets A and B, and b and
c know the secrets A, B, and C. A call ab is P-permitted after a call sequence
σ iff a can call b under the restrictions of P when all the calls in σ have taken
place. A call sequence σ is P-permitted iff every call in σ is P-permitted given
that the previous calls have taken place.

In the gossip community considering the reverse of a given call sequence has
provided a lot of results [7,16,18–20]. Based on this idea, we give the following
definitions and prove Lemma1.

Definition 1 (Reverse Call Sequence). Let τ be a finite call sequence. The
reverse of τ is the call sequence τ−1, which is inductively defined as follows:

ε−1 = ε and (ab;σ)−1 = σ−1; ba.

Definition 2 (Reverse Property). P has the reverse property iff the reverse
of every P-permitted call sequence is a P- permitted call sequence.

Lemma 1. Protocols ANY, CO and SPI have the reverse property.

Proof. For ANY the claim is obvious. CO has the reverse property since, if no
call is repeated in σ then no call can be repeated in σ−1. For SPI, we show the
claim by contradiction:

Assume that σ is a SPI-call sequence and that σ−1 is not a SPI-call sequence.
Then σ−1 looks like:

. . . ; ca ; σ′ ; ab ; . . .

where σ′ does not contain any calls involving a. But then σ has the same shape
as σ−1. So, σ is not a SPI call sequence, which is absurd. ��

We continue with the following interesting theorem, which will allow us to
study SPI and TOK together.

Theorem 1. SPI and TOK can be modelled by the same Markov Chain.

Proof. In [11] we have shown that ANY can be modelled by a Markov Chain in
the space of unordered tuples. As an example assume that we have only 4 agents.
Using the notation of [11] we can represent the initial knowledge of the agents
with the state (i.e. unordered tuple) {A,B,C,D}. The previous state means that
a knows A, b knows B etc. After call ab, we go to the state {AB,AB,C,D} (i.e.
to the state where a knows A and B etc.) and so on. The fact that in ANY, each
call can be selected at any time, gives us the right to use unordered tuples: the
knowledge of any two agents can be freely interchanged, with no effect in the
future selection of calls.

A similar idea can be used for modelling the execution of SPI and TOK. In
order to select the next call in SPI and TOK, except from the agents’ knowledge,
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we need to know which agents have a token. Therefore, we can use unordered
tuples with underlined elements. An underlined element refers to an agent who
has a token. So, the initial state for 4 agents is the following: {A,B,C,D}.
After the TOK-call ab we go to the state {AB,AB,C,D} and so on. Clearly
the knowledge of any two agents who have a token can be interchanged and the
same holds for the knowledge of any two agents who do not have a token, since
this does not affect the selection of new calls. That is why we can use unordered
tuples as states in the Markov chain.

Assume that we have the state {S1, . . . , Si, Sj , . . . Sn}. The TOK-call ij will
lead us to the state {S1, . . . , Si ∪ Sj , Si ∪ Sj , . . . Sn} and the SPI-call ij will lead
us to the state {S1, . . . , Si ∪ Sj , Si ∪Sj , . . . Sn}. Observe however that ,since the
tuples are unordered the two previous states are the same. We conclude that the
Markov chains which model TOK and SPI have exactly the same transitions in
the space of unordered tuples with underlined elements. The probability of this
transitions depends only on the current state, therefore we conclude that SPI
and TOK can be modelled by the same Markov chain. ��

Let TP
v→n, TP

v←n and TP
n denote the number of calls until the broadcasting of

V , v becomes expert and all agents become experts, for the first time respectively.
We will refer to the previous random variables as the T -variables. Observe that
an arrow directed to v denotes the gathering of all the secrets to v and an arrow
pointing out from v denotes broadcasting of V . We will use the T -variables
without superscripts when this causes no confusion. For a random variable T ,
E (T ) represents the expectation of T . As a direct consequence of Theorem 1
we have that gossiping has the same expectation in SPI and TOK (and the
same holds for broadcasting and gathering). So, in the rest of the paper we will
simply write E

(
T SPI,TOK
n

)
, E

(
T SPI,TOK
v→n

)
and E

(
T SPI,TOK
v←n

)
. The next corollary

follows from Lemma 1 and Theorem 1.

Corollary 1. For any agent v we have that:

E
(
TANY
v→n

)
= E

(
TANY
v←n

)
, E

(
TCO
v→n

)
= E

(
TCO
v←n

)

E
(
T LNS
v→n

)
= E

(
T LNS
v←n

)
and E

(
T SPI,TOK
v→n

)
= E

(
T SPI,TOK
v←n

)
.

Finally we need a standard Lemma about random experiments. Let A be an
experiment which has the outcome “success” or “failure”. The Bernoulli trials
of A are independent trials of A such that the probability of success remains
constant in every trial. On the contrary, the Poisson trials of A are independent
trials of A, such that the probability of success varies from trial to trail. The
proof of the Lemma is straightforward.

Lemma 2. Let A be an experiment and assume that we are performing Poisson
trials of A where in the i-th trial the probability of success is pi. Let TA be the
number of independent trials of A until we get the first success and let 0 < p ≤ 1.
Then we have the following:
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1. if for all i we have that pi ≥ p, then E (TA) ≤ 1
p .

2. if for all i we have that pi ≤ p, then E (TA) ≥ 1
p .

The next Lemma contains all the arithmetical computations needed for this
paper.

Lemma 3

(i.)
n − i + 1

(n − i)(i + 1)
=

1
n + 1

(
1

n − i
+

n + 2
i + 1

)

(ii.)

�n
2 ∑

i=1

1
pi(i, 0)

(6)
=

�n
2 ∑

i=1

n − 1
n − i

= (n − 1)
(
Hn−1 − Hn−�n

2 �−1

)

(iii.)

n−1∑

i=�n
2 +1

1
pi(1, n − i)

(6)
=

n−1∑

�n
2 +1

(n − i + 1)(n − 1)
(n − i)(i + 1)

(i.)
=

(n − 1)
(n + 1)

n−1∑

�n
2 +1

(
1

(n − i)
+

n + 2
(i + 1)

)

=
n − 1
n + 1

(
Hn−�n

2 −1 + (n + 2)
(
Hn − H�n

2 +1

))

(iv.)

�n
2 �∑

i=1

1

pi(1, n − i)

as in (iii.)
=

n − 1

n + 1

(
Hn−1 − Hn−�n

2 �−1 + (n + 2)
(
H�n
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) )

(v.)

n−1∑

i=�n
2 +1

1
pi(i, 0)

(6)
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2 +1

n − 1
n − i

= (n − 1)Hn−�n
2 −1

(vi.)

�n
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i

npi(1, n − i)
(6)
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�n
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i(n − i + 1)(n − 1)
n(n − i)(i + 1)
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=

n − 1
n(n + 1)

( �n
2 ∑

i=2

i

n − i

+ (n + 2)
�n
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i

i + 1

)

=
n − 1

n(n + 1)

(

n
(
Hn−2 − Hn−�n

2 −1

)

−
⌊n

2

⌋
+ 1 + (n + 2)

(⌊n

2

⌋
− H�n

2 +1 +
1
2

) )
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(vii.)

n−1∑

i=�n
2 +1

i

npi(i, 0)
(6)
=

n − 1
n

n−1∑

i=�n
2 +1

i

n − i

j:=n−i
=

n − 1
n

n−�n
2 −1

∑

j=1

n − j

j

= (n − 1)Hn−�n
2 −1 −

(
n − 1

n

) (⌊
n − n

2

⌋
− 1

)
.

3 Haigh’s Method

In this section we formally present John Haigh’s method [16] for obtaining
bounds in broadcasting, gathering and gossiping. All the T -variables refer to
an arbitrary protocol. In the rest of the paper we fix an arbitrary agent v.

Broadcasting and Gathering. We divide the time in n−1 phases. The i-th phase
starts when i nodes know V and ends when i+1 nodes know V (1 ≤ i ≤ n− 1).
Let Tv→i be the number of calls spent in phase i. Then it holds that:

Tv→n =
n−1∑

i=1

Tv→i and E (Tv→n) =
n−1∑

i=1

E (Tv→i) . (2)

Assume that we are in phase i. The set K contains the i agents that know V .
The available calls in phase i are all the P-permitted calls in phase i. The useful
calls in phase i are the calls that lead in one more agent learning V . Let pPi be
the probability of one more agent learning V , i.e. the transition probability from
phase i to phase i + 1 (see Fig. 1). Since all the available calls have the same
probability of being chosen, we have:

pPi =
number of useful calls

number of available calls
.

i n− i

Fig. 1. The situation in phase i. There are i agents that know V and n− i that do not
know V . If we select one of the displayed edges then we go from phase i to phase i+1.

Let A be the event “going to phase i + 1”. Each time we select a call we
have an independent trial of A. In the ANY protocol there are always 2i(n − i)
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useful and n(n − 1) available calls. So, in ANY the selection of calls represents
Bernoulli trials, but in all the other protocols the selection of calls represents
Poisson trials. If we have bounds for pi we can apply Lemma 2 in order to obtain
bounds for Tv→i and by (2) for Tv→n (broadcasting). For all the protocols except
TOK these bounds will also refer to Tv←n (gathering), because of Corollary 1.
Clearly TANY

v→i follows the geometric distribution with parameter 2i(n−i)
n(n−1) . As it

was shown in [19] we have:

E
(
TANY
v→n

)
=

n−1∑

i=1

E
(
TANY
v→i

)
=

n−1∑

i=1

n(n − 1)
2i(n − i)

= (n − 1) · Hn−1

(1)≈ n log n + Θ(n).

Gossiping. In any realization of the protocol the agents will become experts in
some order, e.g.:

Ta5←n ≤ Ta7←n ≤ . . . ≤ Ta8←n.

The position of Tv←n in the above inequality is the order, compared to the rest
of the agents, in which v becomes expert. Observe that in the above inequality
we have that at most two Tai←n’s can tie at a given value: it is impossible to
make more than two agents experts with a single call. Let Z be the number of
agents that are experts at time Tv←n. It holds that 2 ≤ Z ≤ n. Let 2 ≤ k ≤ n
and consider the event Z ≤ k. In every realisation of the protocol there will be
at most k positions that satisfy Z ≤ k: at position k + 1 we will certainly have
k + 1 experts. We conclude that:

Pr(Z ≤ k) ≤ k

n
. (3)

Upper Bound for Gossiping. Assume that we are at time Tv←n. We now modify
the original process as follows: each time a non-expert a communicates with an
expert, a becomes expert. Let TUB be the completion time for the new process.
The new process cannot end before gossiping is achieved, thus:

T ≤ Tv←n + TUB. (4)

Assume that Z = r. Let Ui be the number of calls, in the new process, for one
more person to become expert, when i persons are experts (r ≤ i ≤ n−1). Then
we have that TUB = Ur + Ur+1 + . . . + Un−1. We have that:

E(TUB) =
n∑

r=2

P (Z = r)
n−1∑

i=r

Ui =
n−1∑

i=2

Ui

i∑

r=2

P (Z = r) =
n−1∑

i=2

UiP (Z ≤ i).

And by (3) and (4) we get:

E (Tn) ≤ E (Tv←n) +
n−1∑

i=2

Ui
i

n
. (5)

Now observe that for the Ui’s we can apply the same analysis as for the
Tv→i’s. Thus, when we have i experts in the new process, the probability of one
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more person becoming expert is again pi. So any bounds for the pi’s will lead us
to bounds for the Ui’s.

Using similar arguments, John Haigh [16] was able to find lower bounds for
the expectation of ANY which lead to: E

(
TANY
n

) ≈ 3
2n log n+O (n). Since, these

arguments do not yield any useful for SPI and TOK we do not present them here.

4 The Protocols TOK and SPI

4.1 Bounding E
(
T TOK
v→n

)
and E

(
T SPI
v→n

)

In this section the T -variables refer to TOK and SPI. Assume that we are in
phase i and that the sets K and Ag \K contain x and y agents that have a token
respectively (Fig. 2). The set K should contain at least the token initially held by
v, but the set Ag\K may contain no tokens at all. Each of the x agents can make
(n− i) useful calls and each of the y agents can make i useful calls. Further only
x+ y agents are allowed to make calls. So, the transition probability depends on
x and y:

pPi = pi(x, y) =
x(n − i) + yi

(x + y)(n − 1)
, 1 ≤ x ≤ i, 0 ≤ y ≤ n − i, 1 ≤ i ≤ n − 1. (6)

i

x

n− i

y

Fig. 2. The situation in phase i for protocols TOK and SPI. There are i agents that
know V , but only x of them have a token. There are n − i agents that do not know V ,
but only y of them have a token.

We have that:

∂pi(x, y)
∂x

=
y(n − 2i)

(x + y)2(n − 1)
and

∂pi(x, y)
∂y

=
x(2i − n)

(x + y)2(n − 1)
.

So, for 1 ≤ i ≤ n
2 , pi is increasing on x and decreasing on y. Also, for n

2 < i ≤
n − 1, pi is decreasing on x and increasing on y. Taking into account that pi is
defined for 1 ≤ x ≤ i and for 0 ≤ y ≤ n − i we obtain:

pi(1, n − i) ≤ pi(x, y) ≤ pi(i, 0), for 1 ≤ i ≤ n

2
pi(i, 0) ≤ pi(x, y) ≤ pi(1, n − i), for

n

2
< i ≤ n − 1.
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And from Lemma 2 we get:

1
pi(i, 0)

≤ Tv→i ≤ 1
pi(1, n − i)

, for 1 ≤ i ≤ n

2
(7)

1
pi(1, n − i)

≤ Tv→i ≤ 1
pi(i, 0)

, for
n

2
< i ≤ n − 1. (8)

We have that:

E (Tv→n) =
n−1∑

i=1

E (Tv→i) =
�n

2 ∑

i=1

E (Tv→i) +
n−1∑

i=�n
2 +1

E (Tv→i) .

So, by (7) and (8):

�n
2 ∑

i=1

1
pi(i, 0)

+
n−1∑

i>�n
2 

1
pi(1, n − i)

≤ E (Tv→n) ≤
�n

2 ∑

i=1

1
pi(1, n − i)

+
n−1∑

i>�n
2 

1
pi(i, 0)

.

And by Lemma 3 (ii.)–(v.) and (1) we have that for large n:

1.38n + log n + Θ(1) ≤ E
(
T SPI,TOK
v→n

) ≤ 2n log n − Θ(n) . (9)

4.2 Bounding E
(
T SPI,TOK
n

)

Because of Corollary 1, Eq. (9) holds for E (Tv←n) too. Therefore we can continue
the application of Haigh’s method for protocols SPI and TOK.

The Upper Bound. By (5) and by recalling that (7) and (8) hold for the Ui’s too
we get:

E (Tn) ≤ E (Tv←n) +
�n

2 ∑

i=2

Ui
i

n
+

�n
2 +1
∑

i=2

Ui
i

n

≤ E (Tv←n) +
�n

2 ∑

i=2

i

npi(1, n − i)
+

n−1∑

i=�n
2 +1

i

npi(i, 0)
.

By (1) and Lemma 3 (iv.)–(vii.) we get the upper bound:

E
(
T SPI,TOK
n

) ≤ 3n log n − Θ(n).
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5 The Protocols CO and LNS

The lack of infinite call sequences in CO and LNS, makes one believe that the
expected duration of the processes we study is faster in these protocols. This
might be true, but as we will show in this section obtaining bounds for CO and
LNS seems much harder than for ANY, TOK and SPI.

Assume that during an execution of CO or LNS we are in phase i. It is possible
that all the calls inside the sets K and Ag \ K have been selected and therefore
are not available any more. This means that the any selection of an available
call leads to one more agent learning V which implies that pi = 1; and this can
happen for any value of i. So, in the case of CO and LNS we cannot obtain a
useful upper bound for the transition probability.

Now we will provide some examples of CO and LNS-call sequences which lead
to phase i and leave very little useful and too many available calls. This implies
that the transition probability can take very small values in CO and LNS, which
will lead to useless bounds.

In CO it is possible to reach phase i with the following sequence of calls:

– First, we make all the possible calls between the agents in K and the agents
in Ag\K with the exception of the n− i calls between v and the agents Ag\K
(these are (i − 1)(n − 1) calls).

– Then we use i − 1 calls to spread V to all the agents in K
Now, the transition probability is:

pCOi =
2(n − i)

n(n − 1) − 2(i − 1)(n − i) − 2(i − 1)
.

So the minimum value of the transition probability is at most pCOi . So, if we apply
Haigh’s method, we will find an upper bound for E

(
TCO
v→n

)
that is at least:

n−1∑

i=1

pCOi =
1
2
n(n − 1)Hn−1 − (n − 1)(n − 2) − (n − 1)Hn−1 + n − 1

which is a trivial upper bound since for sufficiently large n it is greater than
(
n
2

)
,

i.e. the maximum number of calls.
Assume that v = a1 and that K = {a1, . . . , ai}. In LNS it is possible to reach

phase i with the following sequence of calls:

a2ai+1; a2ai+2; . . . ; a2an (a2 collects all the secrets from Ag \ K)
ai+1a3; ai+1a4; . . . ; ai+1ai (ai+1 collects all the secrets from K)

ai+1ai+2; ai+1ai+3; . . . ; ai+1an (ai+1 spreads the secrets of K to Ag \ K)
a1a2;
a2a3; a2a4; . . . ; a2ai (the agents in K learn V and

the secrets in Ag \ K)

The reader can verify that after the above call sequence, no agent in Ag \ K
knows V . So it is indeed a call sequence that leads to phase i. After the above
call sequence, the agents can make the following calls:
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a1 a2 a3 a4 . . . ai−2 ai−1 ai ai+1 ai+2 ai+3 . . . an−2 an−1 an

i − 2 0 i − 3 i − 4 . . . 2 1 0 1 n − i − 1 n − i − 2 . . . 3 2 1

Now the available calls are (i−2)(i−1)
2 + (n−i−1)(n−i)

2 +1 and the useful only n− i
(the only communications allowed between Ag \ K and K are all the call from
Ag \ K to a1). So, the transition probability is:

pLNSi =
n − i

(i−2)(i−1)
2 + (n−i−1)(n−i)

2 + 1
.

So, any upper bound for E
(
T LNS
v→

)
will be at least:

n−1∑

i=1

pLNSi =
(n − 2)(n − 1)

2
(Hn−1 − 1) − (n − 1)2

2
+

n(n − 1)
4

+ Hn−1 >

(
n

2

)

which is again a trivial upper bound.
We conclude that an immediate application of Haigh’s method in CO and

LNS seems impossible, therefore bounding the expectation of CO and LNS seems
much harder than bounding the expectation of the other protocols.

As we already observed in [11] the execution of CO can be modelled by an
undirected graph where the nodes are agents and there is an edge from a to b if
there has been a call between a and b. This leads us to the following theorem,
for which we give only a proof sketch.

Theorem 2 Let cn be such that limn→∞ cn = −∞. Then, for n → ∞:

1. E
(
TCO
v→n

) ≥ 1
2n(log n + cn)

2. E
(
TCO
n

) ≥ 1
2n(log n + log log n + cn)

Proof Using some standard results from random graph theory [14] we can show
that when at most 1

2n(log n+cn) edges have been added in the random graph that
models the execution of CO (i.e. when at most 1

2n(log n + cn) calls have taken
place), then the random graph contains isolated nodes with high probability.
Since isolated nodes correspond to agents who have not communicated with
anyone, this means that broadcasting and gathering cannot be successful. This
proves 1.

Similarly, we can prove that when the aforementioned random graph contains
at most 1

2n(log n + log log n + cn) edges, then it contains at least two nodes of
degree at most one with high probability. This means that there are two agents,
call them a and b, that have made at most 1 call each. In order for a to learn
B, a’s single call should have taken place before b’s single call. Similarly, in
order for b to learn A, b’s call should have preceded a’s. This contradiction
proves 2. ��
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6 Conclusion and Further Work

In Table 1 we present all the known bounds for sequential information dissem-
ination. Observe that the transition probability of ANY is a special case of the
transition probability for SPI and TOK (one can see this by setting x = i and
y = n − i in (6)). So, any bound for SPI and TOK is also a bound for ANY. This
explains why our bounds for SPI and TOK are not tight.

Table 1. All the known bounds for sequential gathering, broadcasting and gossiping.
The trivial bounds are in italic font and it also holds that limn→∞ = −∞.

Lower bound
broadcasting
gathering

Upper bound
broadcasting
gathering

Lower bound
gossiping

Upper bound
gossiping

ANY n log n + Θ(n) 3
2
n log n + O (n)

SPI TOK 1.38n +
log n + Θ(1)

2n log n−Θ(n) 2n − 4 3n log n−Θ(n)

CO 1
2
n(log n + cn)

(
n
2

)
1
2
n(log n +

log log n + cn)

(
n
2

)

LNS n − 1
(
n
2

)
2n − 4

(
n
2

)

By simulating the execution of the protocols, we obtained the results in Fig. 3
which lead us to the following conjecture:

E
(
T LNS
n

)
< E

(
TCO
n

)
< E

(
TANY
n

)
< E

(
T SPI,TOK
n

)
.

It is natural to think that our protocols try to improve the performance of
ANY, which is clearly the simplest and most intuitive sequential protocol. Having

Fig. 3. The simulated expected duration of the protocols



The Expected Duration of Sequential Gossiping 145

this in mind we can draw the following information from Fig. 3: if the protocol
condition simply restricts the number of available calls, without any guarantee
that the amount of information will grow (as it is the case for TOK, SPI and CO)
then the protocol does not necessarily become faster. However, if the protocol
condition guarantees than at least one agent will learn something new (like in
the case of LNS), the protocol can become very fast.
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Abstract. The paper considers term-modal logics and introduces some
decidable fragments thereof. In particular, two fragments will be intro-
duced: one that simulates monotone non-normal logics and another one
that simulates normal multi-agent epistemic logics with quantification
over groups of agents. These logics are defined semantically. Then, each
of them is proof-theoretically characterized by a labelled calculus with
good structural properties. Finally, we prove that each fragment con-
sidered is decidable, and we characterize the complexity of the validity
problem for some of them.

Keywords: Term-modal logics ⋅ Monotone modalities
Multi-agent epistemic logics ⋅ Decidability ⋅ Sequent calculi

1 Introduction

Propositional multi-modal epistemic logics (MELs) have been a key tool for
reasoning about knowledge and belief in multi-agent systems (MASs), cf. [9].
Given a set of agents {1, . . . , n}, we have formulas ◻iφ, which may be read as
agent i knows that φ, and given a group of agents G – i.e. a subset of the set of
agents – we may have formulas such as EGφ,DGφ, and CGφ which may be read,
respectively, as every G knows/it is distributed/common knowledge among the
Gs that φ. Most applications are based on the multi-agent logic of belief KD45n

or on the multi-agent logic of knowledge S5n – e.g., interpreted systems [9] are
captured by S5n; but in some cases also other logics, such as Kn or S4n, are
used. One key aspect of these logics is that they are decidable and have a good
computational complexity: if n ≥ 2, the validity problem is pspace-complete if
common knowledge is omitted, else it is exptime-complete [16].

Even if MELs allow us to reason about agents’ knowledge, they do not allow
to reason about agents and groups thereof. The problem, roughly, is that agents
are (denoted by) a finite set of indexes that, so to say, live outside of the logic.
Therefore, as it is noted in [15], we can only reason about a finite and known
set of agents where each name (i.e. index) denotes a different agent and where
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the naming relation is common knowledge. One elegant way of overcoming these
limitations is provided by term-modal logics (TMLs) [10]. These are first-order
epistemic logics with increasing domains and rigid designators, cf. [2,3], where
each epistemic operator is indexed by a term. The term-modal operator [x] – to
be read as the agent (denoted by the possibly bound) x knows that – is semantically
modeled by a three place relation of x-dependent compatibility relation. TMLs
enhance our ability to reason about agents and groups in that (i) we do not have
to reason about a finite and known set of agents, and (ii) we can express:

– knowledge of a particular agent: [x]A means that x knows that A;
– knowledge of a generic agent: ∃x[x]A means that someone knows that A;
– knowledge of a first-order definable group: ∀x(Gx ⊃ [x]A) means that every

member of the group G knows that A;
– relations between groups of agents: ∀x(Gx ⊃ Hx) ∧ ∀y(Hy ⊃ [y]A) means

that each G is an H and each H knows A, and it entails that ∀x(Gx ⊃ [x]A).

Despite their great expressive power, the TMLs considered in [10] are not
suited for practical applications because: (i) [10] introduces only logics where
the negative introspection axiom 5 is not valid, and (ii) being extensions of
first-order modal logics, TMLs are undecidable.1

We first show that TMLs with any combination of the axioms D,T,4, and
5, as well as their extensions with interaction axioms like the Barcan Formulas,
can be proof-theoretically characterized by labelled sequent calculi. This would
allow us to introduce the term-modal version of useful quantified MELs such
as, e.g., the objectual quantified interpreted systems considered in [2]; see also
[5,10,15,19] for scenarios where term-modal-like logics can be applied. Then,
we introduce two decidable fragments of TMLs. The first fragment has very
limited expressive power, but it is interesting in that it simulates monotone
non-normal logics [4,17,25] in a way that is more natural than that in [13,18].
The second fragment – which extends both MELs and the epistemic logic with
names AXN of [15] – allows us to reason about the propositional knowledge
of individual agents and of groups of agents denoted by monadic predicates.
Moreover, it allows us to express whether individual agents are members of
these groups or not (but not to reason about the relations between groups). The
logics defined over this latter fragment are interesting for reasoning about MASs
in that they increase the expressive power of MELs without thereby increasing
their complexity.

The paper proceeds as follows. Section 2 introduces TMLs and shows that
they can be proof-theoretically characterized by labelled sequent calculi with
the good structural properties that are typical of G3-style calculi. Then, in
Sects. 3 and 4, we present two decidable fragments of TMLs. More specifically,
in Sect. 3, we consider non-normal monotone logics based on a generalization of
multi-relational semantics [4]; we introduce TMLs expressing them; and we char-
acterize their complexity. In Sect. 4, we consider TMLs that simulate MELs with

1 See [19] for a term-modal like extension of the logic of belief KD45; and see [5–7]
for extensions of TMLs, called indexed epistemic logics, with non-rigid designators.
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explicit quantification over groups of agents; we show that they are decidable;
and we characterize the complexity of (most of) them. We conclude, in Sect. 5,
by sketching some future direction of research.

2 Term-Modal Logics

2.1 Syntax and Semantics

Language. Let us consider a first-order language L whose signature contains
only predicate symbols of any arity n (each result of the paper can be extended
straightforwardly to a signature containing also individual constants). Let V ar
be an infinite set of variables. The primitive logical symbols are ¬,∧,∀, and [⋅].
L-formulas are defined by the following grammar, where Pn is an arbitrary n-ary
predicate symbol and y, x1, . . . , xn ∈ V ar,

A ∶∶ = Pnx1, . . . , xn ∣ ¬A ∣ A ∧A ∣ ∀yA ∣ [y]A. (L)

We use the following metavariables, all possibly with numerical subscripts: x, y, z
for variables; p for atomic formulas; and A,B,C for formulas. The formulas
�,⊺, A ∨B, A ⊃ B, ∃xA are defined as usual, and ⟨x⟩A ∶= ¬[x]¬A. The notions
of free and bound occurrences of a variable are defined as expected; in particular,
the displayed occurrence of x in [x]A is free, and each occurrence of x in ∀xA
is bound. The height of a formula, He(A), is the height of the longest branch
of its generation tree; its length, Le(A), is the number of nodes of its generation
tree.

We use ≡ to denote syntactic identity. Without loss of generality, we assume
that the variables occurring free in a formula are different from the bound ones,
and we identify formulas that differ only in the name of bound variables. By
A(y/x) we denote the formula that is obtained from A by substituting each
(free) occurrence of x with an occurrence of y. In particular, we have that
([z]A)(y/x) ≡ [z(y/x)](A(y/x) ). Having identified formulas differing only in
the name of bound variables, we can assume that y is free for x in A whenever
we write A(y/x) – that is to say, no free occurrence of any variable becomes
bound after having applied a substitution.

Semantics. We mostly follow [10] in introducing the semantics. The main nov-
elties are (i) that we consider a more general varying domain semantics instead
of an increasing domains semantics where the Converse Barcan Formula holds
in every frame, cf. [3]; and (ii) that we consider also Euclidean frames.

Definition 1 (Frame). A frame is a tuple F ∶=< W ,U ,D,{
a
↣∶ a ∈ U} >, where:

1. W is a non-empty set of worlds, denoted by u, v,w, . . . ;
2. U is a non-empty set of objects/agents, denoted by a, b, c, . . . . U is called the

outer domain of F ;
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3. D is a set containing, for each w ∈ W, a possibly empty subset of U denoted by
Dw. Dw is called the inner domain of w and it represents the objects existing
at w;

4. each
a
↣ is an agent-dependent compatibility relation between worlds –

a
↣⊆

W × a ×W – for which we use infix notation. Intuitively, w
a
↣ v means that

world v is compatible with what agent a knows in world w.

Definition 2 (Models and assignments). A model (based on F) is a pair
M ∶=< F ,I > where F is a frame and I is an interpretation function mapping
each n-ary L-predicate to a set of n + 1-tuples made of a world and of n objects
from the outer domain U . Formally I(Pn) ⊆ {< w,a1, . . . , an > ∶ w ∈ W&ai ∈ U}.
An assignment is a mapping from V ar to U . We use σ, τ, ν to denote assign-
ments. By σx▷a we denote the assignment that behaves like σ save for the variable
x that is mapped to the object a.

Definition 3 (Satisfaction). Satisfaction of a formula A at a world w of a
model M under the assignment σ, to be denoted by σ ⊧Mw A, is defined by:
σ ⊧Mw Pnx1, . . . , xn iff < w,σ(x1), . . . , σ(xn) > ∈ I(P

n)

σ ⊧Mw ¬B iff σ /⊧
M

w B
σ ⊧Mw B ∧C iff σ ⊧Mw B and σ ⊧Mw C
σ ⊧Mw ∀xB iff for all a ∈ Dw, σx▷a ⊧Mw B

σ ⊧Mw [x]B iff for all v ∈ W, w
σ(x)
↣ v implies σ ⊧Mv B

The notions of truth in a world, ⊧Mw A, truth in a model, ⊧M A, validity in
a frame, F ⊧ A, and validity in a class C of frames, C ⊧ A, are as usual.

Logics. By an L-logic we mean the set of all L-formulas that are valid in
some class of frames. In this paper we will consider all L-logics that are defined
by some combination of the properties in the following correspondence results,
whose straightforward proofs can be omitted.

Proposition 4 (Correspondence results). The following formulas are valid
in all and only the frames satisfying the following properties, where w, v, u ∈
W and a, b ∈ U (the universal closure of T–BF would correspond to the same
properties restricted to agents of the inner domains: ∀a ∈ Dw instead of ∀a ∈ U),

– T ∶= [x]A ⊃ A iff F is reflexive: ∀a∀w(w
a
↣ w)

– D ∶= ¬[x]� iff F is serial: ∀a∀w∃v(w
a
↣ v)

– 4 ∶= [x]A ⊃ [x] [x]A iff F is transitive: ∀a∀w, v, u(w
a
↣ v&v

a
↣ u ⊃ w

a
↣ u)

– 5 ∶= ⟨x⟩A ⊃ [x] ⟨x⟩A iff F is Euclidean: ∀a∀w, v, u(w
a
↣ v&w

a
↣ u ⊃ v

a
↣ u)

– NE ∶= ∀xA ⊃ ∃xA iff F has non empty domains: ∀w(Dw ≠ ∅)
– UI ∶= ∀xA ⊃ A(y/x) iff F has single domain: ∀w(Dw = U)
– CBF ∶= [x]∀yA ⊃ ∀y[x]A iff F has increasing domains:
∀a, b∀w, v(w

a
↣ v&b ∈ Dw ⊃ b ∈ Dv)

– BF ∶= ∀y[x]A ⊃ [x]∀yA iff F has decreasing domains:
∀a, b∀w, v(w

a
↣ v&b ∈ Dv ⊃ b ∈ Dw)



Decidable Term-Modal Logics 151

We use the standard names for the L-extensions of propositional logics in the
cube of normal modalities. For example, K denotes the set of L-formulas valid
in the class of all frames; T denotes the set of L-formulas valid in all reflexive
frames; and S5 denotes the set of L-formulas valid in all reflexive, transitive, and
Euclidean frames. Moreover, if X is the name of one of the L-logics thus defined,
X ⊕NE is the logic of all non empty domains X-frames, and analogously for
their extensions with UI,CBF,BF , and the combinations thereof. We use L for
an arbitrary L-logic among the ones we are considering.

2.2 Proof Systems

Labelled Sequent Calculi for TMLs. We are now going to introduce labelled
sequent calculi that characterize L-logics. We assume the reader is acquainted
with sequent calculi. The calculi for TMLs are like the ones for propositional and
quantified modal logics [20, Sects. 11 and 12.1], save that two-place relational
atoms, wRv, are replaced by three-places compatibility atoms, w

x
↣ v. More

precisely, we introduce an infinite set of fresh variables, called (world) labels,
for which we use the metavariables w, v, u. A labelled sequent is an expression
Ω;Γ ⇒ Δ, where Ω is a multiset of domain atoms x ∈ w – meaning that x is in
the inner domain of world w – and of compatibility atoms w

x
↣ v – meaning that

v is compatible with what agent x knows in w; and where Γ and Δ are multisets
of labelled formulas w ∶ A – meaning that the L-formula A holds at w.

The rules for the calculus G3tm.K, which characterizes the L-logic K, are
given in Table 1; the label u in rule R◻, as well as the variable z in R∀, is an
eigenvariable – i.e., it cannot occur free in the conclusion of that rule instance.

Table 1. Sequent calculus G3tm.K

To obtain calculi for the other L-logics, we use non-logical rules expressing
the geometric semantic conditions given in Proposition 4, cf. [20, Sect. 8]. For
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any L-logic L, the calculus G3tm.L is obtained by extending G3tm.K with
the non-logical rules from Table 2 that express the semantic conditions defining
L. The label u in rule LD and the variable z in rule LNE are eigenvariables. If a
calculus contains rule L5, it also contains its contracted instances L5c. The other
rules in Table 2 are such that we do not have do add contracted instances.

Table 2. Non-logical rules

The notion of substitution of world labels is defined as expected. Substi-
tutions are extended to domain and compatibility atoms. Substitutions are
extended to sequents by applying them componentwise. A derivation D of a
sequent S in G3tm.L is a tree of sequents that is obtained by applying rules
of G3tm.L, whose root is S, and whose leaves are initial sequents. The height
of a derivation D, He(D), is the height of the longest branch of D. We write
G3tm.L ⊢(n) S if the sequent S is G3tm.L-derivable (with a derivation of at
most height n). We say that a rule is (height-preserving) admissible in G3tm.L
if whenever its premisses are G3tm.L-derivable (with height n), its conclusion
is G3tm.L-derivable (with at most height n). Finally, in the rules in Tables 1
and 2, the multisets Ω, Γ , and Δ are called contexts, the formulas displayed in
the conclusion are called principal and those displayed only in the premiss(es)
are called active.

Properties of G3tm.L. We are now going to present some properties of
the calculi G3tm.L. The main results are (i) that these calculi have the good
structural properties of G3-style calculi – i.e. all rules are invertible, weaken-
ing and contraction are height-preserving admissible (hp-admissible), and cut is
admissible; and (ii) that each calculus is sound and complete with respect to the
corresponding L-logic. Most proofs will be omitted for lack of space. They can
be easily obtained by modifying the ones given in [20, Sect. 12.1] for quantified
modal logics or the ones given in [6, Sects. 3–4] for indexed epistemic logics.

Lemma 5 (Substitution). Substitutions are hp-admissible in G3tm.L:

1. If G3tm.L ⊢n S then G3tm.L ⊢n S(y/x);
2. If G3tm.L ⊢n S then G3tm.L ⊢n S(w/v).
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Lemma 6 (Initial sequents). Sequents of shapes (i) Ω;w ∶ �, Γ ⇒ Δ, (ii)
Ω;Γ ⇒ Δ,w ∶ ⊺, and (iii) Ω;w ∶ A,Γ ⇒ Δ,w ∶ A, with A arbitrary L-formula
and w arbitrary world label, are derivable in G3tm.L.

Lemma 7 (Weakening). The following rules are hp-admissible in G3tm.L:

Ω;Γ ⇒Δ

Ω′,Ω;Γ ⇒Δ
LWΩ

Ω;Γ ⇒Δ

Ω;Π,Γ ⇒Δ
LW

Ω;Γ ⇒Δ

Ω;Γ ⇒Δ,Σ
RW

Lemma 8 (Invertibility). Each rule of G3tm.L is hp-invertible.

Lemma 9 (Contraction). The following rules are hp-admissible in G3tm.L:

Ω′,Ω′,Ω;Γ ⇒Δ

Ω′,Ω;Γ ⇒Δ
LCΩ

Ω;Π,Π,Γ ⇒Δ

Ω;Π,Γ ⇒Δ
LC

Ω;Γ ⇒Δ,Σ,Σ

Ω;Γ ⇒Δ,Σ
RC

Theorem 10 (Cut). The following rule of cut is admissible in G3tm.L:

Ω;Γ ⇒Δ,w ∶ A Ω′;w ∶ A,Π ⇒ Σ

Ω,Ω′;Γ,Π ⇒Δ,Σ
Cut

In order to show that G3tm.L is sound and complete with respect to
L-frames, we extend the notion of validity to sequents. Notice that a seman-
tic proof of the admissibility of the structural rules of inference is an immediate
corollary of the completeness theorem.

Definition 11. Let σF be a function mapping world labels to worlds of a frame
F and variables to objects of the outer domain of F .
A sequent Ω;Γ ⇒Δ is valid on F iff for all σF and all M based on F ,
if (i) for all x ∈ w occurring in Ω we have that σF(x) ∈ DσF(w),

(ii) for all w
x
↣ v occurring in Ω we have that σF(w)

σF(x)
↣ σF(v), and

(iii) for all w ∶ A occurring in Γ we have that σF ⊧
M
σF(w)

A,
then there is some v ∶ B occurring in Δ such that σF ⊧

M
σF(v)

B.

Theorem 12 (Soundness). If a sequent S is derivable in G3tm.L, then it is
valid in the class of all frames for L.

Proof (Sketch). The proof is by induction on the height of the derivation D of S.
The base case holds trivially. For the inductive step, we have to check that each
rule of G3tm.L preserves validity over frames for L. Each logical rule preserves
validity over any frame. Each non-logical rule preserves validity over frames sat-
isfying the corresponding semantic property; cf. [20, Theorem 12.13]. ⊓⊔

Theorem 13 (Completeness). If a sequent is valid in the class of all frames
for L, then it is derivable in G3tm.L.
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Proof. The proof is in three steps. First, in Definition 14, we define a notion of L-
saturated branch of a proof-search for a sequent S. Then, with Definition 15 and
Lemma 16, we show that an L-saturated branch allows us to define a countermodel
for S that is based on a frame for L. Finally, we give a root first G3tm.L-proof-
search procedure, Proposition 17, that either gives us a G3tm.L-derivation of S –
and, by Theorem12, S is L-valid – or it has an L-saturated branch – and, therefore,
S has a countermodel based on an appropriate frame. ⊓⊔

Definition 14 (Saturation). A branch B of a G3tm.L-proof-search tree for
a sequent S is L-saturated if it satisfies the following conditions, where Γ (Δ)
is the union of the antecedents (succedents) occurring in that branch,

1. no w ∶ p occurs in Γ ∩Δ;
2. if w ∶ ¬A is in Γ, then w ∶ A is in Δ;
3. if w ∶ ¬A is in Δ, then w ∶ A is in Γ;
4. if w ∶ A ∧B is in Γ, then both w ∶ A and w ∶ B are in Γ;
5. if w ∶ A ∧B is in Δ, then at least one of w ∶ A and w ∶ B is in Δ;
6. if both w ∶ ∀xA and y ∈ w are in Γ, then w ∶ A(y/x) is in Γ;
7. if w ∶ ∀xA is in Δ, then, for some z, w ∶ A(z/x) is in Δ and z ∈ w is in Γ;
8. if both w ∶ [x]A and w

x
↣ v are in Γ, then v ∶ A is in Γ;

9. if w ∶ [x]A is in Δ, then, for some u, u ∶ A is in Δ and w
x
↣ u is in Γ;

10. if R is a non-logical rule of G3tm.L, then for any set of principal formulas
of R that are in Γ also the corresponding active formulas are in Γ (for some
eigenvariable of R, if any).

Definition 15. Let B be L-saturated. The model MB is thus defined: (i) WB

is the set of world labels occurring in Γ ∪Δ; (ii) UB is the set of all variables
occurring free in Γ ∪Δ; (iii) for each w ∈ W, x ∈ Dw iff x ∶ w is in Γ; (iv)
for each x ∈ U , w

x
↣ v iff the formula w

x
↣ v is in Γ; (v) IB(Pn) is the set of

all n + 1-tuples < w,x1, . . . , xn > such that the formula w ∶ Pnx1, . . . , xn is in Γ.
Given MB, σB denotes the assignment given by the identity mapping.

Lemma 16. Let B be an L-saturated branch. Then (1) for any L-formula A we
have that σB ⊧

M
B

w A iff w ∶ A is in Γ; and (2) MB is based on a frame for L.

Proof (Sketch). The proof of claim (1) is by induction on He(A). The base case
holds by construction of MB and of σB, and the inductive cases depend on
Definition 14.2–9. Claim (2) follows by Definition 14.10 and by construction of
MB and of σB. ⊓⊔

Proposition 17. A G3tm.L-proof-search tree for a sequent S is the tree of
sequent that has S as root and whose branches grow according to the following
procedure: if the leaf is an initial sequent the branch stops growing, else either
no instance of rules of G3tm.L is applicable root first to it, or k instances are
(where rules L∀, L◻, LT , LD, LUI , LNE are applied w.r.t. all free variables/labels
occurring in the leaf). In the first case, the branch stops growing; in this case it
is immediate to see that we have a finite L-saturated branch. In the second case,
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we apply the k rule instances that are applicable in some order (each one will
be applied to all end-sequents that are generated at the previous step). If the tree
never stops growing then, by König’s Lemma, it has an infinite branch which, as
the reader can easily check, is L-saturated.

3 Monotone Non-Normal Modalities

The first decidable fragment of TMLs is obtained by restricting the language to 0-
ary predicates – i.e., propositional variables – and by using quantifiers and term-
modal operators only to introduce logical operators of shape ∃x[x] and ∀x⟨x⟩.
This fragment simulates non-normal monotone epistemic logics [4,17,25] – i.e.,
logics not closed under deduction nor under necessitation, but only under the
weaker rule RM – via normal TMLs. Roughly, the monotone formula ◻φ is
expressed by ∃x[x]φ. This simulation is simpler than that via polymodal normal
modalities [13,18]. Moreover, as it is done in [14] building on the approach in
[13,18], we easily obtain labelled calculi for monotone epistemic logics. Monotone
epistemic logics are interesting in at least two respects. First, they model humans’
knowledge more appropriately (than normal ones) in that agents need not know
every tautology and their knowledge need not be closed under deduction, cf. [25]
and [16, p. 377]. Second, and more related to applications, many important logics
for reasoning in MASs, such as Parikh’s Game Logic [22] and Pauly’s Coalition
Logic [23], are based on monotone modalities, cf [17].

Monotone Epistemic Logics. We give here a very short introduction to mono-
tone epistemic logics. Given that this will simplify the simulation, we will make
use of (a generalization of) multi-relational semantics for monotone epistemic
logics [4], and not the usual neighbourhood semantics [17,25]. We generalize the
(weak) semantics given in [4] by considering a ‘varying domain’ version of it
where the necessitation axiom ◻⊺ is not valid in all frames. The language L◻ is
generated by the following grammar, where Q0 is an arbitrary 0-ary predicate,

φ ∶∶ = Q0 ∣ ¬φ ∣ φ ∧ φ ∣ ◻ φ ∣ ◇ φ. (L◻)

A multi-relational frame is a tuple F =< W ,{R1, . . . ,Rn},R >, where (i) W
is a non-empty set of worlds; (ii) n ≥ 1 and Ri ⊆ W×W ; and (iii) R is a mapping
from worlds to possibly empty subsets of {R1, . . . ,Rn}. A multi-relational model
is a tuple M =< F ,V >, where V is a valuation mapping 0-ary predicates to
subsets of W . Truth of an L◻-formula at a world w of a model M is defined as
in Kripke semantics, save for ◻φ and ◇φ where we have, respectively

⊧M
w ◻φ iff some Ri ∈ R(w) is s.t. for all v ∈ W , if wRiv then ⊧M

v φ; (1)

⊧M
w ◇φ iff for each Ri ∈ R(w) there is v ∈ W s.t. wRiv and ⊧M

v φ. (2)

By a monotone modal logic we mean the set of all L◻-formulas valid in some
class of multi-relational frames. In particular, we will consider the classes of
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multi-relational frames that are defined by some combination of the properties
given in Table 3, where Rj(w) = {v ∶ wRjv}, and w, v, u are generic worlds.
The set M of the L◻-formulas valid in all multi-relational frames is the smallest
set containing all L◻-instances of propositional tautologies, that is closed under
modus ponens, and is closed under RM : if (φ ⊃ ψ) ∈M then (◻φ ⊃ ◻ψ) ∈M. The
set MN of L◻-formulas valid in all F satisfying Nm is the smallest extension
of M containing N ∶= ◻⊺. The set MC of L◻-formulas valid in all F satisfying
Cm is the smallest extension of M containing C ∶= ◻φ∧◻ψ ⊃ ◻(φ∧ψ); and so on
for the logics containing all L◻-instances of the modal axioms T,D,4,5 (where
if 5 ∈ X then N ∈ X, and where D ∶= ¬ ◻ � is equivalent to ◻φ ⊃ ◇φ only if
C ∈ X), and for the combinations thereof. The proofs are like the ones in [4],
save that in [4] it is imposed that R(w) ≠ ∅ and, therefore, N always holds and
the ‘existential constituents’ of 4m and 5m hold trivially.

Table 3. Properties of F

Term-Modal Logics and Monotone Epistemic Logics. From the perspec-
tive of multi-relational semantics, the monotone modalities ◻ and ◇ are similar
to normal ones in Kripke semantics. The only novelty is that we have ∃∀ and
∀∃ modalities whose epistemic readings are, respectively, (i) there is an agent
such that in all worlds compatible with his knowledge. . . ; and (ii) for each agent
some world compatible with his knowledge is such that . . . . It should immediately
be clear that we can capture these quantifier alternation in the term-modal lan-
guage.2 In order to do so, we introduce the following notational conventions:
⊞A ∶= ∃x[x]A and !A ∶= ∀x⟨x⟩A; and we consider TMLs based on the language
L⊞ defined by the following grammar, where Q0 is an arbitrary 0-ary predicate,

A ∶∶ = Q0 ∣ ¬A ∣ A ∧A ∣ ⊞A ∣ !A. (L⊞)

Next, we consider correspondence results between L⊞-formulas and properties
of term-modal frames.

Proposition 18. The following L⊞-formulas are valid in all and only the term-
modal frames satisfying the following conditions (for w, v, u ∈ W and a, b, c ∈ U)

2 See [24] for another way of expressing the minimal monotone logic M via TMLs.
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– N⊞ ∶= ⊞⊺ iff ∀w∃a(a ∈ Dw)
– C⊞ ∶= ⊞A ∧ ⊞B ⊃ ⊞(A ∧B) iff ∀w, v, u∀a, b

(a ∈ Dw & b ∈ Dw ⊃ ∃c(c ∈ Dw & ∀w1(w
c
↣ w1 ⊃ (w

a
↣ w1 & w

b
↣ w1))))

– T⊞ ∶= ⊞A ⊃ A iff ∀w∀a(a ∈ Dw ⊃ w
a
↣ w))

– D⊞ ∶= ¬ ⊞ � iff ∀w∀a(a ∈ Dw ⊃ ∃v(w
a
↣ v))

– 4⊞ ∶= ⊞A ⊃ ⊞ ⊞A iff ∀w, v∀a ∈ Dw(w
a
↣ v ⊃ ∃b(b ∈ Dv) ) & ∀w, v, u

∀a, c ∈ Dw∀b ∈ Dv(w
a
↣ v & v

b
↣ u ⊃ w

c
↣ u)

– 5⊞ ∶= !A ⊃ ⊞!A iff ∀w∃a(a ∈ Dw) & ∀w, v, u∀a, b ∈ Dw∀c ∈ Dv

(w
a
↣ v & w

b
↣ u ⊃ v

c
↣ u)

Now, we introduce a 1-1 mapping, tr, between L◻-formulas and L⊞-formulas
and another 1-1 mapping, m, between multi-relational models and term-modal
models defined over L⊞ (tr−1and m−1 denote the inverse mappings).

Definition 19. Let φ be an L◻-formula, A an L⊞-formula, M a multi-relational
model, and M a term-modal model over L⊞. The mappings tr and m are:

–
tr(Q0) = Q0; tr(¬φ) = ¬tr(φ); tr(φ ∧ ψ) = tr(φ) ∧ tr(ψ);
tr(◻φ) = ⊞tr(φ); tr(◇φ) = !tr(φ).

– For M =< W ,{R1, . . . ,Rn},R,V >, m(M ) is < WM ,UM ,DM ,↣M ,IM >,
where: (i) WM = W; (ii) UM = {R1, . . . ,Rn}; (iii) DM = {Dw ∶ Ri ∈ Dw iff

Ri ∈ R(w)}; (iv) ↣M = ⋃{
Ri
↣∶ w

Ri
↣ v iff wRiv}; and (v) IM (Q0) = V(Q0).

We can now prove that L⊞-logics simulate monotone epistemic logics.

Lemma 20. If φ, A, M , M are as in Definition 19, then (i) ⊧M
w φ iff ⊧

m(M )
w

tr(φ), and, vice versa, (ii) ⊧Mw A iff ⊧
m−1(M)
w tr−1(A).

Proof (Sketch). We can prove that ⊧M
w φ iff ⊧

m (M )
w tr(φ) by an easy induction

on the height of φ. If φ is atomic or of shape ¬ψ or ψ1∧ψ2, the proof is straight-

forward. If φ ≡ ◻ψ, then: ⊧M
w ◻ψ

(1)
⇐⇒ ∃Ri ∈ R(w)∀v ∈ w(wRiv ⊃ ⊧M

w ψ)
IH
⇐⇒

∃Ri ∈ R(w)∀v ∈ w(wRiv ⊃ ⊧
m(M )
w tr(ψ))

Def. m(M )
⇐⇒ ∃Ri ∈ Dw∀v ∈ W

(w
Ri
↣ v ⊃ ⊧

m(M )
w tr(ψ))

Def. 3
⇐⇒ ⊧

m(M )
w ∃x[x]tr(ψ)

Def. ⊞+tr
⇐⇒ ⊧

m(M )
w tr(◻ψ). The

proofs of case φ ≡ ◇ψ and of claim (ii) are similar and can be omitted. ⊓⊔

Theorem 21. Validity of L⊞-formulas over term-modal frames defined by prop-
erties in Proposition 18 and validity of L◻-formulas over multi-relational frames
defined by the corresponding properties (see Table 3) are equivalent problems.

Proof. An easy corollary of Lemma 20 and of Proposition 18. ⊓⊔

Theorem 22. The validity problem of L⊞-formulas over frames defined by prop-
erties in Proposition 18 is decidable. Moreover, for L⊞-logics without C⊞ the
validity problem is co-np-complete, and for L⊞-logics with C⊞ it is pspace-
complete.
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Proof. The theorem follows by Theorem 21 and by [25, Theorem 2.3] (assum-
ing that the conjecture [25, p. 251] that L◻-logics with C are pspace-hard is
correct). ⊓⊔

Finally, Table 4, together with rule LNE (see Table 2) which expresses condi-
tion Nm, gives the non-logical rules that allow us to introduce the labelled cal-
culus G3tm.X which characterizes (via tr) the monotone logic X. If G3tm.X
contains rule L5⊞ , then it contains also rule LNE ; and if it contains LC (L5⊞),
then it contains also its contracted instances LCc (L5c⊞) and, for L5⊞ and L4⊞2

,
those where x ∈ w ≡ y ∈ w. The semantic condition that corresponds to C⊞ in
Proposition 18 is not geometric, but the rule expressing it is made geometric by
introducing the three places atomic predicate ⋂ and rule L⋂, cf. [8]. It can be eas-
ily shown that results analogous to Lemma 5–Theorem 13 hold for each calculus
G3tm.X. It should be possible to define a terminating G3tm.X-proof-search
procedure, cf. [12,20]. This would solve the open problem that multi-relational
models have the finite model property, cf. [4, p. 318].

Table 4. Non-logical rules for monotone epistemic logics

4 Multi-Agent Epistemic Logics with Groups

The second decidable fragment of TMLs that we consider expresses MELs with
quantification over groups of agents. This fragment simulates MELs by express-
ing the multi-agent modalities ◻1, . . . ,◻n via the term-modal ones [x1], . . . , [xn],
and, if P is a monadic predicate, it allows to say that the individual agent xi is
a member of the group P and that each/some member of the group P knows
something. Moreover, it simulates the epistemic logic with names AXN intro-
duced in [15]. Note that groups’ knowledge can be expressed also in MELs, but
the present formulation is preferable in that it is more succint in the sense of [11].

Formally, we introduce the following conventions: [∀P ]A ∶= ∀y(Py ⊃ [y]A)
and [∃P ]A ∶= ∃y(Py ∧ [y]A). Then, for any n ∈ N, we consider the language
L∗n defined by the following grammar, where we restrict the set of variables to
{y, x1, . . . , xn}; Q is a 0-ary predicate and P an 1-ary one; and, finally, B is an
L∗n-formula with no subformula of shape Pxi

A∶∶ = Q ∣Pxi ∣ ¬A ∣A ∧A ∣ [xi]B ∣ [∀P ]B ∣ [∃P ]B. (L∗n)
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In L∗n-formulas, the variable y is always bound by a quantifier and the xis are
always free; therefore, the xis can be thought as individual constants and L∗n as
a monodic fragment of TMLs [21]. The operators ⊺,�,∨,⊃, and ⟨xi⟩ are defined
as before. We can also consider the ‘group-diamond’ operators ⟨∃P ⟩ and ⟨∀P ⟩
that are the dual of the primitive ones, e.g. the dual of [∀P ] is ⟨∃P ⟩ that is
defined as ⟨∃P ⟩A ∶= ¬[∀P ]¬A. [∀P ] and [∃P ] are not interdefinable.

L-formulas involving interaction of modalities and quantifiers, like the Barcan
Formulas, are not L∗n-formulas. Thus, the distinction between varying and single
domain frames loses much of its interest over the language L∗n. For the sake of
simplicity, we consider here only single domain frames (sd-frames, for short.)
– i.e. frames where, for all w ∈ W , Dw = U . By an L∗n-logic we mean the set
of all L∗n-formulas that are valid in some class of sd-frames obtained by some
combination of the semantic properties corresponding to the schemes T,D,4, and
5 (see Proposition 4). We name L∗n-logics according to the standard propositional
conventions. To illustrate, KD45∗n is the set of L∗n-formulas valid over all serial,
transitive and Euclidean sd-frames; S5∗n is the set of L∗n-formulas valid over all
sd-frames where each

a
↣ is an equivalence relation. Theorems 12 and 13 imply

that G3tm.X⊕UI∗n is sound and complete w.r.t. theoremhood in X∗n.

Example 23. The L∗n-formula Pxi ∧ [xi]A ∧ [∀P ](A ⊃ B) ⊃ [∃P ]B – which
expresses the sentence if xi is a P that knows that A and if every P knows
that A implies B, then some P knows that B – is valid in every sd-frame, but the
L∗n-formula [∃P ]A ∧ [∃P ](A ⊃ B) ⊃ [∃P ]B is not valid in every sd-frame, as it
is shown by the following (compressed) G3tm.K ⊕UI∗n-proof-searches (where
rules L∃, R∃, and L ⊃ are admissible).

w ∶ Pxi ⇒ w ∶ Pxi

w ∶ Pxi ⇒ w ∶ Pxi

v ∶ A ⇒ v ∶ A
Lem.6

v ∶ B ⇒ v ∶ B
Lem.6

w
xi
↣ v, . . . , v ∶ A ⊃ B,v ∶ A ⇒ v ∶ B

L⊃

. . . ,w ∶ [xi](A ⊃ B),w ∶ [xi]A ⇒ w ∶ [xi]B
R◻+L◻

. . . ,w ∶ Pxi ⊃ [xi](A ⊃ B) ⇒ w ∶ [xi]B
L⊃

xi ∈ w;w ∶ Pxi,w ∶ [xi]A,w ∶ Pxi ⊃ [xi](A ⊃ B) ⇒ w ∶ Pxi ∧ [xi]B
R∧

w ∶ Pxi,w ∶ [xi]A,w ∶ [∀P ](A ⊃ B) ⇒ w ∶ [∃P ]B
Defs. [∀P]&[∃P]+LUI+L∀+R∃

....
⋆

....
⋆

???
. . . v ∶ A ⇒ v ∶ B,u ∶ B,u ∶ A . . . u ∶ B ⇒ v ∶ B,u ∶ B

Lem.6

w
y
↣ v,w

z
↣ u, y, z ∈ w; v ∶ A,u ∶ A ⊃ B, . . . ⇒ v ∶ B,u ∶ B

L⊃

y, z ∈ w;w ∶ Py,w ∶ [y]A,w ∶ Pz,w ∶ [z](A ⊃ B) ⇒ w ∶ [y]B,w ∶ [z]B
R◻+L◻

y, z ∈ w;w ∶ Py,w ∶ [y]A,w ∶ Pz,w ∶ [z](A ⊃ B) ⇒ w ∶ [y]B,w ∶ Pz ∧ [z]B
R∧

y, z ∈ w;w ∶ Py,w ∶ [y]A,w ∶ Pz,w ∶ [z](A ⊃ B) ⇒ w ∶ Py ∧ [y]B,w ∶ Pz ∧ [z]B
R∧

w ∶ [∃P ]A,w ∶ [∃P ](A ⊃ B) ⇒ w ∶ [∃P ]B
Def. [∃P]+L∃+L∧+R∃ ⊓⊔

We have now all the elements to prove the main result of this section, whose
proof is based on that for the epistemic logic with names AXN [15, Theorem
3.2].

Theorem 24. Each L∗n-logic is decidable. Moreover, the validity problem for the
L∗n-logics K∗n, S4∗n, KD45∗n, and S5∗n is pspace-complete.

Proof (Sketch). We fix an L∗n-logic X∗n and an L∗n-formula A of length m. First,
in (1), we show that the X∗n-satisfiability problem is decidable by outlining a
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terminating G3tm.X ⊕UI∗n-proof-search procedure for L∗n-formulas. Then, in
(2), we prove that the problem is in pspace, and, in (3), we prove that it
is pspace-hard. Both (2) and (3) are proved by reduction to a satisfiability
problem in propositional MELs which are known to be pspace-complete.

(1) First, it is possible to modify the proof-search procedure given in Proposi-
tion 17 into a terminating procedure for the sequent ⇒ w ∶ ¬A. Let us call
agent-creating any subformula of A that is either of shape [∃P ]B and in the
scope of an even number of negations, or of shape [∀P ]B and in the scope
of an odd number of negations. It can be shown that, if A is X∗n-satisfiable,
each agent-creating subformula of A can be satisfied by exactly one individ-
ual. Thus, in the proof-search procedure, each time we consider an instance
of rules L∃ and R∀ whose principal formula has been already analysed (root
first) in that branch, we can instantiate it to the same variable (we apply
an hp-admissible substitution to rename the eigenvariable we introduce). It
follows that at most m different term-modal modalities [z] occurs in the
proof-search tree, and we can easily adapt the termination procedures for
propositional labelled calculi given in [12,20].

(2) Next, we prove pspace-completeness. Let, from now on, X∗n be one of K∗n,
S4∗n, KD45∗n and S5∗n. We start by showing that the problem is in pspace.
Let A be X∗n-satisfiable, and let MA be the model (based on a frame for
X∗n) that is constructed as in Definition 15 from the terminating proof-search
procedure for ⇒ w ∶ ¬A. For each monadic predicate P occurring in A
(A-group, for short.), let ∣P ∣ be the maximum number of agents (i.e. members
of UA) satisfying P in some w ∈ WA; where, for each xi occurring in A, we
suppose there is a corresponding singleton A-group Xi. It is clear that for
each A-group P , there is a k ≤ m, with m = Le(A), such that ∣P ∣ = k. We
consider a propositional multi-modal logic XA where, for each A-group P ,
we have the modalities {◻Pi

∶ i ≤ ∣P ∣} and where, if Pxi holds in some world,
then ◻Xi

≡ ◻Pj
for some j ≤ ∣P ∣.

We map A to the XA-formula φA that is obtained by replacing each sub-
formula of shape [∃P ]B with ⋁

∣P ∣
i=1 ◻Pi

B; each subformula of shape [∀P ]B

with ⋀∣P ∣i=1 ◻Pi
B (if ∣P ∣ = 0, we replace [∃P ]B with � and [∀P ]B with ⊺); and

each subformula of shape Pxi with a new atomic propositional formula pPxi

having the same semantic value. It is clear that, for all v ∈ W , ⊧M
A

v A iff
⊧M

A

v φA.
In [16] it is given a pspace algorithm for checking satisfiability of an XA-
formula, which, if adequately implemented, depends on the number of its
subformulas, and the number of subformulas of φA is at most m2. Thus, the
X∗n-satisfiability problem is in pspace.

(3) Finally, we show that the satisfiability problem is pspace-hard. Let’s assume
that the language of X∗n is such that at least two agents/groups are express-
ible in it. To show that the X∗n-satisfiability problem is pspace-hard, it is
enough to notice that the logic Xn is contained in X∗n, and that, save for
KD451 and S51, the Xn-satisfiability problem is pspace-hard. ⊓⊔
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5 Future Work

We have introduced two simple decidable fragments of TMLs, and we have char-
acterized the complexity of the validity problem for logics in these fragments. In
the future we plan to introduce terminating G3tm.L-proof-search procedures
for these logics, and to consider more expressive fragments. One simple extension
is the addition of distributed knowledge to L∗n-logics. Distributed knowledge rep-
resents ‘what a wise man, who knows what every member of the group knows,
would know’ [16, p. 321], and, accordingly, it is possible to express the proposi-
tional epistemic formula DGφ via the L-sentence ∃x∀y(Gy ∧ [y]φ ⊃ [x]φ). The
addition of distributed knowledge to Xn does not change its complexity [16],
and the same should hold for X∗n.

Notice that the operators [∃P ] and ⟨∀P ⟩ can be seen as a monotone epis-
temic operators over the group P . Since Coalition Logic (CL) can be seen as
a logic with monotone modalities, cf. [17], it should be possible to simulate
CL via TMLs (the only interesting step is that of modeling superadditivity, see
[23, p. 152], in the term-modal framework). Then, it would be natural to consider
its pspace-complete epistemic extensions ECL and CLD [1].

The fragments of TMLs considered thus far are more expressive than MELs,
but they cannot express relations between groups – e.g., ∀x(Px ⊃ Qx) is not
expressible – nor agents’ knowledge about whether they are member of a group –
e.g., ∃x(Px∧[x]Px) is not expressible. An important direction for future research
is to find ‘maximal’ decidable fragments of TMLs. It is known, cf. [21], that the
monadic fragment of TMLs is not decidable, and that the propositional monodic
fragment – which is, roughly, L∗n without unary predicates – is decidable. It might
well be that the full monodic fragment [3, p. 582–86] of TMLs and of indexed
epistemic logics [5–7], or some interesting sublanguage thereof, is decidable.
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vadim.malvone@univ-evry.fr
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Abstract. In game theory, deciding whether a designed player wins a
game corresponds to check whether he has a winning strategy. There are
situations in which it is important to know whether some extra winning
strategy also exists. In this paper we investigate this question over two-
player turn-based games under safety and fairness objectives. We provide
an automata-based technique that allows to decide in polynomial-time
whether the game admits more than one winning strategy.

1 Introduction

Game theory is a powerful framework, usefully applied in computer science to
reason about reactive systems [15]. In recent years, it has been used efficiently
to deal with the strategy reasoning in multi-agent systems [1,17,22,27,34].

In the basic setting, we consider two-player turn-based games. The config-
urations (states) of the game are partitioned between the two players, Player0
and Player1, and a player moves in a state whenever he owns it. Solving a two-
player game amounts to checking whether Player0 has a winning strategy, that is
a complete plan of choices, one for each decision point of the player (i.e. a strat-
egy), that allows him to satisfy the game objective, no matter how his opponent
acts.

In several game settings it is mandatory to have a more precise (quantitative)
information about how many winning strategies a player has at his disposal.
For example, in Nash Equilibrium, such an information amounts to solving the
question of checking whether the equilibrium is unique [2,3,13,23,24,30]. This
problem impacts on the predictive power of Nash Equilibrium since, in case
there are multiple equilibria, the outcome of the game cannot be uniquely pinned
down [10,31,35].

A recent line of research aiming at addressing uniqueness in Nash Equilib-
ria (as well as other solution concepts), with goals expressed in LTL, concerns
extending Strategy Logic (a powerful logic able to express Nash Equilibria [27])
with graded modalities [2,3]. This approach however turns out to be less effec-
tive in practice as it requires double exponential-time. Conversely, the problem
of checking the existence of a Nash equilibrium in games with LTL goals is in
PSpace [14]. This has spurred us to look for other and more efficient directions.
c© Springer Nature Switzerland AG 2018
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In [25,26], we have investigated the existence of additional winning strategies
in two-player finite games under the reachability condition in which the players
have perfect or imperfect information about the moves performed by the oppo-
nent. In this paper we go further and consider as objectives safety and fairness.
Precisely, we consider games in which the states are partitioned between good
and bad states. Under the safety condition, Player0 wins the game if he can
induce a play that never visits a bad state. Under the fairness objective, instead,
Player0 wins the game whenever he can induce a play along which a good state
is visited infinitely often.

We solve the problem of checking the existence of additional winning strat-
egy under safety and fairness objectives by using an automata-theoretic app-
roach. Precisely, we build an automaton that accepts only trees that are wit-
nesses of more than one winning strategy for the designed player over the game
arena. Hence, we reduce the addressed quantitative question to the emptiness
of this automaton. This leads to a polynomial-time solution, thus not harder
than the one required for the existence of a winning strategy in safety and fair
games [9,16]. As a important consequence of this result we get that checking the
uniqueness of a Nash Equilbrium under safety or fairness objectives can be done
in polynomial-time. This motivates our work.

Related Works. Counting strategies has been deeply exploited in the formal
verification of reactive systems by means of specification logics extended with
graded modalities, interpreted over games of infinite duration [2,3,5,7,11,19,23,
24,26]. It is worth recalling that the solution algorithms present in the litera-
ture for graded modalities have been conceived to address complicated scenarios
and, consequently, they usually perform much worse than our algorithm on the
restricted setting we consider.

Finally, we remark that the automata-theoretic solution we provide takes
inspiration from those ones introduced in [4,6,11,12,20,25,26,32].

2 Preliminaries

In this section we introduce some preliminary concepts needed to properly
define the game setting under exam as well as to describe the adopted solu-
tion approach. In particular, we introduce trees useful to represent strategies
and automata to collect winning strategies.

Trees. Let Υ be a set. An Υ -tree is a prefix closed subset T ⊆ Υ ∗. The elements
of T are called nodes and the empty word ε is the root of T . For v ∈ T , the set
of children of v (in T ) is child(T, v) = {v ·x ∈ T | x ∈ Υ}. Given a node v = y ·x,
with y ∈ Υ ∗ and x ∈ Υ , we define prf (v) to be y and last(v) to be x. We also say
that v corresponds to x. The complete Υ -tree is the tree Υ ∗. For v ∈ T , a (full)
path π of T from v is a minimal set π ⊆ T such that v ∈ π and for each v′ ∈ π
such that child(T, v′) �= ∅, there is exactly one node in child(T, v′) belonging to
π. Note that every word w ∈ Υ ∗ can be thought as a path in the tree Υ ∗, namely
the path containing all the prefixes of w. For an alphabet Σ, a Σ-labeled Υ -tree
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is a pair < T, V > where T is an Υ−tree and V : T → Σ maps each node of T
to a symbol in Σ.

Automata Theory. An alternating tree automaton (ATA, for short) is a tuple
A =<Σ,D,Q, q0, δ, F >, where Σ is the alphabet, D is a finite set of directions,
Q is the set of states, q0 ∈ Q is the initial state, δ : Q × Σ → B+(D × Q)
is the transition function, where B+(D × Q) is the set of all positive Boolean
combinations of pairs (d, q) with d direction and q state, and F ⊆ Q is the set of
the accepting states. An ATA A recognizes (finite) trees by means of runs. For
a Σ-labeled tree < T, V >, with T = D∗, a run is a (D∗ × Q)-labeled N -tree
< Tr, r > such that the root is labeled with (ε, q0) and the labels of each node
and its successors satisfy the transition relation. A run is accepting if all its
leaves are labeled with accepting states. An input tree is accepted if there exists
a corresponding accepting run. By L(A) we denote the set of trees accepted by
A. We say that A is not empty if L(A) �= ∅.

As a special case of alternating tree automata, we consider nondeterministic
tree automata (NTA, for short), where the concurrency feature is not allowed.
That is, whenever the automaton visits a node x of the input tree, it sends to
each successor (direction) of x at most one copy of itself. More formally, an NTA
is an ATA in which δ is in disjunctive normal form, and in each conjunctive
clause every direction appears at most once.

Finally, Alternating Büchi tree automata (BATA, for short) are ATA accept-
ing infinite trees. Precisely, a run is accepting if all its branches visit infinitely
often at least one state belonging to F . As before, we also consider nondeter-
ministic Büchi tree automata (BNTA, for short). We refer to [21] for a formal
definition of BATA.

3 The Game Model

In this section, we introduce two-player turn-based games. Precisely, we consider
games consisting of an arena coupled with an objective. The arena describes the
configurations of the game through a set of states, being partitioned between
the two players. In each state, only the player that owns it can take a move. The
formal definition of the considered game model follows.

Definition 1. A two-player turn-based game (2TG, for short), played between
Player0 and Player1, is a tuple G � <St, sI , Ac, tr, W, O>, where St � St0 ∪
St1 is a finite non-empty set of states, with Sti being the set of states of Player i,
sI ∈ St is a designated initial state, Ac � Ac0 ∪ Ac1 is the set of actions, W is
a set of target states, O is the objective of Player0, and tr : Sti × Aci → St1−i,
for i ∈ {0, 1} is a transition function mapping a state of a player and its action
to a state belonging to the other player.

In a 2TG we only define the objective for Player0 since, the objective for Player1
is the opposite. In the following we only consider as objectives for Player0 safety
and fairness. Regarding the former, Player0 wins the game if he has a strategy
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that prevents him from reaching all the states in St \ W. For the latter, Player0
wins the game if he can induce plays along which he visits at least a target state
infinitely often. These concepts will be formalized in the sequel.

To properly give the semantics of 2TGs, we now introduce some basic con-
cepts such as path, track, strategy, and play.

A path is a finite or infinite sequence of states s1, s2, . . . such that s1 = sI
and for all i, if si ∈ St0 then there exists an action a0 ∈ Ac0 such that si+1 =
tr(si, a0), else there exists an action a1 ∈ Ac1 such that si+1 = tr(si, a1).

A track ρ ∈ St∗ is a finite path. For a track ρ, by (ρ)i we denote the i-st
element of ρ, by ρ≤i we denote the prefix track (ρ)0 . . . (ρ)i, and by last(ρ) we
denote the last element of ρ. By Trk ⊆ St∗, we denote the set of tracks over St.
By Trki we denote the set of tracks ρ in which last(ρ) ∈ Sti.

A strategy represents a scheme for a player containing a precise choice of
actions along an interaction with the other player. It is given as a function over
tracks. Formally, a strategy for Player i is a function σi : Trki → Aci that maps
a track to an action.

The composition of strategies, one for each player in the game, induces a
computation called play. Precisely, assume Player0 and Player1 take strategies
σ0 and σ1, respectively. Their composition induces a play ρ such that (ρ)0 = sI
and for each i ≥ 0 if (ρ)i ∈ St0 then (ρ)i+1 = tr((ρ)i, σ0(ρ≤i)), else (ρ)i+1 =
tr((ρ)i, σ1(ρ≤i)). A play ρ satisfies a safety objective, if and only if it contains
only states in W. Conversely, let inf (ρ) the set of states occurring infinitely often
in ρ, the play satisfies the fairness objective if and only if inf (ρ) ∩ W �= ∅.

A strategy is winning for a player if all the plays induced by composing such
strategy with all the strategies of the adversarial player satisfies his objective. If
such a winning strategy exists we say that the player wins the game. The formal
definition of winning condition follows.

Definition 2. Let G be a 2TG. Player0 wins the game G if he has a strategy
such that for all strategies of Player1 the resulting induced play satisfies O.

4 Searching for Additional Winning Strategies

In this section, we show how to check whether Player0 wins the game under
safety and fairness objectives. To proper introduce our solutions procedure we
first need to provide some auxiliary notation. Precisely, we introduce the concepts
of decision tree, strategy tree, and additional strategy tree.

A decision tree simply collects all the tracks that come out from the interplays
between the players. In other words, a decision tree can be seen as an unwinding
of the game structure along with all possible combinations of player actions. The
formal definition follows.

Definition 3. Given a 2TG G, a decision tree is an St-labeled Ac-tree collecting
all tracks over G.
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We now introduce strategy trees that allow to collect, for each fixed strategy
for Player0, all possible responding strategies for Player1. Therefore, the strategy
tree is a tree where each node labeled with s ∈ St0 has an unique successor
determined by the strategy for Player0 and each node labeled with s ∈ St1 has
all possible successors determined by the actions of Player1. Thus, a strategy
tree is an opportune projection of the decision tree. The formal definition follows.

Definition 4. Given a 2TG and a strategy σ for Player0, a strategy tree for
Player0 is an St-labeled Ac-tree < T, V >, with T ⊂ Ac∗ and V as follows:
(i) V (ε) = sI ; (ii) for all v ∈ T , let ρ = (ρ)0 . . . (ρ)|v|−1 be a track from sI
with (ρ)k = V (v≤k) for each 0 ≤ k ≤ |v| − 1, if V (prf (v)) ∈ St0 then V (v) =
tr(V (prf (v)), σ(ρ)), otherwise V (v) = tr(V (prf (v)), last(v)).

Following the above definition and Definition 2, given a 2TG G, Player0 wins
the game and Player1 loses it by simply checking the existence of a strategy tree
for Player0, that is a tree such that each path satisfies the objective O. Such a
tree is called a winning-strategy tree for Player0.

In case we want to ensure that at least two winning strategies exist then,
at a certain point along the tree, Player0 must take two successors. Let succ :
St → 2St to be the function that for each state s ∈ St in G gives the set of its
successors, the formal definition of additional strategy tree follows.

Definition 5. Given a 2TG G, an additional strategy tree for Player0 is an
St-labeled Ac-tree < T, V > that satisfies the following properties:

1. the root node is labeled with the initial state sI of G;
2. for each x ∈ T that is not a leaf and it is labeled with state s of Player0, it

holds that x has as children a non-empty subset of succ(s);
3. for each x ∈ T that is not a leaf and it is labeled with state s of Player1, it

holds that x has as children the set of succ(s);
4. there exists at least one x ∈ T that corresponds to a state of Player0 in G

and it has at least two children.

Note that, the above definition, but item 4, is the classical characterization
of strategy tree. As before, given a 2TG G, Player0 has an additional strategy
to win the game if there is an additional strategy tree for him, that is a tree
such that each path satisfies the objective O. Such a tree is called an additional
winning-strategy tree for Player0.

Now, we have all ingredients to solve 2TG in which the objective is safety or
fairness. For the former we have the following result.

Theorem 1. Given 2TG G with safety objective it is possible to decide in linear
time whether Player0 has more than one strategy to win the game.

Proof. Consider a 2TG G with safety objective. We know that Player0 wins
G iff there exists a strategy for Player0 that for all strategies for Player1 the
induced play does not reach any state in St \ W.
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We build an NTA A that accepts all additional winning-strategy for Player0
over G. The automaton A uses Q = St × {ok, split, bad} as set of states, where
ok and split are flags and the latter is used to remember that along the tree
Player0 has to ensure the existence of two winning strategies by opportunely
choosing a point where to “split”, and bad is used when a state s ∈ St \ W is
occurred. We set as alphabet Σ = St and initial state q0 = (sI , split). For the
transitions, starting from a state q = (s, flag) and reading the symbol a, we
have that:

δ(q, a) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(s′, bad) if s ∈ St \ W;
(s′, ok) if s = a ∧ s ∈ St0 ∧ flag = ok;
((s′, ok) ∧ (s′′, ok)) ∨ (s′, split) if s = a ∧ s ∈ St0 ∧ flag = split;
succ(s) × {ok} if s = a ∧ s ∈ St1 ∧ flag = ok;
(s1, f1) ∧ · · · ∧ (sn, fn) if s = a ∧ s ∈ St1 ∧ flag = split;
∅ otherwise.

where s′, s′′ ∈ succ(s) with s′ �= s′′, {s1, . . . , sn} = succ(s), and f1, . . . , fn are
flags in which there exists 1 ≤ i ≤ n such that fi = split and for all j �= i, we
have fj = ok. The set of accepting states is W × {ok}.

The automaton checks if each path of an input tree does not reach a bad
state. It is not hard to see that the automaton only needs to check the tree up to
a depth of |St| + 1. Indeed, if a bad state does not occur within this bound,
Player0 can pump good states forever through some cycles in the game. To limit
the automaton to check up to such a bound it is sufficient to use a binary counter
along its states. For the sake of readability we omit this part. Finally, it is not
hard to see that if A is not empty then Player0 has at least two strategies to
win G.

Since, the size of the automaton A is just linear in the size of the game and
checking its emptiness can be performed in linear time (from [32]), the desired
complexity result follows. ��
Theorem 2. Given 2TG G with fairness objective it is possible to decide in
quadratic time whether Player0 has more than one strategy to win the game.

Proof. Consider a 2TG G with fairness objective. We know that Player0 wins
G iff there exists a strategy for Player0 that for all strategies for Player1 the
induced play reaches infinitely often a state in W. In particular, now to handle
the winning condition we need a non-deterministic Büchi tree automaton.

We build a BNTA B that accepts all trees that are witnesses of more than a
winning strategy for Player0 over G. The automaton A uses Q = St×{ok, split}
as set of states, Σ = St as alphabet, and q0 = (sI , split) as initial state. For the
transitions, starting from q = (s, flag) and reading the symbol a, we have that:
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δ(q, a) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(s′, ok) if s = a ∧ s ∈ St0 ∧ flag = ok;
((s′, ok) ∧ (s′′, ok)) ∨ (s′, split) if s = a ∧ s ∈ St0 ∧ flag = split;
succ(s) × {ok} if s = a ∧ s ∈ St1 ∧ flag = ok;
(s1, f1) ∧ · · · ∧ (sn, fn) if s = a ∧ s ∈ St1 ∧ flag = split;
∅ otherwise.

where s′, s′′ ∈ succ(s) with s′ �= s′′, {s1, . . . , sn} = succ(s), and f1, . . . , fn are
flags in which there exists 1 ≤ i ≤ n such that fi = split and for all j �= i, we
have fj = ok. The set of accepting states is W × {ok}. Hence, if B is not empty
then Player0 has at least two strategies to win G.

Since, the size of the automaton B is just linear in the size of the game
and checking its emptiness can be performed in quadratic time (from [33]), the
desired complexity result follows. ��

5 Conclusion and Future Work

In this paper we have introduced a simple but effective automata-based method-
ology to check whether a player has more than one winning strategy in a two-
player game under safety and fairness objectives. We believe that the solution
algorithm we have conceived in this paper can be used as core engine to count
strategies efficiently in more involved game scenarios and in many solution con-
cepts reasoning as we plan to investigate as a continuation of this paper.

This work opens to several interesting questions and extensions, which we
plan to investigate. An interesting direction is to consider the counting of strate-
gies in multi-agent concurrent games. This kind of games have several interesting
applications in artificial intelligence [34]. As another direction of work, one can
consider some kind of hybrid game, where one can opportunely combine teams of
players working concurrently with some others playing in a turn-based manner
as in [17,18,29]. These games arise for example in case the interaction among
the players behaves in a recursive way [8,28].
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Abstract. Nowadays economy is every day more and more a digital
economy where many human activities are performed by means of digi-
tal devices. Those digital activities produce and operate on a big amount
of digital assets, as the data stored in datasets, documents, images, videos
or audio files. Rationally, it is useless that digital assets are made pub-
lic without the specification of constrains on their usage and access.
Many formal languages for expressing licenses, policies, norms, agree-
ments, and contracts have been proposed in literature. Among them, the
Open Digital Rights Language (ODRL) is a quite general one. In this
paper, we present an extension of the syntax of ODRL for expressing
conditional obligations. We present also an operational semantics of this
extension with the goal of being able to perform automatic reasoning
on the dynamic evolution in time of obligations. The definition of such
operational semantics will be based on the specification of the lifecycle
of obligations and on the definition of the mechanisms for computing
their state using automatic reasoning. In particular, for doing that we
use as far as possible, W3C standards: RDF and RDF Schema for the
specification of obligations, and the Apache Jena general purpose rule
engine for efficiently deducing the state of obligations on the bases of the
state of the interaction among agents.

1 Introduction

Nowadays economy is every day more and more a digital economy where many
human activities are performed by means of digital devices. Those digital activ-
ities produce and operate on a big amount of digital resources, as structured
data stored in various datasets, documents, images, videos or audio files. Those
digital resources may become digital assets when they are exchanged between
peer agents or made available to data consumers, for example on the Internet,
by data publishers.

Rationally, it is useless that digital assets are made public without the spec-
ification of constrains on their usage and access, this because the absence of a

c© Springer Nature Switzerland AG 2018
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license or of a document attached to the data is not equivalent to the right to do
whatever one wants with those data [11]. Nowadays, digital assets may be made
available as Open Data (by adopting one of the Open Data Commons (ODC)
licenses), or they can be associated to one of the Creative Commons licenses, or
to other existing licenses like for example the Open Government License (OGL).
Many other licenses with big or slight differences are created every day; therefore
a standardization of the existing licenses with the goal of limiting their number
to a finite set is far from the present situation [9]. Moreover, it is important to
consider that instead of using pre-defined data licenses, data producers or data
publishers may exchange digital assets with data consumers on the basis of an ad
hoc agreement that may be reached by the parties in different ways, for example
through a negotiation, by accepting an offer, by buying a ticket, and so on.

Licenses and agreements may be specified using human-readable formats,
but the increasing usage and exchange of digital assets requires more formal and
machine-readable mechanisms for the specification of licenses and agreements.
This in order to enable machine-to-machine interactions combined with a num-
ber of useful services. Services like for example: (i) an advance search of resources
based on their license; (ii) the possibility to aggregate different resources released
under different licenses by computing license compatibility or conflicts; (iii) the
automatic checking of the satisfaction or violations of the normative or legal rela-
tions that such an exchange of digital assets creates in the chain of interactions
among data producers, data publishers, and data consumers.

In order to perform many of these services it is crucial not only to propose
the syntax of a formal language for expressing licenses, policies, norms, and
agreements, but also to express a formal semantics of such a language. This
with the goal of being able to perform automatic reasoning on the normative or
legal constrains, and to monitor the fulfilment or violation of a set of policies on
the basis of the (usually partial) knowledge of the actions of the parties and of
the state of their interaction. A formal semantics may be used also to simulate
what will happen if one of the parties, related by a set of policies, perform certain
actions.

Formal languages for expressing licenses (that can be used to waive some
rights on a given resource), norms, agreements, and contracts have been devel-
oped in the Multiagent Systems (MAS) research community, and in its Norma-
tive MAS sub-community. Studies on Access Control Policies have been devel-
oped by the Access Control community; and studies on deontic logic developed
by the Artificial Intelligence and Law community. Numerous of these proposals,
which are related to this paper, are discussed in the Related Work section.

Among such formal languages, the most interesting and general one is the
Open Digital Rights Language (ODRL), which uses Semantic Web languages for
the formalization of policies. In its most recent version ODRL, as a language for
expressing policies, presents some limits in its expressivity. In order to overcome
one of these limits, in this paper we present an extension of the syntax of ODRL
for expressing conditional obligations. We present also an operational semantics
of this extension with the goal of being able to perform automatic reasoning on
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the temporal evolution of obligations. The definition of such operational seman-
tics will be based on the specification of the lifecycle of obligations and on the
definition of the mechanisms for computing the state of obligations using auto-
matic reasoning. In particular, for doing that we use, as far as possible, W3C
or de facto standards for the Semantic Web: RDF and RDF Schema for the
specification of obligations, and the Apache Jena general purpose rule engine
for efficiently deducing the state of obligations on the bases of the state of the
interaction among agents.

The paper is organized as follows. In Sect. 2 formal languages for expressing
licenses and agreements or contracts are presented, with a particular focus to
the approaches that use semantic web technologies. In Sect. 3 we present the
extension of the syntax of ODRL for expressing conditional obligations, and in
Sect. 4 an operational semantics of such an extension is introduced. In Sect. 5
the implementation of a system able to simulate the evolution in time of a set
of conditional obligations is evaluated and some conclusions and proposals for
future work are discussed.

2 Related Work

Formal languages for expressing licenses (that can be used to waive some rights
on a given resource) and agreements or contracts have been developed. Examples
of such languages are: the MPEG21-Right Expression Language, which is mostly
used for expressing rights on audio and video files; ccREL [1], an RDF-based
language for expressing Creative Common licenses; and the Web Access Control
(WAC) vocabulary1, which provides a basic way to describe various forms of
access to resources for users or groups who are identified by HTTP URIs.

Among such languages, the Open Digital Rights Language (ODRL) is the
most general one, in that it is not focused on a file type nor only on access con-
trol. It can be used in different scenarios, as proved by the specification using
ODRL 2.0 of the 126 licenses stored in the RDFLicense dataset [17]. Originally
(in 2001), ODRL was an XML language for expressing digital rights, that is, dig-
ital content usage terms and conditions. In 2012, with version 2.0, and in 2015,
with version 2.1 [10], ODRL evolved into a more general policy language: it is
no longer focused only on the formalization of rights expressions, but also on the
specification of privacy statements, like for example duties, permissions, and pro-
hibitions. In version 2.0 and 2.1 ORDL is a Policy Language formalized in RDF
with an abstract model specified by an ontology, and is developed and promoted
by the ODRL W3C Community Group. In March 2016 the W3C “Permissions
and Obligations Expression” (POE) Working Group was created with the goal
of bringing the Community Group specifications through the W3C Process to
“Recommendation” status. ODRL 2.1 has an informal semantics described in
English in the Core Model, but there is not a formal specification of its seman-
tics [19]. In [13] an OWL representation of ODRL 1.1 is presented, but it is

1 http://www.w3.org/wiki/WebAccessControl.

http://www.w3.org/wiki/WebAccessControl
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limited to the representation of classes and properties, and no representation is
given of the dynamic semantics of policies, that is, of how they evolve in time.

L4LOD (Licenses for Linked Open Data) is a lightweight vocabulary for
expressing the licenses for Linked Open Data. It is presented in [9]. This language
is able to express the semantics of the deontic component of licenses by using
an extension of Defeasible Logic [8]. This extension is a non-monotonic logic
able to take into account the idea of expressing obligations as defeasible rules,
prohibitions as obligations to not do an action, and a simple notion of permission
defined as defeaters of obligations (i.e. defeaters of prohibitions). The goal of
the proposed work is to automatically compute the deontic components of a
composite license lc that can be obtained from a set of licenses l1,. . . ,ln. This
is done by using deontic rules (having different type) and two heuristics for
OR-composition and AND-composition of the deontic effects of licenses. The
content of the formalized licenses is expressed using propositions like ShareAlike
or Attribution, or Commercial. This is an interesting approach based on a non-
monotonic logic that can be used only when it is not necessary to explicitly
express the actor, the context, and other relevant attributes of the regulated
actions.

In the field of studies on Access Control to data, an important XML standard
language is the eXtensible Access Control Markup Language XACML [15] which
is focused on the specification of access control policies. It is an important appli-
cation independent policy language which is an OASIS industry standard. It is
primarily an Attribute-Based Access Control system and an XML-based lan-
guage for expressing and interchanging access control policies over the Web. It
describes both a policy language and an access control decision request/response
language. Policies in XACML are characterized by subjects, resources, environ-
ments, and actions. A subject element is the entity requesting access and it has
one or more attributes. The resource element is a data, service, or system compo-
nent and it has one or more attributes. The action element defines, by means of
one or more attributes, the type of access requested on the resource. An environ-
ment element can optionally provide additional information. The formalization
of access control obligations is barely supported by the XACML standard; indeed
XACML only describes a general syntax for obligation specification, but focusses
its core functionalities on permissions and prohibitions.

Among all these rights, policies, and access control languages, ODRL 2.1 is
the most general one; in fact, it allows the specification of licenses, but also of
more customizable offers of digital assets by data-provider, requests of digital
data by data-consumer, or agreements that binds two parties.

The studies on Normative Multiagent Systems (NorMAS), concern mainly
the formalization of norms used for expressing obligations, permissions, and pro-
hibitions, and the definition and the realization of fundamental functionalities
for norms promulgation, monitoring, enforcement, and for norms adoption and
reasoning. In NorMAS literature there are various proposals for the specification
of norms and policies using different languages [4,5,18] and of frameworks [3] for
their management. In this paper, we propose to formalize policies using Seman-
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tic Web Technologies and therefore here we will mainly discuss other approaches
where Semantic Web languages were adopted.

In [5,6] a proposal to specify and reason on commitments and obligations
using OWL 2, SWRL rules, and OWL-API is presented (as widely discussed in
next sections). In particular, in those papers an OWL ontology of obligations
whose content is a class of possible actions that have to be performed within a
given deadline is presented. The monitoring of those obligations (checking if they
are fulfilled of violated on the basis of the actions of the agents) can be realized
thanks to a specific framework required for managing the elapsing of time and to
perform closed-world reasoning on certain classes. Unfortunately, the scalability
of this approach is not good enough to make it usable in real applications.

Another interesting approach that uses Semantic Web Technologies for norms
formalization and management is the OWL-POLAR framework for semantic pol-
icy representation and reasoning [18]. This framework investigates the possibil-
ity of using OWL ontologies for representing the state of the interaction among
agents and SPARQL queries for reasoning on policies activation, for anticipating
possible conflicts among policies, and for conflicts avoidance and resolution. In
the OWL-POLAR model the activation condition and the content of the policies
(that is what is prohibited, permitted or obliged by the policy) are represented
using conjunctive semantic formulas, that is a conjunction of atomic assertions
expressed using the concepts and the relations defined on an OWL ontology.
Reasoning on a set of policies for deducing their state is quite expensive in OWL-
POLAR, because it requires translating the activation condition and the content
of a policy into the SPARQL query language and then evaluating the resulting
queries on the OWL ontology used for representing the state of the world. In
OWL-POLAR, there is no treatment of time. An interesting contribution of this
framework is the study of conflicts among norms and a proposal for conflict res-
olution. The reasoning mechanisms proposed in this work are decidable, but if
OWL DL is used, they are not tractable, in the worst case. If expressiveness is
reduced to OWL Lite, decidability is guaranteed.

Another relevant proposal, where Semantic Web technologies are used for pol-
icy specification and management, is the KAoS policy management framework
[3,20]. It is composed by three layers: (i) the human interface layer where poli-
cies, expressing authorizations and obligations, are specified in the form of con-
strained English sentences; (ii) the policy management layer used for encoding
in OWL the policy-related information; (iii) the policy monitoring and enforcing
layer used to compile OWL policies to an efficient format usable for monitor-
ing and enforcement. Another approach where Semantic Web technologies are
partially used is the Rei policy language [12] for modelling the deontic concepts
of rights, prohibitions, obligations and dispensations. Rei is implemented in the
logic language Prolog, but also includes some ontologies that enable the policy
engine to interpret a subset of RDFS policies.

It is therefore clear that, even if the concept of norms and policies has been
studied quite extensively in Multiagent research, a lot of work has to be done
for improving the existing models and languages for norm and policy formal-
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ization. It is necessary to evaluate their expressivity on real-world use cases, to
improve the performances and the scalability of the framework developed for
policies management, i.e., for their creation, enforcement, and monitoring, and
for making those approaches usable by practitioners and industry. This paper
goes in this direction.

3 A Model of Obligation

Among the formal languages for expressing licenses, or more general normative
or legal relations among autonomous parties/agents, presented in the previous
section, ODRL is one of the most interesting, because of the following crucial
characteristics: it is under study for becoming a W3C Recommendation, it has
the possibility to be extended with profiles, there is an RDF specification of the
Core Model of ODRL 2.1, and it has useful policy types like agreement, offer,
request and ticket, that allow to manage personalized form of contracts for the
distribution of digital assets. The last aspect is essential in all frequent situations
where standard licenses do not meet the constraints that a data producer or a
data provider may want to express.

In the ODRL 2.1 Core Model2 a policy must contain at least one permis-
sion and may contain prohibitions. A permission may be conditioned by a duty.
Permissions, prohibitions, and duties relate two parties, an asset, and an action.
ODRL 2.1 has an informal semantics described in English in the Core Model. As
a language for expressing licenses and more complex agreements or contracts,
ODRL presents some limits in its expressivity, as it is clarified below and has
been initially discussed in [2], where some syntactic changes to ODRL 2.0 were
proposed.

In this section, we present a proposal to extend the syntax of ODRL in order
to be able to express pure obligations to perform a certain class of actions. This
is an important extension of ODRL 2.1 where it is only possible to express the
duty to perform a specific action, as a requirement that must be fulfilled for
obtaining a valid permission to perform another action.

Obligations are crucial for expressing the normative relationships in which an
agent will become obliged to do a certain type of action a1 as a consequence of
the performance of another action a2, where a2 may be viewed as the activation
condition of the obligation. Two concrete examples of this type of obligations are
the following. A nurse may have the possibility to use an “emergency account” for
getting access to sensitive health data of a patient, in case the emergency account
is used the nurse becomes obligated to write within one week a report explaining
the reasons why the account has been used. Another interesting example is given
by the policy that regulates the access to the “limited traffic area” of certain big
cities: people have the possibility to enter the “limited traffic area”, but if they
do so they become obligated to pay a certain sum within a given temporal limit,
otherwise they will be sanctioned. Obligations without activation conditions are
rare and it is quite hard to find interesting examples.
2 https://www.w3.org/community/odrl/model/2.1/.

https://www.w3.org/community/odrl/model/2.1/
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The temporal relationship between the activation condition and the conse-
quent obligation makes it impossible to formalize such obligations using only
the notion of permission or prohibition. For example, a conditional permission
stating that if the nurse writes the report she gets the permission to use the
emergency account, would change the temporal relation among the actions, and
therefore is not equivalent to the conditional obligation described above. Sim-
ilarly, if a prohibition coupled with a sanction is used (stating that using the
emergency account is prohibited, and in case the prohibition is violated, the
sanction of writing a report applies) the result is a counterintuitive specifica-
tion. Moreover, the formalization by means of a prohibition will create a viola-
tion that may affect the reputation of the violator, even if this is not a desired
consequence.

In the ODRL 2.1 core model, it is assumed that “any use not explicitly per-
mitted is prohibited”. In our view, it is not always reasonable to assume that all
actions regulated by a set of policies are prohibited, except those that are explic-
itly permitted. In real use cases, it may happen that certain actions are simply
possible, i.e. they are not explicitly permitted but they are not prohibited: this
because in certain situations the request of explicitly permitting certain actions
may complicate the overall specification of the set of policies. This assumption
requires also that permissions are stronger than prohibitions or that the prohi-
bition to perform an action is deleted when a permission to perform such an
action is added.

In March 2016 the W3C “Permissions and Obligations Expression” (POE)
Working Group was created with the goal of bringing the Community Group
specifications of ODRL 2.1 through the W3C Process to “Recommendation”
status. In the following sections we will refer to the most recent version of the
Model3.

In our proposal, a conditional obligation is characterized by the following
properties: an assigner, an assignee, a deadline, an activation condition, and a
content. Conditional obligations could be expressed in ODRL by introducing the
following syntactic extensions to the RDF Core Model.

– We introduce the class Obligation as a subclass of the ODRL class Rule and
we use the property obligation: Policy → Rule for connecting a policy with an
obligation.

– Like in ODRL, an obligation may have none or one assigner and/or assignee,
which are specified by using the property assigner: Role → Party and the
property assignee: Role → Party.

– Differently from ODRL, in our model an obligation does not need to be
connected by the target property with the asset whose use is regulated by
the obligation. This because the regulated asset is specified by the activa-
tion condition of the obligation. In fact, in our model actions are not simply
labels like “odrl:read”, but they are specified using a richer content language,
actions have a class/type and a certain number of properties. In our examples

3 A preview of the new, even if unstable, ODRL Information Model is available at
https://www.w3.org/TR/odrl-model/.

https://www.w3.org/TR/odrl-model/
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we will use the RDF Schema definition of the notion of action proposed by
Schema.org vocabulary4.

– Moreover we introduce the following new properties:
• hasActCond: Obligation → Action, which is used for connecting an obliga-

tion with its activation condition. The activation condition may describe
a specific action or a class of actions, this last option is possible by spec-
ifying only the type of the action and some of its properties;

• hasContent: Rule → Action, which is used for connecting an obligation to
its content, that is, the description of the action that should be performed
for fulfilling the obligation. This action, like for the activation condition,
may be described in full details or by specifying only the type of the
action and some of its properties;

• hasDeadline: Obligation → TemporalEntity, which is used for connecting
an obligation to the deadline within which the action, described in the
content of the obligation, has to be performed.

Another example of conditional obligation, which is common in electronic
commerce of digital assets like music or video file, is the obligation to pay to a
music provider (for example Sony) a certain amount (for example 5 euros) before
a given deadline (for example the end of September 2017) when an agent (for
example Billy:888) plays a song recorded by the a certain artist, for example
the Beatles. Obviously, this conditional obligation may be initially formalized
at a high level of abstraction using roles and variables, like the role of music
provider, or the role of listener or the variable used for expressing the amount
to be paid. This high-level obligation may be transformed through various steps
into a low-level, concrete obligation without roles and variables. The specification
of a possible concrete obligation formalized in RDF using the Turtle serialization
format5 is reported below. Thanks to the choice of using a semantic web language
like RDF for the specification of our example, we are able to exploit the crucial
advantage of importing other ontologies in our example. In particular our RDF
specification of obl:01 uses: the ODRL 2.1 RDF Ontology, the Time Ontology in
OWL6, the RDF ontology of the notion of Action defined by schema.org, our
OWL Event Ontology7 which defines the notion of Event and connects it with
the notion of Time[5], and the OWL Normative Language Ontology that results
from the previously discussed extension of ODRL8.

@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#>.

@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>.

@prefix xsd: <http://www.w3.org/2001/XMLSchema#>.

@prefix odrl: <http://www.w3.org/ns/odrl/2/>.

@prefix schema: <http://schema.org/>.

@prefix time: <http://www.w3.org/2006/time#>.

4 http://schema.org/Action.
5 https://www.w3.org/TR/turtle/.
6 https://www.w3.org/TR/2006/WD-owl-time-20060927/.
7 Available at http://www.people.usi.ch/fornaran/ontology/Event.
8 Available at http://www.people.usi.ch/fornaran/ontology/NormativeLanguage.

http://schema.org/Action
https://www.w3.org/TR/turtle/
https://www.w3.org/TR/2006/WD-owl-time-20060927/
http://www.people.usi.ch/fornaran/ontology/Event
http://www.people.usi.ch/fornaran/ontology/NormativeLanguage
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@prefix event: <http://www.people.usi.ch/fornaran/ontology/event#>.

@prefix nl: <http://www.people.usi.ch/fornaran/ontology/NormativeLanguage#>.

<http://example.com/policy:01>

a odrl:Agreement;

nl:obligation <http://example.com/obl:01>.

<http://example.com/obl:01>

a nl:Obligation;

nl:hasDeonState nl:conditional;

odrl:assigner <http://example.com/sony:10>;

odrl:assignee <http://example.com/billie:888>;

nl:hasDeadline [

time:inDateTime "2017-08-21T09:00:00"^^xsd:dateTime];

nl:hasActCond [

a schema:ListenAction;

nl:hasState nl:unSatisfied;

schema:agent <http://example.com/billie:888>;

schema:object [

a schema:MusicRecording;

schema:byArtist <http://example.com/Beatles>]

];

nl:hasContent [

a schema:PayAction;

nl:hasState nl:unSatisfied;

schema:agent <http://example.com/billie:888>;

schema:recipient <http://example.com/sony:10>;

schema:price 5.00;

schema:priceCurrency "euro"].

<http://example.com/sony:10> a odrl:Party.

<http://example.com/billie:888> a odrl:Party.

<http://example.com/Beatles> a schema:MusicGroup.

4 Operational Semantics of Obligations

One relevant limit of ODRL 2.1 is that it has only an informal semantics
described in English in the Core Model document and it there is not a formal
specification of its semantics [19]. Without a formal semantics, it is not possi-
ble to perform automatic reasoning on those policies and therefore it is almost
impossible to automatically provide relevant services. One important service is
monitoring of obligations, in order to automatically compute their activation,
and fulfilment or violation on the basis of the (usually partial) knowledge of the
actions of the parties involved and of the state of their interaction. Monitoring
techniques together with a generator of events and/or the list of actions that
one or more users would like to perform on a set of digital assets, can be used
to simulate the evolution of the state of obligations and then perform a “what
if ” analysis on their fulfilment or violation. This is also a possible approach for
evaluating norms conflicts or norms compatibility that is thought to work for
obligations with a dynamic evolution from active to fulfilled or violated.
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A concrete use case where the simulation service proposed may be used is to
assist a user who wants to use different digital assets (some photos, one video,
and certain data) for creating a conference presentation and then publish it on
the Internet on a Social Network. The user wants to know if a given sequence
of actions performed on the digital assets will bring to a violation of one of the
policies connected to the digital assets used and, if the answer is in the positive,
what are the reasons of the violation.

In this section, we present an operational semantics of the syntactic exten-
sion of ODRL for expressing conditional obligations, described in the previous
section. In particular, the proposed semantics will be focused on the goal of
performing automatic reasoning on the temporal evolution of obligations on the
basis of the actions of the involved parties and of the elapsing of time. The first
step, for the definition of such an operational semantics, consists in the unam-
biguous specification of the lifecycle of conditional obligations, which depends
on the satisfaction of their condition and content. Figure 1 shows the lifecycle
of conditional obligations. In this figure, boxes indicate states of the obligation,
arrows indicates transitions between states, labels on arrow indicate the pre-
conditions that must be satisfied for the transition to take place or the action
that determines the transition.

Fig. 1. Conditional obligations lifecycle

When an obligation is created, it becomes conditional if it has an unsatis-
fied condition. A conditional obligation becomes activated when its condition is
satisfied (e.g., the song is played). The condition or the content of obligations
becomes satisfied if, in the ontology used for representing the state of the inter-
action, there is an action whose attribute values match the values specified in
the condition or content of the obligation. The condition or the content of an
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obligation is connected to the matched action or event by means of the reason
property. An active obligation becomes fulfilled if its content becomes satisfied
before the deadline. On the contrary, if the deadline of an active obligation has
elapsed the obligation becomes violated.

The second step for the definition of the operational semantics of conditional
obligations consists in specifying how the dynamic evolution of the various obli-
gations can be automatically computed, in order to provide monitoring and
simulation services.

Our approach in this phase is to adopt, as far as possible, W3C standards
and in particular Semantic Web Technologies. This first of all because their
diffusion among software practitioners and research communities is fundamental
for the acceptance and adoption of the proposed formal semantics, and secondly
because W3C Semantic Web Technologies are supported by tools (RDFS and
OWL reasoners, editors, and API) that are suitable to implement a software
framework for testing and evaluating our proposal. Moreover, in this paper we
propose an extension of ODRL Version 2.1 Core Model, which is available in RDF
1.0. This choice makes it also feasible to re-use existing ontologies as discussed in
the previous section, and to express policies that depend on the semantic content
of the data when these are represented using Semantic Web Technologies, like
for example Linked Open Data.

An open question at this point is whether it is a good solution to use OWL
2 (possibly integrated with SWRL whenever the expressivity of OWL is insuffi-
cient) to express the state of the interaction (i.e. the actions performed by the
agents), the obligations and the axioms/rules for computing the state of obliga-
tions following their lifecycle. Alternatively, it may be better to express our data
(state and obligations) and the obligations’ lifecycle using RDFS ontologies, and
exploit an RDFS reasoner, like the Apache Jena RDFS reasoner, for computing
the state of the obligations. The latter option would allow us to integrate the
Apache Jena RDFS reasoner with domain-specific rules, written in the rule lan-
guage of the Jena general purpose rule engine9, which can be used to represent
the lifecycle of obligations.

In our previous works [5,16] we proposed to express the content and the
activation condition of norms by using OWL classes defined by means of OWL
axioms and, whenever the expressivity of OWL was insufficient, by SWRL rules.
At runtime, the satisfaction of such activation condition and content can be
evaluated using a standard OWL reasoning service or SPARQL-DL queries [7].
The main problem that we tackled with such an approach concerns performance,
mainly due to the time required for reasoning on OWL ontologies when the
number of assertions in the data ontology and the number of norms increase.

Therefore, in the work described in this paper we investigated the expres-
sivity and performance of a solution where the state of the interaction and the
obligations’ components are formalized using RDFS and the state of obliga-
tions is computed by using the Apache Jena general-purpose rule engine. This
rule engine integrates a general purpose rule-based reasoner, able to implement

9 Documentation available at https://jena.apache.org/documentation/inference/.

https://jena.apache.org/documentation/inference/
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RDFS and OWL reasoning, but is also available for general use10. In particular,
we propose to exploit the Jena forward chaining RETE engine for reasoning
on the state of the obligations formalized in RDFS using the RDFS Schema
proposed in the previous section.

The Jena rules that can be used for computing if an obligation is cancelled,
activated, fulfilled or violated are the following.

[cancelObligation:

(?obl rdf:type nl:Obligation),

(?obl nl:hasDeonState nl:conditional),

(?obl nl:hasDeadline ?deadLine),

(?deadLine time:inDateTime ?dateTime),

now(?now),

greaterThan(?now,?dateTime) ->

(?obl nl:hasDeonState nl:cancelled),

drop(1)

]

[activateObligation:

(?obl rdf:type nl:Obligation),

(?obl nl:hasDeonState nl:conditional),

(?obl nl:hasActCond ?activation),

(?activation nl:hasState nl:satisfied) ->

drop(1),

(?obl nl:hasDeonState nl:activated)

]

[fulfillObligation:

(?obl rdf:type nl:Obligation),

(?obl nl:hasDeonState nl:activated),

(?obl nl:hasDeadline ?deadLine),

(?deadLine time:inDateTime ?dateTimeDeadline),

(?obl nl:hasContent ?content),

(?content nl:hasState nl:satisfied),

(?content nl:reason ?instance),

(?instance event:atTime ?instant),

(?instant time:inDateTime ?dateTimeInstance),

lessThan(?dateTimeInstance,?dateTimeDeadline) ->

(?obl nl:hasDeonState nl:fulfilled),

drop(1)

]

10 More precisely “there are two internal rule engines one forward chaining RETE
engine and one tabled datalog engine - they can be run separately or the forward
engine can be used to prime the backward engine which in turn will be used to
answer queries.”.
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[violateObligation:

(?obl rdf:type nl:Obligation),

(?obl nl:hasDeonState nl:activated),

(?obl nl:hasDeadline ?deadLine),

(?deadLine time:inDateTime ?dateTime),

now(?now),

greaterThan(?now,?dateTime) ->

(?obl nl:hasDeonState nl:violated),

drop(1)

]

In order to compute the satisfaction of the condition and of the content of
obligations we need to introduce had-hoc rules for every obligation. These rules
change on the basis of the attributes specified in the description of the actions
or events in the content and condition of obligations. For example the rule for
computing the satisfaction of the condition of obligation obl:01 specified in the
previous section is:

[satisfyCondObl01:

(<http://example.com/obl:01> nl:hasDeonState nl:conditional),

(<http://example.com/obl:01> nl:hasActCond ?activation),

(?activation rdf:type ?actClass),

(?activation nl:hasState nl:unSatisfied),

(?activation schema:agent ?agent),

(?activation schema:object ?object),

(?object rdf:type ?objectClass),

(?object schema:byArtist ?artist),

(?inst rdf:type ?actClass),

(?inst schema:agent ?agent),

(?inst schema:object ?object1),

(?inst event:atTime ?instant),

(?instant time:inDateTime ?dateTime),

now(?now),

greaterThan(?now,?dateTime),

(?object1 rdf:type ?objectClass),

(?object1 schema:byArtist ?artist) ->

(?activation nl:hasState nl:satisfied),

(?activation nl:reason ?inst),

drop(3)

]

5 Evaluations and Conclusions

We have implemented a Java prototype of the proposed approach. We formal-
ized policies containing conditional obligations using RDF 1.0, and computed
their state based on a RDF 1.0 representation of the actions performed by the
parties involved in the obligations. The state of conditional obligations and the
satisfaction of their condition and content have been computed using forward
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rules formalized for the Jena general-purpose rule engine. Tests were made with
a PC with an Intel Core i5-6600 CPU 3.3 GHz processor, 8 GB RAM. The com-
putation of the satisfaction of the content and condition of one obligation and of
its state requires 555 ms. The computation time becomes 557 ms with 10 policies
(having all the same content and condition), 569 ms with 20 policies, and 576 ms
with 30 policies. From this experiment, we can conclude that the number of poli-
cies (and in our case the number of obligations) does not significantly influence
the computation time.

We intend to continue this work by proposing an extension and a syntax
of the ODRL notion of permission and prohibition. We plan to study how it
is possible to integrate efficiently the automatic reasoning on the state of the
obligations with the reasoning on the semantics of their content and conditions.
This could be done by exploiting the possibility to combine the Jena RDFS
reasoner with custom rules (like the one proposed in this paper) or by using
one of the available external reasoners, like for example Pellet [14]. We plan also
to investigate the possibility to express the activation condition of obligations
based on the semantics of the protected digital assets and to study the process
for automatically transforming high-level policies expressed in terms of roles and
variables into concrete policies.
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Abstract. In this paper we develop a plausibility model by defining a
new notion of rationality based on the assumption that a player believes
that she doesn’t play a regret dominated strategy. Especially, we show
that the interactive epistemic outcomes of this type of rationality are
in line with the solutions of the Iterated Regret Minimization (IRM)
algorithm. So, we state that one can achieve a characterization of the
IRM algorithm by keeping upgrading the assumption of rationality, and
we obtain common belief of rationality in the limit model. A benefit of
our characterization is that it provides the epistemic foundation to the
IRM algorithm and solve a dynamic information problem best expressed
through the Traveler’s Dilemma. Meanwhile, we also link solutions of the
IRM algorithm to modal μ-calculus to deepen our understanding of the
epistemic characterization.

Keywords: Regret games · Iterated regret minimization algorithm
Plausibility model · μ-calculus · Modal logic · Traveler’s Dilemma
Information dynamics

1 Introduction

In this paper we study the Iterated Regret Minimization (IRM) algorithm intro-
duced by Halpern and Pass ([7]). The IRM algorithm is able to give game
solutions in accordance to experimental results for some examples where the
Nash Equilibrium fails (e.g. the Traveler’s Dilemma). In [6] Cui, Luo and Sim
characterized the IRM using the public announcement of rationality, we took
inspiration from this paper to look for another Modal Logic characterization of
the IRM. In their works [1] and [3], Baltag and Smets propose a new model for
describing belief-changing actions of the agents: they propose to create levels of
plausibility among the possible events in such a way that “uncertainty is never
reduced but the plausibility relations change”. All this is done using Kripke
models. The purpose of our study is to give an epistemic characterization of the
IRM that uses the plausibility model introduced by Baltag and Smets. We will
see that this plausibility model characterization enables us to keep all strategies
by creating levels of plausibility among strategy profiles. In the literature it is
c© Springer Nature Switzerland AG 2018
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often used the lexicographic order to describe the degree of belief of a player
(for example [5]). We introduce one lexicographic ordering for each player, to
describe which strategy profiles are more plausible to be used by the players; so,
we define the Belief of a player as the set of strategy profiles at the top of the
lexicographic order of that player.

We work under the assumption that both players believe that themselves
and the other players are playing rationally, common belief of rationality is not
presupposed but obtained in the limit of the IRM plausibility characterization;
thanks to the plausibility model we are also able to overcome an information
problem related to this assumption, which is best expressed through the Trav-
eler’s Dilemma. Firstly, our definition of rationality is as follows: a rational player
plays a strategy which she believes to be not regret dominated. We will express
this concept through the modal language [4], as a consequence the rational strat-
egy profiles will be those that are rational for all the players in the game. Sec-
ondly, we state that the interactive epistemic outcomes from the common belief
of this type of rationality are in line with the solutions of the IRM algorithm,
thus we answer the problem above mentioned in a positive way and provide an
epistemic foundation for the algorithm. Meanwhile, to deepen our understanding
of the IRM, we also provide a modal μ-calculus characterization of the IRM.

The rest of this paper is organized as follows: in Sect. 2 we give the prelimi-
naries to the IRM, the plausibility models and the modal μ-calculus. In Sect. 3
we provide the definition of our plausibility model and the theorem that con-
firms the correctness of our characterization. Finally we provide the μ-calculus
characterization for the algorithm, which is showed in Sect. 4. Conclusions and
future work are stated in Sect. 5.

2 Preliminaries

In this section we want to give the necessary preliminaries needed to build our
new plausibility and modal μ-calculus characterizations of the IRM algorithm.

2.1 The IRM Algorithm

Let’s start with some definitions from Game Theory.

Definition 1. A strategic game is a tuple G = 〈N, {Si}i∈N , {ui}i∈N 〉, where:
– N is the set of players in the game G.
– Si is the set of strategies for player i.
– ui is the utility function for player i that assigns a real value to every strategy

profile s = (s1, . . . , sn). We denote by S = S1 × . . .×Sn the set of all strategy
profiles.

Let S′ ⊆ S, we denote by S′
−i = {s−i = (s1, . . . , si−1, si+1, . . . ,

sn)| where sj ∈ S′
j for j = 1, . . . , n and j �= i} = S′

1 × .. × S′
i−1 × S′

i+1 × .. × S′
n

the set of strategy profiles other than the i-th in S′. When we want to focus on
the strategy of player i, we denote the strategy profile s ∈ S as s = (si, s−i)
where si ∈ Si and s−i ∈ S−i.
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Let’s now define the regret of a given strategy:

Definition 2. Given a strategic game G = 〈N, {Si}i∈N , {ui}i∈N 〉, we define
re

S′
i

i (si, s−i) as the regret ex post of player i associated to any strategy profile
(si, s−i) with si ∈ S′

i. We calculate it as follows:

re
S′
i

i (si, s−i) = max{ui(s′
i, s−i)|∀s′

i ∈ S′
i ⊆ Si} − ui(si, s−i).

It represents the regret of player i derived by choosing si among all strategies
of S′

i when her opponents choose s−i.
Let now si and s′

i be two strategies for player i in S′
i. We say that si is regret

dominated by s′
i w.r.t. S′ ⊆ S if ReS′

i (s′
i) < ReS′

i (si), where

ReS′
i (si) :=: Re

S′
i,S

′
−i

i (si) := max{re
S′
i

i (si, s−i)|∀s−i ∈ S′
−i}.

We say that a regret dominated strategy si is regrettable for player i.
Let’s finally define

minReS′
i :=: minRe

S′
i,S

′
−i

i := minsi∈S′
i
ReS′

i (si)

be the minimum regret for player i w.r.t. S′.

Now we can introduce1 the recursive elimination process of IRM presented
in [7] by Halpern and Pass:

Definition 3. Given a strategic game G = 〈N, {Si}i∈N , {ui}i∈N 〉, let IUD be
the set of iterated regret un-dominated strategies of G recursively defined by the
following Iterated Regret Minimization (IRM) algorithm:

For the base case we ask that IUD0
i = Si for i = 0, . . . , n. Then we have:

IUDm+1
i = {s′

i ∈ IUDm
i |ReIUDm

i (s′
i) = minsi∈IUDm

i
ReIUDm

i (si)}.

At the m-th iteration we find IUDm =
∏

i∈N IUDm
i . For the limit we have

IUDi =
⋂

m≥0 IUDm
i and IUD =

∏
i∈N IUDi.

Let’s see how the IRM works through an example.

1 In [6], the definition of the algorithm didn’t compute again the regrets of the strate-
gies after the process of elimination of the regret dominated strategies, that’s why
it couldn’t give the desired solution to the Traveler’s Dilemma. In this paper we
correct this fact.
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The following theorem assures us that for any given strategic game G, the
IRM algorithm converges to a nonempty fixed point. The proof can be found
in [7].

Theorem 1. Let G = 〈N, {Si}i∈N , {ui}i∈N 〉 be a strategic game. If S is a
closed, non-empty set of strategies, then IUD is non-empty.

2.2 Plausibility Model

Let’s move toward the Epistemic Logic and give the definition of plausibility
model presented by Baltag and Smets in [1]:

Definition 4. A multi-agent plausibility model is a tuple
M = 〈W,≤i,∼i, ‖ · ‖,z∗〉i∈N , where:

– W is a set of possible worlds.
– N is a finite set of agents.
– ≤i is a preorder (i.e. reflexive and transitive) on W : it is agent i’s plausibility

relation.
– ∼i is an equivalence relation on W : it is agent i’s epistemic possibility.
– ‖ · ‖ : Φ → ℘(W ) is a valuation map for a set Φ of propositional constants

(the truth value is assigned to each formula inductively).
– a designated world (the actual world) z∗ ∈ W .

We ask the following conditions to be satisfied:

1. Plausibility implies possibility: s ≤i t implies s ∼i t.
2. Indistinguishable worlds are comparable: s ∼i t implies s ≤i t or s ≥i t.
3. The preorders ≤i are converse well-founded: there are not infinite ascending

chains s0 ≤i s1 ≤i . . ..

Remark 1. Baltag in [2] provides some explanations for these conditions.
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Condition (1): “Since different agents may have different (“hard”) informa-
tion about the worlds, we can’t exclude worlds that an agent knows (in the
“hard” sense) to be impossible”. We will consider impossible worlds as implau-
sible, i.e. worlds that are less plausible are those which are impossible.
Condition (2): “We do not ask the plausibility relation to be total (though
there could be cases where it is); that’s because condition (1) forces worlds
that are distinguishable (¬(t ∼i s)) for an agent i, to be implausible with
respect to each other (i.e. incomparable t �i s and t �i s) for the agent”.

So, given these conditions, two worlds are indistinguishable for an agent iff
they are comparable w.r.t. the corresponding plausibility relation: t ∼i s iff either
t ≥i s or t ≤i s. Thus it is enough to specify the relations ≥i. The possibility
relation can simply be defined in terms of the plausibility relation.

There is a map that let us transform a plausibility model into a new plausi-
bility model:

Definition 5. The radical upgrade is an operator ⇑ that transforms plausibility
models; it is a function that, given the plausibility model M = 〈W,≤i,∼i, ‖ ·
‖, z∗〉i∈N , gives a new plausibility model ⇑ (M) = 〈W,≤′

i,∼i, ‖ · ‖, z∗〉i∈N . The
new plausibility model ⇑ (M) has a new plausibility relation ≤′

i, while the rest
remains unchanged.

Let φ be a formula, the radical upgrade ⇑ φ does a lexicographic revision with
φ: all the worlds that satisfy φ become more plausible than all the worlds that
satisfy ¬φ.

The plausibility relation among the φ (¬φ) worlds remains as it was before
the application of the radical upgrade ⇑ φ.

We also define the repeated truthful2 radical upgrade ⇑ −→
φ = (⇑ φ)n∈N to

be an infinite sequence of radical upgrades. The repeated radical upgrade ⇑ −→
φ

induces a function mapping every plausibility model M into an infinite sequence
⇑ −→

φ (M) = (M)n∈N of plausibility models inductively defined as: (M)0 = M,
(M)n+1 =⇑ φ(Mn) (i.e. the radical upgrade applied to the n-th model). In [3] the
authors prove that every repeated truthful radical upgrade definable in doxastic-
epistemic logic stabilizes every model; then, under the condition that φ is true in
M, by writing ⇑ −→

φ (M) we will directly refer to the fixed point model obtained.

The radical upgrade is an operator which represents a change in “soft”3

information, we will use it to understand which strategy profiles are believed to
be rational from the players of a strategic game.

Let’s see an example to understand how the radical upgrade works. Given
the plausibility model on the left, if we apply the radical upgrade ⇑ p we obtain
the plausibility model on the right.

2 An upgrade ⇑ φ is truthful in a plausibility model M if φ is true at z∗.
3 By “hard” information we mean an information, typically referred to Knowledge,
whose truth is beyond any doubt. By “soft” information we mean an information,
typically referred to Belief, which can be subject to a change.
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2.3 Modal µ-calculus

Through modal μ-calculus we are able to express recursion. For our purposes we
will refer to [9] and to [8], from the latter we take the following short introduction
to modal μ-calculus.

The modal μ-calculus is an extension of Modal Logic with the operators
for “smallest fixed points” μp · φ(p)4, where p is a proposition variable and
the modal formula φ(p) must satisfy a special requirement. The propositional
variable p may occur only positively in φ(p), i.e. in the scope of an even number
of negations.

This ensures that the approximation function FM
φ defined on sets of worlds as

FM
φ (X) = {s ∈ M | M, [p := X], s � φ},

is monotonic in the inclusion order:

whenever X ⊆ Y, then FM
φ (X) ⊆ FM

φ (Y )

where M is a model of Modal Logic and X,Y are subsets of its domain.
On complete lattices (posets where all subsets have both the supremum and
the infimum), the Tarski-Knaster Theorem says that monotonic maps F always
have a “smallest fixed point”, i.e. a smallest set of worlds X where F (X) = X.
One can reach this smallest fixed point F∗ through a sequence of approximations
indexed by ordinals until there is no more increase:

∅, F (∅), F (F (∅)), . . . F∗.

The formula μp · φ(p) holds in a model M at just those worlds that belong
to the smallest fixed point for the map FM

φ (X). Dually, there are also “greatest
fixed point” for monotonic maps, and these are denoted by formulas

νp · φ(p)

with p occurring only positively in φ(p). The greatest fixed points are defin-
able from the smallest ones (and vice versa), as shown in the valid formula
νp · φ(p) ↔ ¬μp · ¬φ(¬p).

4 This formula has the following syntactic interpretation: ‖μp · φ(p)‖i =
⋂{T ⊆ S |

T ⊆ ‖φ(p)‖i[‖p‖=T ]} where i is the interpretation map and S is the domain of the
Kripke model.
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3 A Plausibility Model for the IRM

In this section we will provide a plausibility characterization for the IRM algo-
rithm. This characterization let players “change” their chosen strategies across
time when a change occurs in their beliefs (for example through a radical upgrade
caused by sources like friends, mentors, books, papers, et cetera).

Let’s first build our modal language, we will ask it to contain special symbols.

Definition 6. Given a strategic game G = 〈N, {Si}i∈N , {ui}i∈N 〉, we define
the set of atomic propositions Γ to be constituted by a general set of atomic
propositions P , by the set of all the strategy profiles S and, for every player i,
by the set of the strategies Si of player i. The plausibility game language LGp

is
defined by the following grammar:

LGp
::= p | ¬ψ | ψ ∧ θ | si �i s′

i | Rare
i | Biφ | Cbφ |⇑ φ |⇑ −→

φ

where p ∈ Γ and si, s′
i ∈ Si; si �i s′

i means that player i prefers strategy si

over strategy s′
i, Rare

i means that player i is rational, Biφ means that player i

believes φ, Cbφ means that φ is common belief among the players, ⇑ φ and ⇑ −→
φ

are the radical upgrade of φ and the repeated radical upgrade of φ.

Let’s see the definition of the plausibility game model.

Definition 7. Given a strategic game G, its plausibility game model in the LGp

language is MGp
= 〈W, {≤i}i∈N , z∗, {fi}i∈N , ‖ · ‖〉, where

– W ( �= ∅) consists of all the strategy profiles.
– For every i ∈ N , ≤i is a total, converse well-founded preorder on W : player

i’s plausibility relation. For every player i, from ≤i we obtain the possibility
relation ∼i.

– a designated world (the actual world) z∗ ∈ W .
– For every i ∈ N , fi : W → Si is a strategic function such that fi(w) = si

where si is w i-th strategy.
– ‖ · ‖ : Γ → ℘(W ) is the valuation map.

The interpretation of formulas in the plausibility game model is defined as
follows:

Definition 8. Let G be a strategic game and MGp
be its plausibility game model.

We ask the following rules for the semantics, where S′ ⊆ S, si, s
′
i ∈ Si and

w, v, s, x, y ∈ W :

1. MGp
, w � s ⇐⇒ w = s.

2. MGp
, w � si ⇐⇒ w ∈ ‖si‖, where ‖si‖ := {w ∈ W | f(w) = wi = si}.

3. 5 MGp
, w � si �i s′

i ⇐⇒ ∀x : xi = si and x ∈ Maxi(W ), ∃y : yi =
s′

i and y ∈ Maxi(W )

re
Max≤(W )
i (x) ≤ re

Max≤(W )
i (y),

5 We say that “player i prefers strategy si over strategy s′
i ”.
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where Max≤i
(W ) = {s ∈ W | s ≥i v ∀v ∈ W} and Max≤(W ) =⋂

j∈N

Max≤j
(W ).

4. MGp
, w � Rare

i ⇐⇒ w ∈ Max≤(W ) and

MGp
, w �

∨

s∈W

⎛

⎝s ∧
∧

{s′
i∈Si|∃v∈Max≤(W ) and vi=s′

i}
si �i s′

i

⎞

⎠

5. 6 MGp
, w � Biφ ⇐⇒ for all v ∈ Max≤i

(W ) then MGp
, v � φ.

6. MGp
, w � Cbφ ⇐⇒ MGp

, v � φ for all v and every finite chain (of length
n ≥ 1) of the form w ∼i1 w′ ∼i2 w′′ . . . ∼im v where w′ ∈ Max≤i1

(W ),
w′ ∈ Max≤i2

(W ), . . . and v ∈ Max≤im
(W ).

Remark 2. According to item 4 in Definition 8, a strategy profile (represented
by the world w) is rational for player i iff w is in Max≤(W ) and for all strategy
profiles with the same i-th strategy (and which are in Max≤(W )) we have that
their i-th regret ex post is less or equal than all the i-th regret ex post of all the
strategy profiles in Max≤(W ) with a different i-th strategy.

For every player i ∈ N , we asked ≤i to be total so that we can represent the
initial situation of a game where each player doesn’t know which strategy she
should choose. Then, by doing radical upgrades we change the plausibility game
model according to the provided informations.

Definition 9. Let G be a strategic game and LGp
its language.

The set of plausibility modal formulas which are satisfied by the plausibility
game model (MGp

, z∗), i.e. the plausibility modal logic theory of z∗ in MGp
, is

denoted Gp.

Let’s see now some theoretical results.

Theorem 2. Let G be a finite strategic game and MGp
its plausibility game

model. MGp
has worlds in which Rare is true, where Rare =

∧
i∈N Rare

i .

Proof. We do the proof in the special case where N = {1, 2}. The general case
is similar.

Let’s take into consideration the strategy profiles that are in Max≤(W ), if
all these worlds are preferred (look at footnote 7 and rule 3) for both players
then all the worlds in Max≤(W ) are rationals for all players.

Suppose now that player 1 prefers all the worlds in Max≤(W ) with strategy
s over those in Max≤(W ) with strategy t.

On the other hand, if player 2 has no preferred worlds in Max≤(W ), then
also Rare

2 holds at all those worlds. In particular Rare
2 holds at those worlds in

Max≤(W ) whose 1−st strategy is s. So, there are worlds at which Rare holds.
However if player 2 also prefers all the worlds in Max≤(W ) with strategy X

over all the worlds in Max≤(W ) whose second strategy is Y , then Rare
2 holds

at all the worlds in Max≤(W ) with strategy X. Therefore Rare holds at (s,X).
6 In case MGp , w � Bisi, where si ∈ Si is a (mixed or pure) strategy, we say that
“player i believes she should play strategy si”.
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We now show that every iteration of the IRM over a game G is equivalent
to a radical upgrade of Rare over its plausibility game model MGp

. Also, the
interactive epistemic outcomes from the repeated radical upgrade of Rare are in
line with the solutions of the IRM algorithm and Rare is common believed in
the fixed point model of the repeated radical upgrade of Rare.

Theorem 3. Let MGp
be a plausibility game model of a finite strategic game G

and let ⇑ −−−→
Rare(MGp

) = ((MGp
)n)n∈N be the infinite sequence of pointed models

obtained by the repeated radical upgrade of rationality over MGp
.

First of all, for all n ∈ N and for all w ∈ W

w ∈ Max≤((MGp
)n) iff f(w) ∈ IUDn.

Hence, the repeated radical upgrade of rationality stabilizes the plausibility
game model and for all w ∈ W

w ∈ Max≤((MGp
)k) iff f(w) ∈ IUD

where k is the iteration at which we find the fixed point. Also, CbRare is valid
in (MGp

)k.

Proof. Let’s start by proving the first statement.
(→) If w ∈ Max≤((MGp

)n), then (MGp
)n, w � Rare, i.e. (MGp

)n, w �∧
i∈N Rare

i . First we show: ∀i ∈ N , fi(w) /∈ Si\IUD1
i . Suppose not. Then ∃i ∈ N

such that fi(w) ∈ Si \ IUD1
i , that is, fi(w) of player i is regret-dominated in G

by some other strategy s′
i ∈ Si = IUD0

i . It means Rei(fi(w)) > Rei(s′
i), thus

by definition of Rei(· ), we have

max{rei(fi(w), s−i)|∀s−i ∈ S−i} > max{rei(s′
i, s−i)|∀s−i ∈ S−i}.

Now set some s′′
−i ∈ S−i satisfying rei(fi(w), s′′

−i) = Rei(fi(w)), and set
s′′′

−i ∈ S−i satisfying rei(s′
i, s

′′′
−i) = Rei(s′

i). Thus, by the previous inequality we
have

rei(fi(w), s′′
−i) > rei(s′

i, s
′′′
−i).

Furthermore, set v′ ∈ Ri(w) ∩ ‖s′′
−i‖. Then by the previous inequality

rei(fi(w), fi(v′)) > rei(s′
i, s

′′′
−i).

Thus, considering ∀v ∈ ‖s′
i‖, rei(s′

i, s
′′′
−i) ≥ rei(s′

i, f−i(v)), then we can then
find from the previous inequality

∀v ∈ ‖s′
i‖, rei(fi(w), f−i(v′)) > rei(s′

i, f−i(v)).

According to fi(w) = fi(v′), which follows from v′ ∈ Ri(w) and the definition
of the plausibility frame, we find

∀v ∈ ‖s′
i‖, rei(fi(v′), f−i(v′)) > rei(s′

i, f−i(v)).
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Then we have that MGp
, v′ � fi(v′) �S s′

i. From fi(w) = fi(v′) we have
that MGp

, v′ � fi(w) �S s′
i, since v′ ∈ Ri(w) ∩ Max≤(W ), where Ri(w) =

{v ∈ W | fi(w) = fi(v)} is the set of worlds which have the same i-th strategy
as w. Then, by definition, we obtain that MGp

, w � Rare
i . This is against our

hypothesis. Since ∀w ∈ W fi(w) ∈ IUD0
i , it follows that fi(w) ∈ IUD1

i .
Let’s see now the inductive step. For a given integer m ≥ 1, suppose that

∀j ∈ N , fj(w) ∈ IUDm
j , then we need to show that fj(w) /∈ IUDm

j \ IUDm+1
j

for all j. Suppose not. Then there is player i such that fi(w) ∈ IUDm
i \IUDm+1

i .
That is, fi(w) is a regret dominated strategy in IUDm

i by some other strategy
s′

i ∈ IUDm
i . Then we have

max{rei(fi(w), s−i)|∀s−i ∈ IUDm
−i} > max{rei(s′

i, s−i)|∀s−i ∈ IUDm
−i}.

By the induction hypothesis, ∀j ∈ N , fj(w) ∈ IUDm
j . Thus we have that

max{rei(fi(w), f−i(v))|∀v ∈ Ri(w) s.t. fi(v) ∈ IUDm
i } >

max{rei(fi(w′), f−i(v))|∀v ∈ Ri(w) s.t. fi(v) ∈ IUDm
i }.

Where w′ ∈ ‖s′
i‖. Similar to the above proof, we can conclude that MGp

, w �
Rare

i . This is in contradiction with the hypothesis that MGp
, w � Rare

i . So
fi(w) ∈ IUDm+1

i . Then for induction we have that ∀i ∈ N , fi(w) ∈ IUDi.
(←) Let f(w) ∈ IUDn. Then, given m < n a natural number ∀i ∈ N fi(w)

is never regret dominated in IUDm. It means that after m radical upgrades
of Rare, (MGp

)m, w � Rare, where (MGp
)m is the plausibility model after the

application of m radical upgrades of rationality. So w ∈ Max≤((MGp
)n).

Let’s prove the second statement. We now know that every application of the
radical upgrade of rationality to the plausibility model finds the same strategy
profiles as an application of the IRM to the game. Thanks to Theorem 1 we know
that the IRM deletion process reaches a non-empty fixed-point from a certain
k-th iteration. Thanks to the above stated equivalence we find that all the worlds
(strategy profiles) in Max≤((MGp

)k) remain in there after any application of
⇑ Rare. Note that all the worlds that are in Max≤((MGp

)k), have always been
in Max≤((MGp

)m) for all m < k. Now we choose the actual world to be one of
the worlds in this set. Baltag and Smets in [3]7 prove that the repeated truthful
radical upgrade in epistemic-doxastic logic stabilizes every model (w.r.t. which
it is truthful), thus we have our proof. The last statement follows from the
definition of Cb.

Theorem 4. Let MG be a plausibility game model and denote the fixed-point
model obtained by applying a repeated radical upgrade of rationality as (MGp

)∗ =
⇑ −−−→

Rare(MGp
). For the fixed-point model (MGp

)∗ rationality is doxastically intro-
spective, i.e. the following formula is valid

Rare
i → BiRare

i .

7 Corollary 6 says: Every repeated truthful radical upgrade definable in doxastic-
epistemic logic (i.e. the language of simple belief and knowledge operators, without
any conditional beliefs) stabilizes every model.
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Proof. Consider the fixed-point model (MGp
)∗ and an arbitrary world w in

it such that (MGp
)∗, w � Rare

i but (MGp
)∗, w � BiRare

i . Then there is a
v ∈ Max≤i

(W ) such that (MGp
)∗, v � Rare

i . By definition, fi(v) is a regret
dominated strategy for player i by some of her strategies. Since v ∈ Max≤i

(W )
and the model is a fixed-point of radical upgrade Rare, then v is not a dominated
strategy for i.

3.1 Application to the Traveler’s Dilemma

Let’s introduce the Traveler’s Dilemma: an air company looses the suitcases of
two travelers which value is the same. The air company asks each traveler which
was the value of her suitcase from a minimum value of 2 $ to a maximum value
of 100 $. They will refund both travelers with the minimum value between the
two. The air company also decides to apply a penalty p (where p ≥ 2): p$ will
be taken from the refund of the traveler who gave a higher value and will be
assigned to the other one.

In the following table we represent the Traveler’s Dilemma with p = 2.

player 1 - player 2 100 99 98 . . . 3 2

100 (100,100) (97,101) (96,100) . . . (1,5) (0,4)

99 (101,97) (99,99) (96,100) . . . (1,5) (0,4)

98 (100,96) (100,96) (98,98) . . . (1,5) (0,4)

...
...

...
...

. . .
...

...

3 (5,1) (5,1) (5,1) . . . (3,3) (0,4)

2 (4,0) (4,0) (4,0) . . . (4,0) (2,2)

As it was shown in [7], the IRM is able to find a solution to the Traveler’s
Dilemma, (97,97) if the penalty is 2, which is in accordance to experimental
results. Thanks to Theorem 3 we know that we can reach the same solution
through our plausibility characterization.

Halpern and Pass in their paper pointed out the following observation: “(..)
the iterated deletion of weakly dominated strategies requires sufficiently high
mutual assumption of rationality, where “assumption” is a variant of “knowl-
edge”, and “rationality” means “doesn’t play a weakly dominated strategy”. If
we make this assumption (and identify rationality with minimizing regret) we
seem to run into a serious problem with Iterated Regret Minimization. As we
observed earlier, the strategy profile (97,97) is the only one that survives iter-
ated regret minimization when p = 2. However, if agent 1 knows that player 2
is playing 97, then he should play 96, not 97!”.

We can solve this problem thanks to the fact that our definition of rationality
requires not only that a strategy profile is not regret dominated for player 1, but
also that player 1 believes that such given strategy profile is among the more



198 F. Bobbio and J. Cui

plausible strategy profiles. Let’s introduce the plausibility game model of the
Traveler’s Dilemma, where each Kripke world represents a strategy profile and
it is labeled by its ex posts; the labeled arrows represent the possibility (↔) and
the plausibility (→) relations for player 1 and player 2.

As we can see in the above picture, thanks to the fact that ∀i ∈ N ≤i

is total, we can represent the initial situation where all the Kripke worlds are
indistinguishable for both players.

If we apply the IRM plausibility characterization (i.e. we apply ⇑∗ Rare to
the model) we find the following plausibility game model (we highlighted in red
the plausibility relations changed by the repeated radical upgrade):

Now we encode the information that player 1 believes that player 2 believes
that she plays strategy 972 by doing the radical upgrade ⇑ 972. We thus obtain
the following plausibility game model (again, we highlighted in red the plausi-
bility relations changed by the radical upgrade):

Now, if we want to know which are the strategy profiles that the two players
believe they are going to play, we do a radical upgrade of rationality and we find
that the model remains unchanged; thus the game solution remains the strategy
profile (97,97).



A Plausibility Model for Regret Games 199

A strength of the plausibility model introduced by Baltag and Smets is that
it is susceptible to change in soft information; for instance, if it is common belief
that player 2 is playing strategy 1002-before the IRM is applied-, we can encode
such information through a radical upgrade ⇑ 1002. After that, if we do the IRM
we find that the game solution is the strategy profile (99,100).

4 IRM Through the µ-calculus

As we have seen, through the IRM algorithm we find a fixed point model as
our game solution. Since modal μ-calculus is one of the most used languages
to describe automata and it can easily describe fixed point, it is interesting to
see how we can characterize the IRM through a modal μ-calculus formula. The
modal μ-calculus formula we provide tells us that the strategy profiles that sur-
vive the IRM are exactly those that are in the greatest fixed point of rationality.

Given a finite game G, let’s provide the language with which we are going to
work:

LGµ
::= p | ¬ψ | ψ ∧ θ | si �i s′

i | Rare
i | Biφ | Cbφ | νx.ψ(x)

where p ∈ Γ and si, s′
i ∈ Si and x is positive in ψ(x).

We define the μ-game model MGµ
over the language LGµ

in the same way
we did for the plausibility game model in Definition 7 and by considering the
semantics for the modal μ-calculus.

Now we provide a modal μ-formula which characterizes the strategy profiles
that survive the IRM:

Theorem 5. Let G be a finite strategic form game. The game solution given by
the IRM is the same obtained by repeated radical upgrade of Rare (=

∧
a∈N Rare

a )
in the plausibility game model MG; the same game solution can be characterized
inside the μ-game model MGµ

by the following modal μ-formula:

νx.
∧

a∈N

Rare
a ∧ x

.

Proof. The first statement of the theorem follows from Theorem 3. Let’s see the
second statement.

By the definition of greatest fixed point, any world in the set P defined by
νx.

∧
a∈N Rare

a ∧ x satisfies
∧

a∈N Rare
a ∧ x. Thus the formula

∧
a∈N Rare

a , being
a logical consequence of this, also holds throughout P, and a further radical
upgrade of rationality ⇑ Rare has no effect.

On the other hand, the repeated radical upgrade limit for
∧

a∈N Rare
a is

by definition a subset P of the current model that is contained in the set∧
a∈N Rare

a ∧x. Thus, it is contained in the greatest fixed point for the monotonic
operator matching this formula.
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5 Conclusions and Future Work

We have presented a plausibility model for the IRM and we have also linked
the IRM to modal μ-calculus. Relatively to the work done in [6] we have given a
developed definition of the IRM algorithm because it recomputes the regret after
every iteration and we have characterized it in a model where changes in soft
information is relevant for equilibrium outcomes. Similarly as in the paper [7] by
Halpern and Pass, we have provided a lexicographic order to set levels of belief
for each player, but thanks to the plausibility characterization we can take into
account when a player changes her strategy and we still get a reasonable solution
to the game by applying the IRM. The strength of our characterization is that
it doesn’t erase dominated strategies, but it gives them a lower plausibility level
so that we can use them again in case there is a change in soft information.

The plausibility model represents a strong breakthrough for describing
change of information, thus it would be interesting to see if it is possible to
give a plausibility characterization for other algorithms.

Concerning further work it would also be interesting to see if it is possible to
prove the completeness theorem for the logic presented in this work.
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Abstract. Many systems of structured argumentation explicitly require
that the facts and rules that make up the argument for a conclusion be
the minimal set required to derive the conclusion. aspic+ does not place
such a requirement on arguments, instead requiring that every rule and
fact that are part of an argument be used in its construction. Thus
aspic+ arguments are minimal in the sense that removing any element
of the argument would lead to a structure that is not an argument. In
this paper we discuss these two types of minimality and show how the
first kind of minimality can, if desired, be recovered in aspic+.

1 Introduction

A large part of the work on computational argumentation is concerned with
structured, or logic-based argumentation. In this work, much of the focus is on
the way that arguments are constructed from some set of components, expressed
in some logic. At this point, perhaps the most widely studied system of structured
argumentation is aspic+, which builds on what is now quite a lengthy tradition,
a tradition which goes back at least as far as [10]. In addition to Pollock’s work
on oscar [9,11], we can count the work of Loui [7], Krause et al. [6], Prakken
and Sartor [13], Besnard and Hunter [2], Amgoud and Cayrol [1], Garćıa and
Simari [5] and Dung et al. [4] as being in the same lineage. aspic+ [8,12] is more
recent, but very influential, providing a very general notion of argumentation
that captures many of the structured systems which precede it. In all these
systems, there is, often explicitly, a notion of an argument as a pair 〈Δ, c〉 which
relates the conclusion of the argument, c, and the set of statements Δ from which
that conclusion is derived. The form of derivation, and what these “statements”
consist of, are two of the aspects of these systems which vary widely.

One difference between aspic+ and other systems of structured argumenta-
tion is that many of the latter require that arguments be minimal in the sense
that the set Δ in any argument 〈Δ, c〉 has to be minimal. That is, Δ has to
c© Springer Nature Switzerland AG 2018
F. Belardinelli and E. Argente (Eds.): EUMAS 2017/AT 2017, LNAI 10767, pp. 203–218, 2018.
https://doi.org/10.1007/978-3-030-01713-2_15
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be the smallest set from which c can be derived. We can find this explicitly
expressed, for example, in [1,2,5]. In contrast, like the assumption-based system
from [4], aspic+ does not explicitly require arguments to be minimal in this
sense. Instead aspic+ arguments satisfy a different form of minimality in which
arguments cannot include premises or rules that are not used in the derivation
of their conclusion. In recent work using aspic+[3], we discovered some cases in
which the difference between these two forms of minimality was important, and
so needed to investigate those differences in the context of aspic+. In this paper
we report our findings.

Note that while the first form of minimality is stronger than the native min-
imality of aspic+, because there are aspic+ arguments that are not minimal in
this sense, this form of minimality is completely compatible with aspic+, and
indeed with assumption-based argumentation (which shares the same mechanism
for defining an argument). As we show, when the stronger form of minimality is
required, we can simply invoke a definition for arguments in aspic+ which does
require this form of minimality.

The rest of the paper is organized as follows. In Sect. 2 we introduce back-
ground notions from aspic+. Then, in Sect. 3 we discuss the native form of min-
imality of arguments in aspic+, and propose two equivalent ways of providing
a stronger notion of minimality, which prevents redundancy and circularity in
arguments. Section 3 also includes formal results regarding the characterization
of arguments in aspic+, as well as relating the forms of minimality we proposed.
Later, in Sect. 4, we analyze related work, and finally, in Sect. 5, we draw some
conclusions and comment on future lines of work.

2 Background

aspic+ is deliberately defined in a rather abstract way, as a system with a min-
imal set of features that can capture the notion of argumentation. This is done
with the intention that it can be instantiated by a number of concrete systems
that then inherit all of the properties of the more abstract system. aspic+ starts
from a logical language L with a notion of negation. A given instantiation will
then be equipped with inference rules, and aspic+ distinguishes two kinds of
inference rules: strict rules and defeasible rules. Strict rules, denoted using →,
are rules whose conclusions hold without exception. Defeasible rules, denoted
⇒, are rules whose conclusions hold unless there is an exception.

The language and the set of rules define an argumentation system:

Definition 1 (Argumentation System [8]). An argumentation system is a
tuple AS = 〈L, ·,R, n〉 where:

– L is a logical language.
– · is a function from L to 2L , such that:

• ϕ is a contrary of ψ if ϕ ∈ ψ, ψ �∈ ϕ;
• ϕ is a contradictory of ψ if ϕ ∈ ψ, ψ ∈ ϕ;
• each ϕ ∈ L has at least one contradictory.
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– R = Rs ∪ Rd is a set of strict (Rs) and defeasible (Rd) inference rules of
the form φ1, . . . , φn → φ and φ1, . . . , φn ⇒ φ respectively (where φi, φ are
meta-variables ranging over wff in L), and Rs ∩Rd = ∅.

– n : Rd 
→ L is a naming convention for defeasible rules.

The function · generalizes the usual symmetric notion of negation to allow non-
symmetric conflict between elements of L. The contradictory of some ϕ ∈ L is
close to the usual notion of negation, and we denote that ϕ is a contradictory
of ψ by “ϕ = ¬ψ”. Note that, given the characterization of ·, elements in L
may have multiple contraries and contradictories. The naming convention for
defeasible rules is necessary because there are cases in which we want to write
rules that deny the applicability of certain defeasible rules. Naming the rules,
and having those names be in L makes it possible to do this, and the denying
applicability makes use of the contraries of the rule names.

An argumentation system, as defined above, is just a language and some rules
which can be applied to formulae in that language. To provide a framework in
which reasoning can happen, we need to add information that is known, or
believed, to be true. In aspic+, this information makes up a knowledge base:

Definition 2 (Knowledge Base [8]). A knowledge base in an argumentation
system 〈L, ·,R, n〉 is a set K ⊆ L consisting of two disjoint subsets Kn and Kp.

We call Kn the axioms and Kp the ordinary premises. We make this distinction
between the elements of the knowledge base for the same reason that we make
the distinction between strict and defeasible rules. We are distinguishing between
those elements—axioms and strict rules—which are definitely true and allow
truth-preserving inferences to be made, and those elements—ordinary premises
and defeasible rules—which can be disputed.

Combining the notions of argumentation system and knowledge base gives
us the notion of an argumentation theory :

Definition 3 (Argumentation Theory [8]). An argumentation theory AT
is a pair 〈AS,K〉 of an argumentation system AS and a knowledge base K.

We are now nearly ready to define an argument. But first we need to introduce
some notions which can be defined just understanding that an argument is made
up of some subset of the knowledge base K, along with a sequence of rules, that
lead to a conclusion. Given this, Prem(·) returns all the premises, Conc(·) returns
the conclusion and TopRule(·) returns the last rule in the argument. Sub(·)
returns all the sub-arguments of a given argument, that is all the arguments
that are contained in the given argument.

Definition 4 (Argument [8]). An argument A from an argumentation theory
AT = 〈〈L, ·,R, n〉,K〉 is:

1. φ if φ ∈ K with: Prem(A) = {φ}; Conc(A) = φ; Sub(A) = {A}; and
TopRule(A) = undefined.
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2. A1, . . . , An → φ if Ai, 1 ≤ i ≤ n, are arguments and there exists a strict
rule of the form Conc(A1), . . . , Conc(An) → φ in Rs. Prem(A) = Prem(A1) ∪
. . . ∪ Prem(An); Conc(A) = φ; Sub(A) = Sub(A1) ∪ . . . ∪ Sub(An) ∪ {A}; and
TopRule(A) = Conc(A1), . . . , Conc(An) → φ.

3. A1, . . . , An ⇒ φ if Ai, 1 ≤ i ≤ n, are arguments and there exists a defeasible
rule of the form Conc(A1), . . . , Conc(An) ⇒ φ in Rd. Prem(A) = Prem(A1) ∪
. . . ∪ Prem(An); Conc(A) = φ; Sub(A) = Sub(A1) ∪ . . . ∪ Sub(An) ∪ {A}; and
TopRule(A) = Conc(A1), . . . , Conc(An) ⇒ φ.

We write A(AT ) to denote the set of arguments from the theory AT .

In other words, an argument is either an element of K, or it is a rule and its
conclusion such that each premise of the rule is the conclusion of an argument.
From here on, we will use the symbol ù when we do not care about distin-
guishing whether an argument uses a strict rule → or a defeasible rule ⇒. Thus,
if we are making a statement about an argument A = [B ù a], then we are
making a statement about both arguments A′ = [B → a] and A′′ = [B ⇒ a].
Similarly, when referring to a rule a ù b, we are referring to both a strict rule
a → b and a defeasible rule a ⇒ b.

The above is a standard presentation of an argument in aspic+. In this
paper we wish to refer to an additional element of an argument, and to describe
an argument in a somewhat different way. In particular, we wish to refer to
Rules(A), which identifies the set of all the strict and defeasible rules used in
the argument A.

Definition 5 (Argument Rules). Let AT = 〈AS,K〉 be an argumentation
theory and A ∈ A(AT ). We define the set of rules of A as follows:

Rules(A) =

{
∅ A ∈ K
{TopRule(A)} ∪ ⋃n

i=1 Rules(Ai) A = [A1, . . . , An ù Conc(A)]

We can then describe an argument A as a triple (G,R, c), where G = Prem(A)
are the grounds on which A is based, R = Rules(A) is the set of rules that are
used to construct A from G, and c = Conc(A) is the conclusion of A.

Example 1. Consider that we have an argumentation system AS1 =
〈L1, ·,R1, n〉, where L1 = {p, q, r, s, t, u, v,¬p,¬q,¬r,¬s,¬t,¬u,¬v}, R1 =
{p, q ù r; t, u ù r; r ù s;u ù v}. By adding the knowledge base K1 =
{p, q, t, u} we obtain the argumentation theory AT1 = 〈AS1,K1〉, from which we
can construct the following arguments:

A1 = [p];A2 = [q];A3 = [A1, A2 ù r];A = [A3 ù s];
B1 = [t];B2 = [u];B3 = [B1, B2 ù r];B = [B3 ù s]

such that A1 = ({p}, ∅, p), A2 = ({q}, ∅, q), A3 = ({p, q}, {p, q ù r}, r),
A = ({p, q}, {p, q ù r; r ù s}, s), B1 = ({t}, ∅, t), B2 = ({u}, ∅, u), B3 =
({t, u}, {t, u ù r}, r) and B = ({t, u}, {t, u ù r; r ù s}, s).
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3 Minimality

Now, as mentioned above, unlike some definitions of arguments in the
literature—for example [1,5]—Definition 4 does not impose any minimality
requirement on the grounds or the set of rules. However, this does not mean
that aspic+ arguments are not, in some sense, minimal, as we will now show.

The following example illustrates the fact that any element (proposition or
rule) in the grounds and rules of an argument needs to be used in the derivation
of the conclusion of that argument:

Example 2. Given the argumentation theory from Example 1, the structure

C = ({p, q, t, u}, {p, q ù r; t, u ù r; r ù s}, s)

is not an argument. In particular, C is not an argument because the third clause
of Definition 4 only justifies adding the rules and grounds of one argument for
each premise of the rule that is the subject of the clause. Thus, it allows p, q ù r
to be added to an argument with conclusion r, or it allows t, u ù r to be added,
but it does not permit both to be added. Similarly,

D = ({p, q}, {p, q ù r; r ù s;u ù v}, s)
E = ({t, u}, {t, u ù r; r ù s;u ù v}, s)

are not arguments because Definition 4 does not allow rules that are not used
in the derivation of the conclusion of an argument to be part of the set of rules
of that argument. Finally, neither of

F = ({p, q, t, u}, {p, q ù r; r ù s}, s)
G = ({p, q, t, u}, {t, u ù r; r ù s}, s)

are arguments, because Definition 4 does not allow the addition of propositions
to the grounds of an argument if they do not correspond to premises of a rule
in the argument.

Thus, as the preceding example shows, an argument A, described by the
triple A = (G,R, c), cannot contain any elements in G or R that are not used in
the derivation of c. Therefore, Definition 4 implies that arguments are minimal
in the sense that they do not contain any extraneous propositions or rules. This
intuition is also pointed out by the authors in [8], and we formalize it in the
following proposition:

Proposition 1. Let AT = 〈AS,K〉 be an argumentation theory and A ∈
A(AT ). It holds that either:

(a) A = ({c}, ∅, c); or
(b) A = (G,R, c) and

i. for every g ∈ G: there exists A′ ∈ Sub(A) such that A′ = ({g}, ∅, g) and
there exists r ∈ R such that r = p1, . . . , g, . . . , pn ù p′; and
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ii. for every r′ ∈ R such that r′ = p1, . . . , pm ù p′′: there exists A′′ ∈
Sub(A) such that A′′ = (G′′, R′′ ∪ {r′}, p′′), with G′′ ⊆ G and R′′ ⊆ R.

Proof. Definition 4 includes three clauses that define when A = (G,R, c) is an
argument. In the first clause, the base case of the recursive definition, c ∈ K, R
is the empty set and G = {c}, satisfying case (a).

The rest of this proof concerns case (b). Now, the second and third clauses
of Definition 4, which define the recursive step of the definition, tells us
that (G,R, c) is an argument if there exists a rule in R of the form c1, . . . ,
cn ù c and for each ci (1 ≤ i ≤ n) there exists an argument Ai ∈ A(AT )
such that Conc(Ai) = ci. In other words, for every premise ci of the rule there
is a sub-argument Ai of A whose conclusion is that premise. Unwinding each
of those sub-arguments in turn, they are either of the form ({ci}, ∅, ci), or can
be deconstructed into a rule with sub-arguments for each premise, where that
rule is in R. In the first of these cases, the first clause of Definition 4 tells
us that ci ∈ G, and so case (b.i) holds. From the second of these cases we
can infer that for every rule p1, . . . , pm ù p′′ ∈ R, there is a sub-argument
(G′′, R′′ ∪ {p1, . . . , pm ù p′′}, p′′) of A, and case (b.ii) is proved. �
Given an argument A = (G,R, c), Proposition 1 states that every element in G
is the conclusion of a sub-argument A′ of A and is the premise of a rule in R,
and that every rule in R is the TopRule(·) of a sub-argument A′′ of A. In other
words, it states that every element of the grounds G and the rules R is part of
the derivation of c. However, as the following example shows, Definition 4 does
not imply that for any argument (G,R, c) there is no argument (G′, R′, c) such
that G′ ⊂ G and R′ ⊂ R:

Example 3. Consider the argumentation system AS3 = 〈L3, ·,R3, n〉, where
L3 = {p, q, r, s, t,¬p,¬q,¬r,¬s,¬t} and R3 = {p, q ù s; s ù q; q, r ù t}. By
adding the knowledge base K3 = {p, q, r} we obtain the argumentation theory
AT3 = 〈AS3,K3〉, from which we can construct the following arguments:

A1 = [p];A2 = [q];A3 = [A1, A2 ù s];A4 = [A3 ù q];A5 = [r];
A = [A4, A5 ù t];B = [A2, A5 ù t]

such that A = ({p, q, r}, {p, q ù s; s ù q; q, r ù t}, t) and B =
({q, r}, {q, r ù t}, t). Here, it is clear that the grounds and rules of argument
B are proper subsets of those of argument A.

Consider now the set of rules R3′ = {p, q ù r; r ù s; s ù t; t ù r}.
We can obtain a new argumentation system AS3′ = 〈L3, ·,R3′ , n〉 and combine
it with the knowledge base K3 to obtain the argumentation theory AT3′ =
〈AS3′ ,K3〉, from which we can construct the arguments:

C1 = [p];C2 = [q];C3 = [C1, C2 ù r];C4 = [C3 ù s];C5 = [C4 ù t];
C = [C5 ù r];D = C3 = [C1, C2 ù r]

Here, C = ({p, q}, {p, q ù r; r ù s; s ù t; t ù r}, r) and D =
({p, q}, {p, q ù r}, r); hence, Rules(D) ⊂ Rules(C).
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Finally, if we consider a set of rules R3′′ = {p ù r; r ù s; q ù r; r,
s ù t} and a knowledge base K3′ = {p, q} we can define an argumentation
system AS3′′ = 〈L3, ·,R3′′ , n〉 and an argumentation theory AT3′′ = 〈AS3′′ ,K3′〉,
from which we obtain:

E1 = [p];E2 = [E1 ù r];E3 = [E2 ù s];E4 = [q];E5 = [E4 ù r];
E = [E5, E3 ù t];F = [E2, E3 ù t]

In this case, E = ({p, q}, {p ù r; r ù s; q ù r; r, s ù t}, t) and F =
({p}, {p ù r; r ù s; r, s ù t}, t). As a result, the grounds and rules of F are
proper subsets of those of E.

At first sight, this seems a bit contradictory. Example 2 and Proposition 1
show that arguments only contain elements that are used in the derivation
of their conclusion, yet Example 3 shows that elements can be removed from
the grounds or the rules of an argument, and what remains is still an argu-
ment. There is, however, no contradiction. Rather, there are two ways in which
this phenomenon might arise. The first is illustrated by the first two cases in
Example 3. There we have arguments that are circular1—if you follow the chain
of reasoning from premises to conclusion in A in Example 3, we start with q,
then derive q, then use q to derive the final conclusion; similarly, when consider-
ing C, we start with p and q to derive r, then derive s and t to derive (again) r.
In B and D, these loops are removed to give us more compact arguments with
the same conclusions. The second way in which this phenomenon might arise is
illustrated by the third case in Example 3, where we have arguments that are
redundant. There, the cause is that the set of rules provides two ways to derive
r, one that relies on p and another that relies on q, and r appears twice in the
derivation of t: once to produce s, and once when the rule r, s ù t is applied.
Then E, the redundant argument, uses both of the rules for deriving r while F
uses just one of them, again providing a more compact derivation.

Furthermore, as shown by the following example, circularity in arguments
may lead to having two distinct arguments A and B such that their descriptions
as a triple (G,R, c) coincide. Hence, while we can extract a unique description
(G,R, c) from a given aspic+ argument A, the reverse is not true.2

1 We use the term circular to reflect the idea of circular reasoning [15] and “begging
the question” [14].

2 This is a version of the issue pointed out by [4, p.119], that any inference-based
description of an argument allows multiple arguments to be described in the same
way. In fact what we have here is a stronger version of the problem, because [4]
pointed out the problem for arguments which, in our terms, were described just by
their grounds and conclusion. What we have here is the problem arising even when
we state the inference rules as well. This issue the is converse of the problem that
describing arguments by their entire structure, as aspic+ and the assumption-based
argumentation of [4] do, allows for redundant elements in the arguments, as we have
just shown.
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Example 4. Consider that we have an argumentation system AS4 =
〈L4, ·,R4, n〉, where L4 = {a, b, c,¬a,¬b,¬c} and R4 = {a ù c; c ù b;
b ù a}. We then add the knowledge base K4 = {a} to get the argumentation
theory AT4 = 〈AS4,K4〉. From this we can construct the following arguments:

A1 = [a];A2 = [A1 ù c];A3 = [A2 ù b];A = [A3 ù a];
B1 = [A ù c];B2 = [B1 ù b];B = [B2 ù a]

Here, both arguments A and B are described by the triple (G,R, a), where
G = Prem(A) = Prem(B) = {a}, R = Rules(A) = Rules(B) = R4 and a =
Conc(A) = Conc(B).

Given the preceding analysis we can note that, even though the character-
ization of aspic+arguments accounts for some form of minimality (see [8]), it
allows for circular and redundant arguments. These notions of circularity and
redundancy are formalized next.

Definition 6 (Circular Argument). Let AT be an argumentation theory and
A ∈ A(AT ). We say that A is a circular argument if ∃A1, A2 ∈ Sub(A) such
that A1 �= A2, Conc(A1) = Conc(A2) and A1 ∈ Sub(A2).

Note that the usual definition of a circular argument in the literature [14,15]
involves starting with some premise and then inferring that premise—a typical
pattern is “Assume a, then a is true”. What we define here as circular is more
general.

Example 5. Considering Example 3 in the light of Definition 6 and looking at
A, the two sub-arguments that define its circularity are A1 = ({q}, ∅, q) and
A4 = ({p, q}, {p, q ù s, s ù q}, q). Then, if we consider argument C, the two
sub-arguments that define its circularity are C3 = ({p, q}, {p, q ù r}, r) and
C = ({p, q}, {p, q ù r, r ù s, s ù t, t ù r}, r). Here, A follows the classic
form of a circular argument. In contrast, C illustrates the more general form of
circularity, not related to the premises of the argument.

Next, we formalize the notion of redundancy:

Definition 7 (Redundant Argument). Let AT be an argumentation theory
and A ∈ A(AT ). We say that A is a redundant argument if ∃A1, A2 ∈ Sub(A)
such that A1 �= A2, Conc(A1) = Conc(A2), A1 /∈ Sub(A2) and A2 /∈ Sub(A1).

Example 6. Considering Example 3 in the light of Definition 7, the two sub-
arguments that define the redundancy of E are E2 = ({p}, {p ù r}, r) and
E5 = ({q}, {q ù r}, r).
We say that arguments that are non-circular and non-redundant are regular
arguments since they are the kinds of argument that one encounters most often
in the literature. Clearly this is the same as saying:

Definition 8 (Regular Argument). Let AT be an argumentation theory and
A ∈ A(AT ). We say that A is regular if �A1, A2 ∈ Sub(A) such that A1 �= A2

and Conc(A1) = Conc(A2).
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Now, to tie this back to the notion of minimality frequently used in the literature
(e.g., [1,2,5]), that of a minimal set of information from which a conclusion is
derived, we need a notion of inference that works for aspic+. We start with a
notion of closure. Given an argumentation theory, we can define the closure of
a set of propositions in the knowledge base under a set of rules of the theory.

Definition 9 (Closure). Let AT = 〈AS,K〉 be an argumentation theory, where
AS is the argumentation system AS = 〈L, ·,R, n〉. We define the closure of a
set of propositions P ⊆ K under a set of rules R ⊆ R as Cl(P )R, where:

1. P ⊆ Cl(P )R;
2. if p1, . . . , pn ∈ Cl(P )R and p1, . . . , pn ù p ∈ R, then p ∈ Cl(P )R; and
3. �S ⊂ Cl(P )R such that S satisfies the previous conditions.

Based on the notion of closure, we can define a notion of inference from a set of
propositions and rules of an argumentation theory.

Definition 10 (Inference). Let AT = 〈AS,K〉 be an argumentation theory,
where AS is the argumentation system AS = 〈L, ·,R, n〉. Given a set of propo-
sitions P ⊆ K, a set of rules R ⊆ R and a proposition p ∈ K, we say that p is
inferred from P and R, noted as P �R p, if p ∈ Cl(P )R.

Now, with this notion of inference, we can characterize minimal arguments. These
arguments are such that they have minimal (with respect to ⊆) sets of grounds
and rules that allow to infer their conclusion.

Definition 11 (Minimal Argument). Let AT = 〈AS,K〉 be an argumenta-
tion theory and A ∈ A(AT ). We say that A = (G,R, c) is a minimal argument
if �G′ ⊂ G such that G′ �R c and �R′ ⊂ R such that G �R′ c.

The following example illustrates the first condition in Definition 11.

Example 7. Let AT7 = 〈AS7,K7〉 be an argumentation theory, where AS7 =
〈L7, ·,R7, n〉, R7 = {d ù b; b ù c; b, c ù a} and K7 = {b, d}. From AT we
can construct the following arguments:

A1 = [d];A2 = [A1 ù b];A3 = [A2 ù c];A4 = [b];A = [A4, A3 ù a];
B = [A2, A3 ù a];A5 = [A4 ù c];C = [A4, A5 ù a]

Here, A = (G,R, a), with G = {b, d} and R = R7. In this case, A is not minimal
since ∃G′ ⊂ G, with G′ = {d}, such that G′ �R a; moreover, B = (G′, R, a).
On the other hand, argument C is represented by the triple (G′′, R′, a), with
G′′ = {b} and R′ = {b ù c; b, c ù a}. In particular, argument C is minimal.
Furthermore, B is also minimal since, even though R′ ⊂ R, it is not the case
that G′ �R′ a.

It should be noted that, since the notion of minimality characterized in
Definition 11 explicitly accounts for the set of grounds of the arguments, this
notion of minimality is different from those used in other structured argumenta-
tion systems such as DeLP [5]. Arguments in DeLP do not include the grounds:
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they are specified by a pair 〈Δ, c〉, where Δ is the set of defeasible rules used to
derive the conclusion c. Thus, the notion minimality in DeLP considers only the
defeasible rules used in an argument. As a result, if we consider the arguments
given in Example 7, argument B would not be minimal in DeLP.

To illustrate the second condition of Definition 11, let us consider the sit-
uation depicted in Example 4. There, we have arguments A and B, which
are both described by the triple (G,R, a), with G = {a} and R = {a ù c;
c ù b; b ù a}. Also, there is argument A1 = (G′, ∅, a), with G′ = {a}. As a
result, ∃G′ ⊂ G such that G′ �R a and therefore, arguments A and B are not
minimal, in contrast with A1.

Given the characterization of regular and minimal arguments, the following
proposition shows that these notions are equivalent.

Proposition 2. Let AT = 〈AS,K〉 be an argumentation theory and A ∈
A(AT ), with A = (G,R, c). A is a regular argument iff A is a minimal argument.

Proof. The proof follows the same form as that of Proposition 1, being based
around the three clauses of Definition 4.

Let us start with the if part. In the first clause of Definition 4, c is a propo-
sition in K, R is empty, and G contains just c. Clearly, in this case there is
no R′ ⊂ R, nor G′ ⊂ G such that G′ �R c or G �R′ c, so A is minimal. It is
also regular. The second and third clauses in Definition 4 define the recursive
case. Here, A = (G,R, c) is an argument if c is the conclusion of a rule, let us
call it r, and there is an argument in A(AT ) for each of the premises of r. G
is then the union of the grounds of all the arguments with conclusions that are
premises of r; we will call this set of arguments Args, and R is the union of
all the rules for Args, call them Rs, plus r. If all the arguments in Args are
minimal, then A will be minimal, so long as (i) adding r does not introduce any
non-minimality, and (ii) the union of the grounds and the rules of the arguments
in Args do not introduce any non-minimality. Let us consider case (i). For the
addition of r to introduce non-minimality, it must be the case that (G,Rs, c)
is an argument. In that case, (G,Rs, c) will be a sub-argument of A and thus,
by Definition 6, A is circular, contradicting the hypothesis that it is a regular
argument. Let us now consider case (ii). Here, in order for A not to be minimal,
there have to be minimal arguments (G1, R1, p1), . . . , (Gn, Rn, pn) in Args such
that p1, . . . , pn are the premises in rule r and A = (

⋃n
i=1 Gi,

⋃n
i=1 Ri ∪ {r}, c) is

not minimal. Because we are taking the unions, no duplication can be introduced.
Since G1, . . . , Gn are just sets of propositions, their union cannot be the cause
of any non-minimality, and we know from case (i) that any non-minimality is
not due to r. So if any non-minimality is introduced, it is in

⋃n
i=1 Ri. Since by

Proposition 1 every rule in Ri must be used in deriving pi, the only way that⋃n
i=1 Ri can make A non-minimal is if there is some rule in Rj which allows

the derivation of the same conclusion as a rule in Rk (with 1 � j, k � n, and
j �= k). In such a case, A would have two distinct sub-arguments with the same
conclusion, where one is not a sub-argument of the other; hence, by Definition 7,
A would be redundant, contradicting the hypothesis that A is regular.
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Let us now address the only if part. In the first clause of Definition 4, c is a
proposition in K, R is empty, and G contains just c. Clearly, in this case A is
regular since A is the only sub-argument of A; thus, there exist no distinct sub-
arguments of A with the same conclusion. A is also minimal. The second and
third clauses in Definition 4 define the recursive case. Here, A = (G,R, c) is an
argument if c is the conclusion of a rule, let us call it r, and there is an argument
in A(AT ) for each of the premises in rule r. G is then the union of the grounds
of all the arguments with conclusions that are premises in r, and R is the union
of all the rules for those arguments, plus r. Since by hypothesis A = (G,R, c)
is minimal, it must be the case that �G′ ⊂ G such that G′ �R c and �R′ ⊂ R
such that G �R′ c. Suppose by contradiction that A is not regular. Hence, there
should exist two distinct sub-arguments A1 = (G1, R1, p

′) and A2 = (G2, R2, p
′)

of A such that G1 �= G2, R1 �= R2, or both. However, this would imply that
∃G′ ⊂ G (with G′ = (G\G1) ∪ G2, or G′ = (G\G2) ∪ G1) or ∃R′ ⊂ R (with
R′ = (R\R1) ∪ R2, or R′ = (R\R2) ∪ R1) such that G′ �R c and �R′ ⊂ R such
that G �R′ c, contradicting the hypothesis that A is minimal. �
Next, we illustrate the relationship between regular and minimal arguments.

Example 8. Let us consider the arguments from Example 7, where it was shown
that B and C are minimal arguments, whereas A is not. Then, we have that
B is also regular, since it has no pair of sub-arguments with the same conclu-
sion. Specifically, Sub(B) = {B,A2, A3, A1}, and Conc(B) = a, Conc(A2) = b,
Conc(A3) = c, Conc(A1) = d. Similarly, C is also regular since Sub(C) =
{C,A4, A5}, where Conc(C) = a, Conc(A4) = b and Conc(A5) = c. In contrast,
if we consider argument A, which was shown to be non-minimal in Example 7,
we have Sub(A) = {A,A4, A3, A2, A1} where, in particular, Conc(A4) = b and
Conc(A2) = b; therefore, A is not a regular argument.

On the other hand, if we consider the arguments from Example 3, it was
shown in Examples 5 and 6 that A, C and E are not regular arguments (the
first two by being circular and the last one by being redundant). Then, if we look
at the minimality of these arguments, we have that A = (Ga, Ra, t), with Ga =
{p, q, r}, Ra = {p, q ù s; s ù q; q, r ù t}, and ∃G′

a = {r}, ∃R′
a = {r ù t}

such that G′
a �Ra

t and Ga �R′
a

t; hence, A is not a minimal argument. In
the case of C = (Gc, Rc, r), with Gc = {p, q} and Rc = {p, q ù r; r ù s;
s ù t; t ù r}, we have that ∃R′

c = {p, q ù r} such that Gc �R′
c

r and
therefore, C is not minimal. Finally, given E = (Ge, Re, t), with Ge = {p, q} and
Re = {p ù r; r ù s; q ù r; r, s ù t}, it is the case that ∃G′

e = {p}, ∃G′′
e =

{q}, ∃R′
e = {p ù r; r ù s; r, s ù t}, ∃R′′

e = {r ù s; q ù r; r, s ù t} such
that G′

e �Re
t, G′′

e �Re
t, Ge �R′

e
t and Ge �R′′

e
t; thus, E is not a minimal

argument.

Let us consider another example regarding minimal and non-minimal arguments.

Example 9. Consider that we have an argumentation system AS9 =
〈L9, ·,R9, n〉, where L9 = {p, q, r,¬p,¬q,¬r} and R9 = {p ù q; q ù r}.
By adding the knowledge base K9 = {p, q} we obtain the argumentation theory
AT9 = 〈AS9,K9〉, from which we can build the following arguments:
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H1 = [p]; H2 = [H1 ù q]; H = [H2 ù r];
I1 = [q]; I = [I1 ù r]

such that H = ({p}, {p ù q; q ù r}, r) and I = ({q}, {q ù r}, r).
Even though arguments H and I in Example 9 have the same conclusion and use
the rule q ù r to draw that conclusion, they are both minimal. This is because,
according to Definition 11, an argument is minimal if there is no argument for
the same conclusion built from a smaller set of grounds (respectively, rules)
combined with the set of rules (respectively, grounds) of the former. Thus it
is possible to have two minimal arguments for the same conclusion, where the
latter uses a subset of the rules of the former, so long as the grounds of the
latter are not included in the grounds of the former. Similarly, we could have
two minimal arguments for the same conclusion, where the latter uses a subset
of the grounds of the former, so long as the rules of the latter are not included
in the set of rules of the former.

On the other hand, the situation depicted in Example 9 relates to
the one involving arguments C3 = ({p, q}, {p, q ù r}, r) and C =
({p, q}, {p, q ù r; r ù s; s ù t; t ù r}, r) in Example 3. However, even
though C3 and C have the same conclusion, differently from H and I, they are
such that one is a sub-argument of the other (specifically, C3 is a sub-argument
of C, with the sets of grounds and rules of C3 being contained in those of C).
As a result, C is not regular nor minimal.

Finally, it should be noted that, since aspic+ arguments are not required to
be minimal in the sense of Definition 11, it can be the case that two different
arguments A and B have the same description as a triple (G,R, c), as occurred
in Example 4. However, as shown by the following proposition, that cannot be
the case when considering minimal arguments.

Proposition 3. Let AT = 〈AS,K〉 be an argumentation theory and A ∈
A(AT ), with A = (G,R, c). If A is a minimal argument, then �B ∈ A(T ) such
that B �= A and B = (G,R, c).

Proof. Suppose that A = (G,R, c) is a minimal argument and ∃B ∈ A(T ) such
that B �= A and B = (G,R, c). By Proposition 1, every element in the grounds
G and every rule in R is used in the derivation of A’s and B’s conclusion c.
Furthermore, since by hypothesis A is minimal, by Definition 11 it is the case
that �G′ ⊂ G, �R′ ⊂ R such that G′ �R c or G �R′ c. If B �= A, then it
must be the case that the difference between them is on the number of times
they use the rules in R. Since by hypothesis A is minimal, there must be a rule
r = p1, . . . , pn ù p ∈ R that is used more times in B than in A. Now consider
the derivation of A and B. From what we have said so far, these must be largely
the same, so we can think of them starting from the same set of grounds and
applying rules, one by one. Thinking of the two arguments like this, side by side,
so to speak, since B uses some rule r more times than A does, then at some stage
B uses the rule r to derive p, whereas r is not used in A at that point. Hence,
since p is needed at that point as part of the derivation for A’s conclusion c, there
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must be an alternative derivation for p in A, which does not require the use of
the rule r. However, this would imply that there exists a rule r′ ∈ R such that
r′ = p′1, . . . , p

′
m ù p or p ∈ G, contradicting the hypothesis that A is minimal.

As a result, if A is a minimal argument, then �B ∈ A(T ) such that B �= A and
B = (G,R, c). �

We finish by noting that even though arguments H and I in Example 9, are
both minimal in the sense of Definition 11, argument I could be considered to
be, in some sense, “more minimal” than H since the sets of grounds of both
arguments are the same size, while I has a smaller set of rules. This suggests
that further forms of minimality may be worth investigating.

4 Related Work

In this section we will discuss how the notion of minimality is handled by other
approaches to structured argumentation.

As we have mentioned before, the formalism of Assumption-Based Argumen-
tation (ABA) proposed in [4] shares some characteristics with aspic+. Argu-
ments in ABA are deductions of claims using rules based on a set of assump-
tions. Deductions are defined as trees, where leaves correspond to assumptions
and non-leave nodes correspond to sentences that are the heads of rules, whose
children correspond to the sentences in the body of those rules. That is, argu-
ments in ABA are built following the same strategy as aspic+, where some form
of minimality is implicit. Specifically, like in aspic+, irrelevant pieces of informa-
tion cannot be introduced in a deduction in ABA. Thus, ABA arguments have
aspic+ native form of minimality, in which minimality relates to relevance.

In [2] the authors propose a framework for structured argumentation based
on classical logic. In their approach, an argument A is a pair 〈Φ,α〉, where Φ is
a minimal (w.r.t. ⊆) set of formulae that is consistent and allows to prove α.
Relating their proposal to aspic+, if we consider an argument A = (G,R, α),
the set Φ would be the combination of the sets of grounds and rules of A (i.e.,
Φ = G ∪ R). Then, since Definition 11 establishes that A is minimal if there
exists no G′ ⊂ G and no R′ ⊂ R such that G′ �R α or G �R′ α, this is the
same as saying that there is no Φ′ ⊂ Φ such that Φ � α in [2]. As a result, the
characterization of minimality for aspic+ arguments that we proposed in this
paper could be considered to be equivalent to the one given in [2]. Thus we might
claim to have extended the notion of minimality from [2] to fit aspic+.

Another work in which the notion of minimality becomes present when defin-
ing the structure of arguments is [1], where a framework for dealing with prefer-
ences between arguments is proposed. There, arguments are assumed to be built
from a propositional knowledge base, by means of classical inference. Then, an
argument is defined as a pair (H,h), where H is a consistent and minimal (w.r.t.
⊆) set of formulae from the knowledge base that allows to infer h. That is, the
notion of minimality considered in [1] coincides with that of [2]. Therefore, as dis-
cussed above, it could be considered to be equivalent to the notion of minimality
we proposed in this paper for aspic+.
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Let us now consider Defeasible Logic Programming (DeLP), the structured
argumentation system proposed in [5]. An argument in DeLP is defined as a
pair 〈Δ, c〉, where Δ is a set of rules used to derive the conclusion c. The first
difference between the characterization of arguments in DeLP and in aspic+(as
well as in the formaslisms of [1,2,4]) relies on the fact that DeLP does not include
in Δ the set of grounds used for building the argument. Furthermore, the set Δ
does not include every rule used in the derivation process, but only includes the
defeasible rules. In other words, the set Δ only includes the defeasible knowledge
of the argument. This is because arguments in [5] are required to be consistent
with the strict knowledge of a DeLP program, which is determined by the facts
and strict rules of the program. Then, the minimality requirement on DeLP
arguments accounts only for the defeasible part of the arguments (i.e., Δ has to
be a minimal set—w.r.t. ⊆—that is consistent with the strict knowledge of the
program and allows to derive the conclusion c).

The characterization of arguments in DeLP, leaving the strict knowledge
aside, results in that minimal arguments cannot be uniquely mapped into a single
derivation. This is because there might be alternative derivations for a given
argument, which make use of different sets of facts and strict rules that allow
to derive the same conclusions. Furthermore, the derivation for the conclusion
of a given argument may not be minimal, in the sense that it may include
irrelevant facts or strict rules. In addition, since minimality only accounts for the
set of defeasible rules, it could be the case that aspic+ arguments satisfying the
notion of minimality from Definition 11 are not minimal under DeLP’s notion of
minimality, as discussed after Example 7. Finally, it should be noted that, since
there exist scenarios (like the one in Example 7) where arguments are not ‘valid’
(thus, they are not arguments at all) in DeLP but they are ‘valid’ (furthermore,
minimal) arguments in aspic+, the outcome of the two argumentation systems
in such scenarios may differ, because different sets of arguments are considered.
This difference opens up a space that we are interested in exploring in the future.

5 Conclusion

In this paper we have studied the notion of minimality of arguments in the
context of aspic+. We have considered two forms of minimality. The first of
these corresponds to the native minimality of aspic+, which implies that argu-
ments do not include irrelevant grounds or rules. We have noted that, under the
native form of minimality, redundant and circular arguments may be obtained.
Although there is nothing inherently wrong with circular and redundant argu-
ments, in some cases it may be helpful to work with arguments that satisfy a
stronger form of minimality. The second, stronger form of minimality that we
considered, is satisfied by what we have identified as regular arguments, since
these are the arguments that one encounters most often in the literature of argu-
mentation. Specifically, regular arguments do not have two (or more) distinct
sub-arguments with the same conclusion. It should be noted that an argument
A satisfying the stronger form of minimality uses the same grounds and rules
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for deriving a proposition p at every step in which p is required in the deriva-
tion of A’s conclusion. Furthermore, we have shown that regular arguments,
satisfying the stronger form of minimality, can be unequivocally described by a
triple (G,R, c), distinguishing their grounds, rules and conclusion. In contrast,
that is not the case for arguments complying only with aspic+ native form of
minimality. Finally, as discussed in Sect. 4, the stronger form of minimality we
proposed in this paper is related to the notion of minimality considered in other
approaches for structured argumentation like [1,2], but not to others, such as [5].
As a result, we can say that the way in which arguments are characterized, and
the way in which the minimality restrictions are imposed on arguments, heavily
influence the outcome of an argumentation system.

In the future we are interested in further studying the notion of minimality in
the context of aspic+, and investigate whether alternative forms of minimality
could provide results that align with the behavior of structured systems like [5].
In addition, we are interested in studying the impact the notion of minimal-
ity could have in determining the existence of interactions between arguments,
including attack and support relations.
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1 IRIT, Université Toulouse 1 Capitole, Toulouse, France
doutre@irit.fr
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Abstract. Argumentation reasoning is a way for agents to evaluate a
situation. Given a framework made of conflicting arguments, a semantics
allows to evaluate the acceptability of the arguments. It may happen that
the semantics associated to the framework has to be changed. In order
to perform the most suitable change, the current and a potential new
semantics have to be compared. Notions of difference measures between
semantics have already been proposed, and application cases where they
have to be minimized when a change of semantics has to be performed,
have been highlighted. This paper develops these notions, it proposes an
additional kind of difference measure, and shows application cases where
measures may have to be maximized, and combined.

1 Introduction

Argumentation is a reasoning model which has proved useful for agents in many
contexts (e.g. decision making [3], negociation [2], persuasion [27]). Abstract
argumentation frameworks (AFs) are classically associated with a semantics
which allows to evaluate arguments’ statuses, determining sets of jointly accept-
able arguments called extensions [4,18].

In [7,8], a method to modify an AF in order to satisfy a constraint (a given
set of arguments should be an extension, or at least included in an extension)
is defined; this process is called extension enforcement. The authors distinguish
between conservative enforcement when the semantics does not change (only the
AF changes) and liberal enforcement when the semantics changes. A first study
of semantic change in a situation of enforcement has recently been conducted
in [17]: it shows how to minimize the changes to perform on an AF in order to
enforce an extension, by changing the semantics, for a new one which is not too
“different” from the current one.

A change of the semantics may be necessary for other reasons, for instance,
for computational purposes: if a given semantics was appropriate at some point
in a certain context for some AF, one may imagine that changes over time on
the structure of the AF (number of arguments, of attacks, structure of cycles)
may make this semantics too “costly” to compute. It may then be interesting to
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pick up another semantics to apply to the AF, possibly not too dissimilar to the
former on its acceptability results, but quite dissimilar regarding computational
complexity.

The other way round, in contexts like decision or deliberation, a given seman-
tics may be interesting from a computational point of view, but the results that it
returns may be found for instance too restrictive, in the sense that, if the agents
agree on the extensions that it returns, they would like to have more options,
as many as possible, including the ones which have been returned. It may then
be interesting to change the semantics, for a new one which is not too dissimilar
in complexity to the former, but which extends the set of extensions. Difference
measures between semantics, to quantify how much a semantics is dissimilar to
another one, allow to define different minimality and maximality criteria. Such
criteria can be used and combined to select the new semantics among several
options when a semantic change is required.

This paper recalls and presents several sensible ways to quantify the difference
between two semantics, depending on:

– the computational complexity of semantics;
– the properties which characterize the semantics;
– the relations between semantics;
– the acceptance statuses of arguments the semantics lead to in a specific AF.

The first measure is new; the last three measures have been proposed in [16],
and illustrated on a number of semantics; they are developed here, proofs of
the properties that they satisfy (whether they are distances, semi-distances or
pseudo-distances) are given, and additional semantics are considered.

2 Background Notions

An Argumentation Framework (AF) [18] is a directed graph 〈A,R〉 where the
nodes in A represent abstract entities called arguments and the edges in R rep-
resent attacks between arguments. (ai, aj) ∈ R means that ai attacks aj ; ai is
called an attacker of aj . Figure 1 gives an example of an argumentation frame-
work.

a1 a2 a3 a4 a5

a6

a7

Fig. 1. The AF F1
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We say that an argument ai (resp. a set of arguments S) defends the argument
aj against its attacker ak if ai (resp. any argument in S) attacks ak. The range
of a set of arguments S w.r.t. R, denoted S+

R , is the subset of A which contains
S and the arguments attacked by S; formally S+

R = S ∪ {aj | ∃ai ∈ S s.t.
(ai, aj) ∈ R}. Different semantics allow to determine which sets of arguments
can be collectively accepted [6,12,13,18–20,29].

Definition 1. Let F = 〈A,R〉 be an AF. A set of arguments S ⊆ A is

– conflict-free w.r.t. F if �ai, aj ∈ S s.t. (ai, aj) ∈ R;
– admissible w.r.t. F if S is conflict-free and S defends each of its arguments

against all of their attackers;
– a naive extension of F if S is a maximal conflict-free set (w.r.t. ⊆);
– a complete extension of F if S is admissible and S contains all the arguments

that it defends;
– a preferred extension of F if S is a maximal complete extension (w.r.t. ⊆);
– a stable extension of F if S is conflict-free and S+

R = A;
– a grounded extension of F if S is a minimal complete extension (w.r.t. ⊆);
– a stage extension of F if S is conflict-free and there is no conflict-free T such

that S+
R ⊂ T+

R ;
– a semi-stable extension of F if S is admissible and there is no admissible T

such that S+
R ⊂ T+

R ;
– an ideal set of F if S is admissible and S is included in each preferred exten-

sion;
– an ideal extension of F if S is a maximal (w.r.t. ⊆) ideal set of F ;
– an eager extension of F if S is a maximal (w.r.t. ⊆) admissible set that is a

subset of each semi-stable extension.

These semantics are denoted, respectively, cf, adm, na, co, pr, st, gr, stg, sem, is,
id, eg. For each σ of them, Extσ(F ) denotes the set of σ-extensions of F .

Let us recall the definition of usual decision problems for argumentation.

Definition 2. Let F = 〈A,R〉 be an AF and σ a semantics.

Credσ An argument ai ∈ A is said to be credulously accepted by F w.r.t. σ if
∃E ∈ Extσ(F ) s.t. ai ∈ E.

Skeptσ An argument ai ∈ A is said to be skeptically accepted by F w.r.t. σ if
∀E ∈ Extσ(F ), ai ∈ E.

Existσ F satisfies the non-trivial existence w.r.t. σ if F admits at least one non-
empty σ extension.

The set of credulously (resp. skeptically) accepted arguments in F w.r.t. σ is
denoted crσ(F ) (resp. skσ(F )).

Example 1. Let us consider the argumentation framework F1 given at Fig. 1,
and let us illustrate some of the semantics, and related decision problems.
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– Extadm(F1) = {∅, {a1}, {a4}, {a4, a6}, {a1, a4, a6}, {a1, a3}, {a1, a4}},
– Extst(F1) = {{a1, a4, a6}},
– Extpr(F1) = {{a1, a4, a6}, {a1, a3}},
– Extco(F1) = {{a1, a4, a6}, {a1, a3}, {a1}},
– Extgr(F1) = {{a1}}.
a1 is skeptically accepted in F1 w.r.t. the stable, preferred, complete and grounded
semantics. a4 is credulously accepted in F1 w.r.t. the preferred and complete
semantics, but it is not w.r.t. the grounded semantics.

Table 1 gives the complexity class of these decision problems1. Results come
from [14,15,18,20–23,25]. We suppose that the reader is familiar with the basic
notions of complexity. Otherwise, see [28] for instance. Computation of one exten-
sion and enumeration of all the extensions are not decision problems, so their
complexity cannot be evaluated through the polynomial hierarchy as we do for
credulous and skeptical acceptance. But the computational hardness of these
functional problems can all the same be estimated. Indeed, the complexity of
skeptical acceptance can be seen as a lower bound for the complexity of the
enumeration of extensions, and the complexity of the non-trivial existence can
be seen as a lower bound of the computation of an extension.

Table 1. Complexity of Inference Problems for the Usual Semantics. C−c (resp. C−h)
means that the considered decision problem is complete (resp. hard) for the complexity
class C.

σ Credσ Skeptσ Existσ

cf Trivial P Trivial

adm NP − c Trivial NP − c

na P P L

co NP − c P NP − c

pr NP − c ΠP
2 − c NP − c

st NP − c coNP−c NP − c

gr P P P

stg ΣP
2 − c ΠP

2 − c L

sem ΣP
2 − c ΠP

2 − c NP−c

id coNP−h coNP−h P

eg ΠP
2 − c ΠP

2 − c P

In order to compare, in the following section, the semantics, and propose
measures of their differences, let us introduce a useful notation: given two sets
X,Y , XΔY is the symmetric difference between X and Y . Let us recall also the
definition of a distance and of an aggregation function.
1 Up to our knowledge, the complexity class of Cred is, Skept is and Exist is has not yet

been determined.
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Definition 3. Given a set E, a mapping d from E × E to R+ is

– a pseudo-distance if it satisfies weak coincidence, symmetry and triangular
inequality;

– a semi-distance if it satisfies coincidence and symmetry;
– a distance if it satisfies coincidence, symmetry and triangular inequality.

weak coincidence ∀x ∈ E, d(x, x) = 0;
coincidence ∀x, y ∈ E, d(x, y) = 0 iff x = y;
symmetry ∀x, y ∈ E, d(x, y) = d(y, x);
triangular inequality ∀x, y, z ∈ E, d(x, y) + d(y, z) ≥ d(x, z).

Definition 4. An aggregation function is a function ⊗ which associates a non-
negative real number to every finite tuple of non-negative numbers, and which
satisfies:

non-decreasingness if y ≤ z then ⊗(x1, . . . , y, . . . , xn) ≤ ⊗(x1, . . . , z, . . . , xn);
minimality ⊗(x1, . . . , xn) = 0 iff x1 = · · · = xn = 0;
identity ∀x ∈ R+,⊗(x) = x.

For instance, we will use the sum
∑

as an aggregation function.

3 Complexity-Based Difference Measures

As mentioned in the introduction, the acceptability semantics may have to be
changed because of the computational complexity of the reasoning tasks an agent
is involved into. Indeed, depending on which kind of reasoning is actually used
by the agent (computation of one extension, enumeration of all the extensions,
credulous or skeptical acceptance), the use of a given semantics σ1 may lead to
a higher complexity than another semantics σ2, as depicted in Table 1.

If the agent needs to change her semantics for practical purpose, it seems
that she will choose the semantics which allows her to have the lowest possi-
ble complexity for her main reasoning task. For instance, if she uses skeptical
acceptance frequently, and if she is currently using the preferred semantics, it
is interesting to select a new semantics such that the complexity of skeptical
acceptance is minimal. When we consider the set of semantics which select only
complete extensions, the possible new semantics are {co, gr}. To choose among
these two, the agent can use another criterion such as minimal change based on
another of the measures defined here.

In some cases, the agent can be obliged to change her semantics to another
one which has a higher complexity; it is not desirable in general, but it can
be mandatory to satisfy a given constraint. In this case, if several options are
possible, a notion of minimality can be used. It consists now in a minimal increase
of the complexity. We formalize it by defining a difference measure between
reasoning tasks, where such a task is parametrized by the semantics and the
specific decision problem.
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Definition 5. Let S = {σ1, . . . , σn} be a set of semantics, and T = {τ1, . . . , τm}
be a set of reasoning tasks. We define C = {C(τσ) | τ ∈ T, σ ∈ S}, where C(τσ)
denotes the complexity class which characterizes the decision problem τσ.

The complexity graph on S and T is Comp(S, T ) = 〈C, I〉 with I ⊆ C × C
defined by ∀c1, c2 ∈ C, (c1, c2) ∈ I iff c1 ⊂ c2 and � ∃c3 ∈ C such that c3 �= c1, c3 �=
c2 and c1 ⊂ c3 ⊂ c2.2

The difference measure δST between decision problems τσ1 and τ ′
σ2

is the non-
negative integer δST (τσ1 , τ

′
σ2

) which is the length of the shortest non-oriented path
between C(τσ1) and C(τ ′

σ2
) in Comp(S, T ).

In general, the complexity-based difference measure are not distances, they do
not satisfy coincidence. They satisfy weak coincidence and symmetry.

Example 2. Let us consider the classical Dung’s semantics S = {co, pr, st, gr}
and the reasoning tasks T = {Credσ,Skeptσ,Existσ}. As we see in Table 1, C =
{P,NP, coNP,ΠP

2 }. The corresponding graph Comp(S, T ) is given in Fig. 2.

Fig. 2. Complexity Graph Comp(S, T )

Then, for instance, δST (Credgr,Credco) = 1 and δST (Skeptgr,Skeptpr) = 2. As
soon as two decision problems have the same complexity, the measure of their
difference is 0 (for instance, δST (Credst,Credco) = 0); this explains why δST is not
a distance.

Minimality of this complexity difference measure can be used when all the
alternatives have a higher complexity than the previous one. For instance, if the
agent is forced to change her semantics from gr to another one because she needs
to be able to consider several solutions to her problem (which means that she
needs to obtain several extensions), then she can choose the complete semantics
when skeptical acceptance is important for her, because δST (skeptgr, skeptco) = 0.

4 Property-Based Difference Measures

Semantics can be compared respectively to the set of properties that characterize
them. Such a characterization can be defined as follows.

Definition 6 [16]. A set of properties P characterizes a semantics σ if for each
AF F ,
2 Under the usual assumptions about inclusions between complexity classes.
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1. each σ-extension of F satisfies each property from P,
2. each set of arguments which satisfies each property from P is a σ-extension

of F ,
3. P is a minimal set (w.r.t ⊆) among those which satisfy 1. and 2.

P rop(σ) denotes the set of properties that characterizes a semantics σ.

[16] points out a set of properties, and shows how each semantics can be charac-
terized given this set. Absolute properties, which concern only a set of arguments
by itself (Definition 7) are distinguished from relative properties, which concern
a set of arguments with respect to other sets of arguments (Definition 8).

Definition 7 [16]. Given an AF F = 〈A,R〉, a set of arguments S satisfies

– conflict-freeness if S is conflict-free;
– acceptability if S defends itself against each attacker;
– reinstatement if S contains all the arguments that it defends;
– complement attack if each argument in A\S is attacked by S.

Definition 8 [16]. Given an AF F = 〈A,R〉 and a set of properties P, a set of
arguments S satisfies

– P-maximality if S is maximal (w.r.t. ⊆) among the sets of arguments satis-
fying P;

– P-minimality if S is minimal (w.r.t. ⊆) among the sets of arguments satis-
fying P;

– P-inclusion if S is included in each set of arguments satisfying P;
– P-R-maximality if S has a maximal range (w.r.t. ⊆) among the sets of argu-

ments satisfying P.

It can be noticed that, by definition, if a set S satisfies P-maximality (resp.
P-minimality, P-R-maximality), then S satisfies P.

A characterization of different semantics, that follows from the previous def-
initions, has been established in [16]; Proposition 1 recalls this characterization,
and extends it to ideal sets, ideal and eager semantics.

Proposition 1. The extension-based semantics considered in this paper can be
characterized as follows:

– Prop(cf) = {conflict-freeness}.
– Prop(adm) = Prop(cf) ∪ {acceptability}.
– Prop(na) = Prop(cf)-maximality.
– Prop(co) = Prop(adm) ∪ {reinstatement}.
– Prop(gr) = Prop(co)-minimality.
– Prop(pr) = Prop(adm)-maximality.
– Prop(sem) = Prop(adm)-R-maximality.
– Prop(stg) = Prop(cf)-R-maximality.
– Prop(st) = Prop(cf) ∪ {complement attack}.
– Prop(is) = Prop(adm) ∪ {Prop(pr)-inclusion}.
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– Prop(id) = Prop(is)-maximality.
– Prop(eg) = Prop(pr) ∪ {Prop(sem)-inclusion}.
Let us notice that we can consider other properties, and give alternative charac-
terizations of the semantics (see [9,10] for contributions in this sense). Even if the
value of the difference between two semantics (obviously) depends of the chosen
characterizations, the general definition of property-based difference measures is
the same whatever the characterizations.

The intuition which lead to define the characterization as the minimal set
of properties is related to computational issues. Indeed, computing some rea-
soning tasks related to the semantics thanks to the semantics characteriza-
tion can be done more efficiently with this definition. For instance, to deter-
mine whether a set of arguments is a stable extension of a given AF, checking
the satisfaction of conflict-freeness and complement attack proves enough. For
instance, Prop(adm)-maximality may be added in the characterization of the
stable semantics, but computing the result of our problem would then be harder.

A weight can be associated to each property, depending on the importance
of the property in a certain context.

Definition 9 [16]. Let P be a set of properties. Let w be a function which maps
each property p ∈ P to a strictly positive real number w(p). Given σ1, σ2 two
semantics such that Prop(σ1) ⊆ P and Prop(σ2) ⊆ P, the property-based dif-
ference measure δw

prop between σ1 and σ2 is defined as:

δw
prop(σ1, σ2) =

∑

pi∈Prop(σ1)ΔProp(σ2)

w(pi)

The specific property-based difference measure defined when all the properties
have the same importance is as follows.

Definition 10 [16]. Given two semantics σ1, σ2, the property-based difference
measure δprop is defined by δprop(σ1, σ2) = |Prop(σ1)ΔProp(σ2)|.
Example 3. Let us suppose that the initial semantics is the admissible one.

– When δprop is considered, naive and preferred semantics are “equivalent”,
since δprop(adm, na) = δprop(adm, pr) = 3.

– With a weighted measure δw
prop such that w(Prop(cf)-maximality) = 1 and

w(Prop(adm)-maximality) = 2, the two semantics are no more equivalent,
since δprop(adm, na) < δprop(adm, pr).

Proposition 2 [16]. Given a set of semantics S, the property-based measures
defined on S are distances.

5 Relation-Based Difference Measures

Most of the usual semantics are related according to some notions. For instance,
it is well-known that each preferred extension of an AF is also a complete exten-
sion of it, and the grounded extension is also complete, but in general it is not a
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preferred extension. The preferred semantics may thus be seen closer to the com-
plete semantics, than to the grounded semantics. This idea has been formalized
with the notion of semantics relation graph.

Definition 11 [16]. Let S = {σ1, . . . , σn} a set of semantics. A semantics rela-
tion graph on S is defined by Rel(S) = 〈S,D〉 with D ⊆ S × S.

This abstract notion of relation graph, where the nodes are semantics, can be
instantiated with the inclusion relation between the extensions of an AF.

Definition 12 [16]. Let S = {σ1, . . . , σn} a set of semantics. The extension
inclusion graph of S is defined by Inc(S) = 〈S,D〉 with D ⊆ S × S such that
(σi, σj) ∈ D if and only if:

– for each AF F , Extσi
(F ) ⊆ Extσj

(F );
– there is no σk ∈ S (k �= i, k �= j) such that for each AF F , Extσi

(F ) ⊆
Extσk

(F ) and Extσk
(F ) ⊆ Extσj

(F ).

This idea has been discussed in [4], but the notion of relation between semantics
had not been formalized before [16].

Example 4. For instance, when S = {co, pr, st, gr, stg, sem, is, id, eg, adm,
cf, na}, Inc(S) is the graph given at Fig. 3.

cf naadm

co

pr sem st

gr

is

id stg

eg

Fig. 3. Extension Inclusion Graph Inc(S)

A family of difference measures between semantics which is based on the
semantics relation graphs has been defined, to measure what it costs for an
agent to change her semantics.

Definition 13 [16]. Given S a set of semantics, a S- relation difference mea-
sure is the mapping from two semantics σ1, σ2 ∈ S to the non-negative integer
δRel,S(σ1, σ2) which is the length of the shortest non-oriented path between σ1 and
σ2 in Rel(S). In particular, the S-inclusion measure is the length of the shortest
non-oriented path between σ1 and σ2 in Inc(S), denoted by δInc,S(σ1, σ2).

Example 5. Given two semantics σ1 and σ2 which are neighbours in the graph
given at Fig. 3, the difference measure δInc,S(σ1, σ2) is obviously 1. Otherwise,
if several paths allow to reach σ2 from σ1, then the difference is the length of
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the minimal one. For instance, δInc,S(st, cf) = 3 since the minimal path is
st → stg → na → cf , but other paths exist (for instance, st → sem → pr →
co → adm → cf). Since here the question is to define the difference between
semantics, the possibility to obtain several minimal paths (for instance, there are
two minimal paths between the ideal and admissible semantics: id → is → adm
and id → co → adm) is not problematic.

Proposition 3 [16]. The S-inclusion difference measure is a distance.

The relation graph can be instantiated with other relations between semantics.
The skepticism relation studied in [5] would be an appropriate candidate. The
graph resulting from the intertranslatability relationship of semantics [24] may
also be considered. Such instantiations would require a deeper investigation.

It can be noticed that, for any instantiation of the relation graph as defined
above, which is absolute, that is, independent of any specific AF, a relative
version can also be defined. In this case, the edges in the graph would depend
on the relations for a given AF; the initial proposal considers the relations which
are true for any AF. Such AF-based relation graph may also lead to interesting
difference measures, which would require investigation as well.

6 Acceptance-Based Difference Measures

In line with the remarks at the end of the last section, regarding absoluteness
(that is, independence of the measure from any specific situation or AF) and
relativity (dependence on a given AF) of difference measures, a family of relative
measures is presented in this section. Now, the difference between semantics
depends on the acceptance status of arguments in a given AF, w.r.t. the different
semantics in consideration.

The first acceptance-based measure quantifies the difference between the σ1-
extensions and the σ2-extension of the AF to quantify the difference between σ1

and σ2.

Definition 14 [16]. Let F be an AF, d be a distance between sets of arguments,
and ⊗ be an aggregation function. The F -d-⊗-extension-based difference mea-
sure δd,⊗

F is defined by δd,⊗
F (σ1, σ2) = ⊗ε∈Extσ1 (F ) minε′∈Extσ2 (F ) d(ε, ε′).

Proposition 4. In general, the extension-based difference measures are not dis-
tances, they do not satisfy coincidence, symmetry.

Example 6. For instance, we consider the Hamming distance between sets of
arguments, defined as dH(s1, s2) = |s1Δs2|. Now, we define the F1-dH-

∑
-

extension-based difference measure δ
dH ,

∑

F from dH and the AF F1 given at Fig. 1.
Its set of stable extensions is Extst(F1) = {{a1, a4, a6}}.

When measuring the difference between the stable semantics and the other
classical Dung’s semantics, we obtain:
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– δ
dH ,

∑

F1
(st, gr) = 2 since Extgr(F1) = {{a1}};

– δ
dH ,

∑

F1
(st, pr) = 0 since Extpr(F1) = {{a1, a3}, {a1, a4, a6}}; on the opposite,

δdH

F1
(pr, st) = 3;

– δ
dH ,

∑

F1
(st, co) = 0 since Extco(F1) = {{a1}, {a1, a3}, {a1, a4, a6}}.

The following result shows that the restriction of the extension-based measure
to some particular sets of semantics leads to satisfy the coincidence property.

Proposition 5. For a given F and a given set of semantics S = {σ1, . . . , σn},
if for all σi, σj ∈ S such that σi �= σj, Extσi

(F ) � Extσj
(F ), then the extension-

based measure δ
dH ,

∑

F satisfies coincidence.

Even in this case, the measure does no satisfy all the properties of distances.
However, we can use the intuition behind this measure to define another one.

Definition 15 [16]. Let F be an AF, d be a distance between sets of
arguments, and ⊗ be an aggregation function. The symmetric F -d-⊗-
extension-based difference measure δd,⊗

F,sym is defined by δd,⊗
F,sym(σ1, σ2) =

max(δd,⊗
F (σ1, σ2), δ

d,⊗
F (σ2, σ1)).

This measure satisfies the distance properties under some conditions.

Proposition 6 [16]. For a given F and a given set of semantics S =
{σ1, . . . , σn}, if for all σi, σj ∈ S such that σi �= σj, Extσi

(F ) �= Extσj
(F ),

then the symmetric extension-based measure δ
dH ,

∑

F,sym is a semi-distance.

As suggested in [16], we can also use the set of skeptically (resp. credulously)
accepted arguments instead of the whole set of extensions to define a difference
measure between semantics. We propose here a definition of such measures.

Definition 16. Given F an AF, d a distance between sets of arguments, and
S a set of semantics, the F -d-skeptical acceptance difference measure δd

F,sk is
defined, for any σ1, σ2 ∈ S, by

δd
F,sk(σ1, σ2) = d(skσ1(F ), skσ2(F ))

The F -d-credulous acceptance difference measure δd
F,sk is defined, for any

σ1, σ2 ∈ S, by
δd
F,cr(σ1, σ2) = d(crσ1(F ), crσ2(F ))

If two semantics lead to the same set of credulously (resp. skeptically) accepted
arguments, then these measures cannot distinguish between these semantics.
Other properties are satisfied.

Proposition 7. Given F and AF and d a distance, the F -d-skeptical accep-
tance difference measure and the F -d-credulous acceptance difference measure
are pseudo-distances.
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7 Obtaining Comparison Criteria

In the context of a semantic change, the difference measures can be used to
define different minimality or maximality criteria. With σ the initial semantics,
and S the set of options for the new semantics, the new semantics should be
σ′ ∈ S such that, given δ the chosen measure:

– ∀σ′′ ∈ S, δ(σ, σ′) ≤ δ(σ, σ′′) to define a minimality criteria denoted minδ,σ,
– ∀σ′′ ∈ S, δ(σ, σ′) ≥ δ(σ, σ′′) to define a maximality criteria denoted maxδ,σ.

Given σ a semantics and S a set of semantics, minδ,σ(S) = {σi ∈ S | ∀σj ∈
S, δ(σ, σi) ≤ δ(σ, σj)} is the subset of S of semantics which minimize the criterion
minδ,σ; the counterpart for maximality criteria is maxδ,σ(S) = {σi ∈ S | ∀σj ∈
S, δ(σ, σi) ≥ δ(σ, σj)}.

A single criteria may not be enough to compare, or distinguish between, some
semantics, as shown in the examples in the Introduction. Combining criteria may
allow an agent to do so. It can be noticed that the order of application of the
different criteria may then lead to different results.

Definition 17. Let X = 〈χ1, . . . , χn〉 a vector of (minimality or maximality)
criteria. Let σ be a semantics, and S a set of semantics. The X-based semantic
change selection function is defined by χX(σ,S) = χn

X(σ,S)
with χn

X as follows:

γ1
X(σ,S) = χ1(S)

γk
X(σ,S) = χk(γk−1

X (σ,S))

Let us notice that this definition is general enough to encompass any difference
measure yet to be defined.

Example 7. Let σ = st be the current semantics. A change of semantics has
to be done. The reasoning task to complete by the agent is credulous reasoning
(Credσ). The candidate new semantics are S = {pr, co, eg}. The new semantics
must be as close as possible in terms of computational complexity to the current
one, but it should contain not only the current results, but as many results as
possible (the agent wants as many options as possible). Hence, the vector of crite-
ria to be considered is X = 〈minδS

Cred,σ,maxδInc,S ,σ〉. Then, by first minimizing
the complexity-based difference measure, the only semantics to be considered are
pr, co. By maximizing then the inclusion measure, the X-based semantic change
selection function returns co.

8 Conclusion

This paper presents several ways to quantify the difference between extension-
based semantics, building on [16]. Some of them are absolute (they only depend
on the semantics), while the other ones are relative (they depend on the consid-
ered AF). Let us mention the fact that there is no general relation between these
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difference measures; for instance we have seen on several examples that it may
occur that δ1(σ1, σ2) > δ1(σ1, σ3) while δ2(σ1, σ2) < δ2(σ1, σ3). When a seman-
tic change occurs, this permits the agent to use some very different criteria to
select the new semantics, depending on which difference measures make sense in
the context of her application. The minimization, or the maximization of these
measures, and their combinations, permit to express many comparison criteria.

Let us notice that only the relation-based and property-based measures are
distances, other methods failing in general to satisfy the distance properties,
which seem to be desirable to quantify the difference between objects. However,
the skeptical and credulous acceptance difference measures are pseudo-distances.
Further study could lead to identify the necessary conditions that a set of seman-
tics must satisfy to ensure that these are distances.

Table 2. Summary of properties satisfied by the measures

δST δw
prop δInc,S δ

d,
∑

F δ
d,

∑

F,sym δd
F,sk δd

F,cr

WC � � � ◦ � � �
Co × � � × ◦ × ×
Sym � � � × � � �
TI � � � �

Table 2 depicts the properties satisfied by our measures. WC, Co, Sym and TI
stand respectively for weak coincidence, coincidence, symmetry and triangular
inequality. A � symbol means that the property is always satisfied, and × means
that it is not satisfied in general. ◦ means that the property is satisfied under
some additional assumption.

Several tracks can be considered for future works. We have noticed that we
can order semantics, with respect to an initial semantics σ and a measure δ:
σ1 ≤σ,δ σ2 if and only if δ(σ, σ1) ≤ δ(σ, σ2). In this case, we can investigate
the relation of the orderings defined by different measures. For instance, if some
pairs (σ, δ1) and (σ, δ2) lead to the same ordering, then we can choose to use the
measure which is the least expensive one to compute among δ1 and δ2.

We also plan to define a similar notion of difference measures for labelling-
based semantics [4], and for ranking-based semantics [1,11,26]. In this last con-
text, we need to determine whether some relevant properties characterize the
ranking which is used to evaluate arguments, or to determine meaningful notions
of difference between the rankings.

Finally, we will investigate more in depth the question which is mentioned in
the introduction: using (minimal) semantic change in argumentation dynamics
scenarios. In particular, [17] has shown that semantic change can be used to
guarantee minimal change on the attack relation when performing an extension
enforcement. We will investigate this question in other scenarios.
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A Proofs

Proof (Proof of Proposition 2). From our definition of characterizations, the
mapping that associates a semantics σ to a set of properties Prop(σ) guarantees
that a semantics cannot be associated with two different sets of properties, and
a same set of properties cannot correspond to different semantics.

The weighted sum on sets of properties obviously defines a distance (in par-
ticular, when all weights are identical, we obtain the well-known Hamming dis-
tance; other weights just define generalization of Hamming distance). Since we
can identify the semantics to the sets of properties, δw

prop is a distance.

Proof (Proof of Proposition 3). From the definition of the Σ-relation graph,

– the difference between σ1 and σ2 is 0 iff they are the same node of the graph
(i.e. σ1 = σ2), so coincidence is satisfied;

– the shortest path between two semantics σ1, σ2 has the same length whatever
the direction of the path (from σ1 to σ2, or vice-versa), since we do not
consider the direction of arrows, so symmetry is satisfied;

– the shortest path between σ1 and σ3 is at worst the concatenation of the
paths (σ1, . . . , σ2) and (σ2, . . . , σ3), or (if possible) a shorter one, so triangular
inequality is satisfied.

Proof (Proof of Proposition 4). Example 6 gives the counter-examples for coin-
cidence and symmetry.

Proof (Proof of Proposition 5). We consider a given AF F and a set of semantics
Σ = {σ1, . . . , σn}, such that for all σi, σj ∈ Σ with σi �= σj , Extσi

(F ) �
Extσn

(F ).
Obviously, for any semantics σi, δ

dH ,
∑

F (σi, σi) = 0. Now, let us assume
the existence of two semantics σi, σj ∈ Σ such that δ

dH ,
∑

F (σi, σj) =
0. We just rewrite this, following the definition of the measure:∑

ε∈Extσi
(F ) minε′∈Extσj

(F ) dH(ε, ε′) = 0. Since all distances are non-negative
number, if the sum is equal to zero it means that ∀ε ∈ Extσi

(F ),
minε′∈Extσj

(F ) dH(ε, ε′) = 0. Because of the properties of the Hamming distance,
it means that ε ∈ Extσj

, and so Extσi
⊆ Extσj

. From our starting assumption,
we deduce that σi = σj .

Proof (Proof of Proposition 6). From the definition of the measure,
δ

dH ,
∑

F,sym(σ1, σ2) = 0 iff Extσ1(F ) = Extσ2(F ). Under our assumptions, this
is possible only if σ1 = σ2. The other direction is trivial, so coincidence
is satisfied. Symmetry is obviously satisfied, since σ1, σ2 can be inverted in
max(δd,⊗

F (σ1, σ2), δ
d,⊗
F (σ2, σ1)).
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Proof (Proof of Proposition 7). Weak coincidence and symmetry are trivial from
the definition of the measures.

δd
F,sk(σ1, σ2) + δd

F,sk(σ2, σ3) = d(skσ1(F ), skσ2(F )) + d(skσ2(F ), skσ3(F ))
≥ d(skσ1(F ), skσ3(F )) = δd

F,sk(σ1, σ3)

The same reasoning apply for the credulous acceptance measure. So both satisfy
the triangular inequality. Coincidence is not satisfied by the skeptical acceptance
measure. For instance, for each AF F , ∅ ∈ Extcf (F ) and ∅ ∈ Extadm(F ), so
skcf (F ) = skadm(F ) = ∅, and so δd

F,skep(cf, adm) = 0. The same conclusion
holds as soon as two semantics yield the same skeptically or credulously accepted
arguments.
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Abstract. Voting rules that are based on the majority graph typically
output large sets of winners. In this full original paper our goal is to
investigate a general method which leads to randomized version of such
rules. We use the idea of parallel universes, where each universe is con-
nected with a permutation over alternatives. The permutation allows us
to construct resolute voting rules (i.e. rules that always choose unique
winners). Such resolute rules can be constructed in a variety of ways: we
consider using binary voting trees to select a single alternative. In turn
this permits the construction of neutral rules that output the set the pos-
sible winners of every parallel universe. The question of which rules can
be constructed in this way has already been partially studied under the
heading of agenda implementability. We further propose a randomised
version in which the probability of being the winner is the ratio of uni-
verses in which the alternative wins. We also briefly consider (typically
novel) rules that elect the alternatives that have maximal winning prob-
ability. These rules typically output small sets of winners, thus provide
refinements of known tournament solutions.

Keywords: Tournament · Probabilistic rules · Refinements
Condorcet consistency

1 Introduction

In general, social choice theory studies the problem of making group decisions:
the problem of selecting a single alternative from a set of alternatives, about
which different members of the group have different opinions. Stated as such this
is a rather vague problem. One attempt to make it more tractable is to restrict
attention to two alternatives at a time. Such a focus leads to structures called
tournaments. In a tournament, if a majority of people in the society prefer a to
b, then there is a directed edge from a to b. The hope is that using a tournament
to determine the selected alternative will allow us to fairly select the best option
in a consistent and transparent manner.

There are many methods designed to select alternatives from a tournament.
Called rules, these include, but are not restricted to: Copeland, the Top Cycle,

c© Springer Nature Switzerland AG 2018
F. Belardinelli and E. Argente (Eds.): EUMAS 2017/AT 2017, LNAI 10767, pp. 235–250, 2018.
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Banks, Slater and the Markov solution concepts [7]. All of these satisfy what is
known as the Condorcet criterion. This requires that if a single alternative wins
every pairwise competition when it is compared to any other alternative, then
any reasonable rule will select this alternative.

What about in less clear cut cases, where there is no obvious winner?
Another, less fortunate, property that rules based on tournaments typically
exhibit is irresoluteness. They often cannot decide between alternatives; instead
of selecting a unique alternative they output a set of multiple alternatives. Res-
oluteness (always selecting a single alternative) is often a required property,
either for actual implementations or to facilitate particular analyses of social
choice rules. Effectively, an irresolute rule hasn’t completed the decision proce-
dure. Thus irresolute rules are often equipped with an exogenous tie-breaking
method that is applied after the rule. In terms of fairness using an exogenous
tie-breaker violates the property of neutrality; it is no longer the case that all
the alternatives are considered equal.

Arguably the simplest general tie-breaker is a priority ordering on the alter-
natives. There are m! of these, where m is the number of alternatives. We think
of each of these possible tie-breakers as a possible universe. Now, for a given
irresolute set, each winning alternative wins in the same proportion of universes
when we apply the tie-breaker at the end. What we do, roughly speaking, is
apply the tie-breaker at an earlier stage in the decision procedure. This means
that, within a given irresolute set, some alternative may win more often than
another. Of course, in order to retain neutrality it will sometimes be necessary to
select sets of alternatives, notably for completely symmetric tournaments; still,
we will see that using this technique we can create more discriminating rules.

So far we have only discussed social choice theoretic issues concerning meth-
ods for selecting from tournaments, or tournament solutions. However tourna-
ment solutions are also interesting from an algorithmic standpoint. In particular,
computing the full set of selected alternatives can be difficult while at the same
time it is easy to find some winner. This is perhaps best exemplified by the gap
between Woeginger’s [21] result showing it is hard to tell if a particular alterna-
tive is in the Banks set and Hudry’s [14] greedy algorithm for calculating some
Banks winner. Tournament solutions are not alone in having this gap between
“finding some” and “finding all”. In general, social choice functions based on
some parallel computations often seem to have this characteristic. This idea of
parallel computations seems to originate from Tideman’s work on Ranked Pairs
[20], although it is first explicitly mentioned by Conitzer et al. [9], with respect to
instant-runoff voting. Freeman et al. [11] continued this study in a similar direc-
tion, while Brill and Fischer [8] applied a similar approach to Tideman’s [20]
Ranked Pairs. For these parallel computation methods a trade-off was encoun-
tered between neutrality on the one hand, and resoluteness and tractability on
the other. We know that full resoluteness is not achievable at the same time as
neutrality; instead we ask whether it can be possible that the rule can be more
resolute while remaining neutral. We can pose this question in two ways: (i) are
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there more cases where a single winner is selected? and (ii) in those cases where
multiple winners are still selected, is the set smaller than before?

In general, this paper is concerned with applying parallel computation to
tournament solutions. This can be used to define neutral refinements. It can also
be used to define randomised voting rules, also known as social decision schemes.
Social decision schemes have received growing interest in the literature recently.
Randomised rules have received some particular attention in the recent years,
for at least three reasons: first, as said, they reconcile neutrality and anonymity
while being more informative than irresolute rules; second, they are less subject
to results concerning manipulation [12]; third, they are very useful for repeated
collective decision making, where probabilities can be viewed as fraction of time
in a time sharing context.

Surprisingly, tournament solutions don’t appear much in the landscape of
randomised rules. We may wonder whether there are natural majoritarian ran-
domised rules that are also Condorcet-consistent, or in other words, randomised
tournament solutions. An obvious choice would be to start with an existing tour-
nament solution and output all winning alternatives with uniform probability
— we would then obtain a rule that we call uniform F , where F is an irreso-
lute tournament solution. However, there is often no good reason for choosing a
uniform probability, and the uniform distribution is, in many senses, the least
discriminating of all probability distributions with a fixed support.

1.1 Previous Work

There is a large literature on tournaments, refer to [17] and [7] for general and
extensive treatments. As already mentioned, particularly relevant results about
tournaments concern the Banks set’s easy/hard nature [14,21]. Also already
mentioned, there is a recent literature that has started to explore the explicit
use of parallel universes within social choice theory, for a variety of purposes
[8,9,11].

Several randomised rules, or classes of randomised rules, have been consid-
ered: random dictatorship and its variants, proportional Borda (resp. Copeland),
where the probability of an alternative is proportional to its Borda or Copeland
score [5]; the maximal lottery rule [15]; the leximin rule (for dichotomous prefer-
ences) [6] and its extension to weak orders, the egalitarian simultaneous reser-
vation rule [3]; the maximal recursive rule [2]. We observe that apart from the
proportional Copeland rule, none is majoritarian (that is, computable from the
majority graph associated with the preference profile, also called a tournament
solution). Moreover, the only one on the list that is Condorcet-consistent (that
is, which outputs the Condorcet winner with probability 1 when there exists
one) is the maximal lottery rule.

1.2 Outline

We start in Sect. 2 by defining the underlying concepts that we will need concern-
ing tournaments and binary trees. In Sect. 3 we consider irresolute tournament
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solution concepts based upon these rules. We consider what properties these
rules satisfy and the effectiveness of argmax rules as refinements. In Sect. 4 we
move on to consider randomised versions of the rules. Section 5 provides some
final remarks.

2 Tournaments and Binary Trees

In this section we give preliminary definitions. All of these are given with ref-
erence to a set X of m alternatives. We will label specific alternatives of X as
1, 2, 3, . . . and refer to arbitrary elements as a, b, c, . . .

The typical comparison method between two alternatives is majority voting:
alternative a defeats alternative b if a wins in a pairwise majority election. We will
refer to this as the domination relation, i.e. “a dominates b” expresses the relation
aTb. If we assume that such a relation holds between every pair of alternatives,
we end up with a tournament. Formally, a tournament is a trichotomous 1 binary
relation T over some set X. Perhaps the smallest interesting example involves
four alternatives, see Fig. 1 for a visual representation. In this figure, we obtain
T ′ from T by switching the arrow between 1 and 3. In general we will write T〈a,b〉
for the tournament obtained by reversing the relation between a and b in T .

T =

1 2

34
T ′ =

1 2

34

Fig. 1. Visual representation of two example tournaments over four candidates: T and
T ′. The relation aTb or aT ′b holds if there is an arrow from a to b in the respective
graphs.

A tournament function F is a function from the set of all tournaments over
some set X to subsets of X. A tournament solution S a collection of tournament
functions for each set X. Although we must be aware of the above distinction,
it would tedious to take too much time to redefine every concept that applies to
tournament functions to apply it also tournament solutions.

One common way to define tournament functions is using binary trees.
Figure 2 contains an example. The binary tree in Fig. 2 is usually called the
simple tree [17], but has also been called the voting caterpillar [10].2 We also
give a compact representation of the tree as a left-associative word, where paren-
theses (i) are assumed to exist between the two leftmost elements in a triple and
(ii) indicate that two nodes are siblings.

1 A binary relation R ⊆ X × X trichotomous if for all a, b ∈ X, either aTb, bTa or
a = b.

2 More precisely, this is one instance of the simple tree. We give a full recursive defi-
nition later in this section.
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1
2
3 4

Fig. 2. An example binary tree. Its compact representation is 1(2(34)).

The basic idea behind using a binary tree to select an alternative is simple:
alternatives are placed at the leaves of the tree, and compete against their sib-
lings, the winners moving up to the parent node until we have a final winner at
the root. Formally, for a tree τ , the tournament solution �τ� has the following
recursive definition:

�xy�(T ) =
{

x if xTy
y otherwise

�ττ ′�(T ) =
�

( �τ�(T ) ) ( �τ ′�(T ) )
�(

T
)

It can be verified that for the tournaments in Fig. 1 the simple tree has the same
output.

�1(2(34))�(T ) = �1(2(34))�(T ′)
= {1}

Clearly, any tournament function defined by a binary tree will always select
a single alternative: we say the tournament solution is resolute. Resoluteness
is incompatible with neutrality, which requires that permuting the alternatives
in the tournament results in an identical permutation of the alternatives in the
output set. The Condorcet criterion, which requires that if there is an alternative
that pairwise defeats all other alternatives, this alternative is selected. The two-
leaf tree below violates this when m > 2. In fact, only complete binary trees,
those that have every alternative instantiated by some leaf, satisfy the Condorcet
criterion.

Proposition 1. A binary tree satisfies the Condorcet criterion iff it is complete.

Proof. For the only if, consider the contrapositive: if a Condorcet winner is not
in the tree, some other alternative will be selected. For the if, suppose the tree
is complete. A Condorcet winner will defeat any other alternative it meets up
until the root.

Monotonicity requires that whenever a winner is reinforced it does not become a
loser. Formally, if T is a tournament such that bTa, and a is selected under this
tournament then a should also be selected under T〈a,b〉. Notice that alternative 1
has been reinforced between T and T ′ in Fig. 1, and that the simple tree outputs
1 for both of these tournaments; in fact, the simple tree is monotonic. Further,
all non-repetitive binary trees with no repeated alternatives in their leaves are
monotonic.



240 J. Kruger and S. Airiau

Proposition 2. Every non-repetitive binary tree is monotonic.

Proof. Suppose an alternative is winning; as the alternative only appears once in
a non-repetitive tree this implies that it defeats every other alternative it meets.
If the only change to the tournament involves a change between this winning
alternative and an alternative that used to defeat the winning alternative, then
within the tree there will be no changes to which alternatives proceed to the
parent nodes.

Other trees may not be monotonic [17]. Figure 3 provides a minimal counter
example.

4
1 3

2
1

Fig. 3. A binary tree τ that is not monotonic. Taking T and T ′ from Fig. 1, we have
�τ�(T ) = {1}, but �τ�(T ′) = {3}. The compact representation of τ is 4(13)21, note
that by left associativity many of the brackets here are left out.

The properties in the preceding paragraph were all either intra- or inter-
profile, i.e. they either applied to all profiles or concerned relationships between
pairs of profiles. The properties in the following paragraph have an inter-
agenda character, in that they concern changes to the set of alternatives. In
order to describe these properties we must first give some more definitions.
For a tournament T over X, its restriction to Y ⊆ X is the tournament
TY = {(x, y) ∈ T | x, y ∈ Y }. This subtournament TY is further a compo-
nent if all its alternatives have the same relation to any element outside the
component. Formally, TY is a component iff for all a, b ∈ Y and c ∈ X\Y , aTc
iff bTc. If a tournament has components, if can be sensibly decomposed into
smaller parts. Thus a decomposition of a tournament is a division of the tourna-
ment into components TXi

, fully written as (T ∗, TX1 , . . . , TXk
) such that the Xis

are (i) pairwise disjoint, (ii) cover the set X, and (iii) form components when the
tournament T is restricted to them. The tournament T ∗ is then the summary
of the decomposition: a tournament over {1, . . . , k} such that iT ∗j iff xTy for
x ∈ Xi and y ∈ Xj . See Fig. 4 for an example.

Weak composition consistency requires that local changes to a component
(i) do not change the winners on other components and (ii) do not change
the fact that either no element or some element wins on the component itself.
Formally, a tournament function F satisfies weak composition consistency if,
for all {x, y} ⊆ Y ⊆ X, (i) F (T ) ∩ (X\Y ) = F (T〈x,y〉) ∩ (X\Y ) and (ii)
F (T ) ∩ Y �= ∅ ↔ F (T〈x,y〉) ∩ Y �= ∅. Composition consistency requires that
the winners of the overall tournament should be winners of the winners in
a decomposition: one can first determine the winners of the summary and
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T ∗ = {1, 4}

{3}

{2}

T{1,4} =

1

4

Fig. 4. A decomposition of T from Fig. 1. into (T ∗, T{1,4}, T{3}, T{2}).

then determine the winners of these winning tournaments. Formally, a tour-
nament solution S satisfies composition consistency if: for any decomposition
T = (T ∗, TX1 , . . . , TXk

), a ∈ S(T ) iff S(T ∗) = i where a ∈ Xi and a ∈ S(TXi
).

Composition consistency implies weak composition consistency.

2.1 Families of Trees

In order to use trees to obtain tournament solutions, we need a family of binary
trees for all possible sets of alternatives. These can be defined by a recursive func-
tion g that takes permutations of different lengths as an argument. To terminate
the recursion, for a permutation of two elements x and y we set g(xy) = xy. The
simple tree can thus be described:

Simple tree st(12 . . . m) = 1 (st(2 . . . m))

Another well known tree is named after one of its early investigators [4].

Banks tree bn(12 . . . m) = bn(13 . . . m) (bn(23 . . . m))

The Banks tree for four alternatives is shown in Fig. 5. Clearly the Banks tree
is repetitive. Although this means it doesn’t fall under the claim of Proposition
2, it is nonetheless monotonic.

1 4 3 4 2 4 3 4

Fig. 5. The Banks tree for four alternatives. Its compact representation is
14(34)(24(34)).

Proposition 3. For any number of alternatives, bn is monotonic.

Proof. This result is well known, see [4], so we only provide a high level descrip-
tion of the proof. Consider the following intuitive definition of the Banks tree.
First, we suppose that the rightmost alternative in the Banks tree is the prelimi-
nary winner. We then successively examine the other alternatives (as arguments
in the recursive definition from right to left), potentially setting them as new
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preliminary winners. For an alternative to become the new preliminary winner,
it must defeat every member of the set of previous preliminary winners. After
all the alternatives have been tested, we select the current preliminary winner.
Clearly, if an alternative was selected then it defeated all previous preliminary
winners: changing only this alternative so that it defeats more alternatives will
not change the fact that it is selected.

A simple example of a non-complete tree (for m > 2) is the following.

Two-leaf tree tt(12 . . . m) = 12.

The fact that this is non-complete implies that this violates the Condorcet cri-
terion. We can also extract another non-repetitive family from the literature,
“fair” or “balanced” voting trees [16]; trees which, for a given number of nodes,
have minimal height.

Balanced tree

ft(1 . . .
⌈m

2

⌉ [⌈m

2

⌉
+ 1

]
. . . m) = ft(1 . . .

⌈m

2

⌉
)

(
ft(

[⌈m

2

⌉
+ 1

]
. . . m)

)

We note that if log2 |X| is not an integer there are multiple non-repetitive tree
structures that have minimum height. However, our particular implementation
is perhaps the most natural, as it also minimises the difference in the amount
of nodes in the left and right subtrees of any particular node. There is one final
family of trees, that we will return to early in the next section, that we consider.

Iterative Condorcet tree ic(12 . . . m) = 12 . . . m ic(2 . . . m)

3 Irresolute Rules Based on Binary Trees

In this section we move from resolute rules to neutral rules. The idea behind one
well-known method is simple: return all winners for all possible permutations of
the leaves of the tree.3 Following Conitzer et al. [9], we use the terminology “uni-
verse” to refer to each possible permutation. Thus this method forms the parallel
universe solution concept. We indicate this with a superscript PU; formally, for
a family of trees τ ,

τPU(T ) = {�τ(σ)�(T ) : σ ∈ SX}
The outcomes of many of these parallel universe versions are well studied,4 and
for others it is easy to see what the result is. However, although much work has
been done on these rules, we are not aware of anyone explicitly remarking that
different trees can return the same parallel universe rule.
3 By permutation here do not mean all possible assignments of alternatives to the

leaves: indeed, this would imply that all alternatives are trivially returned, as the
tree where all leaves are the same alternative must return that alternative. We are not
aware of any work that considers possible winners under some generalised “multiple
assignment procedure” of the leaves of a binary tree.

4 The question of what tournament rules are implementable by parallel universes in
this manner has been studied by Horan [13], who gives necessary and sufficient
conditions.
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Proposition 4. We have the following equivalences between parallel universe
rules and known rules:

1. stPU returns the top cycle.5

2. bnPU returns the Banks set, see [4].
3. ttPU returns the set of undominated alternatives.6

4. The tournament solution icPU is identical to the top cycle.

Proof. Only 4. deserves comment, the other results are well known or obvious.
The binary tree ic implements the iterative Condorcet rule described by Alt-
man and Kleinberg [1] into a binary tree rule. Intuitively, this rule successively
removes alternatives from the tournament until the contracted tournament has
a Condorcet winner; this Condorcet winner is then selected. This produces every
element in the top cycle: for an arbitrary element in the top cycle, consider suc-
cessively removing the elements following the cycle starting with the alternative
dominated by the arbitrary element. It is similarly easy to see that no element
not in the top cycle can be produced by this procedure.

To see that the iterative Condorcet tree ic(1 . . . m) implements this, note that
after the first m−1 comparisons if m is still a possible winner it will have defeated
every other candidate, if not it has been eliminated as it does not reappear higher
in the tree; in the latter case the process then continues by comparing m − 1
against all alternatives < m − 1, etc.

The parallel universe mindset suggests an obvious way to refine the above
solution concepts: instead of taking the union over all universes, only take those
alternatives that win in most universes. We refer to this as the argmax solution
concept, and use AM as the corresponding superscript. For a family of trees τ ,

τAM(T ) = arg max
x∈X

| {σ ∈ SX : �τ(σ)�(T ) = {x} } |

We have noted that stPU = icPU, however the same is not true for the argmax
versions.

Proposition 5. The tournament solutions stAM and icAM are distinct.

Proof. The counterexample was found by computer: the actual counting of uni-
verses is slightly tedious; we provide the example in Appendix A.

This suggests that we have to choose our refinement with care: in fact, there
doesn’t seem to be any principled reason to choose one of these versions over the
other in order to obtain a refinement of the top cycle.

5 The top cycle of a tournament is the maximal set of alternatives such that the
restriction of the tournament to these alternatives contains a cycle.

6 An alternative is undominated if it there is some alternative that does not domi-
nate it.
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3.1 Properties of Irresolute Rules

In general, a parallel universe version of a binary tree need not be monotonic:
see [17]. However, our parallel universe rules are well known to be monotonic,
and indeed inherit this property from the fact that the resolute binary trees are
monotonic. It is also known that parallel universe versions are weakly composi-
tion consistent: for proof, see [17,19].

The big question here is whether or not the argmax versions of our rules also
satisfy monotonicity. Unfortunately, it seems difficult to prove the monotonicity
property here, which is a basic desirable property. The only rule for which we are
sure that this holds is the argmax version of tt, which corresponds to Copeland.
It would be somewhat surprising if monotonicity did not also apply to the other
argmax versions of the rules.

We can show that no argmax rule is composition consistent, for m ≥ 5.

Proposition 6. There is no family of trees τ such that τAM satisfies weak com-
position consistency.

Proof. Consider the tournament T = (T ∗, T1, 2, 3) and T ′ = (T ∗, T2, 2, 3) such
that T ∗ and T1 are cyclic tournaments with 3 alternatives, T2 is a transitive
tournament, and 2 and 3 are tournaments with single alternatives. Suppose for
a contradiction that there is a tree τ such that τAM is composition consistent.
This must make all five alternatives winners in T , by composition consistency
and neutrality. However, in the second, only one alternative in T2 can win (by
Condorcet consistency), and 2 and 3 must also win. Now, consider the number
of permutations for which 2 and 3 win for the tree τ under tournaments T and
T ′: these must be the same. Similarly, the number of permutations for which
some alternative in T1 wins must be the same as the number of permutations for
which some alternative in T2 wins. As in T all alternatives are winning, 2 and
3 must win 20 times. But in T ′ the Condorcet winner of T2 must win 60 times,
contradiction.

3.2 Success of Argmax Rules as Refinements

Assuming, as we conjecture, that our argmax rules satisfy the basic property of
monotonicity, the other issue at hand is how effective they actually are at refining
the set of winners. Let us start by considering tt: for ttPU, the undominated set is
an extremely undiscriminating solution concept. However, ttAM corresponds to
the Copeland set, which is much more discriminating even than many other solu-
tion concepts we consider. Here moving to the argmax universe version certainly
provides a large gain in discriminating power.

The same seems to be the case for the other solution concepts. We have tested
this on some example tournaments. The outcome of all of our rules only concern
alternatives in the top cycle: any Condorcet losers will not affect the outcome of
the vote. Thus we restrict attention to non-reducible tournaments, where there is
a cycle throughout the whole tournament. Equivalently, the top cycle returns all
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Table 1. Alternatives selected for var-
ious rules for all non-reducible tourna-
ments of size 6. The alternatives are
labelled from 0 to 5. The Markov solu-
tion concept [7] is provided to allow for
comparison with a particularly decisive
tournament solution concept.

stAM bnAM ftAM ttAM icAM markov

0 0 0 0,1 0 0

0 0 0 0,1 0 0

0 0 0 0,1 0 0

0 0 0 0,1 0 0

0 1 0 0 0 0

1 1 1 1 1 1

0 0 0 0 0 0

0 0 0 0,1 0 0

0 0 0 0,1 0 0

0 0 0 0,1 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

2 2 2 0 0 0

0 0,1 0 0 0 0

0 0 0 0 0 0

0 4 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0,1,2,3 0 0

4 4 0 0,1,2,4 0 4,0

0 0 0 0,1,2,3 0 0

1 1 1,2 1,2,3,4 1 1

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

2 2 2 2,3,4 2 2

1 1 1,3,4 1,3,4 1,3 1

4 4 4 1,4,5 4 4

3,4,5 3,4,5 3,4,5 3,4,5 3,4,5 3,4,5

3,4,5 3,4,5 3,4,5 3,4,5 3,4,5 3,4,5

Table 2. Candidates selected by each
permutations σ of an tree g, applied
to the tournament T of Fig. 1. The
values in the top half of the table are
�g(σ)�(T ).

σ g = sa g = ba g = fa g = ta g = ic

1234 1 3 3 1 3

2134 2 3 3 1 3

3214 3 3 4 2 4

2314 2 3 4 2 3

3124 3 3 3 3 4

1324 3 3 3 3 4

4321 3 3 3 3 1

3421 3 3 3 3 4

3241 3 3 4 2 4

4231 4 3 3 4 3

2431 2 3 3 4 3

2341 2 3 4 2 3

4123 4 2 4 4 2

1423 4 2 4 4 2

1243 1 2 3 1 3

4213 4 2 3 4 3

2413 2 2 3 4 3

2143 2 2 3 1 3

4132 4 4 4 4 2

1432 4 4 4 4 2

1342 3 4 3 3 4

4312 3 4 3 3 1

3412 3 4 3 3 4

3142 3 4 3 3 4

Number of times a is selected:

a = 1 2 0 0 4 2

a = 2 6 6 0 4 4

a = 3 10 12 16 8 10

a = 4 6 6 8 8 8
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alternatives. Moon [18] provides a list of all (small) non-isomorphic tournaments,
from which we see that there are only 34 non-reducible tournaments of size 6. We
applied our rules to all of these, and compared them with the (discriminating)
Markov solution concept. The specific results are found in Table 1.

From Table 1 it can be verified that all these solution concepts are distinct.
We can also see that the Banks set contains three alternatives 14 times, four alter-
natives 8 times, five alternatives 9 times and six alternatives 3 times. In contrast
bnAM outputs a single winner 32 times, two winners 1 time and three winners
2 times. Both stAM and icAM get similar (though distinct) results. Copeland,
equivalent to ttAM, outputs a single winner 18 times, two winners 7 times, three
winners 5 times and four winners 4 times. Thus it appears that the argmax rules
are significantly more decisive than the full parallel universe versions.

4 Probabilistic Versions of Binary Trees

Counting universes also provides a method for returning probabilistic rules based
upon a binary tree. For a family of binary trees τ , define a function τFR, which
has all possible tournaments as its domain and probability distributions of the
alternatives in each tournament as its range, as

τFR(T )(x) =
|{σ ∈ SX : �τ(σ)�(T ) = {x}}|

m!
.

We now define Condorcet consistency, monotonicity and composition consis-
tency in the context of randomised tournament solution. To each of these we
prepend “prob” to indicate that it is the probabilistic version. We start with the
notion of Condorcet consistency: if a tournament has a Condorcet winner, no
other alternative should have a positive probability to be elected.

Definition 1 (Prob-Condorcet consistency). For a family of binary trees
τ , τFQ satisfies Prob-Condorcet consistency if, whenever a tournament T has as
a Condorcet winner a, then τFQ(T )(a) = 1.

A weaker version only requires that the Condorcet winner, when it exists, has
the largest probability of winning of all alternatives.

Definition 2 (Weak prob-Condorcet consistency). For a family of binary
trees τ , τFQ satisfies Prob-Condorcet consistency if, whenever a tournament T
has as a Condorcet winner a, then R(T )(a) > R(T )(b) for all b �= a.

In a probabilistic setting, the simplest definition of monotonicity simply
requires that if we reinforce a winner, her probability of winning cannot decrease.

Definition 3 (Prob-monotonicity). We say that τFQ is prob-monotonic if
for any tournament T where bTa we have τFQ(T〈a,b〉)(a) ≥ τFQ(T )(a).
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Note that this is not the only possible definition: an alternative definition would
also take the probability of other alternatives winning into account. It is precisely
a property along these lines that we have failed to prove for the argmax version
of the rules.

As with the deterministic versions, probabilistic composition consistency con-
ditions concern changes to components of the tournament.

Definition 4 (Weak prob-composition consistency). Given a decompos-
able tournament T = (T ∗, TX1 , . . . , TXk

) and two alternatives a, b ∈ Xi in some
component, we require, for any c �∈ Xi,

τFQ(T )(c) = τFQ(T〈a,b)(c) ,

and ∑
d∈Xi

τFQ(T )(d) =
∑

d∈Xi

τFQ(T〈a,b〉)(d) .

Definition 5 (Prob-composition consistency). If a tournament T can be
decomposed into (T ∗, TX1 , . . . , TXk

) then for all j ∈ {1, . . . , k} and for all x ∈ Xj

τFQ(T )(x) = τFQ(TXj
) · τFQ(T ∗)(j) .

To show which of these properties are satisfied, we will refer to Table 2, which
shows the outcome for all permutations of our trees for the four alternative
tournament T of Fig. 1. Even for this small example we see that the counts for
each alternative are different for the simple tree and the iterative Condorcet tree.

Proposition 7. For any family of trees τ , τFR is weakly prob-Condorcet consis-
tent. If τ is also complete, τFR is prob-Condorcet consistent.

Proof. Supposing there are k different alternatives in the tree, a Condorcet win-
ner will win in k · (m − 1)! universes (k choices for the Condorcet winner within
the tree, m − 1 choices for the other alternatives). Any other alternative can
only win in at most k · (m − k) · (m − 2)! universes (k choices for the alternative
within the tree, m − k choices for the Condorcet winner outside the tree, m − 2
choices for the other alternatives). As the tree is non-singleton, k > 1.

Prob-monotonicity is inherited from the monotonicity of a resolute tree.

Proposition 8. If τ is monotonic, so too is τFQ.

Proof. The count of universes for which an alternative wins can only increase if
this alternative has its position improved.

Weak prob-composition consistency holds for all probabilistic versions.

Proposition 9. For any tree τ , τFR is weakly prob-composition consistent.
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Proof. Suppose a tournament only changes on some component Y ⊆ X. Fix any
order over which we move the pairs of alternatives up the tree. At each such
step, if an element not in the component won, it will still win. If an element in
the component won, either it will still win or another element from the compo-
nent will win. Thus this will not affect the number of permutations for which
alternatives not in the component win.

However, we only have negative inheritance (from the parallel universe rule) of
full composition consistency.

Proposition 10. For any τ , if τPU is not composition consistent then τFR is
not prob-composition consistent.

Proof. By contraposition: suppose τFR is prob-composition consistent, con-
sider the support of the rule for the components and the summary of the
decomposition.

By observing Table 2, we see that Banks tree provides a counterexample to the
inheritance of this property from parallel rules to probabilistic rules. That is,
we know that bnPU is composition consistent [7], but from the table we see that
bnFR is not.

5 Final Remarks

In this paper, we propose a general principle for constructing randomised voting
rules (or social decision schemes) and neutral refinements of voting rules. We use
the idea that, given a voting rule, some object that we call a universe can ensure
that the voting rule is resolute. One example is to consider that a universe is
defined by a tie-breaking rule. In this paper, we have considered that a universe
is defined by a particular assignment of alternatives to a voting tree. There
are three types of rules that are naturally definable with respect to a universe:
parallel rules that output all winners for all possible universes, probabilistic
(frequency) rules that randomly pick a universe and output the winner from
that universe, and argmax rules that output the winners of the most universes.
We summarise the status of these rules in Table 3.

Table 3. Summary of tree based rules.

Parallel universe Argmax Randomised

Simple tree Top cycle [17] New [10]

Banks tree Banks [17] New New

Fair tree Cup rule New New

Two-leaf tree Condorcet non-losers Copeland New

Iterative Condorcet tree Top cycle [1] New [1]
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We have studied whether properties are inherited between these different
rules. We summarise the known properties for our specific trees in Table 4. The
particular attraction of the argmax rules is that they are more decisive than
their parallel version counterparts. However, the real test of their attractiveness
hinges upon whether or not they are monotonic, a property we have not been
able to prove or disprove.

Table 4. Known properties (deterministic/randomised) for trees.

Condorcet Consistency Monotonicity Composition Consistency

PU AM FR PU AM FR PU AM FR

Simple tree ✔ ✔ ✔ ✔ ? ✔ ✘ ✘ Weak

Iter. Cond. tree ✔ ✔ ✔ ✔ ? ✔ ✘ ✘ Weak

Banks tree ✔ ✔ ✔ ✔ ? ✔ ✔ ✘ Weak

Balanced tree ✔ ✔ ✔ ✔ ? ✔ ✘ ✘ Weak

Two-leaf tree Weak ✔ weak ✔ ✔ ✔ ✘ ✘ Weak

Acknowledgement. Justin Kruger and Stéphane Airiau are supported by the ANR
project CoCoRICo-CoDec.

A Tournament for which stAM is distinct from icAM

We note that this tournament was found by computer; the actual counting of
the different universes for which a particular alternative wins is slightly tedious.
The tournament itself is shown in Fig. 6.

0

1

2

3

4

5

Fig. 6. A six alternative tournament T for which stAM = {4} and icAM = {0}.
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Abstract. Multi-agent approach has demonstrated its benefits for com-
plex system modeling and simulation. This article focuses on how to rep-
resent and simulate a system as a set of several interacting simulators,
with a focus on the case of multi-agent simulators. This raises a major
challenge: multi-agent simulators are not conceived (in general) to be
used with other simulators.

This article presents a preliminary study about the rigorous integra-
tion of multi-agent simulators into a co-simulation platform. The work
is grounded on the NetLogo simulator and the co-simulation platform
mecsyco.

Keywords: Complex system · Multi-agent system · Co-simulation
mecsyco · NetLogo

1 Introduction

The modeling and simulation (M&S) of complex systems is one of the key chal-
lenges in research. One of the difficulties is to combine several perspectives of
the same system (Seck and Honig 2012) into a coherent one (multi-modeling). It
needs to manage the system with several levels (micro, macro), different scales
(time, space, . . . ), etc. Handling such heterogeneities calls for the development
of new approaches and tools.

One of the most promising approaches to face these challenges is co-
simulation (Gomes et al. 2017). It consists in making different simulators inter-
act into a simulation by ensuring the synchronization and the data exchanges
between them. It enables the reuse of existing simulators used in specific
domains. However, this implies to be able to manage the heterogeneities of
the simulators both at software level (how to control simulators execution to
make them interact?) and at formal one (how to make compatible the different
dynamics?).

In parallel, multi-agent approach is convenient to represent and simulate sys-
tems composed of numerous interacting entities (which is a definition of complex
c© Springer Nature Switzerland AG 2018
F. Belardinelli and E. Argente (Eds.): EUMAS 2017/AT 2017, LNAI 10767, pp. 253–267, 2018.
https://doi.org/10.1007/978-3-030-01713-2_18
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systems (Ramat 2007)). It makes possible to represent both the individual and
collective levels (Michel et al. 2009). Then multi-agent approach is a relevant
choice to model and simulate complex systems.

The general question we address in this paper is How can we represent and
simulate a complex system with different multi-agent systems, each representing
a complementary perspective of the whole. We adopt a co-simulation approach
to answer it. The issue we are now facing becomes how to make the multi-agent
simulators interact to exchange information and synchronize their execution.
We limit our scope in this article to spatial coupling of multi-agent systems: one
agent is present in one simulator at a time, agents in different simulators can
not interact. Interactions are restricted to events that pass from one simulator to
another. Our goal is to rigorously integrate multi-agent simulators in an hybrid
co-simulation which uses both continuous and discrete simulators. We do not
consider ad-hoc solutions (potentially source of errors), nor the rewriting of
models into one single simulator (source of errors, waste of time,. . . ).

The problem we focus on can be solved by answering two questions: (i) how to
manage the time and the synchronization of the multi-agent simulator with the
rest of the simulation?; and (ii) how to manage information exchanges between
the simulator and the other simulators of the co-simulation?

We demonstrated that these questions can be answered in the mecsyco
middleware (Camus 2015) by using the DEVS formalism as a formal basis for
integration. This article details how we answer these questions and build a DEVS
wrapper in the case of the NetLogo multi-agent simulator.

The remaining of the article is structured as follows: The Sect. 2 presents
related works; next Sect. 3 introduces concepts used to build our proposal.
The Sect. 4 presents the principles of our proposal which is detailed in 5. The
Sect. 6 presents different use-cases that illustrate the possibilities of the proposal.
Section 7 discusses the approach and Sect. 8 concludes the article.

2 Related Works

Several works dealt with the simulation of a multi-agent system as the integration
of different subsystems.

A first question is to position that integration with respect to the modeling
and simulation process. We use the structuring of (Galán et al. 2009) which
distinguishes four steps as represented in Fig. 1. From this point of view, the
integration of subsystems is possible at the interface of these 4 levels.

In the first case, a conceptual formulation describes the integration by propos-
ing means of exchanges of information between components and of components
synchronization, as for example, patterns (Gangat et al. 2012), or models (Mor-
van et al. 2013, Maudet et al. 2013). These works limit the integration of the
different components of the multi-agent system into the same conceptual frame-
work and the same tool.

The second case considers a formalism as a pivot for a rigorous integration. It
is the case of the VLE (Virtual Laboratory Environment) (Quesnel et al. 2009),
from which we retain its ideas under the wrapping perspective.
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Fig. 1. The different steps of the modeling process. Source (Galán et al. 2009)

The third case envisages the integration as a software interoperability prob-
lem, the conceptual and formal issues are solved from an ad-hoc manner.

Alternatively, different multi-agent simulators are able to simulate a system
as a set of different (logical or physical) environments (such as Madkit1, or Repast
(North et al. 2013)), but are not open to include environments coming from other
tools. An effort for a more standard integration has been done in (Behrens et
al. 2011) by considering an interface for agent/environment interaction. As far
as we know, the issue of integrating a multi-agent simulator into a co-simulation
is not tackled, nor the rigorous management of synchronization. Existing works
we know (except (Quesnel et al. 2009)) propose different multi-agent concepts
to define the integration of components into a simulation but are not open to a
wider scope.

3 Prerequisites

3.1 DEVS

DEVS (Discrete EVent System specification) is an event-based formalism pro-
posed by Bernard P. Zeigler in 1970 (Zeigler et al. 2000). One interesting prop-
erties of DEVS is its ability to integrate different formalisms. Thanks to its
universality property, DEVS has a pivot place for the integration of formalisms
(Vangheluwe 2000).

As summarized by (Quesnel et al. 2005), the integration of a formalism in
DEVS can be performed either by a mapping or a wrapping strategy. While

1 http://www.madkit.net/madkit/.

http://www.madkit.net/madkit/
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the former consists in establishing the equivalence between the formalisms, the
latter implies bridging the gap between the abstract simulators.

The advantage of the wrapping strategy is to enable the reuse of preexisting
models already implemented in some simulation software. This is the choice we
make in this article.

Description of Models. DEVS distinguishes atomic from coupled models. A
DEVS atomic model describes the behavior of the system and corresponds to
this structure: M = (X,Y, S, δext, δint, λ, ta) where:

X = {(p, v)|p ∈ InPorts, v ∈ Xp} is the set of input ports and values. These
ports can receive external input events,

Y = {(p, v)|p ∈ OutPorts, v ∈ Yp} is the set of output ports and values. These
ports can send external output events,

S is the set of the model states,
δext : Q × X → S is the external transition function (describing how the model

reacts to input events) where
Q = {(s, e)|s ∈ S, 0 ≤ e ≤ ta(s)} is the total state of the model,
e is the elapsed time since the last transition,

δint : S → S is the internal transition function describing the internal dynamic
of the model -i.e. the function processes an internal event which changes the
model state,

λ : S → Y is the output function describing the output events of the model
according to its current state,

ta : S → R
+
0,∞ is the time advance function describing the time during which

the model will stay in the same current state (in the absence of input event).
The function is used to get the date of the next internal event.

A coupled model describes the structure of the system, that is how atomic
models are connected together to describe a system. As we do not refer directly
to this concept for our proposal we shall not detail it here.

Wrapping and Simulation. DEVS formalism proposes different abstract sim-
ulation algorithms. It imposes five functions (detailed below) in order to perform
a simulation with an atomic model. Defining a wrapper for a multi-agent system
corresponds to define an interface with the simulator that implements these five
functions. Once implemented, the simulator can be used as an atomic model and
be rigorously integrated in a DEVS co-simulation.

3.2 NetLogo

NetLogo (Wilensky 1999) is an environment for modeling and simulating multi-
agent systems. NetLogo can be controlled through an API that eases its integra-
tion in a wider project. A NetLogo model is composed of a graphical interface
which makes possible for a user to interact with the simulation and view its evo-
lution; a script (written in the NetLogo language) that describes the behavior
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of the agents (called turtles), the dynamics of the environment and, more gener-
ally, which actions to perform during simulation. NetLogo language permits the
definition of methods; the command ones that act on the world and the report
ones that collect data; and a model documentation that explains the model, its
functioning and how to experience it.

Conventionally, the simulation parameters are initialized by the setup method
and the simulation is ran with successive calls to the go command that makes
the simulation progress step by step. The graphical interface proposes buttons
associated with these commands, and sliders to select parameters values.

3.3 MECSYCO

mecsyco (Camus et al. 2015) is a DEVS wrapping platform2 that takes advan-
tage of the DEVS universality for enabling multi-paradigm co-simulation of com-
plex systems. It is currently used for the M&S of smart electrical grids in the
context of a partnership between LORIA/Inria3 and EDF R&D (leading French
electric utility company) (Vaubourg et al. 2015).

mecsyco is based on the AA4MM (Agents & Artifacts for Multi-Modeling)
paradigm (Siebert et al. 2010) (from an original idea of Bonneaud (Bonneaud
2008)) that sees an heterogeneous co-simulation as a multi-agent system. Within
this scope, each couple model/simulator corresponds to an agent, and the data
exchanges between the simulators correspond to the interactions between the
agents4. Originality with regard to other multi-agent multi-model approaches is
to consider the interactions in an indirect way thanks to the concept of passive
computational entities called artifacts (Ricci et al. 2007). By following this multi-
agent paradigm from the concepts to their implementation, mecsyco ensures
a modular, extensible (i.e. features such as an observation system can be easily
added), decentralized and distributable parallel co-simulation. mecsyco imple-
ments the AA4MM concepts according to DEVS simulation protocol for coor-
dinating the executions of the simulators and managing interactions between
models.

So far, we successfully define DEVS wrappers for discrete and continu-
ous modeling tools like the telecommunication network simulators NS-3 and
OMNeT++ (Vaubourg et al. 2016), the FMI standard (Blochwitz et al. 2012),
or application-specific wrapper for the NetLogo simulator (Camus et al. 2015).

4 Proposal

Til now, the integration of NetLogo in mecsyco obliges to specify a new wrapper
each time a new NetLogo model is used. This drawback comes from the absence
2 mecsyco is available on www.mecsyco.com under AGPL license.
3 French IT research institute.
4 Please note that multi-agent systems appear at two levels in this article: as a mid-

dleware architecture for co-simulation, and as simulation models to be integrated in
a co-simulation.

www.mecsyco.com
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of declarative representation of DEVS concepts; i.e., the declaration of inputs,
outputs and parameters (model specific elements) were made directly in the code
of the wrapper, making it model specific.

Specifying a DEVS wrapper for mecsyco implies to create an interface
between the simulator and the five functions of the DEVS simulation protocol:

– init sets the parameters and the initial state of the model,
– processExternalEvent makes the simulator process its external input

event(s) coming from other simulators, it is dependent of the input ports
of the model and the kinds of information associated with,

– processInternalEvent makes the simulator process its internal event(s) at
a given time (makes the simulator progress according time),

– getOutputEvent returns external output event(s) to be sent to other simu-
lators, it is dependent of the output ports of the model

– getNextInternalEventTime returns the time of the earliest scheduled inter-
nal event. The simulator scheduling policy must have temporal meaning in
order to determine that value.

These five methods handle the time management, the synchronization and
the date exchanges between a simulator and the remaining of the co-simulation.
To design a generic wrapper, these functions must be independent of the sim-
ulated models. In particular, this implies for each model m to specify the sets
of input and output ports (X and Y respectively). These information are rarely
present in multi-agent system (mostly because there are not conceived to be
connected to other models and not thought as a port-based architecture). We
propose to define explicitly these sets and the corresponding events in a docu-
mentation associated with the model (in the same sense as the XML description
of the FMI standard). Similarly, we have to express what has to be done when
input events are received, how to get the data corresponding to output events
and how to set initial parameters.

As the multi-agent simulators adopt various strategies of implementation
and metamodel, we don’t target a unified way to design wrapper, but rather try
to propose a generic wrapper for NetLogo for which we take advantage of the
possibility to send commands to the simulator thanks to an interpreter provided
by the API.

It must be underlined that the processInternalEvent function makes evolve
the simulation state and cannot be broken into different subfunctions. As a
consequence, we have no mean to make agents from different simulator interact
together in the same simulation step (or we stop respecting DEVS simulation
protocol).

5 The DEVS Wrapper for NetLogo

This part details the wrapping of the NetLogo tool through the definition of the
wrapper documentation. Figure 2 summarizes the principles behind it.
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Fig. 2. Principle of the NetLogo wrapper.

5.1 Documentation Information

Until now, the NetLogo wrappers of mecsyco embedded in their Java code the
information related to the input and output ports, as well as the statements to
process when executing each of the five DEVS methods. We propose to provide
them separately in the wrapper documentation. That means providing the name
of input and output ports, and what to process for each method of the DEVS
protocol.

init(): We suppose the setup method of NetLogo can be used as the init
method5. We add the concept of parameters in the documentation in order to
provide values to set instead of the default ones used by setup (generally defined
by sliders in the interface).

getNextInternalEventTime(): We suppose a constant time step simulation
strategy in which each tick has no special temporal meaning. It is the respon-
sibility of the modeler to propose a meaning of a tick in term of co-simulation
time (e.g. one tick represent 0.1 unit of time simulation).

processInternalEvent(): We suppose6 the go method corresponds to the state-
ments to process at each tick and can correspond to the processInternalEvent
one.

processExternalEvent(): The concept of input ports doesn’t exist in NetLogo
and must be defined for each model. Additionally, it has to be precised how to
process each incoming event on each port.

5 In other cases, either the documentation provides the command to call, either it
provides the code to execute.

6 In other cases, it has to be specified the same as for setup.



260 T. Paris et al.

getOutputEvent(): Again, the concept of output ports doesn’t exist in NetL-
ogo and must be defined for each model. Additionally, it has to be precised how
to process each external event on each port.

5.2 Management of the Simulation Time

As in (Quesnel et al. 2005), we choose to let the modeler define the meaning of
a tick as a constant duration t (as a consequence the ta function will constantly
return currentT ime + t. This is a simple solution. More complex ones are pos-
sible since NetLogo authorizes the modeler to define its own time progression.
Wrapping can easily be extended to make a call to the ticks function and return
the appropriate value.

5.3 Management of the Inputs, Outputs and Parameters

As said previously, NetLogo architecture does not have the concept of ports
associated with events but proposes an API through which the interaction with
the model is possible via an interpreter. It consists in providing a string that
corresponds to a NetLogo command to execute in order to modify the model or
to a NetLogo report to fetch data from the model.

We propose to define in the wrapper documentation the port names of the
inputs and outputs in association with the NetLogo methods to execute.

In the case of input events, we distinguish three cases:

(1) the port accepts events which do not depend of data from other simulators:
the model has to run some commands (with no parameters) defined by the
modeler;

(2) the port accepts events which contains only single data from other simula-
tors: this data should be integrated in the simulation through a NetLogo
command that modifies environment variables or turtles attributes;

(3) the port accepts events which contains a list of data from other simulators:
the command has to be adapted to process these data.

In case of output events, two cases can be envisaged:

(1) the event corresponds to one or several data (the value of one attribute,
. . . ). In this case, one or several reports will be used to access these values.
This kind of event has no impact on the NetLogo model

(2) In the second case, the event has an impact on the model (for example,
turtles are exiting the model). One or more commands should be used to
define this impact (e.g., suppress the turtles from the model).

The δext of the DEVS interface processes input events with NetLogo com-
mand, whilst the λ one makes use of report to collect data and to convert them
into events (some commands can be used to maintain a coherent state of the
model, e.g., suppress turtles).

The parameters specified in the documentation will be set by a single com-
mand to modify a value before the call to setup.
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5.4 The Wrapper

The basic principle of definition of the wrapper is to associate each function of
the DEVS protocol to the corresponding NetLogo code. This is done by a java
code using the NetLogo API facilities.

As the code to be executed is specified in the wrapper documentation, the
wrapper becomes generic and can be used for any NetLogo models.

To summarize, as NetLogo proposes two functions associated to initialization
(init) and to the simulation of one step (go), we reuse them. When one step of
simulation is executed, the time progress of a constant value. As the simulation of
one step is atomic (it can not be broken and we don’t have something equivalent
to the elapsed time function), processing of incoming events is undertaken at the
next time step of the simulator by modifying the model state, the next invocation
of ”go” will perform the reaction of the model.

6 Proofs of Concepts

6.1 Experiment Goal

The goal of the following experiments is to illustrate what can be done with such
an approach, notability by showing how a NetLogo component can be used in a
co-simulation with mecsyco.

Fig. 3. DSL definition for example 1.
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Two experiments are detailed. The first shows how we can modify the state
of the simulation by modifying variables that impact the agents behavior (as
the GUI could have done). The second illustrates the spatial coupling between
several NetLogo models by a transfer of agents between them.

Before describing these proofs of concepts we make two remarks. First, we
do not recall what a mecsyco co-simulation is but just provide an intuitive
definition through the example. We orient the reader who wishes more details
to the mecsyco website where several tutorials explain the main concepts used
and illustrate co-simulation. Second, we use a DSL (see Fig. 3) to describe the
wrapper documentation. It is out of the article scope to detail the possibility of
the DSL. We just provide the key elements necessary to the understanding.

6.2 Variation on Prey-Predator Model

The NetLogo Wolf-Sheep-Predation model7 describes how the populations of
wolves and sheep interact and evolve according to time as in a prey-predator
ecosystem. Several parameters can be changed to observe their impact and the
populations dynamics. We do not modify the original model but extend it in
order to illustrate the possibility to modify model parameters, to define input
events that modify at runtime some features of the model. Namely we want to:

– set initial values of some parameters,
– provide some input events that modify environment features,
– collect periodically information about the population to draw graphics (exter-

nally to NetLogo).

These elements are detailed below. They are summarized in Table 1 and
followed by their definition in the NetLogo DSL we defined in mecsyco. Note
that parameters of NetLogo commands are denoted by %s.

We use the following parameters: grass, the grass dynamics is active (con-
trarily to the default value of the GUI); grass regrowth time, the time needed
for grass to regrow in tick); initial number sheep, the initial number of sheep;
and, initial number wolves, the initial number of wolves.

We create the following input ports (each event contains the value to be
applied for the modification): grass regrowth implies a modification of the time
of grass to regrow (We have defined a port name that is different of the name
of the environment variable); sheep coming, results in an increase of the sheep
number; and wolf hunt that results in a decrease of the wolves number. Each
port corresponds to one event coming from separate simple models (each sends
a single event at a specified time).

We define the following output ports that are connected to a graphic drawer
in order to display graphics: nb sheep, the current number of sheep; nb wolves,
the current number of wolves; and nb grass, the grass quantity.

Figure 4 shows the results obtained with that configuration. We can observe
the impact of the different events (arrivals of 100 sheep at t=100; death of 25
wolves at t=175, increase of the time needed for grass to regrow at t =400).
7 Provided in the models library.



Designing Co-simulation with Multi-agent Tools 263

Table 1. Summary of wrapper documentation.

Parameters

Name Value Command

grass true ”set grass? %s”

grass regrowth time 10 ”set grass-regrowth-time %s”

initial number sheep 100 ”set initial-number-sheep %s”

initial number wolves 50 ”set initial-number-wolves %s”

Input ports

Name Command

grass regrowth ”set grass-regrowth-time %s”

sheep coming ”create-sheep %s [set color white

set size 1.5
set label-color blue - 2
set energy random

(2 * sheep-gain-from-food)

setxy min-pxcor max-pycor]”

wolf hunt ”ask n-of %s wolves [die]”

Output ports

Name Report statement

nb sheep ”count turtles with [breed = sheep]”

nb wolves ”count turtles with [breed = wolves]”

nb grass ”grass”

This proof of concept shows that we are able to provide initial values (e.g.
the grass is active), to modify some characteristics of the model (remove wolves,
add sheep or modify environment features) by input events (coming from other
models) and to collect information from the simulation (here the numbers of
wolves and sheep, and the grass quantity) through output events that will be
used in other model (here a graphical drawer).

6.3 Spatial Coupling

In this experiment, we show the possibility to transfer turtles from one NetLogo
model to another. We connect three models together as follows: a prey-predator
model ”sends” sheep to a pedestrian model (a model in which turtles travel from
left to right as pedestrians in a corridor do) which, when turtles arrive at the
right extremity, sends them to another prey-predator model.

The first model is the same as the previous experiment, we add a new output
port sheep escaping that is associated to the sheep present at the right side of
the model. Data are collected as a list of sheep features (ordinate and energy).

The second model is initially empty and sheep, coming from the
sheep escaping port, arrive through the input port (called left in). Sheep
move from left to right. An output port (right out) is associated to the sheep
present at the right side.
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Fig. 4. Impact of different events on the prey-predator model.

The third model is again a prey-predator model on which we add an input
port sheep loop arrival that accepts a list of sheep to be created on the left
side of the environment with attributes whose values are specified in the event
coming from he sheep escaping port). This model is initialized with empty
populations of wolves and sheep. Figure 5 illustrates the connections and shows
a snapshot of the three NetLogo windows.

Fig. 5. Connections between model for spatial coupling.

These connections are possible because the types of events are compatible
between the ports we use here and the pedestrian model for coherence purpose
does define an ”energy” attribute.

One interesting thing to notice is that the pedestrian model definition we
used here enables the connection of several instances, one following the other,
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by the reuse of the same wrapper documentation. A model becomes a modular
component for the co-simulation platform.

7 Discussion

The possibility of integrating a NetLogo model into a co-simulation as a compo-
nent that can be added/removed or switched enables to define models of systems
as the coupling of different sub-models.

One question not addressed in our approach is in what extend does an existing
NetLogo model be adapted to be integrated in DEVS co-simulation. Currently,
we do not propose any generic answer because of the variety of models available in
NetLogo. However some directions can be proposed. Concerning the modification
of the models, NetLogo GUI authorizes the user to modify parameters, to execute
some actions at runtime. This is compatible with our approach: an input event
can do the same. As we restricted our proposal to spatial coupling, we authorize
agents to enter or exit the model. The exit of agents can be handled by providing
some properties these agents have to respect and i) getting their features to be
”exported” as a list and ii) removing them from the model. Agents entering the
models can be represented by an event having a list of properties from which we
create turtles.

We simplified the NetLogo integration by considering the use of setup and go
commands instead of user defined ones. These choices can be revoked without
putting into question the principles used.

As a system can be composed of many subsystems, the performance and
the scalability of simulations can be put into question. Even if we did not focus
on efficiency in the design of mecsyco, a first answer is its architecture that
can distribute the simulators execution among several machines. This enables to
scale-up in terms of simulators number whilst keeping execution time.

This article focuses on the DEVS wrapping of NetLogo. We claim a declara-
tive approach to bridge the gap between the DEVS simulation protocol and the
model/simulator primitives. Readers may wonder on the generalization of this to
other multi-agent system. From our experience, having a systematic approach is
difficult because of the diversity of multi-agent platform architectures and multi-
agent models structures, there is still no multi-agent standard to rely on.

8 Conclusion and Perspectives

This article presented a preliminary work on the integration of a multi-agent sim-
ulator in a co-simulation. Our proposal (implemented on the NetLogo platform)
is grounded on a wrapper documentation which precises i) the initial parame-
ters, the input and output ports; and ii) the NetLogo codes that correspond to
the implementation of the DEVS protocol functions in the model. This docu-
mentation can be written within a dedicated DSL and is used inside the generic
NetLogo wrapper (a Java code in our case) of the mecsyco platform.
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We provide two proofs of concepts that showed the possibility to integrate
NetLogo models in mecsyco, and to make them interact together or with other
already integrated simulators without any additional coding (except the one
provided in the documentation).

This integration opens the possibility to reuse the wide variety of exist-
ing NetLogo models in a co-simulation (with or without other multi-agent
simulators).

However, our proposal imposes that the model has been adapted in order to
be used inside a co-simulation. A second limitation coming from the wrapping
strategy imposes that the information exchanges make the time to progress; this
forbids interactions between agents situated in different simulators.

As perspectives, we want to confront our proposal with more NetLogo mod-
els in order to gain a better understanding of how a NetLogo model has to
be modified to be integrated and to validate conceptually the approach before
confronting the principles of our proposal to other multi-agent simulators (with
which we will be faced to the same conceptual issues and to new software inte-
gration problems).
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Abstract. This paper is based on the evacuation scenario of Kiss Night-
club Tragedy in 2012. Marked by imprudence of the responsible people
to the national security standards, the event has resulted in many vic-
tims. The simulations were modeled with NetLogo using Multi-Agents
approach based on real data of the Nightclub and an ‘ideal’ scenario
using security standard NBR 9.077 of ABNT (Brazilian National Regu-
lamentation). The environment was modeled using Kiss blueprint. Panic
was modeled using psychology basement of the literature. Results show
the importance of follow the security standards imposed by ABNT to
give secure evacuations of Brazilian buildings. The conclusion shows
how important can be the application of this standard in the control
of panic disseminate on emergency scenarios in order to provide effective
evacuations.

Keywords: Evacuation model · Kiss nightclub · Security standards
NBR · Tragedy

1 Introduction

The managers of nightclubs are respecting the technical security standards? Is
this effectiveness to provide secure evacuations? Some supervisors negligence for
the security project of a social gathering building can cause several consequences
in evacuation scenarios? These questions are asked in many events where are
scenarios of big tragedies, like in 2013 on the Brazilian Kiss Nightclub in Santa
Maria, Rio Grande do Sul.

The Kiss fire occurred in January 27th of 2013 and some of the factors that
caused the large rate of victims (242) and injured (680) were the poor signaling
to emergency exits combined with an overcrowded scenario with just one exit
door in the night of this tragedy [2,13,18].
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This study is considered necessary to demonstrate through an agent-based
simulation, the result of the application of Brazilian Association of Technical
Standards (Associação Brasileira de Normas Técnicas - ABNT), specially the
NBR 9.077 at nightclubs, defined in the resolution as ’places of social meetings’,
and also demonstrate its support minimizing the emotional factor ’panic’. The
NBR 9.077 recommends the size and number of the emergency exit doors based
on building dimensions and population [5].

The main objective of this research is to provide results that can be encour-
aging to demonstrate how the Brazilian security standards are good and effective
give secure for emergency scenarios of evacuation of buildings. The results will
serve to contribute as a possible reference to prevent future tragedies like the
Kiss nightclub. Also, characteristics like exit signaling, number of exit doors
and how people act on this kind of situation with and without these standards
in the scenario, should provide parameters and conclusions that could help the
responsible people to prevent tragedy events in another nightclubs.

To do, two environments were implemented, each with two different scenarios
of a Multi-Agent simulation. Both being different in the characteristics: initial
population, signallings and emergency exit doors (local and size).

The implementation the NBR 9.077 indicates the characteristics and dimen-
sions of the emergency exits in buildings [5]. The panic emotion logic was devel-
oped based in the definition of Mawson and Anthony [14] and this study uses
a Multi-agent modelling approach, that is a computational system where two
or more agents interact/work each other to accomplish some tasks or objectives
[23]. The choosen software was NetLogo 5.3.1., because of its capacity to simu-
late social behavior on the Multi-Agent context and its good representation of
real world environments and objects.

This paper is structured as following: The Sect. 2 presents the background
of this study. The Sect. 3 shows up the process of definition and description of
the simulation scenarios. On the Sect. 4, there is an analysis of obtained results.
Finally, the Sect. 5 presents the final considerations and contributions of this
study and the future possibilities on this domain.

2 Background

To work with people safe and security evacuations, its important to know
the local standards of emergency. Brazil have an important association (NBR)
responsible to study and provide the rules of several things, between these are
the standard of the ways to calculate the emergency exits and where should be
placed the signaling boards referring to this exits, NBR 9.077.

2.1 NBR 9.077

The Brazilian security standard NBR 9.077 refers to the regulation of emergency
exits in buildings, such as classification of buildings, components of emergency
(stairs, ramps and loading and unloading terminal), calculation of maximum
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population, dimensioning of emergency exits, areas of refuge, signaling, and other
specific conditions [5,20].

According to NBR 9.077, the number of emergency exits and their dimen-
sions are calculated according to the maximum capacity of people in a building.
The population of the building is given according to the Table 1 in Silva [20] and
Table 5 from page 29 of [5]. As follow in the NBR 9.077 and those Tables, night-
clubs are in the F-6 division and to define the maximum population, bathroom
areas in occupations E or F division are excluded. The width of the outputs is
given by the Equation N = P/C(1), where N represents the number of units of
passage, rounded to the first upper integer; P is the population; and C is the
capacity of the gate unit [5].

The unit of passage (UP) is fixed at 0.55 m, considering the minimum width
for the passage of a row of people. While the capacity of the gate unit of passage
(C) is the number of people that pass by minute in that unit. The minimum
width of doors in general occupation must correspond to at least 1.10 meters,
corresponding to two units of passage, except for occupations of group H, division
H-3 [5,20].

Provide security with the standards must be combined with the human psy-
chological factors like emotions in critical situations. For this study were com-
bined the application of the NBR with the panic factor. This emotion is directly
related to the planning of emergency systems, once compliance with the ABNT
security standard can help people to maintain their natural social behavior in
the face of a critical situation, collaborating with the safeness of the evacuation.

2.2 Panic

The definition of “panic” by several authors is considered “a reaction involving
fear and/or evasive actions that causes irrational and competitive behavior and in
many situations involving aggressive physical interactions, breaking the natural
order of the environment” [9–11,14,21].

It is noted that in the human behavior literature, “panic” is generally defined
as irrational behavior, but research results consistently show that people do not
always exhibit this behavior in fires [21]. However, altruistic behavior is seen as
rule in severe fire situations. In fact, human behavior under stress is relatively
controlled, rational and adaptive [17].

Quarantelli [16] explains that for the configuration of panic, three factors are
necessary: people must have an imprisonment feeling, deep isolation and a sense
of incapability. These emotions and feelings can be seen from witness of more
than 80 survivors of the ’Kiss’ case [7].

Panic in the Emergency Systems Project
If an emergency evacuation was designed only considering the trigger of an alarm,
the escape speed of the individuals would depend of their physical abilities, their
location in relation to the closest exit and the fire progression [22]. An event such
as the fire at Kiss nightclub in 2013 was showed that this concept was incomplete.
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In the old days engineers and people responsible for fire prevention and pro-
tection have defended the hypothesis that people would abandon the building
immediately when the fire alarm triggers. This thought considered only technical
aspects of security standards, without thinking about the human behavior [12].

Therefore, this work has implemented this theoretical foundation in its devel-
opment, that simulate an emergency situation in the recreated scenario from the
Kiss Nightclub tragedy, also in an ideal scenario following the rule NBR 9.077.
Demonstrating the possible effectiveness and the importance of following the
security standards in an emergency situation that envolves panic.

3 Methodology

This work has evolved based on the implementation defined by Silva [20], where
a simplified version of the Kiss nightclub is simulated (see Fig. 1). In that work
the main objective was to verify how the standard NBR 9.077 could be improved
people evacuation time in an emergency situation.

Fig. 1. Environment of Kiss nightclub evacuation in [20].

However, this present study proposes an evacuation scenario considering an
additional emotional behavior in the people, that is considered an emotional
factor in evacuation processes [14]. The Kiss parameters are the same as defined
in Silva [20], that describes this one a smaller scale simulation due the proportion
of computation simulation.

Also, this new simulation scenario considers a drawing of the nightclub’s
blueprint, once that the simulation begins to contemplate all the characteristics
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of the environment at the moment of the fire. These new parameters could be
providing a more realistic simulation and more precise results.

According to [20], in the NBR 9.077, the maximum capacity of a building are
provided by the division of all occupational area by the factor 0,5 m (measure
that a person occupies in locals of social meetings of the division F-6), but in
this new simulation, the non-occupiable areas (stages and bathrooms) weren’t
excluded.

Remembering, about the capacity, the nightclub had the maximum capacity
of 691 people and the exit door width had an appropriate width to this capacity,
but this specific door were the same entry door. However, at the moment of the
incident the nightclub was overcrowded, according to reports there were about
1200 people there [2,13,18].

3.1 Environment

The environment of the simulations is based on agents, where they can perceive
their environment and act on it. The implementation was created with the three
main objects that constitute the simulation in NetLogo: Turtles agents that
move in the world; Patches that form the two-dimensional environment, divided
by a grid of patches; Observer that contemplates the environment formed by the
turtles and patches [15].

As described in Silva [20], the nightclub had dimensions of 615 square meters,
with a single access with a width of just over 2.5 m [2,13,18].

In order to reproduce a realistic scenario in relation to the tragedy, on a
computational simulation scale, the environment was recreated (see Fig. 2). The
implemented grid dimensions was recalculated assuming that the nightclub had
an equal width and length, the obtained value was 24.8 m per wall. However, the

Fig. 2. Environment: In (a) the real blueprint of Kiss [8]. In (b) the implemented grid
in NetLogo. (Color figure online)
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software NetLogo has different measure values, so it was assumed that walls of
the environment would occupy 24.85 patches, totalizing 615.05 patches squared.
For the door, we have assumed 3 patches.

The reproduction of the nightclub’s blueprint presents the fundamental char-
acteristics of its real structure: two stages were represented by light pink; two
bars were represented by red; two bathrooms represented by the places where
they are “bad signalling”: a blue colored patch (on top) and the other, orange
colored patch (in the right bottom). At the time of the incident, the main access
to the nightclub exit was blocked by security guards [7,13], considered in the
simulation as a block continuous wall in the environment. The outer and inner
walls consist in patches that are represented by gray and they are obstrutives,
the people (turtles) inserted in the environment cannot cross them. This obstruc-
tion force people to move toward a free space “dancing” or seeking the exit in
an evacuation scenario.

At the night of the incident, there were objects (obstacles as tables, chairs
and environment divisors) present in the nightclub, causing small obstructions
and difficulting the movement in the place. However, this object locations were
not known and to represent this behavior closely of reality in the simulations, a
number of obstacles was defined by the researchers (15), that were allocated in
different random locations at the nightclub at each simulation starts.

Fig. 3. Graphical Interface of Simulation Environment in NetLogo: (a) NBR OFF (b)
NBR ON.

The simulation environment (Fig. 3) is configurable for six variables, the main
three: NBR, that refers to the application of the safety rule; obstacles, referring to
the number of obstructive random patches; population, that refers to the number
of people present in the environment. And another three: agent-size; agent-shape,
form of agents and; scared-speed, referring to the scared people velocity after the
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fire starts. These parameters were chosen because were considered relevant to
customize the variations of the three simulations scenarios.

When the NBR is deactivated (Fig. 3a), the club presents an incorrect exit
signaling and only one door for entry and exit. When the NBR is activated
(Fig. 3b), the nightclub assume that it is in accordance with the current stan-
dards, so the environment is changed in order to accomplish the safety rules such
as the following:

1. Two emergency exit doors placed in opposite localizations and with the rec-
ommended width in relation to the people capacity in the nightclub (as
described on the NBR 9.077);

2. Lighting signaling placed correctly and indicative boards only to emergency
exits (as described on the NBR 10.898).

The monitors People-out, Population, and Scared People present the updates
of these variables in real time. People-In, Scary, and People-Out graphics plots
present their values in function of time Fig. 3.

The nightclub’s blueprint is not altered for all scenarios of simulation, allow-
ing the analysis of the effects that the application of the rule would reflect in the
scenario of the moment of the tragedy.

3.2 Behavior

The simulation describes a scenario that people present in the nightclub can be
of two types:

– Happy-people: These are people who move normally (velocity and direction
without panic) around the nightclub;

– Scared-people: People who saw the fire and enter in a panic state increasing
your velocity and redirecting to the exits. Happy people also become panic
when they see another one already in panic. According to Stroehle [21], in
panic situations, people give up their own characteristics, inheriting a group
behavior.

The people move around the environment having a view area according to
Fig. 4. The view area considers that all people are standing. The NBR 9.050
describes that a person has a cone view, above the line of her/his horizon, s/he
saw a 25-degree view (Fig. 4a), and the unconscious eye movement is 15 degrees
(Fig. 4b).

The person’s vision is presented in the context of the simulation as in the
turtle vision. When the panic button is activated, the fire appears in red on
the left top stage of the environment. A person that is currently looking to the
stage, uses the 25 degree cone view to visualize the fire. At this point, this person
changes from happy to panic and seeks luminous indications and/or exit doors,
increasing her/his speed which is her/his movement in the environment. Based
on the informations of the real tragedy, people did try to running out when the
evacuation scenario began.
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Fig. 4. (a) Vertical and (a) Horizontal Vision of people standing [4].

The people who had not seen the fire but see a person in panic, also change
their state to panic. At this moment, this behavior shows that few people really
seen the fire in fact, but many people see another one in panic. When in panic,
turtles will movement to the nearest exit board signaling, calculated by the
Euclidean distance of nearest exit board signal that would refers the exits of the
environment and then to the exits.

3.3 Scenarios

The different parameters, such as population and the use of the NBR standard,
make the analysis of the realistic scenario that caused the incident of the tragedy
at Kiss nightclub possible. The scenario seen as “ideal” contemplates the safe
rules, allowing the comparison of the results and validate the expected effective-
ness of the standard application.

In the realistic scenario without the use of NBR 9.077, the population is 1200
people, configuring overcrowding, with only one exit door that is also the entry
of the nightclub. Also it has luminous signals board that indicate people where
are the bathrooms, a caracteristic which was consider one of the causes of greater
number of victims, according to Luiz [13]. The variation of this scenario, uses
the NBR partially, because it is still configured overcrowding.

In the “ideal” scenario with the NBR 9.077, the population is 691 people, as
indicated by the calculation for the dimensions of the nightclub. In addition, the
signal boards of the environment does not have signs to bathrooms, but indica-
tive signs to the emergency exits strategic distributed in the environment, what
facilitates the access to the exit doors, applied according to the suggestion in the
standard NBR 10.898 [3], that describes that “persons in emergency situations
tend to receive physical stimulus, or by means of communication”. As suggested
by the NBR 9.077, a second emergency exit door with a recommended width
of 3 m (3 patches) is also defined. The variation of this scenario uses only the
correct population of the nightclub, 691 people. Without the NBR indications
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utilized in the ideal configuration, as light signals indicating bathrooms and only
one door of 3 m (3 patches).

The described analysis of the results obtained in the simulations are showed
in the next section.

4 Results Analysis

This study uses a basic descriptive statistical analysis, in order to provide results
that can be used to see the potential of the brazilian security standards and
reinforce the importance of those to prevent serious incidents.

For the two defined scenarios were performed 10 executions for each because
the people were created in random positions in environment. So, the results of
those executions were tabulated and the arithmetic averages were calculated for
each relevant variable for the analysis. Each execution of the “ideal scenario”
presented difference between the number of people-in (trapped) and it was the
reason that the researchers performed 10 executions.

The evacuation time average of the realistic scenario, population of 1200
people with NBR = ON and NBR = OFF, were respectively, 1215.3 and 1335.1
ticks. With the NBR = OFF, an average of 407,3 people died in the bathrooms
(toilet room) after the evacuation ended, about 34% of all population inside the
nightclub. But when the NBR was activated, no one would have died, probably.
These numbers are showed that with NBR, independing of the overcrowded
situation, people should be evacuated with safety.

In the ideal scenario with the NBR configuration activated, it was obtained
an evacuation in an average time of 784.3 ticks and just 16 people died, 2% of
the 691 current people. This result can be seen with surprise, but the explanation
to deaths is: the place wasn’t overcrowded, so a few people didn’t saw the fire
or someone in panic until the max time before the smoke spread throughout
the environment. However, in the variation of this scenario, where the NBR was
deactivated, the average evacuation time was 821.7 ticks, and 247.5 people died
in the bathrooms, about 36% of all people.

In the ideal scenario it is possible to note an important characteristc from
behavioral vision, people die locked in. Even with the NBR activated and without
overcrowding, the can be loss of lives because some people are far away from the
fire and people that have seen the fire and panicked, can take time to perceive the
situation, until the fire and the smoke are spreading throughout the environment,
at the moment they panic, the reaction to evacuation can be belated.

Observing the linear tendency of the people-outside presented in the chart
of Fig. 5, it can be noted that besides the difference of approximately of 100
ticks in time of evacuation between the two main scenarios in the chart, respec-
tively: realistic overcrowded and without the NBR and ideal (crowded
with NBR = ON), the difference in the percentage of victims (people-inside) is,
considerably, relevant. While in the realistic scenario of the tragedy, about
34% of the people were locked inside the nightclub, in the scenario told as
ideal, only 2% of the present people were victimized.
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Fig. 5. Evacuated People of Scenarios

Fig. 6. Evacuation Time Between Realistic and Ideal Scenarios

An important aspect of the simulations is the time gap in which people
panic, that is, change behavior. For that, the averages from the chart (Fig. 6)
of the main scenarios: realistic (overcrowded and without the NBR) and ideal
(crowded and with NBR), were also calculated.

When we observe the linear tendency of the chart of ‘Time of Evacuation
between the Realistic and the Ideal Scenarios’ (Fig. 6), regarding the time all
people panic, it is noted that in the ideal scenario, people take 74% more
time to begin panicking, compared with the realistic scenario.
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5 Conclusions and Further Works

According to the results, we verified that the realistic scenario, with configura-
tion correspondent of the extracted data of the incident, showed up a consider-
able difference in the number of not evacuated people (victims) compared to the
ideal scenario. In this way is possible to verify that the correct placing of indica-
tive emergency signs and the correct number of exit doors with the dimensions
according to NBR 9.077, should provide an evacuation more effective.

The results of simulations with regard to the time in which people are staying
in panic and the evacuation time, show us that the use of the NBR 9.077 indica-
tions, in this case, the signaling boards that indicate exits correctly applied and
distributed in the environment can help in the control of people’s actions and
it could help people to feel more secure in emergency situations and make the
evacuation more secure. Through that having a lesser tendency to desenvolving
panic, preserving their physical and emotional integrity during a well-conducted
evacuation.

Obviously this study is an simulation of the reality and their parameters, but
this research is considered encouraging to show how important are the security
standards on people’s safety and how its is possible to prevent future incidents
applying these rules on buildings. Based on the ideal environment of the simu-
lation people would have less reasons to feel insecure, trapped and incapable if
the environment is properly signed to the emergency exits and have a sufficient
number of doors with appropriate width.

However, it is possible to verify that the number of victims in the NBR OFF
with Overcrowed (Realistic scenario) was considerably different of the sum of
victims and injured people of the tragedy that was 722 [7,8]. The rate of deaths
after the evacuation of the overcrowded simulation scenario was 407 while in
real tragedy this rate was 242. About this, the authors believe this difference
between the rate of victims was provided because are more than one possible
emotional factors acting at the moment of the fire starts (like flight or fight),
what should causes a people different behavior between the simulation model
and the real scenario of the tragedy.

Although, the researchers hope to contribute to the community of Multi-
agent systems, regarding evacuation models. This through a study case using a
real environment, applying the safety standards as NBR 9.077 of ABNT into the
Brazilian nightclub.

In futher works, the authors aim to do the modelling of conflict behaviors,
as momentary paralysis, ’fight or flight’ and affiliation [12].

Dreaming higher, its possible to say that the researchers aim to develop
an generic to the security standard NBR 9.077. An environment that would
be receive a blueprint of an building and generate: their ideal population, an
distribution of signal boards and the place of the exit doors and their widths.
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iado (2013). http://g1.globo.com/rs/rio-grande-do-sul/noticia/2013/01/legista-
acredita-que-90-dos-mortos-em-incendio-tenham-se-asfixiado.html

9. Helbing, D.: Simulation of pedestrian crowds. In normal and evacuation situations.
In: Schreckenberg, M., Sharma, S.D. (eds.) Pedestrian and Evacuation Dynamics,
pp. 21–58. Springer, Berlin (2002)

10. Johnson, R.N.: Panic at the who concert stampede: an empirical assessment. Soc.
Probl. 34(4), 362–373 (1987)

11. Johnson, R.N.: Panic and the breakdown of social order: popular myth, social
theory, empirical evidence. Sociol. Focus 20(3), 171–183 (1987)

12. Ludovico, M.T.: Comportamento Humano e Planejamento de Emergências. 4th
Edn of CCPS Latin American Process Safety Conference (2012)

13. Luiz, M.: Dois anos depois, veja 24 erros que contribúıram para trag édia
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ferê1ncia Ibero Americana de Computação Aplicada, 2016, Lisboa. In: Proceedings
of the IADIS Conferencias Ibero Americanas on WWW/Internet and Computação
Aplicada 2016, pp. 334–338, Dezembro, 2016

http://g1.globo.com/rs/rio-grande-do-sul/tragedia-incendio-boate-santa-maria-entenda/platb/
http://g1.globo.com/rs/rio-grande-do-sul/tragedia-incendio-boate-santa-maria-entenda/platb/
http://g1.globo.com/rs/rio-grande-do-sul/noticia/2013/01/legista-acredita-que-90-dos-mortos-em-incendio-tenham-se-asfixiado.html
http://g1.globo.com/rs/rio-grande-do-sul/noticia/2013/01/legista-acredita-que-90-dos-mortos-em-incendio-tenham-se-asfixiado.html
http://g1.globo.com/rs/rio-grande-do-sul/noticia/2015/01/dois-anos-depois-veja-24-erros-que-contribuiram-para-tragedia-na-kiss.html
http://g1.globo.com/rs/rio-grande-do-sul/noticia/2015/01/dois-anos-depois-veja-24-erros-que-contribuiram-para-tragedia-na-kiss.html
http://ccl.northwestern.edu/netlogo


280 V. Silva et al.

21. Stroehle, J.: How do pedestrian crowds react when they are in an emergency sit-
uation: models and software (2008). http://guava.physics.uiuc.edu/nigel/courses/
569/Essays Fall2008/files/Stroehle.pdf

22. Winerman, L.: Criminal profiling: the reality behind the myth. American Psy-
chological Association: Monitor on Psychology, vol. 35, no. 7, July/August 2004.
http://www.apa.org/monitor/julaug04/criminal.aspx

23. Wooldridge, M., Jennings, N.R.: Intelligent agents: theory and practice. Knowledge
Engineering Review (1994)

http://guava.physics.uiuc.edu/nigel/courses/569/Essays_Fall2008/files/Stroehle.pdf
http://guava.physics.uiuc.edu/nigel/courses/569/Essays_Fall2008/files/Stroehle.pdf
http://www.apa.org/monitor/julaug04/criminal.aspx


Lazy Fully Probabilistic Design:
Application Potential

Tatiana V. Guy, Siavash Fakhimi Derakhshan(B), and Jakub Štěch
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Abstract. The article addresses a lazy learning approach to fully prob-
abilistic decision making when a decision maker (human or artificial)
uses incomplete knowledge of environment and faces high computational
limitations. The resulting lazy Fully Probabilistic Design (FPD) selects
a decision strategy that moves a probabilistic description of the closed
decision loop to a pre-specified ideal description. The lazy FPD uses cur-
rently observed data to find past closed-loop similar to the actual ideal
model. The optimal decision rule of the closest model is then used in the
current step. The effectiveness and capability of the proposed approach
are manifested through example.

Keywords: Lazy learning · Fully Probabilistic Design
Decision making · Linear quadratic gaussian control

1 Introduction

A closed decision-making (DM) loop consisting of agent-environment pair is
described by the agent’s actions and environment states (possibly partially
observable). DM problem is to influence the environment behavior in a desired
way by choosing and applying a tailored DM policy generating optional actions
with respect to the environment. The DM formulation covers stochastic and
adaptive control, estimation, filtering, prediction, classification, and others [1].
It has been shown that DM problem can be better treatable in a probabilistic
way [2] such as Bayesian DM theory, [3], that provides well-justified solution of
DM tasks. The applicability of Bayesian DM theory is limited by the curse of
dimensionality, [4], therefore approximate non-linear estimation, [5], and approx-
imate dynamic programming, [6], are mostly inevitable. Practically successful
techniques rely on local approximations around the current realisation of the
closed-loop behaviour.

This paper is a part of the project trying to lay a ground for lazy Fully Prob-
abilistic Design. Lazy Learning (LL) is an approach that searches and uses rele-
vant information from the past data. Inspired by human reasoning it decreases
deliberation effort by employing early-developed solutions. A simple fact, that
similar DM tasks tend to have similar solution, has caused the approach has
c© Springer Nature Switzerland AG 2018
F. Belardinelli and E. Argente (Eds.): EUMAS 2017/AT 2017, LNAI 10767, pp. 281–291, 2018.
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evolved in many areas under different names. Lazy-learning philosophy [7] has
been presented as case-based reasoning, memory-based learning, analogical mod-
elling, memory-based prediction, just-in-time modelling, transfer learning, see
for instance [8–10]. All of these experience-based methods are problem solving
processes in which an actual problem, defined on the same domain as the past
problems, is solved by searching for a similar situation and using its solution.
These methods are used for transfer learning aiming at improving performance
and learning on a new domain by learning from the past [11].

FPD, an extension of the Bayesian DM, solves a DM problem by considering
probabilistic description of both environment behaviour and DM preferences
[2]. The main aim is then to find an optimal policy minimising the divergence
the probabilistic description of actual closed-loop behaviour from that of ideal
closed-loop behaviour, which expresses DM preferences.

In this paper, a combination of LL and FPD is employed to utilize the com-
petence of both techniques in opting tailored action at each time step when the
knowledge of environment is incomplete. As a result the proposed solution not
only provides the desired decrease of computation demands, but also its over-
all performance is comparable to the performance of the standard FPD. The
proposed approach focuses on single-agent DM aiming at creating efficient and
scalable solution that can easily be extended to multi-agent settings.

The layout of the paper is as follows. Section 2 introduces formal notations
and necessary preliminaries together with a formal description of FPD. Section 3
formulates the lazy FPD problem and outlines its solution. Experimental section
demonstrates the effectiveness of our approach on attitude control of the hovering
helicopter. Finally, Sect. 5 summarises the main results and outlines the open
problems remained.

2 Underlying Theory

This section introduces necessary conventions and notions.

2.1 Preliminaries

The sequence (xt, xt+1, . . . , xt+h) is shortened as x(t, t + h). Discrete time
instances are labelled by τ = 1, 2, . . . , t, t ∈ N. Bold capital X represents a
set of x values. An abbreviation pdf denotes probability density function. The
Kullback-Leibler divergence (KLD), [12], measuring the proximity of two pdfs f
and g, acting on a set X, reads

D(f ||g) =
∫
X

f(x)ln
f(x)
g(x)

dx, (1)

with D(f ||g) ≥ 0, D(f ||g) = 0 iff f = g almost everywhere on X.
Let us consider an interacting agent-environment pair, see Fig. 1. The agent

observes a new environment state st ∈ S at time t and chooses action at ∈
A to learn or influence the environment in accordance with the agent’s DM
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preferences. Having action selected, the environment moves to the next state
and the agent receives one-step reward. The aim of the agent is to find optimal
policy maximizing the future reward.

Fig. 1. The closed decision loop.

The closed-loop model of the environment-agent pair, is fully described by
joint pdf p(st+h, at+h−1, st+h−1, . . . , st+1, at), sτ ∈ S, aτ ∈ A, t ≤ τ ≤ t + h, t, τ,
h ∈ N, that can be factorised using the chain rule for pdfs, [13], as follows:

p(t,h) =

t+h∏

τ=t+1

p(sτ |s(t, τ − 1), a(t, τ − 1))p(aτ−1|s(t, τ − 1), a(t, τ − 2))p(st). (2)

The first factor, p(sτ |s(t, τ − 1), a(t, τ − 1)), is environment model, the second
factor, p(aτ |s(t, τ), a(t, τ − 1)), is a randomised DM rule and p(st) is a prior pdf
of state. A sequence of DM rules, {p(aτ |s(t, τ), a(t, τ − 1))}τ , up to time t + h,
forms DM policy πτ : (Sτ × Aτ−1) �→ Aτ .

2.2 Fully Probabilistic Design

Any systematic DM design selects a DM policy that makes the resulting closed-
loop model (2) close to the desired one. FPD [2] considers the desired proba-
bilistic closed-loop model as ideal model that expresses the agent’s preferences.
An advantage of FPD is an ability to explicitly describe multiple aims and con-
straints. The resulting optimal DM policy is randomised, unlike in the standard
Bayesian DM. Let us consider the following simplified Markov version of (2):

p(t,h) =
t+h∏

τ=t+1

p(sτ |aτ−1, sτ−1)p(aτ−1|sτ−1)p(st). (3)

In (3), t is a starting step and h ∈ N is a finite horizon. The corresponding ideal
model reflecting agent’s DM preferences reads:

Ip(t,h) =
t+h∏

τ=t+1

Ip(sτ |aτ−1, sτ−1)Ip(aτ−1|sτ−1)p(st). (4)
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FPD, provides a DM policy yielding minimum of the KLD, (1), from the current
closed-loop description, (3), to the ideal one, (4). Thus optimal DM policy πopt

coming from the minimisation is

πopt = arg min
{p(aτ |s(τ))}t≤τ≤t+h−1

D(p(t,h)||Ip(t,h)),
∑

aτ ∈A

p(aτ |s(τ)) = 1. (5)

3 Lazy Fully Probabilistic Decision Making

Lazy learning is an approach, which at the actual time step goes through the
stored data and searches the relevant data to deal with a current DM problem,
see Fig. 2. In this figure, the red points indicate the similar situations in the past
and different closed-loop sequences (sτ+1, aτ , sτ ). We are intending to find an
optimal DM policy that respects our current ideal, based on the past optimal
actions.

Fig. 2. Lazy-learning fully probabilistic decision making strategy.

This section describes the general idea of the proposed solution. Let us con-
sider a DM task Q(t,h) = (p(t,h),Ip(t,h)) where p(t,h) and Ip(t,h) is given by (3) and
(4), respectively. The collected historic data contain environment states sτ ∈ S
and actions aτ ∈ A, τ < t, observed up to actual time t. The data describe
past (solved) DM tasks Q(τ,h), τ = 1, . . . , t − h. The following assumption is
considered.

Assumption 1. Actions aτ , τ < t applied in the past DM tasks sufficiently well
approximate the optimal solution with respect to the past ideal models Ip(τ,h).

This assumption justifies considering the past actions and employing them
to find current optimal action even without explicit knowledge of past ideal
closed-loop models Ip(τ,h), τ ≤ t − h. Next, we need to find aopt

t which makes
closed-loop p(t,h) close to its ideal counterpart Ip(t,h). The proposed solution
requires the following assumptions reflecting real-life DM tasks.
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Assumption 2. There exists at least one past ideal Ip(τ,h) that is sufficiently
close to the current ideal closed-loop model Ip(t,h).

Assumptions 2 ensures that past experience is sufficiently rich to cover the
current DM task. It also allows to search for the similar task in the whole past
history.

Assumption 3. The environment behaviour does not significantly change over
time period considered.

Technically Assumption 3 means that probabilities in (3) do not change with
time. Note that Assumption 3 is not so restrictive. Once its violation is suspected,
different forgetting-like techniques [14] can be applied.
The proposed solution of the lazy FPD is given by the following proposition.

Proposition 1. Consider a set of past DM tasks Q(τ,h) = (p(τ,h),
Ip(τ,h)), τ =

1, . . . , t−h respecting Assumptions 1–3. Then optimal action aopt
t for the current

DM task can be found as follows:

τopt = arg max
τ∈(0,t−h)

Ip(τ, h)

aopt
t = aτopt . (6)

The maximisation in (6) runs over past sequence of states and actions

(sτ+h, aτ+h−1, sτ+h−1, . . . , sτ+1, aτ ), τ ∈ N

such that states observed at times τ and t are virtually equal. An optimal action
is then taken from a sequence maximising the current ideal closed-loop model.

4 Experiment

This section aims to verify the effectiveness of the proposed single-agent strategy.
A linear model of the helicopter in hovering is considered as an example. The
DM strategy designed by the presented approach is compared with a Linear
Quadratic Gaussian (LQG) control strategy.

4.1 Lazy-Learning Fully Probabilistic LQG

The helicopter has six degrees of freedom in its motion, [15]. There are four
control inputs concerning its flight in addition to throttle control. By coordinat-
ing these inputs the helicopter can make forward and backward flight, sideward
flight, hovering, hovering turn, vertical climb and descent, etc.

Assuming the main rotor is composed of two blades without dragging motion,
the vehicle mass center is located under the rotor shaft, rotor angular velocity
is constant in hovering, and the tail rotor is composed of two blades and its hub
center is located on the fuselage longitudinal axis, the model of helicopter can
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be separated into two parts. The first part represents main rotor dynamic and
the second one models dynamics behaviour of the tail rotor.

In the hovering mode, only main rotor dynamics describes the roll and pitch
movement of the craft. The aim is to move roll and pitch angle to zero values.

We consider the following linear model of helicopter, details see [16]:
⎡
⎢⎢⎣

φt+1

φ̇t+1

θt+1

θ̇t+1

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

1 0.021 0 0.0002
0 0.99 0 0.025
0 −0.0013 1 0.02
0 −0.1820 0 0.848

⎤
⎥⎥⎦

⎡
⎢⎢⎣

φt

φ̇t

θt

θ̇t

⎤
⎥⎥⎦ +

⎡
⎢⎢⎣

0.06 0.0032
4.75 0.45

−0.0098 0.313
−1.18 27.356

⎤
⎥⎥⎦

[
θs

t

θc
t

]
(7)

In (7) t denotes discrete time step, θ̇ and θ are pitch angular velocity and pitch
angle, φ̇ and φ are roll angular velocity and roll angle, and θs and θc are roll
control (laterally cyclic) and pitch control (longitudinally cyclic), respectively.
Under different strategies implied by various unknown ideals, roll and pitch
movements are shown in Fig. 3. In order to gather the closed-loop data, the decen-
tralised Proportional-Derivative (PD) controllers, [17], with different parameters
are employed. Since system outputs are continuous, finding similar past data
requires an infinite database. To solve this problem, control actions and system
outputs are discretised in values, see Fig. 4. As it can be seen in Fig. 4, roll and
pitch movements respond correctly and the helicopter moves to the hovering
position from the different initial states. Figure 5 depicts a histogram of control
actions when the current value of φ ∈ (0.798, 0.8) while the previous value of
φ ∈ (0.998, 1.0). The diversity of actions guarantees that finding tailored set of
control actions based on a given ideal FPD and past data is highly plausible.

Fig. 3. The closed loop behaviour under different strategies.
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Fig. 4. The discrete-valued system outputs and control actions.

In order to formulate lazy-learning fully probabilistic LQG in hovering mode,
the ideal state distribution and ideal controller strategy are assumed to be Gaus-
sian with zero mean value and covariance matrices Σ > 0 and R > 0:

Ip(sτ+1|aτ , sτ ) = Nsτ+1(0, Σ) (8)
Ip(aτ |sτ ) = Naτ

(0, R), (9)

For the linear Gaussian state-space model, the controller found by FPD approach
can be interpreted as a standard LQG with a state penalization matrix Σ−1 and
input penalization matrix R−1, details see [2].

Fig. 5. The histogram of control actions.

By considering Σ−1 = diag(1, 1, 0, 0) and R−1 = I2, where I is the identity
matrix, and substituting (8) and (9) into (4), the ideal close-loop behaviour is
defined as follows:
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Ip(t,h) ∝
t+h−1∏

τ=t

e−(θ̂2
τ+1+φ̂2

τ+1+(θs
τ )

2+(θc
τ )

2). (10)

Roll and pitch trajectories for the initial condition s(0) =
[
0.75, 0, −0.5, 1.0

]T

obtained by lazy-learning FPD h = {1, 10}, LQG approach and PD regulator can
be seen at Fig. 6. Under the same initial condition, Fig. 7 illustrates the evolu-
tion of control signal. Figures 6 and 7 indicate that the roll and pitch movements
respond correctly and the helicopter is conduced to the hovering position. Fig-
ures 6 and 7 clearly demonstrate closeness of the proposed approach to the LQG
control, and show that even when the decision maker uses incomplete knowl-
edge of environment, the proposed approach is very effective. By other words,
the proposed approach obviously alleviates the computational load needed and
decreases the dependency on accurate knowledge of environment in the FPD
approach (Proposition 2 in [2]).

Fig. 6. Trajectories of the roll and pitch angle.

A detailed comparison of the approaches (see Table 1) is based on perfor-
mance indices are calculated for different strategies. In particular we considered:

• Transient cost : closed-loop performance index in the first 20 steps under the
influence of initial state.

• Persistent cost : value of closed-loop cost function in the last 100 steps under
the influence of the process noise and the measurement noise.

• Total cost : value of the performance indices under the influence of initial state
and Gaussian noise.

From Table 1, it can be seen that proposed approach (LLFPD LQG) with horizon
h = 10 chooses the optimal control action. Compare to the standard LQG,
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Fig. 7. Evolution of the control signals.

LLFPD with h = 10 had competitive responses in the transient and persistent
state. Moreover under incomplete knowledge, LLFPD is a good alternative to
FPD approach. The proposed approach provides results that highly outperform
PD controller. Moreover it can reach visibly high control quality (see Table 1)
with comparable computational effort.

Table 1. Performance quality

Cost Function

Method J(tmin, tmax) = Σtmax
t=tmin

(θ2
t+1 + φ2

t+1 + (θs
t )

2 + (θc
t )

2)

Total cost Transient cost Persistent cost

J(0, 200) J(0, 20) J(100, 200)

LQG 3.19623 3.10324 0.04751

PD 6.53832 6.37771 0.08482

LLFPD, h = 1 3.50326 3.19382 0.11641

LLFPD, h = 2 3.46451 3.22531 0.09185

LLFPD, h = 5 3.38828 3.20451 0.07306

LLFPD, h = 10 3.34851 3.21622 0.06081

5 Concluding Remarks

The paper describes lazy fully probabilistic design of DM strategies. The idea
is based on searching similar previously experienced closed-loop models. The
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similarity criterion is maximisation of the current DM preferences. Instead of
searching over the whole action space, the approach investigates the previously
experienced DM tasks only. The solution can be of help even when past ideal
models are unknown.

The proposed solution significantly decreases: (i) the computational load
needed by FPD and other design techniques; (ii) danger of choosing inappropri-
ate DM preferences that are based on little or no knowledge of the environment.
Moreover switching between different controllers can have weak stability (see
[18]) while LL FPD provides stable closed-loop behaviour. The lazy FPD also
allows for efficient preference elicitation, (especially when no prior knowledge is
available), see [19,20]. In this case suitable past ideal models can be used as ideal
for the current DM task.

LL FPD approach designs an efficient optimising single-agent DM that does
not depend on perfect knowledge of the environment and thus can create a reli-
able base for multi-agent systems. The approach also gives a way how to transfer
ideals/models between different agents solving similar DM tasks on the same
environment. This ability is highly demanded in many real-world applications
where knowledge transfer cannot be easily ensured.
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1. Kárný, M., et al. (eds.): Optimized Bayesian Dynamic Advising: Theory and algo-
rithms. Springer, London (2006). https://doi.org/10.1007/1-84628-254-3
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Abstract. Autonomous vehicles’ behavioural analysis represents a
major challenge in the automotive world. In order to ensure safety and
fluidity of driving, various methods are available, in particular, simula-
tion and formal verification. The analysis, however, has to cope with very
complex environments depending on many parameters evolving in real
time. In this context, none of the aforementioned approaches is fully sat-
isfactory, which lead us to propose a combined methodology in order to
point out suspicious behaviours more efficiently. We illustrate this app-
roach by studying a non deterministic scenario involving a vehicle, which
has to react to some perilous situation.

Keywords: Autonomous vehicles · Simulation · Verification

1 Introduction

Behavioural analysis of autonomous vehicles is a challenge for modellers for years
[1–4]. It is often addressed by one of the following approaches:

– A road test consists in testing autonomous vehicles on existing roads or cir-
cuits in order to study their behaviour in the various situations they may
have to deal with. Despite obvious advantages related to its realism, this
method presents however serious limitations. Some countries simply do not
allow the use of autonomous vehicles on existing roads, and even when it is
legal, expensive prototypes are needed. Moreover, the time spent in testing
is long, as it corresponds to the real time spent on the road. Finally, some
scenarios cannot be studied with this approach, typically the dangerous ones,
which potentially lead to crash. As a result, computer based approaches are
generally prefered.

– More specifically, computer simulation enables to model vehicles’ behaviours
in a chosen environment so that various kinds of scenarios may be studied

c© Springer Nature Switzerland AG 2018
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in a comparatively shorter time. As compared to the former method how-
ever, this implies that the vehicles and their environment are considered at
some level of abstraction. Moreover, when vehicles present non-deterministic
behaviours, simulation tools are generally not exhaustive since each simula-
tion corresponds to a single path in the graph of all the possible behaviours;

– To improve the confidence in some model, the technique of model-checking,
which is an exhaustive method, may be used. Model-checker analysers allow
to automatically obtain binary answers (by yes or no) to questions about the
dynamic behaviour of vehicles. To do so, specific models of vehicles in a given
environment have to be provided. However, the use of the corresponding tools
is generally limited, being quite prone to the well known state space explosion
phenomenon.

We aim at proposing a method based on a combination of the latter two
approaches in order to benefit from their respective comparative advantages
when dealing with non-deterministic cases. The level of abstraction should there-
fore be carefully chosen so as to guarantee a convincing representation of the
actual vehicles’s behaviour in computer simulation. Because of the explosion of
the state space, the same level of abstraction cannot be used in model checking.
Since further abstractions are necessary to perform model checking analyses, it
may lead to some gap as compared to computer simulation, so that we need to
check that the obtained results are comparatively similar.

In order to define the desired levels of abstraction, it is necessary to determine
the main properties of interest that are to be studied with these tools. Here, we
focus on two main properties: the safety, which ensures that a vehicle always
respects safety distances and minimises the risk of accidents; the fluidity of
traffic, which consists in optimising the speed of each vehicle and in reducing
the stop-and-go phenomenon (traffic jams) to lower atmospheric emissions and
fuel consumption. The former can be addressed, for example, with Time-To-
Collision (TTC) [5,6], which computes the time before two vehicles on the same
lane collide if they keep their current speeds. The latter can be addressed, for
example, with Travel Time [7,8], which computes the time required to travel a
desired distance.

Our method is sketched in Fig. 1. The first step (step 0 in the figure) consists
in producing data with the help of computer simulation. On the basis of such
data, a human expert makes hypotheses about the behaviour of autonomous
vehicles for a given initial situation. It could be for example: all vehicles are safe
at all times. This kind of query needs an exhaustive check in the case of a non-
deterministic evolution of the system. Step 1 consists in expressing the query in
temporal logics1 and model checking it. If the model checker finds some execution
leading to a counter example, the corresponding execution is then confirmed by
simulation, to ensure that it is not a false positive due to abstractions (step 2).
In the case it is confirmed that some counter example invalidates the hypothesis,
the process can go on with a new one, thanks to the enrichment of data through
1 The translation of properties into temporal logics can be partly automatized using

a predefined set of queries.
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the verification process (step 3). More precisely, the method allows us to add
particular executions to the data that will give critical informations in order to
understand the behaviour of the vehicle and its causes.

Fig. 1. Steps of the method.

To illustrate our method, we propose a case study, namely a car-following
model in a given situation, which is rather straightforward for computer simula-
tion but where the model checking has to face potential error accumulation due
to the necessary discretisation of real number equations. A car following model
is a mathematical model defining the vehicle’s acceleration with respect to the
dynamics of the vehicle that precedes it, such as Gipps [9] or IDM [10].

In particular, we are interested in the following questions:

– What conditions are needed for a vehicle in order to be in an unsafe situation?
– Are there executions where a vehicle is always safe?
– Is it possible to stop the car without overpassing a deceleration threshold?

The structure of the paper is as follows: Sect. 2 first presents the main elements
of the computer simulation and model-checking approaches used in our case
study on autonomous vehicles, as well as the corresponding tools. Section 3 is
then devoted to the case study: first, a comparison between the simulation and
model-checking tools is developed for more confidence in our results. Finally, our
methodology is used on a non-deterministic scenario, where we aim at checking
hypotheses on a vehicle’s behaviour defined by a car-following model.

2 Presentation of the tools

2.1 Simulation

Simulation is a general method in which one first build a model to represent sev-
eral aspects of a system (environment, behaviour, interactions, physical phenom-
ena. . . ). The simulation consists in the computational evaluation of the dynamics
of the model over time. In the context of vehicles, it allows to reproduce their
physics and interactions with the environment.

A level of abstraction should be defined in a way approaching the reality
according to the desired observation. Various approaches have been developed
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for the simulation of autonomous vehicles, among which we could distinguish
three main families.

A first approach consists in reproducing realistically the behaviour of vehicles
by reproducing perfectly the laws of physics together with their specific parame-
ters (such as inertia, impulse or friction). The simulation can then assess various
aspects such as the study of a precise trajectory [11] or, in the context of com-
municating vehicles, a study of the reliability and integrity of the information
transmitted between the vehicles [12].

A second approach focuses on traffic, in general, and its evolution over time
through three points of view [13]: macroscopic, microscopic and mesoscopic.
In particular, in the case of microscopic studies, where vehicles are handled
individually in a small area, this approach allows to represent the longitudinal
component of vehicles’ motion thanks to car-following models, the majority of
which are guaranteed without collision (such as IDM), and the lateral component
thanks to lane change models (such as MOBIL [14]).

Finally, the third approach is agent-oriented in the sense that a vehicle is
assimilated to an agent, which reacts according to the perception of its environ-
ment [15]. Each agent has also the possibility to communicate with other agents
or with its environment to exchange information or negotiate a future decision
to make.

Fig. 2. Study of vehicles’ behaviour with GAMA tool

The simulators allow to model and study various properties at different
levels of realism and scale. We decided to illustrate our case study using the
GAMA tool [16] (Fig. 2), which is a multi-agent systems simulator using an
agent-oriented programming language (GAML). Each vehicle is characterised
by a position, speed and acceleration and is in a two-dimensional environment:
the longitudinal dimension (road direction) and the lateral dimension (neighbor-
ing lanes). At each time step, each vehicle updates its position while respecting
the rectilinear motion with a uniform acceleration. It can perform the following
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actions: accelerate, slow down, keep the same speed or change lane in a road con-
sisting in one or several lanes. The proposed abstraction is an effective way to
observe complex phenomena between vehicles and is a first step before switching
to a high level of realism.

2.2 Model-Checking

Model checking is a formal method for solving complex decision problems. More
specifically, it allows for behavioural properties of a given system to be verified
and provides examples of behaviours, which either respect or violate the checked
property. A model checking tool can be seen as an operator which uses a model
(for example a set of possible behaviours of vehicles on a portion of road) and
a property (for example the possibility of a collision between the vehicles) and
gives a binary result (true or false). This generally requires to model the system
as a finite-state machine along with the formalisation of a behavioural property
in temporal logics. The result of the checking is then obtained through the auto-
mated inspection of all states of the model, meaning that all the possible futures
from a given initial situation are considered in order to assess the property. The
main asset of such method is that it handles non-determinism while guarantee-
ing exhaustivity. But as a drawback, getting an answer may be difficult due to
the number of states of the model. Indeed, as a formalisation of the system’s
characteristics is needed, the resulting model is often composed of a very large
number of states (often several billions).

For instance, in the case of modelling of vehicles on a road portion, one must
take into consideration:

– The variables needed to express the state of a vehicle (position, speed, accel-
eration, direction,. . . );

– The cost of non-deterministic decision making;
– The number of vehicles, whose growth exponentially increases the number of

states.

Using abstractions allows to deal with the state explosion problem, while
impacting the reliability of the system due to the necessary discretisation. Actu-
ally, accumulation of errors due to discretisation and finite number computation
may lead to a totally different behaviour than the expected one. Having said that,
model checking may be interesting in solving complex problems, but the model
must present a satisfactory compromise between realism and computability.

In our combined analysis, we use a slightly modified version (without com-
munication or lateral movement) of an existing model initially devoted to
assess robustness of autonomous vehicles [17]. It runs on the model-checker
UPPAAL [18,19], which allows the verification of properties expressed in a sub-
set of CTL (computational tree logic) [20]. The expressivity of this query lan-
guage is generally sufficient for the kind of information we want to obtain. The
model considers a road section composed of several unidirectional lanes with
several agents (vehicles) on it. This environment is represented by a data struc-
ture containing the state of each vehicle along with a set of constraints on their
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possible actions. A vehicle’s state is kept as a set of values including position,
speed, direction, knowledge on the environment, etc. The current position is
expressed using discrete values, but with enough precision to model the vehi-
cle’s progression without leading to an abnormal behaviour due to the loss of
information. More precisely, the position of a vehicle is considered as a point
on a two-dimensional orthogonal grid. At a given frequency, each vehicle uses
the information at its disposal to make a decision on the immediate action to
be performed (it acts on acceleration and direction). It performs an action at
its own frequency, i.e., vehicles are seen as independent agents. Vehicles’ speeds
and positions are updated in a simultaneous way, which means that the obser-
vation of the system is independent from the vehicles’ decision making process
frequency.

In the case study, we assume that each vehicle knows the exact position and
speed of the vehicle that precedes it anytime a decision is made, meaning that the
information from sensors is considered perfect. However, the challenge regarding
this case study is to express the continuous function of a car-following equation
using a discrete setting of model checking tools, while reaching a satisfactory
precision and a state space small enough to be analysed in a reasonable time. In
order to do so we scaled variables before division, implemented rounding, power
and square root functions (which are not supported by UPPAAL because usually
not needed in model-checking), and wisely chose the granularity of the variables
used in the model. We obtained a model satisfying precision requirements that
may be analysed by a model checker in (at most) a couple of minutes for a few
vehicles on a portion of road of a few hundred meters.

3 Study of a Car-following Model: Intelligent Driver
Model (IDM)

In this section we first present the Intelligent Driver Model (IDM, a decision
making algorithm for autonomous vehicles) [10] and the interesting indicators
for behavioural analysis. First, for more confidence in our results, a comparison
between the simulation and model-checking tools is developed in order to find
indicators not impacted by the used abstractions. Then, we use our methodology
to check properties of IDM on some non-deterministic scenario.

3.1 Presentation

For our case study, we chose the Intelligent Driver Model (IDM) in order to
observe suspicious situations by combining simulation and model-checking tools.
This choice has several advantages:

– IDM allows to determine the acceleration of the follower vehicle for a given
situation by observing the characteristics of the follower and leader vehicles;

– It can describe an autonomous vehicle using an Adaptive Cruise Control
(ACC) system but it can also simulate the behavior of a human-driven vehicle;
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– This variety of representations can be done through the ability to determine
values for a set of initial parameters.

Let us consider two vehicles as depicted in Fig. 3: the follower vehicle i (whose
behaviour is determined by IDM) and the leader vehicle i − 1 (whose behaviour
is not necessarily IDM). At each time step, vehicle i updates its acceleration,
which varies according to two main criteria: on the one hand, vehicle i tends
to reach a maximum speed allowed on the road portion, v0 (cruise speed), and
on the other hand, it must also respect a minimum safety distance s∗ with the
leading vehicle (which varies with the relative speed between the two vehicles).

s

s*

i i - 1

Fig. 3. IDM operation: at any time, vehicle i adapts its speed with respect to vehicle
i − 1

The IDM equation computing the acceleration of the follower vehicle is as
follows:

acci =
dvi

dt
= a

[
1 −
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v0

)δ

−
(

s∗(vi,Δvi)
s

)2
]

(1)

where the desired bumper-to-bumper distance s∗(vi,Δvi) is:

s∗(vi,Δvi) = s0 + max
[
0,

(
vi × T +

vi × Δvi)
2
√

ab

)]
(2)

with a being the maximum acceleration, vi the speed of vehicle i, v0 the maxi-
mum allowed speed for vehicle i, δ the acceleration exponent (“aggressiveness”
coefficient), Δvi = vi − vi−1 the relative speed, s0 the minimum bumper-to-
bumper distance to the leading vehicle, T the estimated reaction time and b the
desired deceleration.

The parameters, namely a, v0, δ, s0, T and b, should be fixed at the initiali-
sation. For all the vehicles controlled with IDM, we decided to use the following
values corresponding to a recent autonomous vehicle on a highway offering a
comfortable deceleration and with a slightly shorter reaction time than that of
a human driver [10]:

– a : 5.0 m.s−2

– v0 : 30.0 m.s−1 (less than 110 km.h−1);
– δ : 4;
– s0 : 2 m;
– T : 0.7 s;
– b : 3 m.s−2.
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Note that in the IDM equation there is no limit on the maximum deceleration
(only the desired deceleration b is fixed). This means that there are potentially
situations where the value of deceleration exceeds b.

In what follows, we will use Time-to-Collision indicator TTC to study safety
and therefore potential cases of abnormally high deceleration value involving
unsafety or discomfort. TTCi value depends on the speed and position of the
two vehicles:

TTCi =
xi−1(t) − xi(t) − l(i)

vi(t) − vi−1(t)
∀vi(t) > vi−1(t), (3)

where i−1 represents the leader, i the follower, vi the speed of i, xi the position
of i and li the length of the vehicle i.

For all the scenarios presented in what follows, the observed portion of the
road is 200 m long, each vehicle’s length is exactly 5 m and their decision making
process occurs every 100 ms.

3.2 Comparison

We first want to check the difference in behaviour between computer simulation
and model checking approaches by comparing the travel time at the end of the
road portion and the position at a given time (three seconds after the beginning
of the scenario). Scenario 1 features three vehicles controlled by IDM. Initially,
vehicle A is at position 0 m and its speed is 30 m.s−1, vehicle B is at position
50 m and its speed is 25 m.s−1, and vehicle C is at position 100 m and its speed
is 20 m.s−1. Figure 4 illustrates this scenario.

Fig. 4. Initial situation of Scenario 1 with the respective speeds of each vehicle.

Here, the vehicles A and B have to adapt their speed to avoid collision, which
seems to be a good example to detect a possible error accumulation. The results
are presented in Table 1 and show that the position and travel time of the vehicles
are very close, with the higher percentage of error being on the travel time of B
(0.52%). Such results show that the average behaviour obtained for both tools
is similar enough to use position and travel time as reliable indicators.

Next, we check the behaviour regarding more sensitive indicators such as
TTC or acceleration value. Scenario 2 features two vehicles: vehicle A controlled
by IDM, initially at position 0 m with speed of 20 m.s−1, and vehicle B initially
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Table 1. Comparison of travel time and position at a given time for the three vehicles
of Scenario 1.

Criterion Travel time Position at 3 s

Car A Car B Car C Car A Car B Car C

Simulation 7.38 s 5.68 s 3.92 s 80.51 m 125.69 m 174.03 m

Model checking 7.39 s 5.71 s 3.92 s 80.74 m 125.26 m 173.99 m

at position 50 m with speed of 30 m.s−1, controlled with the following rule: B
starts by decelerating at −7 m.s−2 for one second, then accelerates at 5 m.s−2 for
one second, and finally decelerates again at −7 m.s−2 until it stops, as depicted
in Fig. 5.

Fig. 5. Initial situation of Scenario 2 along with the evolution of vehicle B’s speed.

One may notice that the initial situation is safe for the vehicle A (i.e., it
respects the safety distance). On this scenario, we check the values and time of
appearance of both the worst possible TTC value and the minimum acceleration
value (i.e., the maximum deceleration) for vehicle A. From the same vehicle we
also check the moment its acceleration value becomes negative.

Table 2. Comparison with respect to criteria based on acceleration and TTC of vehicle
A’s behaviour in Scenario 2.

Criterion min TTC min TTC min acceleration min acceleration first deceleration

(value) (time) (value) (time) (time)

Simulation 1.78 s 6.0 s −7.36m.s−2 6.0 s 2.70 s

Model checking 1.76 s 6.0 s −9.40m.s−2 6.0 s 2.70 s

The results are presented in Table 2 and show that for both tools, all the
events occur in the same time units. Also, TTC values are very close with only
0.02 s of difference (1.13% of error), meaning that we can use TTC as an indicator
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with a reasonable confidence. On the other hand, the value of minimum accel-
eration is quite different with more than 2 m.s−2 of difference giving 27.71% of
error. This is due to the propagation of errors of discrete value computation when
making decision with the IDM controller. Due to a different level of abstraction,
the acceleration computed at some step in the model checker is slightly different
than the one obtained in simulation. If the acceleration computed by IDM equa-
tion with discrete domain of the model checker is greater than the real one, it
implies that the speed at next step will be greater than needed and the time to
collision lower than it should be. As a consequence, the next acceleration com-
puted with IDM will be lower than the real one as it compensates this difference.
One may therefore observe locally important differences on acceleration, even if
the average values are close.

3.3 Application of the Method

In this section, we create a non-deterministic example on which we apply our
method. We define scenario 3 as a non deterministic variant of scenario 2, where
vehicle B starts with a −7m.s−2 acceleration, at some time changes this value
to 5 m.s−2, and then at some time changes it back to −7 m.s−2. We call the time
of the first event e1 and those of the second e2, and define α = e2 − e1 as the
duration of vehicle B’s positive acceleration. This values are illustrated in Fig. 6.
Note that if e2 never happend before the vehicle is out of the observed portion
of road, we consider that α is infinite.

Fig. 6. Values of e1, e2 and α on a possible behaviour of vehicle B.

First, we run several random simulation executions and get both mini-
mal TTC and acceleration values. On the basis of this data, we make three
hypotheses:
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1. There is a duration γ such that if e1 ≤ γ, TTC will never be under 1.7 s,
2. In order to have a TTC under 1.7 s, α must be comprised between e1 ∗ 0.5

and e1,
3. There is no possible execution where vehicle B stops and its acceleration value

is never less than to two times the desired deceleration parameter b (i.e. never
less than −6 m.s−2).

This leads to the following temporal logics queries:

1. Not Exists Finally TTC < 1.7 and e1 ≤ γ
2. Always Globally (TTC < 1.7 ⇒ α < e1 and α > e1/2)
3. Not Exists Globally acceleration(A) ≥ −6 and on the road(A), where

acceleration is the value of A’s acceleration and on the road(A) is a Boolean
variable, which is true if the vehicle A has not yet reached the end of the
portion of the road.

The first hypothesis is easily confirmed, but it is more interesting to find
a maximum for γ. Using model checker, we find by dichotomy a value of 2.3 s,
however one must keep in mind that there may be a slight error in the computed
TTC. Then, we explore the neighbourhood of this value by simulation in order
to refine it. Simulation points out an execution with e1 = 2.2 s, where a TTC
under 1.7 s is found, but none at e1 = 2.1 s. We can therefore assume that the
actual maximum for γ is 2.1.

The second hypothesis appears to be wrong. Actually, the model checker finds
an execution violating such property for both the upper bound (with e1 = 2.4 and
e1 = 4.9) and the lower bound (with e1 = 3.3 and e1 = 4.4). We then refine the
upper and lower bounds and finally get a result, where α ∈ [e1 ∗0.3, e1 ∗1.1]. The
exploration of these bounds by simulation does not show any counter example.

Finally, the third query gives a positive result, but we have to remember
that, as we showed, the acceleration value may potentially be very different in
the model checking and simulation. The verification of the same query with a
value of −7 m.s−2 instead of −6 m.s−2 still gives a positive result adding some
confidence to the result.

The verification process took less than 10 s for each query despite the com-
plexity of the system due to the size of the variable ranges and a large number
of positions in which each the agents may be. However, the system is still not
so complex in terms of non determinism, as we limited the number of possible
actions the leader vehicle may perform at any given time. This choice was made
for the purpose of the case study, as it was easier to check the consistency of our
result on such a case. For this reason one might argue that it might have been
possible to check all the possible behaviours with simulation alone in a relatively
reasonable time, which in this particular case, might indeed work. However, in
case of more complex behaviours, this does not seem to be a reasonable method.
Also, despite the fact that the verification time also increases with the size and
complexity of the system, it is still possible, up to some extent, to exhaustively
check hypotheses on complex non deterministic systems in a reasonable time
(i.e., less than a few hours). Note that performance mainly depends on the level
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of non determinism. For instance, adding other deterministic vehicles on a sce-
nario will have a very low cost, whereas adding more possible behaviours may
seriously affect the performance.

4 Conclusion

We addressed the challenge of modelling autonomous vehicles’ behaviour with
both computer simulation and model checking through well chosen abstractions
and discretisation. Both modelling approaches were studied and gave a satisfac-
tory representation of reality. First, we succeeded to model with a good accuracy
the behaviour of vehicles whose description needed a large number of variables.
Second, we experimented and compared both in regards to suitable indicators
which showed that obtained values coincided. Motivated by the complementarity
of these techniques we proposed a method combining both of them in order to
increase confidence in the results. Finally, thanks to this modelling and such a
methodology, we provided a case study showing it was possible to obtain effi-
ciently useful information on autonomous vehicles’ behaviour. In particular, the
analysis of the car-following model IDM pointed out some non trivial behaviours.

The tools used in this paper support more complex environments than those
used in our case study. These features may be used to deal with more realis-
tic situations (several lanes, communication between vehicles, various decision
algorithms,. . . ). Also, to cope with the error due to discrete values’ computa-
tion, it should be possible to use finer granularity for the variables but at a cost
of increased verification time. In the future we plan to use the infrastructure
presented here to study communications protocols between agents in order to
improve the quality of decision making of autonomous vehicles.
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Abstract. Agent based simulation of social organizations, via the inves-
tigation of agents’ training and learning tactics and strategies, has been
inspired by the ability of humans to learn from social environments which
are rich in agents, interactions and partial or hidden information. Such
richness is a source of complexity that an effective learner has to be able
to navigate. This paper focuses on the investigation of the impact of the
environmental complexity on the game playing-and-learning behavior of
synthetic agents. We demonstrate our approach using two independent
turn-based zero-sum games as the basis of forming social events which
are characterized both by competition and cooperation. The paper’s key
highlight is that as the complexity of a social environment changes, an
effective player has to adapt its learning and playing profile to maintain
a given performance profile.

Keywords: Board games · Playing behaviors
Multi-agent systems · Game complexity · Social events

1 Introduction

Turn-based zero-sum games are most popular when it comes to studying social
environments and multi-agent systems [1–3]. For a game agent, the social envi-
ronment is represented by a game with all its agents, components and entities,
such as rules, pay-offs and penalties, amongst others [2,4,5], while learning in a
game is said to occur when an agent changes a strategy or a tactic in response
to new information [5–8]. Social simulation involves artificial agents with differ-
ent characteristics (synthetic agents), which interact with other agents, possibly
employing a mix of cooperative and competitive attitudes, towards the investi-
gation of social learning phenomena [4,5,9].

The mimicking of human playing behaviors by synthetic agents is a realistic
method for simulating game-play social events [5], where the social environment
(games) as well as the other agents (opponents) [10,11] are among the key factors
which affect the playing behavior of the agents.
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The solvability of board games is being investigated for over 25 years [12–15].
Several studies focusing on board game complexity have shown that board games
vary from low to high complexity levels [13–15], which are mainly based on the
game configuration and the state space of the game, with more complex games
having larger rule set and more detailed game mechanics. In general, solvability is
related to the state-space complexity and game-tree complexity of games [14,15].
The state-space complexity is defined as the number of legal game positions
obtainable from the initial position of the game. The game-tree complexity is
defined as the number of leaf nodes in the solution search tree of the initial
position of the game. In our investigation, we adopted the state-space complexity
approach, which is the most-known and widely used [13–15].

The complexity of a large set of well-known games has been calculated [14,15]
at various levels, but their usability in multi-agent systems as regards the impact
on the agents’ learning/playing progress is still a flourishing research field.

In this article, we study the game complexity impact on the learning/training
progress of synthetic agents, as well as on their playing behaviors, by adopting
two different board games. Different playing behaviors [5] are adopted for the
agents’ playing and learning progress. We experiment with varying complexity
levels of Connect-4 (a medium complexity game) and RLGame (an adaptable
complexity game). These two different games cover an important range of diverse
social environments, as we are able to experiment at multiple complexity lev-
els, as determined by a legality-based model for calculating state-space com-
plexity. Our experiments indicate that synthetic agents mimic quite well some
human-like playing behaviors in board games. Additionally, we demonstrate that
key learning parameters, such as exploitation-vs-exploration trade-off, learning
backup and discount rates, and speed of learning are important elements for
developing human-like playing behaviors for strategy board games. Furthermore,
we highlight that, as the complexity of a social environment changes, the playing
behavior (essentially, the learning parameters set-up) of a synthetic agent has to
adapt to maintain a given performance profile.

2 Background Knowledge

In this section, we describe the games adopted for the experimental sessions, the
structure of the synthetic agents’ learning mechanisms and the development of
the social environments.

Connect-4 is a relatively recent game, fairly similar to tic-tac-toe, but uses
a 6 × 7 board with gravity. Both agents have 21 identical ‘coins’, and each
agent may only place its coins in the lowest available slot in a selected column
(essentially, by inserting a coin at the free top of the column and allowing it
to “fall”). The goal of the game is to connect four of one’s own coins of the
same color next to each other vertically, horizontally or diagonally before the
opponent reaches that goal. If all of both agents’ coins are placed and no agent
has achieved this goal, the game is a draw. Connect-4 is a turn-based game
and each agent has exactly one move per turn. It has a medium state space
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complexity of 4.5 × 1012 board positions [16]. Figure 1 depicts an example of the
Connect-4 game, in which agent B wins the game.

Fig. 1. A Connect-4 game in which player B wins.

RLGame is a board game [17] involving two agents and their pawns, played
on a square board. Two α × α square bases are on opposite board corners; these
are initially populated by β pawns for each agent, with the white agent starting
from the lower left base and the black agent starting from the upper right one.
The possible configurations of the RLGame are presented in Table 1. The goal
for each agent is to move a pawn into the opponent’s base or to force all opponent
pawns out of the board (it is the player not the pawn who acts as an agent, in our
scenario). The base is considered as a single square, therefore a pawn can move
out of the base to any adjacent free square. Agents take turns and pawns move
one at a time, with the white agent moving first. A pawn can move vertically
or horizontally to an adjacent free square, provided that the maximum distance
from its base is not decreased (so, backward moves are not allowed). A pawn
that cannot move is lost (more than one pawn may be lost in one move). An
agent also loses by running out of pawns.

Table 1. A description of game configurations

Board size (n) 5, 6, 7, 8, 9, 10

Base size (α) 2, 3, 4

Number of pawns (β) 1, 2, 3, 4, 5, 6, 7, 8, 9, 10

The implementation of some of the most important rules is depicted in Fig. 2.
In the leftmost board the pawn indicated by the arrow demonstrates a legal
(“tick”) and an illegal (“cross”) move, the illegal move being due to the rule
that does not allow decreasing the distance from the home (black) base. The
rightmost boards demonstrate the loss of pawns, with arrows showing pawn
casualties. A “trapped” pawn, either in the middle of the board or when there
is no free square next to its base, automatically draws away from the game.

For our study, in both games, each agent is an autonomous system that acts
according to its characteristics and knowledge. The learning mechanism used
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Fig. 2. Example of RLGame rules into action.

(Fig. 3) is based on reinforcement learning, by approximating the value function
with a neural network [2,4], as already documented in similar studies [18,19].
Each autonomous (back propagation) neural network [20] is trained after each
player makes a move. The board positions for the next possible move are used
as input-layer nodes, along with flags regarding the overall board coverage. The
hidden layer consists of half as many hidden nodes. A single node in the output
layer denotes the extent of the expectation to win when one starts from a specific
game-board configuration and then makes a specific move. After each move the
values of the neural network are updated through the temporal difference learning
method, which is a combination of Monte Carlo and dynamic programming [20].
As a result, collective training is accomplished by putting an agent against other
agents so that knowledge (experience) is accumulated.

Fig. 3. Learning mechanism of RLGame and Connect-4

For both games, the agent’s goal is to learn an optimal strategy that will max-
imize the expected sum of rewards within a specific amount of time, determining
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which action should be taken next, given the current state of the environment.
The strategy to select between moves is ε-Greedy (ε), with ε denoting the prob-
ability to select the best move (exploitation), according to present knowledge,
and 1 − ε denoting a random move (exploration) [21]. The learning mechanism
is associated with two additional learning parameters, Gamma (γ) and Lambda
(λ). A risky or a conservative agent behavior is determined by the parameter,
which specifies the learning strategy of the agent and determines the values of
future payoffs, with values in [0, 1] ; effectively, large values are associated with
long-term strategies. The speed and quality of agent learning is associated with λ,
which is the learning rate of the neural network, also in [0, 1]. Small values of λ
can result in slow, smooth learning; large values could lead to accelerated, unsta-
ble learning. These properties are what we, henceforth, term as “characteristic
values” for the playing agents.

RLGame and Connect-4, in their tournament versions [5], both fit the
description of an autonomous organization and of a social environment, as
defined by Ferber et al. [1,4]. Depending on the number of agents, social cat-
egories can be split into sub-categories of micro-social environments, environ-
ments composed of agent groups and global societies, which are the next level of
the cooperation and competition extremes of social organizations [2,4].

On one hand, RLGame was chosen because it is a fairly complex game for
studying learning mechanism and developing new algorithms, because all the
pawns of the game have the same playing attributes. It is not as complicated as
Chess, where almost all pieces have their own playing attributes, or Go, which
would make it difficult to study in detail the new learning algorithms. Further-
more, its complexity scales with the number of pawns and board dimensions,
which allows for fewer non-linear phenomena that are endemic in games like
Chess, Go, or Othello (for example, knight movement in Chess or column color
inversion in Othello, are both instances of such phenomena). We view this as a
key facilitator in our quest for opponent modelling (but acknowledge the impor-
tance and the interestingness of non-linear aspects of game play). On the other
hand, Connect-4 was chosen due to its low complexity. With these two different
games, we believe that we cover a quite important range of diverse environments,
as we can accommodate several levels of complexity in RLGame and pretty low
complexity in Connect-4.

3 Game Complexity

Combinatorial game theory provides several ways to measure the game com-
plexity of two-person zero-sum games with perfect information [13,14], such as:
state-space complexity, game tree size, decision complexity, game-tree complexity
and computational complexity. In this study, we use the state-space complexity
approach, which is the most known and widely used [13–15]. Nowadays, dozens
of games are solved by many different algorithms [14,15].

Connect-4 is one of the first turn-based zero-sum games solved by computer
[12]. It has a medium state space complexity of 4.5 × 1012 board positions in
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6 × 7 board size [16]. Tromp [22] presented some game theoretical values of
Connect-4 on medium board sizes up to width+height = 15, some of which are
presented in Table 2 [23].

Table 2. Connect-4, game configurations associated to their state-space sizes.

Height, Width (size) State space complexity β (coins per player)

8,2 1.33 × 104 8

8,3 8.42 × 106 12

8,4 1.10 × 109 16

7,4 1.35 × 108 14

7,5 1.42 × 1010 17.5

6,5 1.04 × 109 15

6,6 6.92 × 1010 18

6,7 4.53 × 1012 21

5,5 6.98 × 107 12.5

5,6 2.82 × 109 15

5,7 1.13 × 1010 17

The complexity of the RLGame depends mainly on the value of parameters
n, α, and β. The number of the various positions that might occur is bounded
from above by:

β∑

i=1

β∑

j=1

(
n2 − 2α2

i + j

)(
i + j

i

)
(1 + 2(β − i))(1 + 2(β − j)). (1)

The first (leftmost) term denotes the number of ways to place i+ j pawns in the
playing field (on the board but outside the bases) and the second term denotes
the number of ways to partition these i+j pawns into i white and j black pawns.
The two rightmost terms intend to capture, for each given configuration of i white
and j black pawns in the playing field, the additional number of positions that
may occur because each player might have pawns in its own base and no pawn
in the enemy base (there are β − i such configurations for the white player) or a
single pawn in the enemy base and possibly some pawns in its own base (again,
there are β − i such configurations for the white player).

Naturally, the above formula overestimates the number of possible states
since it also includes illegal states, so we devised a simple simulation with the
following steps to derive a better estimate.

– Given n, α, and β, we examine all valid configuration profiles (n, α, β, i, j)
where i, j denote the number of white and black pawns in the playing field.

– We generated 1000 random positions per valid profile and tested whether
some of them contained dead pawns (e.g., pawns with no legal moves).
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– For each configuration profile, we multiplied the fraction of such “legit” posi-
tions (we did not check whether a position without dead pawns can actually
arise in a real game) with [1 + 2(β − i)][1 + 2(β − j)] to take into account the
β − i (respectively, β − j ) white (respectively, black) pawns that are not in
the playing field for each configuration profile.

– We summed the number of “legit” positions over all configuration profiles for
the given values of n, α and β and calculated the ratio of “apparently legit
states” provided by this simulation over the “theoretical estimation” provided
by the formula.

Table 1 reviews the (n, α, β) configurations we used; since bases should be
at least one square apart in any given board, we eventually end-up with fewer
valid (n, α) combinations (shown alongside the results in Table 3). Additionally,
for valid configurations we demand that 0 < i ≤ β and 0 < j ≤ β.

Table 3. RLGame, games’ extreme configurations associated to their state-space sizes.
We state the theoretical upper bound and the ratio of “legit” positions that arose in
simulations.

Board, Base (size) β = 1 β = 10

Formula Ratio Formula Ratio

5,2 3.83 × 102 .991 1.11 × 1010 .127

6,2 9.33 × 102 .997 1.50 × 1014 .088

7,2 1.89 × 103 .999 6.93 × 1017 .177

7,3 1.12 × 103 .994 1.37 × 1015 .113

8,2 3.43 × 103 .998 7.21 × 1020 .373

8,3 2.36 × 103 1. 9.10 × 1018 .254

9,2 5.70 × 103 .996 2.40 × 1023 .562

9,3 4.29 × 103 .997 9.64 × 1021 .486

9,4 2.66 × 103 1. 3.72 × 1019 .315

10,2 8.93 × 103 1. 3.50 × 1025 .712

10,3 7.14 × 103 1. 2.96 × 1024 .645

10,4 4.97 × 103 .998 5.12 × 1022 .530

We only report the state-space size for the extreme cases of β = 1 and β = 10
for each (n, α) configuration used, since we observed that the approximation
ratios strictly decrease with increasing values of β (thus creating more room for
pawn interdependencies which lead to illegal moves). These results are shown
in Table 3 and confirm that, even for relatively small dimensions, state space
complexity is well over 1010.
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4 Experimental Sessions

In order to study the game complexity effect in synthetic agents’ learn-
ing/training process as well as in their playing behaviors, in multi-agent social
environments, three independent tournament sessions (experiments) with the
same pre-configurations were designed and run for both RLGame and Connect-
4 ; for simplicity, we will name these tournament sessions as RL − R(x × y) for
RLGame and C4 − R(x × y) for Connect-4, where (x × y) presents the game
configuration. Table 4 presents the game configurations selected for the tourna-
ment sessions (experiments). We chose three different game configurations for
each game, in order to study three different complexity level of each game. We
remark that in the following we only compare agents playing the same game; we
never compare an agent from RLGame to an agent from Connect-4.

Table 4. Selected game configurations for the tournament sessions (experiments).

Connect-4 RLGame

Experiment
(Tournament)
name

Size (Height,
Width)

State space
complexity

Experiment
(Tournament)
name

Size
(Board, Base)

State space
complexity
(β = 10)

C4− R(8× 3) 8,3 8.42× 106 RL − R(5× 2) 5,2 1.11× 1010

C4− R(7× 4) 7,4 1.35× 108 RL − R(7× 2) 7,2 6.93× 1017

C4− R(6× 7) 6,7 4.53× 1012 RL − R(10× 2) 10,2 3.50× 1025

According to the scenario of these tournaments sessions, we initiated 64
agents in a Round Robin tournament with 10 games per match. All agents had
different characteristic value configurations for ε, γ and λ, with values ranging
from 0.6 to 0.9, with an increment step of 0.1. Four different values for each char-
acteristic value (ε-γ-λ), implies 43 = 64 agents with different playing behaviors
(different characteristic values). Each agent played 63 matches against differ-
ent agents, resulting in a total number of

(
64
1

) × 10 = 200, 160 games, for each
tournament session. All tournament sessions were identical in terms of agent
configurations and flow of execution.

The ranges of the characteristic values (ε-γ-λ) are selected, because of their
association with the playing behaviors of the agent [5]. For example, if we had
an agent that exploits 5% of its knowledge (ε), then it almost always learn
something new and would only rarely demonstrate what it learned [20,24]. Also,
if we set λ = 0.05, the agent would learn very slow, which is not effective in
case the opponent opts to play head-on attack (one pawn moving directly to the
opponent base for RLGame), as an agent with a low λ may be less interested
to learn a more structured strategy by using many pawns that may defend its
base or to force opponent pawns out of the board. Wiering et al. [25] suggested
that λ values larger than 0.6 perform best. The discount rate parameter, γ, as
reported by Sutton and Barton [20], tilts the agent towards being myopic and
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only concerned with maximizing immediate rewards when γ = 0, while it allows
the agent to become more farsighted and take future rewards into account more
strongly when γ = 1. For this reason, on one hand, by setting the γ values
roughly to 0.6, we may say that the agent adopts short term strategies (risky),
on the other hand, by setting the γ values to 0.9 we represent the agents with
long term strategies (conservative agents). With the characteristic values ε-γ-λ
ranging between 0.6 and 0.9, we kept a balance.

Based on the agents’ characteristic values (ε-γ-λ) and their performance, we
developed a set of playing behavior descriptors [5], see Table 5.

Table 5. Agents playing behavior descriptors based on their characteristic values and
their performance

Characteristic Key parameters
Values (Playing behavior descriptors)

Exploration, exploitation tradeoff
0 6 0 9 (knowledge explorer to exploiter)

Learning back-up and discount rates
0 6 0 9 (risky to conservative, short to long term strategies)

Speed & stability of learning
0 6 0 9 (slow smooth to fast and unstable learning)

Agents’ rankings, performance
1 64 (good playing to bad playing agents)

The first three descriptors are composed from the characteristic values
derived from previous experiments [5]. Those three descriptors define the charac-
teristics limits, which determine playing behaviors depending on their preferred
strategies. Simply put, every descriptor may represent a synthetic agent’s play-
ing behavior in the experimental social environment. An example of synthetic
agent’s playing behavior is that a ‘Knowledge Exploiter’ (high ε value) and
‘Conservative’ (high γ value) and ‘Fast, Unstable Learner’ (high λ values) agent
tends to be ‘Bad playing’ (high r value), which we do not consider positive for
a game-playing agent.

The agents are rated by using the ReSkill tool [26]. All the last ratings of
tournament sessions are converted to rankings (r), in order to compare more
effectively the experiments by using statistical methods, such as the Spearman’s
rank correlation coefficient (ρ) [27], which measures the statistical dependence
between two variables, and is specifically efficient at capturing the monotonic
(non-linear, in general) correlation on ranks and the Kendall rank correlation
coefficient (τ) [28], which measures the ordinal association between two mea-
sured quantities, both considered as adequate statistical measures to compare
ranking lists quantitatively [29]. As known, the range of both coefficients falls
within [−1, 1], with high negative values representing strong negative correla-
tion, low absolute values representing small or no correlation and high positive
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values representing strong positive correlation. Table 6 shows a Spearman’s and
Kendall’s correlation coefficients distance heat-map, for the tournament sessions
introduced in Table 4. The top value of each cell shows the ρ correlation coeffi-
cient while the bottom value of each cell the correlation coefficient. Darker gray
cells indicate a high correlation between two tournament sessions (agent rank-
ings), while lighter gray cells indicate a strong negative correlation. Table 6 also
represents an indicative correlation between the state-space complexities of the
social environments.

Table 6. Spearman’s and Kendall’s correlation coefficients comparison of each tour-
nament session, presented as a distance heat-map, where high distances are presented
with light gray and smaller distances with darker gray

0.340 -0.043 -0.340 -0.274 -0.192
1

0.237 -0.019 -0.212 -0.186 -0.134
0.340 0.090 -0.477 -0,5 -0.518
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1
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1
0.561
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1

In order to verify the tournament sessions’ correlations, we applied a k-means
clustering for all tournament sessions and we developed the heat-maps of Fig. 4.
We set the number of the k-means clusters fixed to 3 (C1, C2 and C3), to
build three clusters based on the agents’ performance (by using the agents’
rankings from each tournament sessions). Also, we set the re-runs of the k-means
algorithm to 100 and the maximal iterations within each algorithm run to 300.
Due to the number of the agents (64) and the number of the tournament sessions
(3 for each game), the k-means configuration was good enough to show the
best correlation between the agents’ performances associated to the tournament
sessions. We tested the k-means algorithm with larger number of re-runs and
maximal iteration but there was no difference in the result. Figure 4 presents
three rows for each game (one for each tournament session) and 64 columns
(one for each agent). The columns are separated in three clusters for each game.
Each cluster (C1, C2 and C3) depicts the association of the agents, based on their
rankings in the three tournament sessions. Each agent (rows in the graphs) is
composed from three colored cells, where each cell depicts the performance of the
agent in the corresponding tournament session. The colored bars, from light grey
to dark grey, at the right of each graph, depict the ranking positions. In example,
each dark gray cell depicts a bad playing agent in the corresponding tournament
(row), the darkest cell of the C3 cluster, tournament session C4 − R(8 × 3),
shows the worst playing agent of that experimental session, which was ranked in



How Game Complexity Affects the Playing Behavior of Synthetic Agents 317

the 64th position in the last round of the tournament. The correlation between
the agents of each cluster (C1, C2 and C3), of each game, is depicted by a tree
graph (dendrogram) in the top of each cluster. Each row (tournament session)
and column (agents) are clustered by leaf ordering. As leaves we mean the lines
(leaf of the dendrogram) that show the correlation between two variables (agents
or tournament sessions). For example, the leaves: C4−R(8×3) and C4−R(7×4)
are higher related (rows of Connect-4 game), than the leaf C4−R(6×7), which
differs more than the two other leaves. This can be confirmed if one checks the
color shades of the cells (agent) in the three tournaments (three cells in a row).
If an agent has similar color shades in the three cells, it means that the agent
performs the same in the three tournament sessions of the game. For example,
the top performer agent of C1 cluster in Connect-4 game is Agt 48, each cell of
each tournament session has intense light gray color.

Fig. 4. K-means clustering for each tournament session of both games and a dendro-
gram representing the correlation of agents and tournament sessions

Figure 5 depicts the spatial allocation of each cluster, resulting from the k-
means clustering (Fig. 4), associated to the average number of the agents’ char-
acteristic values (ε-γ-λ), respectively for each game (Connect-4 and RLGame).
The shapes in the graphs in Fig. 5 indicate the state-space complexity of the
different tournament sessions of each game. The circles represent the high state-
space complexities, triangles represent the medium state-space complexities and
the squares represent the low state-space complexities respectively for each game.
The colors of the shapes represent the C1, C2 and C3 clusters. In example, the
black square in the left graph depicts the C3 cluster (bad playing agents) of the
Connect-4’s lowest state space complexity, in a special allocation of the charac-
teristic values (ε-γ-λ). This means that the bad playing agents of the Connect-4’s
lowest complexity, seem to have low ε-greedy (ε ≈ 0.68), high lambda (λ ≈ 0.85)
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and medium gamma (γ ≈ 0.72). If we associate these characteristic values with
the playing behaviour descriptors of Table 5, we can say that a bad playing
agent in a low complexity environment of the Connect-4 game, seems to be an
“exploiter”, a“fast, unstable learner”, which takes into account “medium-term
strategies”.

Fig. 5. Spatial allocation of the cluster (C1, C2 and C3), associated to the characteristic
values (ε-γ-λ), of both games (Connect-4 and RLGame).

5 Discussion

The correlation coefficient analysis that compared all the tournament sessions of
both games (Table 6) shows a high correlation coefficient between the three tour-
nament sessions of RLGame. The correlation coefficient between two experiments
(two different tournament sessions) presents the similarity or the differentiation
of the agents’ performances (agents with the same playing profile) in the studied
experimental state spaces. Connect-4’s tournament sessions show a quite good
correlation between the two lower complexity state-spaces (C4 − R(8 × 3) and
C4 − R(7 × 4) ), while the correlation of the higher complexity state space com-
pared to the two lower complexity state-spaces of the Connect-4 appears to be
neutral, with about 0 correlation coefficient (C4 − R(8 × 3) and C4 − R(7 × 4)
correlation compared to C4 − R(6 × 7). An important highlight is, that while
the complexity of the Connect-4 increases, the negative correlation between the
Connect-4’s and RLGame’s tournament sessions decreases (third column and
last three rows of Table 6). For example, the correlation between C4−R(8×3) and
all RLGame tournament sessions show an average ρ ≈ −0.268 and τ ≈ −0.177,
while the correlation between the C4 − R(6 × 7) and all RLGame tournament
sessions, shows an average ρ ≈ −0.191 and τ ≈ −0.128, which is an increase
of 4% for and 3% for correlations. This highlights that as the complexity level
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of Connect-4 increases (referring to the C4 − R(6 × 7) variant), stronger pos-
itive correlation with all the tournament session of RLGame is observed, as
both ρ and τ values increase from negative to 0. Generally in RLGame, agents
with similar playing profiles behave in the same way as the state complexity of
RLGame changes, while this is not the case for agents in Connect-4. We had
originally reported that we attributed the differences in performance of agents
of the same set-up to the different complexity of the Connect-4 and RLGame
games. This is further strengthened by the finding that a Connect-4 variant of
higher complexity is closer to RLGame.

The k-means clustering shows a higher correlation between the RLGame
tournament sessions than the corresponding Connect-4’s tournament sessions,
which is depicted by the heat-maps of Fig. 4 and supports the results of corre-
lation coefficient analysis. The color shades (heat-maps) of the RLGame tour-
nament sessions are more evenly allocated compared to the heat-maps of the
Connect-4 tournament sessions. The single most uneven color allocation of the
Connect-4’s heat-maps appears in the C2 cluster, where one mostly finds mod-
erate playing agents and highlights that almost all agents of this cluster played
better in the two lower levels the Connect-4 state-space complexity variants.

The special allocations of the clusters C1, C2 and C3 (for both games),
associated with the characteristic values (ε-γ-λ) and the performance of the
cluster, highlight an estimation of the synthetic agents’ playing behaviors of
each cluster, as shown in Fig. 5. For example, the good playing agents of the two
lowest state-space complexities configurations of Connect-4 game (C1 clusters
of C4 − R(8 × 3) and C4 − R(7 × 4) ), tend to have high ε-greedy (ε ≈ 0.81 =⇒
knowledge exploiters), medium lambda (λ ≈ 0.76 =⇒ medium speed learner)
and small gamma (γ ≈ 0.69 =⇒ risky (short term strategy selection)). The two
graphs of Fig. 5 highlight important differences in the agents’ performance and
playing behaviors based on the games and their complexity variations, such as:

– Good playing agents tend to be exploiters (high ε value) in Connect-4, in
contrast to RLGame, where good playing agents tend to be explorers (low
ε value), which is reasonable since RLGame is much more complex than
Connect-4 and the good playing agents respond to the environment, thus
shifting towards becoming knowledge explorers.

– Bad playing agents are associated with low ε values in Connect-4 and high ε
values in RLGame, which is exactly the opposite to the good playing agents
in both games.

– Moderate playing agents are scattered in both graphs (both games) and their
playing behaviors is not clear.

It is clear that the performance of the agents depends on the game and on
its complexity level. Due to the higher complexity level of the RLGame, the
good playing agents need to be more sophisticated (more knowledge explorers,
slow and smooth learners and focusing on longer term strategies), which is not
surprising if one aims at a more realistic simulation of playing behavior.

Each good playing agents’ cluster changes its characteristic values (ε-γ-λ),
only by slight shifting (as in Fig. 5), as the complexity of the game increases.
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By observing the C1 clusters of the two lower complexity tournament sessions of
both games (C4−R(8×3) and C4−R(7×4) for Connect-4, RL−R(5×2) and
RL − R(7× 2) for RLGame), we highlight that they have similar playing char-
acteristic (ε-γ-λ) values (the white triangles and squares are allocated to almost
the same part, respectively, of each graph in Fig. 5). The C1 cluster (white circle
in left graph of Fig. 5) of Connect-4’s highest complexity tournament session
(C4 − R(6 × 7)) shows a slight shifting in comparison to the C1 clusters of the
lower complexity tournament sessions (C4 − R(8 × 3) and C4 − R(7 × 4)). We
observe a shifting of about -12% for ε, -2% for λ and +8% for γ.

The C1 cluster (white circle in right graph of Fig. 5) of the RLGame’s highest
complexity tournament session (RL − R(10 × 2)), shows a similar slight sifting,
in comparison to the C1 clusters of the lower complexity tournament sessions
(RL − R(5 × 2) and RL − R(7 × 2)). A shifting of about −2% for ε, −7% for λ
and +3% for γ is observed.

Such shifting of the ε, γ and λ values indicates that as the complexity of the
environment increases (environments of Connect-4 and RLGame), good play-
ing agents tend to become more sophisticated (more knowledge explorers, more
slow and smoother learners and focused in longer-term strategies). The largest
shifting appears in the C2 clusters (moderate playing agents) of both games’
all complexity levels, which indicates that the moderate playing agents are hard
to classify based on their characteristic values (ε-γ-λ). The C3 clusters of the
Connect-4 seem to be more affected by low ε values, while the C3 clusters of the
RLGame seem to be more affected by high ε values.

6 Conclusion and Future Directions

Based on the outcomes of the experimental tournament sessions, which spanned
three different complexity levels for each game, Connect-4 and RLGame, where
we used the same agents’ playing profile setups (same characteristic values ε-γ-λ),
we highlighted that an agents’ playing profile does not readily lead to a compa-
rable performance when the complexity of the environment (game) changes.

If an agent focuses on a specific performance level, in environments of varying
complexity, its playing profile (characteristic values ε-γ-λ) has to be re-adapted
along specific directions based on the environment complexity. Our findings sug-
gest that, as complexity increases (from Connect-4 to RLGame and from a
low-complexity RLGame variant to a higher complexity one), an agent stands a
better chance of maintaining its performance profile (as indicated by its rank-
ing), by decreasing its ε and λ values and increasing its γ one (though, of course,
the exact change ratios may be too elusive to define). For this reason, we state
that the re-adaptation of the agents’ characteristic values depends on the game
and its complexity but, broadly speaking, we note that as the complexity of
the environment increases, good playing agents have to be more sophisticated:
increasing their knowledge exploration bias (lower ε values), becoming slower
and smoother learners (lower λ values) and focusing on longer term strategies
(higher γ values). These findings are corroborated by the experimental sessions
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of both games, Connect-4 and RLGame and it appears that an agent with a
given ε-γ-λ profile cannot expect to maintain its performance profile if the envi-
ronment changes with respect to the underlying complexity. Experimenting with
a Connect-4 variant of large n × m dimensions and maybe extending Connect-
4 to Connect-k could eventually shift the association with RLGame to larger
positive values, thus further strengthening the validity of our findings.

The experimental results of this paper highlight that synthetic agents are
important elements of the simulation of realistic social environments and that
just a handful of characteristic values (ε-γ-λ), namely, the exploitation-vs-
exploration trade-off, learning backup and discount rates, and speed of learning,
can synthesize a diverse population of agents with starkly different learning and
playing behaviors.

An apparently promising and interesting investigation direction concerns the
synthetic agents’ application to other games (better known ones) and other com-
plexity levels, such as checkers, chess etc., to investigate the learning progress of
the synthetic agents’ and the adjustability of their playing behaviors in diverse
social environments. Additionally, as we highlighted that a synthetic agent’s
playing behavior may have to change in response to a change in the environment’s
complexity, this raises the generic question of how to modify one’s characteristic
values (ε-γ-λ) based on an assessment of the surrounding environment. Such an
assessment could be based either on the complexity of the environment or on
the level of the opponent but both approaches involve making an estimation
based on limited information (for example, a limited number of games against
some opponents should be able to help an agent to gauge whether it operates in
a complex or simple environment or where its opponents might be situated in
terms of their values in the ε-γ-λ parameters). Thus, adapting oneself based on
incomplete and possibly partially accurate information is a huge challenge.

References

1. Ferber, J., Gutknecht, O., Michel, F.: From agents to organizations: an organiza-
tional view of multi-agent systems. In: Giorgini, P., Müller, J.P., Odell, J. (eds.)
AOSE 2003. LNCS, vol. 2935, pp. 214–230. Springer, Heidelberg (2004). https://
doi.org/10.1007/978-3-540-24620-6 15

2. Shoham, Y., Leyton-Brown, K.: Multiagent Systems: Algorithmic, Game-
Theoretic, and Logical Foundations. Cambridge University Press, Cambridge
(2008)

3. Wooldridge, M.: An Introduction to MultiAgent Systems, 2nd edn. Wiley
Publishing, Hoboken (2009)

4. Ferber, J.: Multi-Agent Systems: An Introduction to Distributed Artificial Intelli-
gence. Addison-Wesley/Longman Publishing, Boston/Harlow (1999)

5. Kiourt, C., Kalles, D.: Synthetic learning agents in game-playing social environ-
ments. Adapt. Behav. 24(6), 411–427 (2016)

6. Marom, Y., Maistros, G., Hayes, G.: Experiments with a social learning model.
Adapt. Behav. 9(3–4), 209–240 (2001)

7. Al-Khateeb, B., Kendall, G.: Introducing a round robin tournament into evolution-
ary individual and social learning checkers. In: Proceedings of the Developments
in E-systems Engineering (DeSE), pp. 294–299 (2011)

https://doi.org/10.1007/978-3-540-24620-6_15
https://doi.org/10.1007/978-3-540-24620-6_15


322 C. Kiourt et al.
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Abstract. We consider pure win-lose coordination games where the rep-
resentation of the game structure has additional features that are com-
monly known to the players, such as colouring, naming, or ordering of
the available choices or of the players. We study how the information
provided by such enriched representations affects the solvability of these
games by means of principles of rational reasoning in coordination sce-
narios with no prior communication or conventions.

1 Introduction

Pure win-lose coordination games (WLC games) ([2]) are strategic form games
in which all players receive the same payoffs, either 1 (win) or 0 (lose), and thus
all players have the same preference, viz. to coordinate on any winning outcome.

This paper is a sequel to [2] (see also the extended version [3]), where we
identified a hierarchy of principles of reasoning that rational players may apply
in WLC games when they cannot use preplay communication and do not share
any previously agreed-upon conventions. Additionally, [2] also provides a com-
parative analysis of the classes of WLC games that can be solved by applying
such rational principles.

Here we consider WLC games with representation models enriched with addi-
tional relations on the choices or players. The additional structure is assumed
to be commonly known by the players. For example, unary relations over the
choices—interpreted as a labelling or colouring—can be used by the players to
select choices. Also, an ordering (partial or total) is a natural example of a binary
relation over the choices of players that can provide information which the play-
ers can use for their common benefit. We also consider representations with
orderings of the players which intuitively correspond to priority orders in hierar-
chical systems of agents. The main research question of this study is to analyse
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how the additional information provided by such enriched representations affects
the solvability of these games by means of rational reasoning only.

As in [2], we assume that the players are rational and commonly believe
to pursue the same goal (to coordinate). Futhermore, we assume that the full
structure of the game is represented to all the players and is commonly known
to them. As we will show in Sect. 4.5, the extra information provided by the
additional relations can be either useful or detrimental for the players, and this
depends not only on the content of that information but also on the reasoning
principles which we assume the players to follow.

Typically, the additional representation structure can be useful to the players
by creating salient features of the game and focal points amongst the winning
profiles, or it can gradually establish conventions amongst the players. Thus, the
present work is related, at least in spirit, to previous studies on focal points and
conventions, originating from Schelling [6] and Lewis [4] and further developed in
the context of coordination games in, e.g., [5,7,8]. However, the relation with that
(and other) previous work on coordination and conventions is mainly conceptual,
whereas both the technical framework introduced in [2] and expanded here,
and the study of the effect of enriched representations of coordination games
in that framework are, to the best of our knowledge, our original contributions.
Some related considerations regarding symmetries in coordination games, in a
technically different framework have been investigated in [1].

In the present work we only consider single-round coordination games and
do not assume any preplay communication. Repeated coordination games are
studied in a follow-up work. We do not discuss the use of conventions, either,
which is a topic of another follow-up work. We only note that, in the context of
single-round coordination games studied here, we regard conventions as princi-
ples of coordination that are not likely to be adopted by all players through their
individual rational reasoning only, but can be explicitly agreed upon in preplay
communication. Lewis [4] is a seminal study of a somewhat different concept of
conventions that are gradually emerging principles of coordination adopted by
the players in the process of repeated coordination attempts.

2 Preliminaries

2.1 Basic Definitions and Notation

We begin with the definition of win-lose coordination games. As in [2] we define
them as relational structures, which is technically convenient for our study.

Definition 1 ( [2]). An n-player win-lose coordination game (WLC game)
is a relational structure G = (A,C1, . . . , Cn,WG) where A is a finite domain of
choices, each Ci �= ∅ is a unary predicate, representing the choices of player i,
C1 ∪ · · · ∪ Cn = A, and WG is an n-ary relation such that WG ⊆ C1 × · · · × Cn.
Here we also assume, for technical convenience, that the players have pairwise
disjoint choice sets, i.e., Ci ∩ Cj = ∅ for every i, j ≤ n such that i �= j. A tuple
σ ∈ C1 ×· · ·×Cn is called a choice profile for G and the choice profiles in WG

are called winning profiles.
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We use the following terminology for a WLC game G = (A,C1, . . . , Cn,WG).

– For every choice c ∈ Ci of a player i, the winning extension of c in G is
the set W i

G(c) of all tuples τ ∈ C1 × · · · × Ci−1 × Ci+1 × · · · × Cn such that
the choice profile obtained from τ by adding c to the i-th position is winning.

– A choice c ∈ Ci of a player i is (surely) winning /respectively (surely)
losing/ if it is guaranteed to produce a winning /respectively losing/ choice
profile regardless of what choices the other player(s) make.

The n-ary winning relation WG of an n-player WLC game G defines a hyper-
graph on the set of all choices. We give visual presentations of hypergraphs cor-
responding to WLC games as follows. The choices of each player are displayed
as columns of nodes, starting from the choices of player 1 on the left and ending
with the column with choices of player n. The winning relation consists of lines
that represent the winning profiles. This kind of graphical presentation of a WLC
game G will be called a game graph (drawing) of G.

Example 1. ([2]). Here are two examples of WLC games: a 2-player game GΣ

with 2 choices for player 1 (left) and 3 choices for player 2 (right), and a total
of 4 winning profiles; and a 3-player WLC game G∗ also with 4 winning profiles,
each represented as a triple of choices connected by (solid or dotted) lines.

GΣ :
a1 a2

b1 c2

b2

G∗ : a1 a2 a3

b1 b2 b3

We now introduce a uniform notation for certain classes of WLC games. See
the picture below for examples (and [2] for more of them). Let k1, . . . , kn ∈ N.

– G(k1 × · · · × kn) is the n-player WLC game where the player i has ki choices
and the winning relation is the universal relation C1 × · · · × Cn.

– Suppose that G(A) and G(B) have been defined and both have the same
number of players. Then G(A + B) is the disjoint union of G(A) and G(B),
i.e., the game obtained by assigning to each player a disjoint union of her/his
choices in G(A) and G(B), and where the winning relation for G(A + B) is
the union of the winning relations in G(A) and G(B).

– Let m ∈ N. Then G(mA) := G(A + · · · + A) (m times).

G(2 × 3) G(1 × 1 + 2 × 2) G(3(1 × 1 × 1))
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2.2 Symmetries of WLC Games and Structural Principles

As discussed in [2], in the case of no preplay communication and no conventions
the choices of rational players should be independent of the names of the choices
in the game and of any ordering (or naming) of the players. That is, rational
principles of reasoning and choice in that setup should only take the ‘struc-
tural properties’ of the game into account. For defining this more precisely, we
introduce the following notions:

– A choice renaming between G and G′ is an isomorphism G → G′.
– A player renaming between G and G′ is any permutation β of the players

names (indices) such that G′ is obtained by applying β to the components of
the winning relation of G.

– A full renaming between G and G′ is a combination of choice renaming
and player renaming. We say that G and G′ are structurally equivalent if
there is a full renaming between them.

For formal definition of these notions, see [2]. However, the following example
should suffice for understanding the intuition behind these notions.

Example 2. The following WLC games G and G′ are structurally equivalent.
Indeed, the game G′ is obtained from G by renaming (swapping) the players
and then permuting the two choices of the player on the left.

G:
a

b

c

d

e

G′:
u

v

r

s

t

A protocol is a mapping Σ that assigns to every pair (G, i), where G is a
WLC game and i is a player in G, a nonempty set Σ(G, i) ⊆ Ci of choices of i.
Thus, a protocol gives a global nondeterministic strategy for playing any WLC
game in the role of any player. Intuitively, a protocol represents a global mode
of acting in any situation that involves playing WLC games. Hence, protocols
can be informally regarded as global “reasoning styles” or “behaviour modes”.
We say that a protocol Σ is structural if it is “indifferent with respect to full
renamings” (see [2] for the formal definition). Clearly, structural protocols must
be generally non-deterministic in order to treat symmetric choices equally.

A (structural) principle of reasoning in WLC games is a set of (structural)
protocols and therefore principles can be seen as properties of protocols. We say
that a player follows a principle P if she uses a protocol from P. A WLC game
G is solved by the principle P (P-solvable) if, whenever all players follow P
(with possibly different protocols) when playing G, they are guaranteed to win.

Remark. The WLC games defined in [2] can be assumed to be presented
to each player as abstract structures, i.e., up to re-arrangement (renaming) of
the players and their choices. Thus, the names and the possible ordering of the
choices and players are only known and used by each player privately, but are not
shared amongst the players, so common knowledge of the names (or ordering)
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cannot be used in the players’ reasoning. One main objective of the present work
is to investigate the effect of having some of these features commonly known to
the players.

3 WLC Games with Enriched Representations

Now we will consider WLC games with representations enriched with additional
relations on choices and players.

3.1 Enriched WLC Games with Choice Colouring and Ordering

Definition 2. An enriched WLCgame is any WLC game G (defined as in
Definition 1) expanded with interpretations of some additional relational sym-
bols in the domain of choices of G. More precisely, if G is a WLC game and
Φ = {R1, . . . , Rk} is a set of relation symbols, a Φ-enrichment of G is any
enriched WLC game GΦ, defined exactly as G except that all symbols in Φ
are assigned interpretations (relations with matching arities) in the domain of
choices of G. Formally, if G = (A,C1, . . . , Cn,WG), then GΦ is of the type
(A,C1, . . . , Cn, RA

1 , . . . , RA
k ,WG), where RA

1 , . . . , RA
k are relations on A assigned

as respective interpretations of the symbols R1, . . . , Rk.

Note that the enrichment of a WLC game affects only the (commonly given)
representation of the game, not the underlying structure involving the winning
relation and the choice sets Ci.

The notions of renaming from the previous section can be defined likewise for
enriched WLC games. The additional structure given by the relations interpreting
Φ adds extra requirements for the isomorphisms (in particular, automorphisms)
on enriched WLC games, thus making these games ‘more rigid’ and therefore
eliminates some choice and player renamings. This could be seen as an advantage
for the players, since it enables more structural principles which they can use.
However, as we will show further, the enrichment of the game model can also be
disadvantageous for the players depending, inter alia, on the (rational) principles
of reasoning they are following.

A unary relation R ∈ Φ can be regarded as a colouring on the set of choices
of each player, thus splitting the choice of the game into R-coloured choices and
non-R-coloured choices. WLC games enriched with one or more colours will be
called coloured WLC games1. As a simple example, consider a scenario where
each of several people is going to buy a piece of clothing as a present for a
common friend (say, who just lost all her clothes in a fire). Suppose they do not
know what the others will buy and cannot communicate on that before they

1 Note that the notion of ‘colour’ is used metaphorically, rather than literally here,
because we assume that a choice may have several colours, or none at all. Thus,
the notion of colour used here is more in line with its traditional use in logic, not in
graph theory. In particular, every choice of every player is associated with a (possibly
empty) set of colours, called further ‘colour type’, rather than a single colour.
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make their choices. Then, it would be natural that each person chooses an item
in a neutral colour, say black or white, which is more likely to match the choices
of the others. On the other hand, if they would have had the knowledge that
their friend has a clear colour preference, say for purple clothes, then each of
them would naturally choose something in purple – which could have a good or
bad overall effect, depending on the concrete choices, but would at least ensure
colour matching of the presents.

A special case of a colouring is naming of choices, when (formally) the
interpretation of the unary relation R intersects each player’s choice set in at
most a singleton, and thus R serves as a name of that single choice (if any) of
each player. We assume the names are commonly known and can be used by
the players for coordination. For instance, consider the coordination problem of
several people who are to meet somewhere in a completely unknown to them
city without being able to communicate before the meeting, but each of them
is given a map (the same for all) on which several possible meeting places are
indicated, but only one of them – say the central square – is named on the map.
That would immediately create a unique focal point that would naturally be
chosen by all as the expected meeting place. Or, consider the common situation
of two cars approaching each other on a narrow road. Using a simple convention
or preplay communication, they can easily coordinate by each using an action
choice with a commonly shared name, like ‘(swerve to the) Right’ or ‘(swerve
to the) Left’. On the other hand, if all players have to coordinate by choosing
the same choice but they cannot refer by (commonly known) names to their
choices, and if some players have two or more commonly available choices that
create a ‘bad symmetry’, then the players will not be able to reach a guaranteed
coordination, even with preplay communication.

An important particular case is when all players have the same number of
choices, which are named by the same set of names (unary symbols). Then one
can think that all players share the same set of choices2. The class of so enriched
WLC games will be called WLC games with shared choices. Many ‘real life’
coordination games fall in this class. A typical example is when two or more
persons are to meet somewhere in the city, and they have several commonly
known to them choices of places but have not been able to communicate and
decide on any of them. A variant of that is the coordination problem of meeting
of all persons at a given place but at a time (hour or day) which has not been
agreed upon in advance.

Another natural enrichment of WLC games is provided by a binary relation
R ∈ Φ that defines a partial (pre-)order on the set of choices of each player. Such
games are called WLC games with partial choice (pre-)ordering; when the
(pre-)order is total (linear), we call them WLC games with (total) choice
(pre-)ordering. Note, that WLC games with choice ordering and the same
number of choices for each player could also be interpreted as games with shared

2 Even though the sets of players’ choices are formally pairwise disjoint by definition,
common names for all choices would establish a natural 1-1 correspondence between
the choices in the different players’ sets.
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choices, as in this case the ordinal numbers of each player’s choices in the ordering
can serve as shared names of these choices (‘1st choice’, ‘2nd choice’, etc.).

When considering ‘real life’ coordination scenarios, there are several ways
how a natural ordering of choices can arise, for instance:

(1) Certain choices can be easier to execute than others (taking more time or
effort) or otherwise preferable by the players.

(2) An ordering can arise from spacial or otherwise comparable properties of
different choices, e.g. by them being displayed in an order from left to right,
or by physical size, weight, distance, etc.

In a setting similar to scenario (1) above, it is quite natural to assume that
players would prefer the first choices in the ordering when trying to coordinate.
However, in a setting similar to (2), it is not so clear whether players would prefer
the first or last choices in the ordering. In reality that may depend, for instance,
on whether the agent’s native language uses left-to-right or right-to-left writing.
We will get back to this point in the next section where we consider rational
principles in enriched WLC games.

We will use a graphical presentation for game graphs of enriched WLC games
with colouring(s) and/or an ordering of choices as follows.

– Each unary relation symbol is associated with a colour (or a pattern). The
nodes in the game graph are then displayed with the corresponding colours.

– When there is an ordering of choices, each player’s choices are displayed in
ascending order from top to bottom. We may also display a numbering on the
side of the game graph to indicate that the choices in the game are ordered.

3.2 WLC Games with Ordering of Players

In many real agents’ groups there is a natural hierarchy or priority order amongst
the agents, which gives higher priority to the choices of the ‘superior’ agents over
those of her ‘inferior’ ones. A typical example is a coordination problem in a mili-
tary or other hierarchical organisation. When solving such coordination problems
the agents are naturally assumed to respect that hierarchy in their considera-
tions and decisions. For instance, if an employee and his boss are supposed to
meet at a given time, but the place is not specified in advance, then the boss’
office would be the natural common choice.

Formally, WLC games can be enriched with a commonly known (linear) order-
ing of the players, which can be used by them for coordination. The enrichments
of WLC games with ordering of the players will be called WLC games with
player ordering. This could be further generalized to partial orderings or pre-
orderings of players, but we leave the analysis of these for a future work.

Remark. The ordering of the players is, in fact, implicitly included in the
definition of standard WLC games in [2], but that is only for the sake of the
formal definition. In that basic setup we do not assume this ordering to be
common knowledge amongst the players and thus they cannot use it in their
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reasoning. Thus, in the setup of [2], when players are using structural protocols
they cannot use that ordering, and that is why these protocols must prescribe
sets of choices that are invariant under player renamings.

Now, an enrichment of a WLC game G with players ordering can be practically
obtained simply by making the players ordering from its definition commonly
accessible to the players, and therefore by relaxing the condition prescribing that
structural protocols must be invariant under player renamings. More precisely,
let P be a structural principle (cf. [2]). If we want to consider P in a setting where
the ordering of the players is commonly known and can be used by the players,
we can do that technically as follows: we consider a principle P’ which is defined
exactly as P, with the only difference being that P’ may contain protocols which
are not invariant under player renamings.

4 Principles of Rational Choice in Enriched WLC Games

In [2] we define and study a hierarchy of rational principles of reasoning in WLC
games, some of which we discuss and list briefly here for the reader’s convenience
(see the precise definitions in [2]). First, some principles of basic rationality:

Non-losing principle (NL): Never play a losing choice, if possible.
Sure winning principle (SW): Always play a winning choice, if possible.
Individually rational choices (IRC): Never play a weakly dominated choice.
Collective rational choices (CRC): Assume that everyone follows IRC.

In [2] we have also defined symmetry based principles which use the renamings
defined in Sect. 2.2. for lack of space, we only give here the intuition behind these
principles via examples. First, consider the game G(2(1× 2)+ (1× 1)). Here the
choices with out-degree 2 are automorphic, so Player 1 should be ‘indifferent’
between them. Likewise, Player 2 should be indifferent between all of her choices
in the subgames G(1 × 2). If players select their choices from these subgames,
winning is not guaranteed and we say that these choices generate a bad choice
symmetry. The principle of Elimination of bad choice symmetries (ECS)
prescribes such choices to be avoided, if possible. Hence, following ECS, both
players select from within the subgame G(1×1) and thus successfully coordinate.

Now, consider the game G(1×2+2×1+1×1). Here there is a full renaming
of the game which relates the choices of players between G(1 × 2) and G(2 × 1).
Therefore, if Player 1 has some (rational) reason to select a choice with out-
degree 2, then Player 2 should have the same reason to select the choice with in-
degree 2. Since they would fail to coordinate this way, we say that these choices
generate a bad player symmetry. The same holds for the two other choices in
these subgames. The principle of Elimination of bad player symmetries
(EPS) prescribes to the players to avoid such choices, if possible. The principle
of Elimination of bad symmetries (ES) combines EPS and EPS.

We now look at the applications of those principles in enriched WLC games,
beginning with the following observation which follows directly from definitions.
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Proposition 1. Every rationality principle P presented in [2], except for the
symmetry principles (ECS, EPS and ES), has the same strength with respect to
enriched WLC games. That is, any WLC game G is solved by P iff any enriched
game GΦ is solved by P, for any Φ. Furthermore, adding the ordering of players
to GΦ does not affect the strength of these principles.

In particular, the rationality principle from standard game theory, prescrib-
ing iterated elimination of dominated choices (using CRC), does not give any-
thing more—or less—for enriched games, unless combined with other principles
which we discuss further. Let us now consider the extensions of the symmetry
principles. For any P ∈ {ECS,EPS,ES} we make the following observations:

– P can be used in enriched WLC games, just like in the standard WLC games,
but the actual definition of P depends on the definitions of renamings.

– Some P-unsolvable WLC games become P-solvable when the game is suitably
enriched. For example, the game G(3(1×1)) becomes P-solvable when a same
color is given for a single pair of choices that are winning. (Recall the example
with the map of possible meeting places, of which only one is named.) This is
because then the uncoloured subgame G(2(1 × 1)) becomes eliminated due
to a bad symmetry (so, the players do not consider anymore playing there).

– For any nontrivial (e.g., not solvable by NL) WLC game G that is P-solvable,
there is an enriched game GΦ which is not P-solvable, obtained by adding
colouring in a such way as to eliminate any non-trivial renamings.

– We also note that the ordering of players makes EPS completely unusable,
but does not effect ECS, so the principle ES becomes equivalent with ECS.

4.1 Principles of Rational Choice in Coloured WLC Games

Enrichments of WLC games give rise to a range of new principles, with varying
degrees of rationality. We give here a representative selection.

Let GΦ be a coloured WLC game and let Ψ ⊆ Φ be the set of all unary
predicate symbols (‘colours’) in Φ. Now every subset of Ψ (incl. ∅) forms a colour
type in GΦ and two choices c and c′ are said to have the same colour type if the
same predicates from Ψ hold of each of them. Thus, colour types form a partition
on the choices in GΦ, generating a respective equivalence relation there (and play
the same role as vertex colours in graph theory). If |Ψ| = n, there are at most
2n different colour types, and corresponding equivalence classes, in GΦ.

The following principle can be naturally applied to coloured WLC games.

Colour matching principle (CM): If there is a unique colour type whose
choices guarantee a win, choose from that colour type.

To ‘guarantee a win’ here means that if all players pick, no matter how, their
choices from that colour type, they will win.

For example, structurally unsolvable3 WLC games like G(3(1 × 1 × 1)), GO

and G(2(2 × 2)) can become CM-solvable by adding a suitable colourings using
3 Intuitively, structurally unsolvable WLC games are those that cannot solved by any

structural principle. For a precise definition, see [2] where we give a complete char-
acterisation of such games.
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a single colour, ‘white’ (the non-coloured choices are indicated in black and
the superscript1 indicates an enrichment with one colour). See these coloured
versions on Fig. 1.

G1(3(1× 1× 1)) G1
O

G1(2(2× 2))

Fig. 1. Some examples of CM-solvable coloured WLC games.

Note that almost every WLC game with a non-empty winning relation can
become CM-solvable by adding just one colour and colouring a suitable single
winning tuple. However, this does not work with the game G(2(1 × 1)), because
any such colouring here creates a complete symmetry between the coloured and
the un-coloured winning pair. (But one could argue that a single colour would
still suffice, as colouring just 1 (or 3) of the 4 choices would break this symmetry.
See further an extension of the principle CM that covers this case.)

The principle CM is a particular case of a more general type of rational
reasoning, as follows. Given a coloured WLC game G, consider each colour – or,
more generally, each colour type C – as defining a subgame, denoted G|C , of G,
obtained as a restriction of G to the choices having the colour type C. Thus, a
family of at most 2n such subgames, hereafter called for short monochrome
subgames, arises in a coloured WLC game with n colours. Now, the players can
naturally consider each of these monochrome subgames on their own and try
to coordinate on it. If they can coordinate in exactly one of these subgames by
applying some (rational) principle P (e.g. the ones described in [2]), then they
could focus on that subgame and use that solution for the entire game. Thus,
a natural generalisation of CM (in which exactly one monochrome subgame has
a complete winning relation), parameterised with a given underlying (rational)
principle P, can be formulated as follows.

Generalised colour matching principle (GCMP):
If there is a unique colour type C in the game G such that the monochrome subgame
G|C is P-solvable, then select a choice according to the principle P applied to G|C .

What if the players can coordinate by applying P in more than one of the
monochrome subgames of G? It is then possible (but not necessary) that the
choices prescribed by P in these subgames of G can be combined in a surely
winning way. This leads to a further generalisation of GCMP formulated as
follows. Let GP be the union of all monochromatic games which P solves. If P
also solves GP, then the players make their choices by applying P in GP.

For example, consider the coloured games on Fig. 2. (For technical reasons, we
represent the different colour types here by white, black, and different shades of
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grey.) In the game G1
1, only the ‘white’ monochrome game is solvable by applying

NL and thus G1
1 is GCMNL-solvable. Likewise G1

2 is GCMSW-solvable as only the
‘black’ monochrome game is SW-solvable. In the 2-coloured game G2

3, the only
(rationally) solvable monochrome subgame, again by applying SW, is the one
indicated in dark grey. In G2

4, by applying the Basic individual rationality prin-
ciple BIR (the combination of SW and NL), there are two solvable monochrome
subgames, the ‘black’ one and the ‘grey’ one, so the principle GCMBIR does not
solve the game. But note that there is a solution by applying BIR for the gen-
eralised colour type combining both, i.e. in the subgame G2

4 |bg restricted to the
black and grey colour types, pictured to the right of G2

4. Thus, one can argue
that G2

4 is solvable by the generalised version of GCMBIR, as described above.
Note also that the colourless versions of G1

1, G1
2, G2

3 and G2
4 are not solvable by

any of the principles defined in [2].

G1
1 G1

2 G2
3 G2

4 G2
4 |bg G2

5

Fig. 2. Some examples of GCMP-solvable coloured WLC games.

In the game G2
5 (Fig. 2), each of the ‘black‘, ‘white’ and ‘dark grey’ subgames

are all SW-solvable. But since their solutions are not pairwise compatible, it is
not clear which of them should be preferred by the players in order to coordinate.
There is also a different type of coordination problem related to the principle
GCMP: Since GCMP is defined with respect to some (rational) principle P, it is
possible that a WLC game G is solvable with both GCMP1 and GCMP2 , but these
solutions are not compatible. This creates a higher-order coordination problem
about making the choice between the principles P1 and P2. (The same problem
arises even in WLC games with plain representation, studied in [2].)

The coordination principles based on colourings presented so far can be
extended even further. Consider, e.g., coloured versions of the game G(3(1 × 1))
with the following colourings of the pairs of winning choices:

(1) (red, red), (red, blue), (blue, blue);
(2) (red, blue), (green, green), (green, green).

Neither of these games can be solved with the principles presented in this
Subsect. 4.1, but they clearly suggest new principles that consider not just
monochrome subgames, but also subgames with different colouring patterns (like,
the ‘red-blue’ subgame). Since such new principles are generally not compatible
with the ones we have presented here, further higher-order coordination prob-
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lems amongst them arise. These issues we will be consider further in an extended
version of this paper.

4.2 Principles of Rational Choice in WLC Games with Choice
Ordering

When considering WLC games with choice ordering, one can talk about order-
matching choice profiles, each consisting of choices that have the same ordinal
position in each player’s ordering. Thus, the matching choice profiles can natu-
rally be ordered with orderings of the choices of each player (the first one being
the choice profile which has the first choice in the ordering of each player).

The following principle naturally arises in WLC games with a choice ordering.

Choice order-matching principle (COM):
Play the least order-matching choice profile that is winning, if there is any.

For example, consider the WLC games with choice ordering on Fig. 3.

– The WLC game G1, enriching the structurally unsolvable game G(3(1 × 1 ×
1)) with choice ordering, is COM-solvable and the least winning choice is 1
because (1,1,1) is a winning choice profile.

– The WLC game with choice ordering G2 is COM-solvable, prescribing to both
players the least winning choice 3, because (3,3) is a winning choice profile,
while (1,1) and (2,2) are not.

– The WLC game with choice ordering G3 is not COM-solvable, though it is
solvable by the principle of Collective Rational Choices (CRC).

G1 : 1
2
3

1
2
3

G2 : 1
2
3

1
2
3

G3 : 1
2
3
4

1
2
3
4

Fig. 3. Some examples of COM-solvable WLC games with choice ordering.

As we have noted at the end of Sect. 3.1, the ordering of choices can arise in
different ways. In the coordination scenario of type (1), described there, COM
seems a rather rational principle to follow. If the ordering presents players’ pref-
erences then, by following COM, players are looking for a winning choice profile
which is “equally preferable to all players” and, under this condition,“as prefer-
able for everyone as it can be”.

However, in a scenario of type (2) (in Sect. 3.1) it is harder to justify why the
first choices in the ordering should be preferred over the last ones in the ordering.
If, for instance, the ordering arises from a linear ordering of choices from left to
right, then (assuming no conventions) there is no clear reason to prefer either
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the leftmost or the rightmost choice. And, in a situation where choosing the first
or the last choice in the ordering could be considered equally rational, one could
even argue that the most rational compromise would be to select the middle
choice in the ordering, if there is a winning middle choice.

4.3 Principles of Rational Choice in WLC Games with Player
Ordering

If a WLC game is enriched with a commonly known ordering of players, then
players can use this order in their reasoning. One possible interpretation here is
that players select their choices as if they play not simultaneously, but consecu-
tively, following that order (hierarchy), but without the choices being announced
to the other players. Therefore, if the players follow a (rational) principle P, they
may apply the iterated reasoning of P according to their hierarchical order. We
call this Hierarchical reasoning with respect to P (HRP).

We present here two examples where a structurally unsolvable game G
becomes solvable with HRP when we add player ordering to G. Consider first
the game G(1×2+2×1) and the principle of Probabilistically optimal rea-
soning (PR) (see [2]). By following PR, a player simply selects a choice with
the largest winning extension. Clearly if players follow PR in G(1 × 2 + 2 × 1),
then they both will select a choice with out-degree of 2 and lose. But if Player
2 assumes Player 1 to follow PR, then Player 2 can coordinate with her/him.
Therefore this game is HRPR-solvable with the player ordering (1, 2).

G(1× 2 + 2× 1)
G∗∗ : a1 a2 a3

b1 b2 b3

c1 c2 c3

Fig. 4. Some examples of solvable WLC games with players ordering.

Consider then the game G∗∗ in Fig. 4, where the winning triples are indicated
by either solid or dashed line segments. Here the choices a1 and c1 of Player 1
generate (cf. ECS) a bad choice symmetry. Thus if Players 2 and 3 assume Player
1 to follow ECS, then they can coordinate with her by selecting their choices on a
winning choice profile (b1, b2, a3) or (b1, b2, c3). Note that the choice b1 generates
(cf. ECS) a bad player symmetry and thus it is easy to see that this game is
structurally unsolvable without the player ordering. However, the ordering of
the players breaks this symmetry, and thus EPS arguably does not apply.
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4.4 Principles Combining Orderings of Choices and Players

If a WLC game is enriched with both choice-ordering and players-ordering, then
the players can naturally use the lexicographic order of all choice profiles deter-
mined by both the ordering of players and the ordering of choices. So, here is a
natural alternative to COM:

Least Lexicographic Order principle (LLO): Play the least winning
choice profile in the lexicographic order of all choice profiles, if there is one.

Clearly, every WLC game with commonly known orderings of choices and
players and non-empty winning relation can be solved by applying (LLO). For
illustration, consider the application of LLO in a scenario where the orderings of
choices are made according to the players’ preferences and there is a hierarchical
order of the players. Now, following LLO can be interpreted as follows:

“Players select a winning choice profile in such a way as if all players get
to choose consecutively, following the hierarchy from top to bottom, and each of
the players makes their most preferred choice that can coordinate (win) with the
choices already made by all previously choosing (i.e., superior) players.”

For example, consider the game G∗ from Example 1. Suppose an ordering of
choices such that Player 1 “prefers” a1 to b1, Player 2 prefers b2 to a2 and Player
3 prefers a3 to b3. By following the player ordering (1, 2, 3), the LLO-prescribed
solution would now be (a1, b2, b3).

4.5 On the Compatibility of the New and Old Principles

Both CM and COM are incompatible with most of the rationality principles
presented in [2]. Thus, one may ask how rational players would (and should)
behave in a game which is solvable by some (purely) rational principle, but
some additional feature in the game creates an alternative focal point conflicting
with the prescribed choices of that principle. For instance, consider the game
G1(2(2 × 2) + (1 × 1)) in Fig. 5. On the one hand, the symmetry principle ECS
applied to the plain game G(2(2 × 2) + (1 × 1)) prescribes playing the pair in
the subgame G(1×1), whereas the principle CM applied to the coloured version
G1(2(2×2)+(1×1)) prescribes playing in the ‘black’ subgame, which is readily
solved. (Note that there are no bad choice symmetries in G1(2(2 × 2) + (1 × 1)),
as the added colouring breaks the corresponding automorphisms.)

Now, consider the 1-coloured game G1
Z on the right, also enriched with choice

ordering. Note first that its plain version GZ is solvable by the principle of
Collective Rational Choices (CRC), which prescribes playing the middle choice
profile (3,2). On the other hand, GZ with the given colouring is solvable by CM,
which prescribes playing either of the choice profiles (4,3) or (4,4). Clearly, if
the two players apply different principles amongst these, they lose. Note also
that GZ with the ordering of choices is solvable with COM which prescribes
playing the choice profile (1,1). So the game G1

Z has three different incompatible
solutions, depending on if players follow CRC, CM or COM.
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G1(2(2× 2) + (1× 1)) : G1
Z : 1

2
3
4

1
2
3
4

Fig. 5. Examples on incompatibility of some principles.

Furthermore, the generalised principle GCMP applied to colourless WLC
games obviously coincides with the respective underlying principle P applied
to them. However, as the examples above show, on coloured games GCMP may
become incompatible with some rationality principles for plain WLC games with
which P itself is compatible, or even with P itself! Indeed, the coloured game
G1

Z is not solvable by GCMCRC because each of the two monochrome subgames
is solvable by CRC—respectively with any of the choice profiles (4,3) or (4,4) for
the ‘white’ subgame, and any of the choice profiles (2,1) or (2,2) for the ‘black’
subgame. But these solutions are not mutually compatible and thus the principle
GCMCRC fails on the entire game. Hence we also see that GCMP may turn out
to be disadvantageous as compared to CM, too.

Lastly, a few words on further enrichments. Besides total (linear) orderings
of choices, WLC games can also be enriched with partial orderings, preorderings,
matchings and other natural binary relations. For such games, one could define
natural variants of the principles formulated above. For instance, note that a
(partial) preorder on choices can also be seen as a (partial) ordering of colours.
Thus, COM can be naturally generalised and can also be combined with GCMP.
For lack of space, we leave out the details here. Formal definitions and further
study of these principles will be included in an extended version of this paper.

5 Concluding Remarks

In this work we have studied how additional features of the representation of
coordination scenarios (games), that are commonly known amongst the players,
can be used by rational players in order to achieve coordination. We have shown
that in the enriched games one cannot achieve much more with the principles
presented in [2], but a variety of new principles emerges which still seem rational,
and certainly reasonable. However, like in [2], it seems very difficult to determine
which of the reasoning principles stated here can be qualified as (purely) rational
and which not.

There are many natural further extensions of this work, such as adding imper-
fect information or considering repeated coordination games or dis-coordination
games. Also, some more technical issues—such as precise characterisations of the
solving powers of various principles, and computational complexities of solving
coordination games with them—could be pursued further. Lastly, it would be
very interesting to see how real agents (people) actually behave in coordination
scenarios studied here, by setting up concrete (live or web-based) experiments.



338 V. Goranko et al.

Acknowledgements. The work of Valentin Goranko was partly supported by a
research grant 2015-04388 of the Swedish Research Council. The work of Antti Kuu-
sisto was supported by the ERC grant 647289 “CODA”. We thank the anonymous
referees for valuable comments.

References

1. Alós-Ferrer, C., Kuzmics, C.: Hidden symmetries and focal points. J. Econ. Theory
148(1), 226–258 (2013)
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Abstract. In classical cooperative connection situations, the agents are
located at some nodes of a network and the cost of a coalition is based
on the problem of finding a network of minimum cost connecting all the
members of the coalition to a source.

In this paper we study a different connection situation with no source
and where the agents are the edges, and yet the optimal network asso-
ciated to each coalition (of edges) is not fixed and follows a cost-
optimization procedure. The proposed model shares some similarities
with classical minimum cost spanning tree games, but also substantial
differences, specifically on the appropriate way to share the costs among
the agents located at the edges. We show that the core of these particular
cooperative games is always non-empty and some core allocations can be
easily computed.

Keywords: Coalitional games · Connection situations
Cost allocation protocols · Core

1 Introduction

This paper deals with an alternative class of cooperative cost games defined on
minimum cost spanning tree (mcst) situations. A (classical) mcst situation arises
in the presence of a group of agents that are willing to be connected as cheap as
possible to a source (e.g., a supplier of a service, if the agents are computers, or
a water purifier, if the agents represent farms in a drainage system). Since links
are costly, agents evaluate the opportunity of cooperating in order to reduce
costs: if a group of agents decides to cooperate, a spanning network minimizing
the total cost of connection of all the agents in the group with the source (i.e.,
a mcst) is constructed, and the total cost of the mcst must be shared among
the agents of the group. The problem of finding an mcst can be easily solved
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by means of alternative algorithms proposed in the literature (e.g., the Kruskal
algorithm [9] or the Prim algorithm [14]). However, finding an mcst does not
guarantee that it is going to be really implemented: the agents must agree on
the way the cost of the mcst must be shared, and then a cost allocation problem
must be addressed. This cost allocation problem was introduced in [5] and has
been studied with the aid of cooperative game theory since the basic paper [3].
After this seminal paper, many cost allocation methods have been proposed in
the literature on mcst games (see, for instance, [2,4,6,7,10,18]).

More recently, alternative connection situations have been introduced where
the focus of interest of rational agents are the edges of a network. For instance,
in [8], the agents demand a connection between certain nodes of a network, using
a single link or via longer paths, and it is assumed that the set of implemented
edges is exogenously fixed and may be “redundant” (see also [11] for an alterna-
tive approach considering redundant links). A still different class of games has
been studied in [1], where the players are the edges of a graph and a coalition
of edges gets value one if it is a connected component in the graph, and zero
otherwise. All the aforementioned models deal with coalitional games where the
cost of a coalition is fixed, or its computation is based on a structural property
of the graph. In this paper, we investigate a particular subclass of the family
of games introduced in [12], where the complexity of solutions for cooperative
games defined on matroids has been extensively investigated. In our framework,
the players are the edges of a weighted undirected graph, and the cost associ-
ated to each coalition (of edges) is the one of an optimal network connecting
the endpoints of the edges in the coalition. The model we study in this paper
is quite natural in a context where different service providers wish to satisfy
a demand of economic exchange between pairs of nodes of a network (e.g., an
airline network, a content delivery network on the web, a telecommunication
network, etc.). For example, a very common strategic problem for airlines par-
ticipating in pooled flights is to decide how to allocate joint revenues and costs.
Consider, for instance, three airports 1, 2 and 3 which are connected to each
other by three different flight operators, each providing an air transport service
on a different single connection between two airports: an operator over the link
1−2, another one over the link 1−3 and a still different one over 2−3 (see Fig. 1
for a graphical representation of this connection situation). Clearly, implement-
ing each flight connection between two airports need not be the best strategy. In
fact, the implementation of only two links would be sufficient to guarantee the
connection among the three airports at a lower cost (provided that the capacity
constraints imposed by the flight vectors satisfy the demand for the service).
Consequently, the decision of the flight operators on whether to cooperate for
the implementation of an optimal airline network, also depends on the allocation
method used to share the monetary savings generated by this cooperation.

The structure of the paper is as follows. We start in the next section with
some basic definitions on cooperative games and graphs. Then, in Sect. 3 we
introduce the proposed model, namely, a Link Connection (LC) situation, and
the associated (coalitional) LC game, and we study their properties. In Sect. 4 we
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study a procedure to decompose an LC game as a positive linear combination of
“simple” LC games, which are defined on weighted networks with weights equal
to 0 or 1. Section 5 deals with the problem of finding allocations in the core of
an LC game. Section 6 concludes with some research directions.

2 Preliminaries and Notations

A coalitional cost game (or, shortly, a cost game) is a pair (N, c), where
N = {1, . . . , n} denotes the set of players and c : 2N → R is the character-
istic function, (by convention, c(∅) = 0). A group of players S ⊆ N is called
coalition and c(S) is the cost incurred by coalition S. If the set N of players is
fixed, we identify a cost game (N, c) with its characteristic function c and we
denote as CGN the class of all cost games with N as the set of players. For a
coalition S ⊆ N , we shall denote by s or |S| its cardinality.

A cost game (N, c) is said to be subadditive if it holds that c(S ∪ T ) ≤
c(S)+c(T ) for all S, T ⊆ N such that S ∩T = ∅. Moreover, a game (N, c) is said
to be concave or submodular if it holds that c(S ∪ T ) + c(S ∩ T ) ≤ c(S) + c(T )
for all S, T ⊆ N . Equivalently, a game (N, c) is said to be concave if it holds
that mc

i (S) ≥ mc
i (T ) for all i ∈ N and all S ⊆ T ⊆ N \ {i}, and where

mc
i (S) = c(S ∪ {i}) − c(S) is the marginal contribution of player i to S ∪ {i}.

Given a cost game c, an allocation is a vector x ∈ R
N such that the efficiency

condition
∑

i∈N xi = c(N) is satisfied.
An important subset of allocations is the core, which represents a classical

“solution set” for TU-games. The core of game (N, c) is defined as the set of
allocation vectors for which no coalition has an incentive to leave the grand
coalition N , precisely,

Core(c) = {x ∈ R
N :

∑

i∈N

xi = c(N),
∑

i∈S

xi ≤ c(S) ∀S ⊂ N}.

A (one-point) solution for cost games in CGN is a map ψ : CGN → R
N

assigning to each cost game c in CGN an |N |-vector of real numbers. The Shapley
value [15] φ is a special solution assigning to each cost game (N, c) an |N |-vector
computed according to the following formula:

φi(c) =
∑

S∈2N\{i}

psm
c
i (S) (1)

for each i ∈ N and with ps = 1

n(n−1
s ) for each s = 0, . . . , |N | − 1.

We provide now some notations about graphs. An undirected graph or net-
work is a pair 〈V,E〉, where V is a finite set of vertices or nodes and E is a
set of edges e of the form {i, j} with i, j ∈ V , i �= j. Given a graph 〈V,E〉, let
V (E) =

⋃
{i,j}⊆E{i, j} be the set of vertices (of the edges) in E. A path between

i and j in a graph 〈V,E〉 is a sequence of nodes (i0, i1, . . . , ik), where i = i0
and j = ik, k ≥ 1, such that {it, it+1} ∈ E for each t ∈ {0, . . . , k − 1} and such
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that all these edges are distinct. Two nodes i, j ∈ V are said to be connected in
〈V,E〉 if i = j or there exists a path between i and j in 〈V,E〉. A component of
〈V,E〉 is a maximal subset of V with the property that any two nodes in this
subset are connected. The set PE of all components in 〈V,E〉 is a partition of
V . A graph 〈V,E〉 is connected if for each i, j ∈ V with i �= j there exists a path
between i and j in 〈V,E〉. A cycle in 〈V,E〉 is a path from i to i for some i ∈ V .
A path (i0, i1, . . . , ik) is without cycles if there do not exist a, b ∈ {0, 1, . . . , k},
a �= b, such that ia = ib. A graph where all paths are without cycles is called
forest, and a forest that is also connected is called tree.

3 Link Connection Games

A link connection (LC ) situation is defined as a triple L = 〈V,E,w〉, where
〈V,E〉 is an undirected graph and w : E → [0,∞) is a weight function, that is a
map assigning to each edge {i, j} ∈ E a non-negative number w({i, j}) (in order
to simplify our notation, an edge {i, j} will be also denoted as ij, whenever no
confusion can arise). Each edge {i, j} ∈ E identifies an economic entity (e.g., a
service provider) aimed to satisfy a demand of connection between nodes i and
j for the fruition of a service (e.g., a communication channel in a telecommu-
nication network, an on-line service on the web, a flight in an airlines network,
etc.). A service connection between i and j can be implemented directly at a cost
w({i, j}), or indirectly, via a path between i and j in 〈V,E〉 using edges whose
connection is already activated. Differently stated, once a connection between
two nodes {i, j} ∈ E is activated (at a cost w({i, j})), the same connection can
be exploited to implement the delivery of other services with no extra-costs. Each
service provider {i, j} ∈ E may decide whether to directly satisfy the request
between i and j (at the cost w({i, j})) or, in alternative, to cooperate with other
service providers in order to exploit the connection already implemented.

In the following, the cost of a network 〈V,L〉 in an LC situation L = 〈V,E,w〉
and with L ⊆ E is denoted by w(L) =

∑
e∈L w(e). Given an LC situation

L = 〈V,E,w〉, it is possible to determine at least one minimum cost spanning
forest (mcsf ) 〈V, Γ 〉 for L, i.e. a network without cycles of minimum cost with
Γ ⊆ E and such that i and j are connected in 〈V,E〉 if and only if they are
connected in 〈V, Γ 〉, for each i, j ∈ V . So, the set of components PΓ in 〈V, Γ 〉
coincides with the set of components PE in 〈V,E〉. If 〈V,E〉 is a connected graph,
then a mcsf 〈V, Γ 〉 for L is a tree and it is called minimum cost spanning tree
(mcst) for L. In the following we will also use the notation L|S = 〈V (S), S, w|S〉
to denote the (sub-) LC situation such that w|S : S → R with w|S(e) = w(e)
for each e ∈ S (here V (S) :=

⋃
e∈S e is the set of vertices of the edges belonging

to S).

Definition 1. Given an LC situation L = 〈V,E,w〉, the corresponding LC game
is defined as the cost game (E, c), where E is the set of players (service providers,
located at the edges of the network) and the cost c(S) of each coalition S ∈
2N \ {∅}, is as follows:

c(S) = min{w(Γ )|〈V, Γ 〉 is a spanning forest for 〈V (S), S, w|S〉}.
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Remark 1. In Definition 1, and in the remaining of this paper, we are motivated
to study a cooperative situation where the cost of coalition S ⊆ N does not
depend on the actions adopted by service providers in N \S. Therefore we make
the assumption that the service providers of a coalition S can only implement
the services over the edges in S, and are not allowed to use connections in the
complementary coalition.

Example 1. Consider the LC situation depicted in Fig. 1. The corresponding LC
game (E = {12, 13, 23}, c) is such that c({12}) = 4, c({13}) = 2, c({23}) = 3,
c({12, 23}) = 7, c({12, 13}) = 6, c({13, 23}) = 5 and c({12, 13, 23}) = 5. Notice
that the core of the game (E, c) is Core(c) = {x ∈ R

E :
∑

i∈E xi = 5, 4 ≥ x12 ≥
0, 2 ≥ x13 ≥ −2, 3 ≥ x23 ≥ −1}.

2

1 3

2

1 3

Fig. 1. An LC situation L = 〈V, E, w〉, with V = {1, 2, 3}, E = {{1, 2}, {1, 3}, {2, 3}},
w(1, 2) = 4, w(1, 3) = 2, w(2, 3) = 3 (left side) and the corresponding mcst (right side).

Proposition 1. Let L = 〈V,E,w〉 be an LC situation. The corresponding LC
game (E, c) is subadditive.

Proof. The proof is straightforward and therefore is omitted. ��
It is well known that concave games have a non-empty core, which also contains
the Shapley value [16]. The following example shows that, in general, LC games
are not concave, so we cannot use the concavity argument to guarantee that the
core of LC games is non-empty.

Example 2 (LC games are not necessarily concave). Consider the LC situa-
tion L = 〈V,E,w〉 depicted in Fig. 2, with E = {12, 13, 23, 24, 34}. Clearly,
the cost of many coalitions of edges is simply the sum of the costs of the
individual edges (e.g., c(13, 24) = 3). For other coalitions, the construction
of spanning forests determine some extra monetary savings (e.g., the span-
ning tree Γ = {12, 13, 24} is the optimal configuration which guarantees the
connection of the adjacent nodes of all possible links in the graph at a total
cost of 4). Notice that the corresponding LC game is not concave. Consider
the coalitions S = {23, 34} and T = {12, 13, 23, 34}. Then, c(S ∪ 24) = 6 ,
c(T ∪ 24) = 4, and c(S) = 12, c(T ) = 6. So, mc

24(S) = −6 and mc
24(T ) = −2.
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2

1 3 4

Fig. 2. An LC situation whose corresponding LC game is not concave.

Table 1. The LC game corresponding to the LC situation of Fig. 2. All omitted coali-
tions have an additive cost, that is c(S) =

∑
e∈S w(e).

S 12,13,23 23,24,34 12,13,24,24 12,13,23,34 12,13,23,24 23,24,34,13 23,24,34,12 E

c(S) 2 6 4 6 4 7 7 4

Notice also that, according to relation (1), the Shapley value of game (E, c) is
(φ12(c), φ13(c), φ24(c), φ34(c), φ23(c)) = (− 16

15 ,− 16
15 ,− 1

15 , 29
15 , 64

15 ), which is not an
element of Core(c), since φ24(c) + φ34(c) + φ23(c) > 6 = c(24, 34, 23).

Consider an LC situation L = 〈V,E,w〉. Nodes i, j ∈ V are called L-
connected if i = j or if there exists a path (i0, . . . , ik) from i to j in 〈V,E〉,
with w({is, is+1}) = 0 for every s ∈ {0, . . . , k − 1}. A L-component of L is
a maximal subset of V with the property that any two nodes in this subset
are L-connected. We denote by C(L) the set of all the L-components. Given a
component T in 〈V,E〉, let CT (L) = {C ⊆ T : C is a L -component} be the
set of all L-components contained in T (notice that CT (L) forms a partition
of T and that CE(L) = C(L)). Similarly, for each non-empty coalition S ⊆ E,
CT (L|S) = {C ⊆ T : C is a L-component} denotes the set of all L|S -components
(i.e., in the restriction L|S = 〈V (S), S, w|S〉) contained in T .

An LC situation L′ = 〈V,E,w′〉 such that w′(e) ∈ {0, 1} for each e ∈ E
is said to be simple. Following the decomposition in [4] for classical connection
situations, the next lemma shows that an LC situation can be decomposed as
a sum of simple LC situations. We first need some further notations. Let L =
〈V,E,w〉 be an LC situation. We define the set ΣE of linear orders on E as the
set of all bijections σ : {1, . . . , |E|} → E. For each σ ∈ ΣE define the simple
LC situation Lσ,k = 〈V,E, eσ,k〉, for each k ∈ {1, 2, . . . , |E|}, where the vector
eσ,k ∈ {0, 1}E , is such that eσ,1(σ(j)) = 1 for all j ∈ {1, 2, . . . , |E|}, and for each
k ∈ {2, . . . , |E|}

eσ,k(σ(1)) = eσ,k(σ(2)) = . . . = eσ,k(σ(k − 1)) = 0
and

eσ,k(σ(k)) = eσ,k(σ(k + 1)) = . . . = eσ,k(σ(|E|)) = 1.
(2)
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Lemma 1. Let L = 〈V,E,w〉 be an LC situation. Let σ ∈ ΣE be such that
w(σ(1)) ≤ w(σ(2)) ≤ . . . ≤ w(σ(|E|)). Then we have that

w = w(σ(1))eσ,1 +
|E|∑

k=2

(
w(σ(k)) − w(σ(k − 1))

)
eσ,k. (3)

Proof. The proof is very similar to the decomposition procedure introduced
in [4]. ��
Example 3 (follows Example 2). Consider the LC situation of Example 2 and
the ordering σ = ({1, 2}, {1, 3}, {2, 4}, {3, 4}, {2, 3}). Notice that w(σ(1)) ≤
. . . ≤ w(σ(5)). According to Lemma 1 we have that

w = eσ,1 + 0eσ,2 + eσ,3 + 2eσ,4 + 4eσ,5

where the weight vectors eσ,1, . . . , eσ,5 are such that eσ,1 = (1, 1, 1, 1, 1), eσ,2 =
(0, 1, 1, 1, 1), eσ,3 = (0, 0, 1, 1, 1), eσ,4 = (0, 0, 0, 1, 1) and eσ,5 = (0, 0, 0, 0, 1).

4 A Decomposition Theorem

It is easy to check that for a simple LC situation L′ = 〈V,E,w′〉 and a component
T in 〈V,E〉, the total cost of a tree spanning all nodes in T at the minimum cost
is equal to the the number of elements in CT (L′) minus one, which is precisely
the minimum number of edges of cost 1 that are needed to connect all L′-
components. So, for a simple LC situation L′ = 〈V,E,w′〉 it holds that the
corresponding LC game (E, c′) can be rewritten as

c′(S) =
∑

T is a component in 〈V (S),S〉
(|CT (L′|S)| − 1) (4)

for each S ∈ 2E \ {∅}. In other terms, the cost of a coalition S is given by the
sum, over all the components T in the sub-graph 〈V (S), S〉, of the minimum
number of links of cost 1 needed to connect all the L′

|S -components contained
in T .

Example 4 (follows Example 2). Consider the simple LC situation L′ =
〈V,E,w′〉 with 〈V,E〉 of Example 2 and w′ such that w′(2, 3) = w′(2, 4) =
w′(3, 4) = 1 and w′(1, 2) = w′(1, 3) = 0, as depicted in Fig. 3. We have
C(L′) = {{1, 2, 3}, {4}} and, by relation (4), c(E) = |C(L′)| − 1 = 1.

Now, let S = {13, 24}. The LC situation L′|S = 〈V (S), S, w′
|S〉 is such that

there are two components in 〈V (S), S〉, precisely, {1, 3} and {2, 4}. Component
{1, 3} contains only one L′|S-component, i.e., C{1,3}(L′|S) = {{1, 3}}, whereas
component {2, 4} contains two L′|S-components, i.e., C{2,4}(L′|S) = {{2}, {4}}.
So, according to relation (4), c′(S) = |C{1,3}(L′|S)| − 1 + |C{2,4}(L′|S)| − 1 = 1.
Differently, if S = {13, 12, 23, 24}, then 〈V (S), S〉 is connected, and, again, we
have C{1,2,3,4}(L′|S) = {{1, 2, 3}, {4}} and c(S) = 1.
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1 3 4

Fig. 3. A simple LC situation.

Following the approach introduced in [13] to decompose mcst games, we can
now prove the following lemma.

Lemma 2. Let L = 〈V,E,w〉 be an LC situation with at least one edge e ∈ E
such that w(e) > 0, and let α = min{w(e) : w(e) > 0} be its minimum weight. Let
L′ = 〈V,E,w′〉 be the simple LC situation defined by w′(e) = 1 if w(e) > 0 and
w′(e) = 0, otherwise, for each e ∈ E, and let L′′ = 〈V,E,w′′〉 be the LC situation
with w′′ = w − αw′. Finally, let c, c′ and c′′ be the LC games corresponding to
L, L′ and L′′ respectively. Then, c = αc′ + c′′.

Proof. Clearly, by definition we have w = αw′ + w′′. Let S ∈ 2E\{∅} and let
〈V (S), Γ ′〉 be a mcsf for 〈V (S), S, w′

|S〉. Write Γ ′ = L0 ∪ L1 where L0 := {l ∈
Γ ′ : w′(l) = 0} and L1 := {l ∈ Γ ′ : w′(l) = 1}. The cost of Γ ′ is:

c′(S) = w′(Γ ′) = |L1| =
∑

T is a component in 〈V (S),S〉(|CT (L′|S)| − 1)
=

∑
T is a component in 〈V (Γ ′),Γ ′〉(|CT (L′|Γ ′)| − 1), (5)

where the first equality follows from relation (4) and the second one from the
fact that Γ ′ is a spanning forest in 〈V (S), S〉, which means that PΓ ′ ≡ PS .

We first show that there exists a mcsf Γ ′′ for 〈V (S), S, w′′〉 with L0 ⊆ Γ ′′.
Take an arbitrary mcsf Γ for S in 〈V (S), S, w′′〉. If L0 �⊆ Γ choose an l ∈ L0\Γ .
Since Γ ∪ {l} contains a cycle R, whereas Γ ′, and hence L0, do not contain
cycles, we can find an edge l′ ∈ R with l′ /∈ L0. Define Γ̃ := (Γ ∪ {l})\{l′}.
Since w′′(l) = 0 and w′′(l′) ≥ 0 we find that also Γ̃ is a mcsf for 〈V (S), S, w′′〉.
Moreover |Γ̃ ∩ L0| = |Γ ∩ L0| + 1. Repeating this argument results in the tree
Γ ′′ with L0 ⊆ Γ ′′.

Note that the set PΓ ′ of all components in 〈V (Γ ′), Γ ′〉 coincides with the one
PΓ ′′ in 〈V (Γ ′′), Γ ′′〉. Moreover, since L0 ⊆ Γ ′′, then for each component T ∈ PΓ ′

(or, equivalently, in PΓ ′′), the number of L′|Γ ′′-components contained in T must
be at most the corresponding number of L′|Γ ′ -components. Consequently, we
have that

w′(Γ ′′) =
∑

T is a component in 〈V (Γ ′′),Γ ′′〉(|CT (L′|Γ ′′)| − 1)
≤ ∑

T is a component in 〈V (Γ ′),Γ ′〉(|CT (L′|Γ ′)| − 1) = w′(Γ ′). (6)

Therefore, Γ ′′ is also a mcsf for 〈V (S), S, w′〉. Having w = αw′ + w′′ and
the fact that Γ ′′ is a mcsf for S in both 〈V (S), S, w′〉 and 〈V (S), S, w′′〉 we
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may conclude that Γ ′′ is also a mcsf for S in 〈V (S), S, w〉. So, c(S) = w(Γ ′′) =
αw′(Γ ′′) + w′′(Γ ′′) = αc′(S) + c′′(S). ��
The following decomposition theorem shows that every link game can be writ-
ten as a non-negative combination of LC games corresponding to simple LC
situations.

Theorem 1. Let L = 〈V,E,w〉 be an LC situation and let (E, c) be its cor-
responding LC game. Let σ ∈ ΣE be such that w(σ(1)) ≤ w(σ(2)) ≤ . . . ≤
w(σ(|E|)). Define the LC game (E, cσ,k) corresponding to the simple LC situa-
tion Lσ,k = 〈V,E, eσ,k〉, for each k ∈ {1, . . . , |E|}. Then,

c = w(σ(1))cσ,1 +
|E|∑

k=2

(
w(σ(k)) − w(σ(k − 1))

)
cσ,k. (7)

Proof. The proof follows directly by Lemma 1 and the recursive application of
Lemma 2, using eσ,j in the role of w′, w(σ(j)) − w(σ(j − 1)) in the role of α,
and

∑|E|
k=j+1

(
w(σ(k))−w(σ(k −1))

)
eσ,k in the role of w′′ at each recursive call

j ∈ {1, . . . , |E| − 1} (and setting, by convention, w(σ(0)) = 0). ��
Example 5 (follows Examples 2 and 3). Consider again the LC situation of
Examples 2 and 3, with σ = ({1, 2}, {1, 3}, {2, 4}, {3, 4}, {2, 3}). According to
Theorem 1 we have c = cσ,1 + 0cσ,2 + cσ,3 + 2cσ,4 + 4cσ,5, where the LC games
cσ,1, . . . , cσ,5 corresponding to the simple LC situations eσ,1, . . . , eσ,5 are those
shown in Table 2. One can easily verify that the last row of Table 2 coincides
with the LC game c, as computed in Example 2 (see Table 1).

Table 2. Decomposition of the LC game corresponding to the LC situation of Fig. 2.

S {12, 13, 23} {23, 24, 34} {12, 13, 23, 34} {12, 13, 23, 24} {23, 24, 34, 13} {23, 24, 34, 12} E

cσ,1(S) 2 2 3 3 3 3 3

cσ,2(S) 2 2 3 3 3 3 3

cσ,3(S) 0 2 1 1 2 2 1

cσ,4(S) 0 1 1 0 1 1 0

cσ,5(S) 0 0 0 0 0 0 0

Sum 2 6 6 4 7 7 4

5 The Core of an LC Game

In this section we prove that LC games have a non-empty core and that core
allocations can be efficiently computed, even if, as we have shown in the pre-
vious section, LC games are not necessarily concave. One could argue that the
savings due to cooperation in an LC situation originate from the possibility to
break cycles without destroying the connectivity of the network. On the other
hand, it is not immediately clear how those savings should be shared among the
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links involved in the cycle in order to obtain a core allocation. Next example
shows that trivial allocation protocols, to be more specific, the equal sharing
rule applied to the edges involved in the cycles, in general does not provide a
core allocation.

Example 6. Consider the simple LC situation L′ = 〈V,E,w′〉 depicted in Fig. 4,
with the set E composed by the 15 edges depicted in Fig. 4 and where the cost
w′(e) of each edge e ∈ E is equal to 1. In order to obtain a mcsf on L′ it suffices
to eliminate four edges such that no cycles appear and the network remains con-
nected (e.g., deleting edges {1, 2}, {4, 5}, {7, 8} and {10, 11}), therefore leading
to an optimal network of cost 11. On the other hand, if we split equally the total
cost 11 (or the total saving 4) among the edges of the network we obtain that
each link in E should pay 11

15 which is not in the core of the corresponding LC
game, since c(12, 13, 23) = 2 < 3 11

15 = x12 + x13 + x23.

1

2

3

4

5 6

7

89

12 10

11

Fig. 4. A simple LC situation where the equal sharing allocation does not belong to
the core (the cost of each edge is 1).

Even if the cycles play a central role in the determination of the savings (as
illustrated in the previous example), defining an allocation rule based on the
analysis of the cycles of a graph could be computationally very hard (one edge
may belong to several cycles). In the following, our objective is to prove that
LC games have a non-empty core and core allocations can be easily computed
without looking at the cycles of a graph.

Let L′ = 〈V,E,w′〉 be a simple LC situation (with w′(e) ∈ {0, 1}). For
each i ∈ V , let Ci(L′) be the L′-component to which i belongs. We denote by
BΓ

ij = {{k, l} ∈ E : k ∈ Ci(L′) and l ∈ Cj(L′)} the bridge set of all edges
connecting the two L′-components Ci(L′) and Cj(L′) (clearly, {i, j} ∈ BΓ

ij and
w(k, l) = 1 for each {k, l} ∈ BΓ

ij). Moreover, let ĒΓ = E \ ⋃
e∈Γ :w′(e)=1 BΓ

ij be
the set of edges in E that do not belong to any set BΓ

ij with {i, j} ∈ Γ and
w′(i, j) = 1.
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Remark 2. Let 〈V, Γ 〉 be a mcsf for the simple LC situation L′ = 〈V,E,w′〉.
Note that for {i, j}, {k, l} ∈ Γ with {i, j} �= {k, l} and w′(i, j) = w′(k, l) = 1,
we have BΓ

ij ∩ BΓ
kl = ∅, since each edge of cost 1 in Γ connects two disjoint

L′-components.

Example 7 (follows Example 4). Consider again the simple LC situation L′ =
〈V,E,w′〉 of Example 4. Let the tree Γ = {{1, 2}, {1, 3}, {2, 4}} be a mcst in L′.
Then, we have that BΓ

24 = {{2, 4}, {3, 4}} and ĒΓ = {{1, 2}, {1, 3}, {2, 3}}.

Now, we can introduce a family of cost sharing vectors for simple LC games.

Definition 2. Let L′ = 〈V,E,w′〉 be a simple LC situation and let 〈V, Γ 〉 be
a mcsf for L′ = 〈V,E,w′〉. We denote by X (L′, Γ ) the set of (positive) vectors
x ∈ R

E
+ satisfying the following two conditions:

(i)
∑

e∈BΓ
ij

xe = 1 for all {i, j} ∈ Γ such that w′(i, j) = 1;

(ii) xe = 0 for all e ∈ Ē,

where 〈V, Γ 〉 is a mcsf for the simple LC situation L′.

In other words, X (L′, Γ ) is the set of positive allocation vectors such that the
service providers located over the edges in ĒΓ pay nothing and those over the
edges in BΓ

ij , for each {i, j} ∈ Γ with w′(i, j) = 1, share the cost to connect
Ci(L′) and Cj(L′).

Lemma 3. Let L′ = 〈V,E,w′〉 be a simple LC situation (with w′(e) ∈ {0, 1})
and let 〈V, Γ 〉 be a mcsf for L′. Then X (L′, Γ ) �= ∅ and

∑
e∈E xe = w′(Γ ).

Proof. To prove that X (L′, Γ ) �= ∅, simply take the vector x ∈ R
E
+ such that

xe =

{
1

|BΓ
ij | if ∃{i, j} ∈ Γ with w′(i, j) = 1 and e ∈ BΓ

ij ,

0 otherwise,
(8)

for each e ∈ E. It is immediate to check that the vector x defined according
to relation (8) satisfies conditions (i) and (ii) in Definition 2. To see that every
vector x ∈ X (L′, Γ ) is efficient, simply notice that

∑

e∈E

xe =
∑

{i,j}∈Γ :w′(i,j)=1

∑

e∈BΓ
ij

xe =
∑

{i,j}∈Γ :w′(i,j)=1

1 = w′(Γ ),

where the first equality follows from condition (ii) in Definition 2, and the second
equality from condition (i). ��
Example 8 (follows Examples 4 and 7). The allocation vectors in X (L′, Γ ), what-
ever mcsf Γ for L′ is constructed, is such that the edges {2, 4} and {3, 4} share
the cost of connecting the L′-components {1, 2, 3} and {4}. We have that

X (L′, Γ ) = {x ∈ R
E
+ : x12 = x13 = x23 = 0 and x24 + x34 = 1}.
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Next lemma, that holds for general LC situations, is useful to prove the
non-emptiness of the core of simple LC games, as shown by Proposition 2.

Lemma 4. Let L = 〈V,E,w〉 be an LC situation, let 〈V, Γ 〉 be a mcsf for L and
let c be the corresponding LC game. For each S ⊆ E. Then,

c(S) ≥ w(Γ ∩ S), (9)

Proof. Recall that c(S) = w(ΓS) =
∑

e∈ΓS
w(e), where ΓS is a mcsf for the

restriction LS = 〈V (S), S, w|S〉, and w(Γ ∩ S) =
∑

e∈Γ∩S w(e).
First note that each component T in 〈V (Γ ∩S), Γ ∩S〉 is also a connected set

of nodes in the network 〈V (S), ΓS〉. So, if two nodes i, j ∈ V are connected in the
network 〈V, Γ 〉 they must be connected also in the network 〈V, (Γ \S)∪ΓS〉 (i.e.,
〈V, (Γ \S)∪ΓS〉 is a spanning network for 〈V,E〉, meaning that P(Γ\S)∪ΓS

≡ PE),
and this directly implies relation (9). Suppose, on the contrary, that w(Γ ∩S) >
c(S) = w(ΓS). By simple considerations on the sets of edges Γ, S and ΓS we
obtain that

w(Γ )=w((Γ∩S)∪(Γ\S))=w(Γ∩S)+w(Γ\S)>w(ΓS)+w(Γ\S)≥w(ΓS∪(Γ\S)),

which yields a contradiction with the fact that Γ is a mcsf for 〈V,E〉 (notice
that the second equality follows from the fact that (Γ ∩S)∩ (Γ \S) = ∅ and the
last inequality from the fact that ΓS ∩ (Γ \ S) is not necessarily empty). ��
Proposition 2. Let L′ = 〈V,E,w′〉 be a simple LC situation (with w′(e) ∈
{0, 1}) and let (E, c′) be the corresponding LC game. Then, X (L′, Γ ) ⊆
Core(c′) �= ∅.
Proof. By Lemma 3 we know that X (L′, Γ ) �= ∅ and that each element x ∈
X (L′, Γ ) is an efficient allocation. Now, in order to prove that x ∈ X (L′, Γ ) is
in Core(c′) we need to prove that

∑
e∈S xe ≤ c′(S) for all S ⊆ E. Notice that

∑

e∈S

xe =
∑

{i,j}∈S∩Γ :w′(i,j)=1

∑

e∈S∩BΓ
ij

xe ≤
∑

e∈S∩Γ :w′(i,j)=1

1=
∑

e∈S∩Γ

w′(e) ≤ c′(S), (10)

for each S ⊆ E, where the first equality follows from condition (ii) in
Definition 2, the first inequality from condition (i) in Definition 2, the second
equality from the fact that w′ is a simple LC situation and the second inequality
from Lemma 4. ��
We can finally prove that LC games have a non-empty core.

Theorem 2. Let L = 〈V,E,w〉 be an LC situation and let (E, c) be the corre-
sponding LC game. Then, Core(c) �= ∅.
Proof. Let σ ∈ ΣE be such that w(σ(1)) ≤ w(σ(2)) ≤ . . . ≤ w(σ(|E|)). For each
k ∈ {1, . . . , |E|}, take xk ∈ X (Lσ,k, Γ k), where 〈V, Γ k〉 is a mcsf for Lσ,k and
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cσ,k is the LC game corresponding to the simple LC situation eσ,k. Define the
vector x ∈ R

E such that

x = w(σ(1))xk +
|E|∑

k=2

(
w(σ(k)) − w(σ(k − 1))

)
xk.

For each S ⊆ E with S �= ∅ we have that
∑

e∈S xe ≤ w(σ(1))cσ,1(S) +
∑|E|

k=2

(
w(σ(k)) − w(σ(k − 1))

)
cσ,k(S) = c(S), (11)

where the inequality follows from the fact that, by Proposition 2, xk ∈
Core(cσ,k) and the fact that w(σ(1)) ≥ 0 and w(σ(k)) − w(σ(k − 1)) ≥ 0 for
each k ∈ {1, . . . , |E|}, and the second equality follows directly from Theorem 1;
similarly, for the efficiency condition of core allocations in X (Lσ,k, Γ k) we have

∑
e∈N xe=w(σ(1))cσ,1(E)+

∑|E|
k=2

(
w(σ(k))−w(σ(k − 1))

)
cσ,k(E)=c(E)=w(Γ ).

Then it has been established that x ∈ Core(c). ��
Example 9 (follows Examples 2, 3 and 5). Let Γ k = Γ = {{1, 2}, {1, 3}, {2, 4}}
for each k ∈ {1, . . . , 5} (notice that this is a mcsf obtained using the Kruskal
algorithm [9] on the ordering of the edges σ). It is easy to check that X (Lσ,1, Γ ) =
{(x12, x13, x24, x34, x23) = (1, 1, 1, 0, 0)}, X (Lσ,2, Γ ) = {x ∈ R

E
+ : x13 + x23 =

x24 = 1 and x12 = x34 = 0}, X (Lσ,3, Γ ) = {x ∈ R
E
+ : x12 = x13 = x23 =

0 and x24 + x34 = 1} and X (Lσ,4, Γ ) = X (Lσ,5, Γ ) = {(x12, x13, x24, x34, x23) =
(0, 0, 0, 0, 0)}. Consider for instance the core allocations xk ∈ X (Lσ,k, Γ ) com-
puted according to relation (8) as follows:

{1, 2} {1, 3} {2, 4} {3, 4} {2, 3}
x1 1 1 1 0 0
x2 0 1

2 1 0 1
2

x3 0 0 1
2

1
2 0

x4 0 0 0 0 0
x5 0 0 0 0 0

x = x1 + 0x2 + x3 + 2x4 + 4x5 1 1 3
2

1
2 0

One can easily verify that x ∈ Core(c), as immediately suggested by Theorem 2.

6 Concluding Remarks

In this paper we studied a class of cooperative games where the players are the
edges of a weighted graph and the goal of a coalition of edges is to connect the
adjacent nodes at a minimum cost. We also provided a procedure based on a
decomposition theorem to easily generate allocation vectors in the core of an LC
game. An interesting research direction is related to the property-driven analysis
of particular one-point solutions for LC situations, i.e. maps that associate to
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each LC situation a particular allocation vector, independently from the selected
mcsf and, possibly, in the core of the corresponding LC game. Alternative cost
allocation protocols keeping into account the role of edges in maintaining the
connectivity of the network should be further investigated.

As shortly suggested in Example 9, the procedure to find core allocations
used in the proof of Theorem 2 is strongly related to the Kruskal algorithm for
finding a spanning network of minimum cost on weighted graphs [9]. In general,
it is possible to define a procedure aimed at computing vectors in X (Lσ,k, Γ k)
at each k-th step of the Kruskal algorithm, and obtain, after precisely n-steps
(where n is the number of nodes, if the graph is connected) both an optimal
network and an allocation in the core of the LC game. On the other hand, the
procedure used in Theorem 2 selects the elements of a particular subset of the
core, and the issue of how to efficiently generate all the allocations in the core
of an LC game (or other specific subsets of stable allocations) is still an open
problem. Notice that the non-emptiness of the core for LC games can be also
proved using the results in [12] for games on matroids (LC games being a special
case of games on matroids), and an interesting related question is whether the
procedure used in Theorem 2 can be generalized to the more general framework
of matroids.

Another open question concerns the existence of solutions for LC games that
are cost monotonic (i.e., such that if some connection costs go down, then no
edges will pay more) and, in addition, that can be extended to a population mono-
tonic allocation scheme (pmas) [17] (roughly speaking, an allocation method is
pmas extendible if it assigns an allocation vector to every coalition in a mono-
tonic way and such that the cost allocated to some edge does not increase if the
coalition of edges to which it belongs becomes larger). It would be interesting to
analyse whether the core allocations computed according to the procedure used
in Theorem 2 satisfy these properties.

Finally, as an alternative framework, one could imagine a version of a (mono-
tonic) LC game where each service provider has the power, alone or in coopera-
tion, to control the implementation of the services over the entire network, and
not only those using the connections within a given coalition, like in the current
version of the model.
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Abstract. Cooperation and negotiation are important elements of
human interaction within extensive, flatly organized, mixed human-
machine societies. Any sophisticated artificial intelligence cannot be com-
plete without them. Multi-agent system with dynamic locally indepen-
dent agents, that interact in a distributed way is inevitable in majority
of modern applications. Here we consider a modified Ultimatum game
(UG) for studying negotiation and cooperation aspects of decision mak-
ing. The manuscript proposes agent’s optimizing policy using Markov
decision process (MDP) framework, which covers implicit negotiation (in
contrast with explicit schemes as in [5]). The proposed solution replaces
the classical game-theoretical design of agents’ policies by an adaptive
MDP that is: (i) more realistic with respect to the knowledge available to
individual players; (ii) provides a first step towards solving negotiation
essential in conflict situations.

Keywords: Cooperation · Negotiation · Economic game
Ultimatum game · Markov decision process

1 Introduction

Human intelligence develops in a context of different social interactions (within
family, school, etc.) and their importance can hardly be overestimated. Artificial
intelligence cannot be complete without supporting cooperation and negotiation
as the basics of any dynamic decision making (repetitive, history-dependent).
Many applications in the fields of Artificial Intelligence, Computer Science and
Economics (cooperative control, flocking, distributed sensor networks, commu-
nication networks, transportation) represent multi-agent systems with dynamic
locally independent agents that need to coordinate to reach certain quantities
of interest for mutual satisfaction. Dynamics, i.e. significant dependence of the
actual decision-making task on the past history of agents’ interactions is one of
the important characteristics of these systems. Studying cooperation without a
facilitator can bring us a better understanding of human behavior [3,9] as well
as an improving of overall performance of distributed computer systems [12,21].
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Cooperative aspects can be well studied using economic games [9,19]. Here we
consider a modification of the Ultimatum game (UG) [10], which is an economic
game with simple rules. Two players (hereinafter agents) are to decide how to
divide some goods between themselves. In the standard UG roles of agents are
asymmetric: one agent proposes a division and the second one either accepts it
or decides that none of agents gets anything.

It has been reported [6] that human-players do not behave rationally and
their decisions do not follow the normative strategy implied by game theory [18].
The irrationality of a human-player in the Ultimatum Game has been already
discussed. The paper [7] suggests that the human is also driven by the sense for
fairness. The paper further introduces three models of player’s distinguishing of
an affection degree with which the player is under influence of his individual
tendency to consider a social profit (fairness) or an economic profit. The exper-
imental results [7] have shown people do behave rationally with the reward that
respected fairness.

The considered modification of UG balances the roles of both agents. The
good division then can be interpreted as cake splitting. Both agents make a
request for a certain number of pieces of the cake. In case of the demands com-
patibility, the cake is divided accordingly and they both get what they asked
for. Oppositely, in case of the number of pieces of the cake exceeding, they both
get nothing. This modification is close to the Nash’s bargaining game [13].

There are some examples illustrating the real-life use of bargaining in human
decision making: negotiating over a price by a seller and a buyer, bargaining
over a trade agreement by two companies, finding a balance between the needs
of employees and the interests of the employer by a company and a labor union
or immigration quotas debating by European countries. In all of these examples,
the common objective of all parties is reaching a consensus.

There is a number of studies focused on cooperation in decision making
[11,14,20]. However, a reliable solution, applicable to distributed facilitator-free
scenario and especially to the problem of human decision-making, still does not
exist. The main goal of this paper is to make a step towards distributed nego-
tiation allowing cooperation within a flatly organized, dynamic human-machine
society. This goal can be reached if the policy of each individual agent is designed
from the agent’s perspective only. This justifies a formulation when the co-players
are taken as a part of the agent’s environment modeled in a feasible way. The
theory of Markov decision processes (MDP) provides such a feasible approach.
The intention to reach unlimited scalability excludes the (otherwise relevant)
framework of Bayesian games [8]. It should be emphasized that the article does
not aim to challenge existing solutions of UG, but uses modified version of UG
for studying negotiation aspects.

Section 2 introduces necessary notations, recalls Markov Decision Process
(MDP) and outlines a solution concept. Section 3 introduces modified UG and
formulates it in terms of MDP. The key step is defining reward function that
implicitly motivates negotiation. Section 4 describes two different models of a
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non-optimizing agent. Section 5 describes simulation experiments and Sect. 6
summarizes the results and adds some remarks on future research directions.

2 Preliminaries

This section introduces notations and recalls necessary notions.

N, R set of natural numbers, set of real numbers
x ∈ X value x from the set of values X
xt value of x at discrete time t
p(x|y) conditional probability of random variable x conditioned on random

variable y
E[x] expectation of random variable x
E[x|y] conditional expectation of random variable x conditioned on random

variable y

2.1 Markov Decision Process

The addressed problem is formulated as a discrete-time discrete-valued Markov
Decision Process (MDP). Let us remind a single-agent MDP (a detailed descrip-
tion can be found in [17]).

Definition 1 (MDP). The fully observable MDP is characterized by
{T,S,A, p, R}, where T = {1, 2, ..., N}, N ∈ N, is a set of decision epochs; S is
a set of all possible system states and A denotes a set of all actions available to
the agent. Function p : S × A × S �→ [0, 1] expresses the transition probability
pt(st+1|st, at) that moves the system from state st ∈ S to state st+1 ∈ S after
an agent chooses action at ∈ A; R : S × A × S �→ R is a real-valued function
representing the agent’s reward rt(st+1, st, at) after taking action at ∈ A in state
st ∈ S stimulating the transition to state st+1.

The full observability means that the agent observes precise state st+1 reached
after action at is taken. This does not imply however that the agent is able to
precisely predict future states.

In each decision epoch t ∈ T, the agent chooses the action at ∈ A based on
the randomized DM rule pt(at|st), which is a non-negative function representing
a probability of the action at in the given state st ∈ S. The agent’s goal is to
find an optimal DM policy πt, that is a sequence of DM rules mapping states to
actions to maximize expected reward over some horizon h ∈ {1, 2, ..., N − t}:

πt,h =

{
pτ (aτ |sτ )

∣∣∣sτ ∈ Sτ , aτ ∈ Aτ ,
∑

aτ ∈Aτ

pτ (aτ |sτ ) = 1,∀sτ ∈ Sτ

}t+h

τ=t

. (1)

MDP with finite horizon h evaluates quality of the DM policy by an expected

total reward E

[
t+h∑
τ=t

rτ (sτ+1, sτ , aτ )|st

]
.
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In game round t ∈ T and state st ∈ S, the expected reward function is
defined as:

Et

[
rt(st+1, st, at)|st

]
=

∑
st+1∈St+1at∈At

rt(st+1, st, at)pt(st+1, at|st), (2)

where pt(st+1, at|st) = pt(st+1|at, st)pt(at|st).

The solution to MDP [17] is a sequence of functions
{

popt
τ (aτ |sτ )

}t+h

τ=t
that

maximizes the expected reward and forms the optimal decision policy:

πopt
t,h = arg max

{πt,h}
E

[
t+h∑
τ=t

rτ (sτ+1, sτ , aτ )|st

]
. (3)

3 Modified Ultimatum Game

We use a modified version of the UG, a so-called cooperative UG scenario con-
sidering two agents A and B and an available amount of money (goods) q to
split. Unlike the classical UG [18] roles of both players are the same. In the
considered modification of the UG each round is treated as a round of an N -
round repeated game. In the round, there is an action stage and a reward stage.
During the action stage, each agent decides on own demand without knowing
that of the co-player. Note that their interests are competitive. At the reward
stage both agents get their rewards depending on whether amount q can cover
the sum of their demands. In addition to plausibility for modeling cooperation
and negotiation, the modified UG allows to adjust the amount of information
the agents obtain (the degree of uncertainty), which is obviously an important
aspect of the policy choice.

The overall scenario is as follows. At the beginning of the round t ∈ T, each
agent k ∈ {A,B} chooses action ak

t ∈ Ak that is a portion of q he wants to
receive in this round. In case that demands sum up to less than q, both agents
receive what they had asked for, otherwise, neither of the agents gets anything.
Thus, the pure economic profit of agent A in round t ∈ T equals:

zA
t = aA

t χ(aA
t , aB

t ), zA
t ∈ ZA (4)

where ZA = {0, 1, 2, ..., q − 1} is a set of all possible profits of agent A in one
game round, and

χ(aA
t , aB

t ) =

{
1 if aA

t + aB
t ≤ q,

0 if aA
t + aB

t > q.
(5)

3.1 Modified UG as MDP

Interactive nature of the game implies that effect of the agent’s individual actions
depends on actions of the opponent. They are perceived and also modified in
dependence on the game history, here, for simplicity restricted to Markovian
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case. We are interested in a distributed solution of the cooperation and consider
the game from a point of view of a single agent A. Generally the whole approach
can be applied to agent B too as the process is fully observable to each of them
and they may work with the structurally same reward function.

Definition 2 (Modified UG as MDP of the Agent A). The modified UG
is modeled by {T,S,A, p, R}, Definition 1, where

• A = AA = {1, 2, ..., q − 1} is a set of all possible actions; aA
t ∈ AA

• st = (aA
t−1, a

B
t−1) ∈ S, where aB

t ∈ AB is a portion of q demanded by agent B
at t ∈ T, AB = {1, 2, ..., q − 1}

• initial state s1 = (aA
0 , aB

0 ) is preset to a fair offer corresponding to half of q,
i.e. aA

0 = aB
0 = q

2• reward of agent A is defined by rt = aA
t χ(aA

t , aB
t ) − ωA | q − (aA

t + aB
t ) |,

where ωA ∈ [0, 1] is a weight reflecting the degree of cooperation of the agent
A.

In the definition of the reward function, the first term represents pure eco-
nomical profit, cf. (4). The second term expresses “unused potential” if some
monetary amount left after division; and “overshoot” in case when sum of
demands being greater than q. The reward thus equals aA

t −ωA· | q− (aA
t +aB

t ) |
if χ(aA

t , aB
t ) = 1 and −ωA· | q−(aA

t +aB
t ) | when no consensus has been reached.

The cooperativeness weight ωA depends on the personality traits of an agent
and reflects importance of the second term in the agent’s reward definition.Thus,
ωA is specific and private for each agent working with it. Value ωA = 0 implies
reward depending on pure economical profit, while ωA > 0 makes the designed
strategy to be respecting the degree of influence of “overshoot” as well as“unused
potential” on the agent. This weight reflects the human style of playing and
therefore the optimal policy is implicitly forced by the discussed summand to
take into account actions of the co-player, i.e. to cooperate.

The optimal policy, see Definition 2, can be computed by solving classical
MDP using a dynamic programming algorithm [2,16]. It needs the transition
probability p(st+1|aA

t , st). Conditional independence of agents’ actions and the
definition of the state imply

p(st+1|aA
t , st) = p(aA

t+1|aA
t , aB

t )p(aB
t+1|aA

t , aB
t ). (6)

The first factor is a part of the optimized policy. The second factor models
agent B and can be recursively estimated using Bayesian paradigm [15]. To
simplify explanation, it is assumed to be given. Its considered forms are discussed
below.

4 Models of the Agent B
To bring better understanding of the role and the effect of the introduced reward
(see Definition 2), two different models of the non-optimizing agent B are pre-
sented and further studied. Studies of learning and optimizing agents with dif-
ferent prior knowledge and different cooperativeness degrees are straightforward
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natural extensions of the current work and are supposed to be reported in the
future. The goal is to verify whether considering or conforming the second agent’s
actions leads to a higher profit and a higher number of successful rounds com-
paring to a non-cooperative strategy.

In each round, the non-optimizing agent B heuristically adjusts demands
according to the results of the previous round. Generally, if the sum of both
agents’ demands is greater than available amount q, the agent B lowers the
demand by a portion of the excess to avoid repeating the failure. Oppositely,
if q is not used up and some amount left, the agent B raises the demand by a
portion of the amount left to increase the chance of distributing of the whole
amount q in the current round.

The proposed models of the non-optimizing agent B differ in the degree of
an aggression of the agent or, in other words, in the extent to which the demand
changes. In both models, we assume that the transition probabilities do not
change during the whole game.

4.1 Type B1

The non-optimizing agent B of type B1 represents the basic concept of the agent
B. This type of the agent is less aggressive and more fair. The DM aim of this
agent’s type is to reduce the difference between q and the sum of demands from
the previous round by roughly one half. This means that in the round t, the
agent B increases or decreases next demand by 1

2 [q − (aA
t−1 + aB

t−1)] accordingly
to the “unused potential” or the“overshoot” of the available amount q.

The transition probability used for the model of the agent B of the type B1
can be modeled by the discretized Gaussian probability distribution with the
corresponding expected mode 1

2 (q − aA
t−1 + aB

t−1):

pt(aB
t |aA

t−1, a
B
t−1) ∝ exp

(
−

(
aB

t − 1
2 (q − aA

t−1 + aB
t−1)

)2
2σ2

)
, (7)

where aA
t−1, a

B
t−1 ∈ A are the demands of the agents at round (t − 1) ∈ T, and

σ2 is the variance of the discrete Gaussian distribution.
Such behavior can be explained by an effort to act fairly in terms of utilizing

the whole amount q. The type B1 agent anticipates that the agent A step back
by a half of an excess or raise their demands by a half of the remained part of
the available amount q. However, the agent B does not take into consideration
the difference between the individual demands. In case of the large difference,
the split then becomes unfair.

Even though the model (7) serves the creation of an active opponent of the
agent A, the agent’s strategy does not correspond well to human thinking [3].

4.2 Type B2

Proposed type B2 is more complex and efficient variant of the non-optimizing
agent B. It reflects human style of playing. As described in the previous sub-
section, the type B1 agent adapts the actions in dependence on the difference
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between the sum of demands and the available amount q. For the type B2 agent,
change of demand depends on the agent A action from the previous round. The
action range of the agent A is divided into three regions for which the offset of
the new demand of the agent B is set differently.

Let q = 10, t ∈ T be the current game round and aA
t−1, aB

t−1 ∈ A be the
demands from the previous game round. Then demand aA

t−1 can belong to the
following sets: {1, 2, 3}, {3, 4, 5} and {6, 7, 9}. Transition probabilities related to
the type B2 are set for each set as follows.

Case 1: The demand of the agent A when aA
t−1 ∈ {1, 2, 3}.

1. If q − (aA
t−1 + aB

t−1) ≥ 0, i.e. some amount of q is left in the previous
round, then the agent of the type B2 increases the demand by one third
of the part of q lost in round (t − 1):

pt(aB
t |aA

t−1, a
B
t−1) ∝ exp

(
−

(
aB

t − 1
3 (q − aA

t−1 + 2aB
t−1)

)2
2σ2

)
.

2. If q − (aA
t−1 + aB

t−1) < 0, i.e. the agents’ demands exceed amount q in the
previous round, the agent of the type B2 decreases the demand by two
thirds of the amount that exceeded q:

pt(aB
t |aA

t−1, a
B
t−1) ∝ exp

(
−

(
aB

t − 2
3 (q − aA

t−1 + 1
2aB

t−1)
)2

2σ2

)
.

Case 2: The demand of the agent A when aA
t−1 ∈ {4, 5, 6}.

1. The agent of the type B2 behaves identically to the type B1 (7):

pt(aB
t |aA

t−1, a
B
t−1) ∝ exp

(
−

(
aB

t − 1
2 (q − aA

t−1 + aB
t−1)

)2
2σ2

)
.

Case 3: The demand of the agent A when aA
t−1 ∈ {7, 8, 9}.

1. If q − (aA
t−1 + aB

t−1) ≥ 0, the agent of the type B2 raises the demand by
two thirds of the amount not distributed in round (t − 1):

pt(aB
t |aA

t−1, a
B
t−1) ∝ exp

(
−

(
aB

t − 2
3 (q − aA

t−1 + 1
2aB

t−1)
)2

2σ2

)
.

2. If q − aA
t−1 − aB

t−1 < 0, then the agent of the type B2 lowers the demand
by one third of the exceeded amount:

pt(aB
t |aA

t−1, a
B
t−1) ∝ exp

(
−

(
aB

t − 1
3 (q − aA

t−1 + 2aB
t−1)

)2
2σ2

)
.

Case 1 can be interpreted as the type B2 agent either decreases the demand
in case of an excess to prevent it happening again, or the agent increases the
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demand by a smaller amount in case of not spending the full amount q because
of the tolerance assumption of the agent A.

In Case 2, the type B2 agent expects the fairness of the agent A, which means
that such agent anticipates from the agent A to ask for only a half of the amount
left or to drop a half of the excess.

In Case 3, the type B2 agent tries to stop the agent A from continuing to
take actions of the high value (the actions from the region {7, 8, 9}), because
these actions lead to an unfair splitting of the amount q. By this reason, the
agent asks for the larger portion of the amount lost and is willing to retreat less
in case of the excess.

Such model of the agent B better corresponds to the anticipated behavior of
a human [7,9].

5 Illustrative Experiments

The proposed approach is illustrated on several simulated examples ran in Mat-
lab environment. Each game had N = 30 rounds. The available amount to split
was q = 10CZK1 in each round. The simulation ran for five different values of
the cooperativeness weight ωA ∈ {0, 0.25, 0.5, 0.75, 1}. The reward (see Defini-
tion 2) used the design of the optimal policy of the agent A that was found by
the dynamic programming [2]. The weight ωA reflected individual tendency of
the agent A to consider negotiations (0 < ωA ≤ 1) or not (ωA = 0).

In case of ωA = 0, the agent A is interested only in the monetary profit and
does not cooperate. In case of 0 < ωA ≤ 1, the agent is also, to some degree,
committed to use the potential of each round. It means that the agent tries do
not exceed the available amount q and to split it fully. This weight ωA does
not express a balance between the importance of the economic profit and the
cooperation.

The first example is a game of two non-optimising agents (so-called type B
agents, see Sect. 4). We need it for the later comparison with a game when one
of the players cooperates and optimizes.

In the current example, one agent was of the type B1 (see Sect. 4.1) while
another of the type B2 (see Sect. 4.2), so the transition probabilities of both
models were proportional to the Gaussian distribution. Let’s recall the agent of
the type B2 is more complex version of the agent of the type B1 whose demand
depends on the previous action of the opponent. The standard deviation of σ = 3
was chosen and the seed parameter for the reproducibility was set to the value of
90 during the simulation. The numerical results are summarized in the Table 1.
Plots of the cumulative profits of the agents and their corresponding actions are
shown in Figs. 1 and 2.

As it can be seen from the results, the higher flexibility to the actual situation
of the agent B of the type B2 causes the better choice of actions and so the
reaching the higher total profit of such agent type.

1 Czech crowns.
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Table 1. Game of type B1 agent and type B2 agent

Standard deviation σ = 3

Percentage of the successful rounds (%) 63.3

Total profit of the agent B of the type B1 (CZK) 71

Total profit of the agent B of the type B2 (CZK) 85

Table 2. Game with the optimizing agent A and the agent B of the type B1.

Standard deviation σ = 3

Weight ωA 0.00 0.25 0.50 0.75 1.00

Percentage of the successful rounds (%) 70.0 76.7 70.0 70.0 66.7

Total profit of the agent A (CZK) 126 137 129 131 121

Total profit of the agent B (CZK) 61 68 64 62 56

Standard deviation σ = 4

Weight ωA 0.00 0.25 0.50 0.75 1.00

Percentage of the successful rounds (%) 70.0 76.7 70.0 76.7 76.7

Total profit of the agent A (CZK) 119 133 126 126 128

Total profit of the agent B (CZK) 66 75 75 75 75

Standard deviation σ = 5

Weight ωA 0.00 0.25 0.50 0.75 1.00

Percentage of the successful rounds (%) 76.7 73.3 73.3 73.3 73.3

Total profit of the agent A (CZK) 122 116 121 123 119

Total profit of the agent B (CZK) 78 73 70 70 71

The second example represents a set of the games with the optimizing agent
A and the non-optimizing agent B of the type B1 (see Sect. 4.1). The simulation
ran with five values of the cooperativeness weight ωA and three different values
of the standard deviation σ ∈ {3, 4, 5} in the model of the agent B. The seed
parameter was set to 13. The numerical results can be seen in Table 2. The
progress of the cumulative profits of the agents for ωA = 0.25 and σ = 3 is
plotted in Fig. 3 and the corresponding actions in Fig. 4.

The last example focuses on a set of the games with the optimizing agent A
and the non-optimizing agent B of the type B2 (see Sect. 4.2). The simulation
also ran for five values of the cooperativeness weight ωA and three values of the
standard deviation σ ∈ {3, 4, 5}. The seed parameter for the reproducibility was
set to the value of 20. The numerical results are presented in Table 3. The course
of the cumulative profits of the agents, using ωA = 0.25 and σ = 3, are plotted
in Fig. 5. The actions of the agents can be seen in Fig. 6.
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Fig. 1. Cumulative profits: non-
optimizing agents, player 1 is of the
type B1 and player 2 is of the type B2.

Fig. 2. Actions: non-optimizing
agents, player 1 is of the type B1 and
player 2 is of the type B2.

Fig. 3. Cumulative profits: player 1 is
the optimizing agent A and player 2 is
the non-optimizing agent B of the type
B1.

Fig. 4. Actions: player 1 is the opti-
mizing agent A and player 2 is the
non-optimizing agent B of the type
B1.

The results show that the optimization positively leads to the higher profit
independently of the cooperativeness weight. Once again, the higher flexibility to
the actual situation of the agent B of the type B2 brings the possibility to assert
at the expense of the agent A. Another interesting point is that too much effort
to maximize the potential of each game round leads to a worsening of overall
results that can be seen mainly from the percentage of the successful rounds.
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Table 3. Game with the optimizing agent A and the agent B of the type B2.

Standard deviation σ = 3

Weight ωA 0.00 0.25 0.50 0.75 1.00

Percentage of the successful rounds (%) 53.3 60.0 60.0 50.0 50.0

Total profit of the agent A (CZK) 88 102 100 87 86

Total profit of the agent B (CZK) 61 67 67 53 53

Standard deviation σ = 4

Weight ωA 0.00 0.25 0.50 0.75 1.00

Percentage of the successful rounds (%) 63.3 60.0 56.7 56.7 53.3

Total profit of the agent A (CZK) 99 94 92 91 88

Total profit of the agent B (CZK) 76 71 62 64 58

Standard deviation σ = 5

Weight ωA 0.00 0.25 0.50 0.75 1.00

Percentage of the successful rounds (%) 73.3 56.7 56.7 56.7 56.7

Total profit of the agent A (CZK) 111 88 89 91 91

Total profit of the agent B (CZK) 91 62 62 62 61

Fig. 5. Cumulative profits: player 1 is
the optimizing agent A and player 2 is
the non-optimizing agent B of the type
B2.

Fig. 6. Actions: player 1 is the opti-
mizing agent A and player 2 is the
non-optimizing agent B of the type
B2.

6 Concluding Remarks

The paper introduces an innovative approach to the implicit cooperation in the
modified UG. The optimizing agent is modeled via Markov decision process. The
key step of the proposed approach is the special reward function (see Definition
2) respecting not only the economic profit of the agent but also reflecting the
agent’s willingness for the cooperation. Such a reward function implicitly forces
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the agent to negotiate. By optimizing overall behavior of the agents their optimal
degree of cooperation can be searched for.

The adopted approach was driven by our main concern: the search for a
feasible, fully scalable, design of approximately optimal DM policy under the need
for a cooperation. The inspected framework also allows respecting the influence
of such subtle phenomena as emotions in decision making [1]. In this respect,
the gained results are the first promising step in creating the applicable DM
strategies allowing for the fully scalable distributed cooperation and negotiation
in the extensive mixed human-machine societies.

The foreseen research will consider: (i) different types of the agents (learning,
optimizing ones, differing in cooperativeness degree, using more realistic non-
symmetric reward [4] and others); (ii) including the fairness aspects into the
reward function [7]; (iii) dependence of economic profit on the cooperativeness
weight; (iv) learning the co-player’s model and its cooperativeness weights.

Acknowledgement. The research has been supported by the project GA16-09848S,
LTC 18075 and EU-Cost Action 16228.
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Abstract. MapReduce is a design pattern for processing large datasets
on a cluster. Its performances depend on some data skews and on the
runtime environment. In order to tackle these problems, we propose an
adaptive multiagent system. The agents interact during the data pro-
cessing and the dynamic task allocation is the outcome of negotiations.
These negotiations aim at improving the workload partition among the
nodes within a cluster and so decrease the runtime of the whole process.
Moreover, since the negotiations are iterative the system is responsive in
case of node performance variations. In this paper, we show how, when a
task is divisible, an agent may split it in order to negotiate its subtasks.

Keywords: Application of mas · Automated negotiation · Adaptation

1 Introduction

The processing of large datasets requires to distribute data on multiple machines,
typically a cluster of PC. Processing such distributed data is the purpose of the
MapReduce design pattern [1]. A MapReduce application is composed of a map
function which filters the data in order to build key-value couples and a reduce
function which aggregates them. Many implementations of MapReduce exist,
but the most popular is the open-source implementation Hadoop.

The user of a distributed application based on the MapReduce design pattern
(e.g. Hadoop) must know its implementation, the input data and the runtime
environment in order to configure beforehand the job. Nevertheless, even with a
finely tuned configuration, data skews and heterogeneous runtime environments
challenge the implementation choices.

In [2], the authors identify two common data skews during the reduce phase:
(i) the partitioning skew occurs when a reducer processes a larger number of keys
than others; (ii) the expensive key groups occurs when few keys are associated
with a large number of values. As stated in [3], these two skews are widespread
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in today’s applications and, they lead to an unbalanced workload of the reducers.
Since the job ends when all the reducers have finished their work, the process
is penalized by the most loaded reducer or (the slowest one). In this paper,
we propose a multiagent system which implements the distributed MapReduce
pattern where reducer agents negotiate divisible tasks while they process a job
in order to improve the workload partition and so the runtime. The adaptiv-
ity of the MAS allows us to tackle both the reduce phase data skews and a
heterogeneous runtime environment without data preprocessing. In [4], we have
discussed the formal properties of our MAS and we have shown the advantages of
a MAS architecture. Moreover, we have addressed the partitioning skew thanks
to negotiations between reducers. Here, we address the expensive key groups
skew with a negotiation strategy of divisible tasks. When the task delegation
is socially irrational, our agents may split that task and negotiate the subtasks
in order to reach a fairer task allocation. A reducer negotiates and splits tasks
using its local beliefs about its peers workloads. These beliefs are updated dur-
ing the reduce phase using the informations exchanged through the negotiations.
Since the nodes may have heterogeneous performances, the process constantly
adapts the distribution of the computations to the dynamics of the job process-
ing. Furthermore, in order to improve the responsiveness of the MAS, we extend
the negotiation process such that the agents can simultaneously bid in concur-
rent auctions. Finally, we show through several experiments that the workload
balancing speeds up the data processing.

Section 2 presents the MapReduce design pattern and the related works. In
Sect. 3, we shortly present our negotiation process with an illustrative example
and we present our negotiation strategy of divisible task. Section 4 presents our
experiments which highlight the added value of our adaptive multiagent system.
Finally, Sect. 5 concludes and presents future works.

2 Motivation

MapReduce jobs consist of two sets of tasks, i.e. the map tasks and the reduce
tasks, which are distributed among nodes within a cluster. A node which per-
forms a map task (resp. a reduce task) is called a mapper (resp. a reducer). In
order to perform such tasks, the nodes need these two functions given by the
user:

map: (K1, V 1) → list[(K2, V 2)]
reduce: (K2, list[V 2]) → list[(K3, V 3)]

Figure 1 illustrates the MapReduce data flow as implemented in Hadoop:

1. the supervisor shares input data by giving a slot to each mapper;
2. the mappers apply the map function over their slots and build the interme-

diate key-value pairs (key : K2, value : V 2);
3. a partitioning function is applied over the output of the mappers in order to

split them in subsets, i.e. one subset per reducer such that the couples with
the same key are sent to the same reducer. In this way, a reducer process all
the values of the same key (for data consistency);
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4. the reducers aggregate the intermediate key-value to build the couples
(K2, list[V 2]). They apply the reduce function over the groups of values asso-
ciated to each key;

5. the final key-value couples (K3, V 3) are written in the distributed file system.

Supervisor

slot 0 map

slot 1 map

slot 2 map

4 reduce part 0

reduce part 1

2

merge

5

3

1

intermediate results locations final result location

Fig. 1. MapReduce data flow.

Several criteria must be considered to compare our proposal to others1:

1. Prior knowledge about the data. Since the datasets are large, analyzing data
beforehand is not realistic;

2. Data skew. We aim at addressing the data skews which lead to an unbalanced
workload;

3. Self-adaptivity. We want the system to autonomously and constantly balance
the workload.

4. Decentralization. A decentralized process is more responsive, robust and effi-
cient than a centralized one.

5. Weak parametrization. Setting the parameters of a job requires to know the
input data, the runtime environment and the MapReduce implementation.
We aim at providing a solution which adapts the task allocation without
expertise about the data and the computation environment.

The distribution of the MapReduce pattern needs to tackle the data skews
which penalize the efficiency of the computation. [5] and [6] predict the perfor-
mance with job profiling by collecting data during the previous runs. We do not
want to preprocess data due to its computational cost, in particular for large
datasets.
1 Fault tolerance is out of the scope of our study.
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The partitioning skew leads to an unbalanced key allocation to the reducers.
Without any prior knowledge about the data, the partitioning function cannot
warrant a fair key allocation, and so a fair task allocation among the reducers.
This data skew is tackled in [2,7,8] using centralized solutions with prior knowl-
edge about the data and the environment or parametrized system. In [4], we also
address it with a dynamic task allocation which is the outcome of concurrent
negotiations between reducer agents all along the reduce phase. Unlike the other
works, our proposal is decentralized and it does not require any configuration.

The data skew of expensive key groups is due to the fact that few keys are
associated with a large number of values. For instance, it happens when the data
can be approximated with a Zipfian distribution [9], i.e. the number of values for
a key is inversely proportional to its rank in the frequency table. The consequent
congestion phenomenon in the reduce phase is studied in [10]. Most of the time,
this problem cannot be solved by a different key allocation to the reducers since a
reducer is overloaded as soon as it is responsible for an expensive task. Even if this
data skew is raised in [2], no solution is given. In [11], the authors also highlight
this data skew. Since they claim that MapReduce requires that each key must be
processed by a single reducer, they consider that the possibilities of fitting the
system for this skew are very small. Then, their proposal is restricted to a user
alert and ad-hoc solutions. In [8], the authors concretely tackle this issue. They
propose to split the outputs of the mappers into blocks whose size must be a
priori set up by the user. Thus, the values associated with the same key can be
distributed in several blocks. The authors introduce the notion of intermediate
reduce tasks which are applied to a subset of the values to produce intermediate
results. Since the size of these tasks are parameterized, it is easier to balance the
workload. The intermediate results for the same key are aggregated during the
final reduce phase. This approach is centralized since the master node gathers all
the information about the intermediate tasks and it orchestrates the reduce tasks
allocation. Moreover, this proposal is based on some parameters which must be
defined a priori (e.g. the size of non-divisible tasks). Finally, the task split is
systematic. In this paper, we adopt a similar approach by splitting the tasks
corresponding to the keys with a large number of values. The resulting subtasks
can be negotiated and so dynamically allocated to the reducers in order to reach
a balanced workload. However, unlike [8], the task split is only performed if
necessary. Moreover, this mechanism does not require any predefined parameter
to setup the size of the subtasks.

More generally, the multiagent approach for distributed problem solving,
which encompasses distributed constraint solving [12] and negotiation [13], is
suitable for adapting to unknown data and dynamic computing environments. It
is worth noticing that, in most of the works on negotiation, agents give priority
to their own goals. Conversely, in our context of distributed problem solving,
agents have a common goal which has the priority over the individual ones.
Contrary to [13], our mechanism does not allocate resources based on agents’
preferences once for all, but it iterates several task negotiations based on a local
estimation of the remaining tasks to perform. In [12], the authors consider the
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problem of parallelizing heterogeneous computational tasks where each agent
may not be able to perform all the tasks and may have different computational
speeds. Let us note that this work addresses problems where the interactions
between the tasks and machines are sparse, i.e. each agent can execute a small
number of tasks and each task can be executed by a small number of agents.
This is not the case in MapReduce applications. To our best knowledge, there are
few works linking MAS and MapReduce frameworks. [14] presents a MapReduce
pattern implementation based on mobile agents to replicate code and data for
fault tolerance. However, this work does not apply self-organization techniques
in order to adapt the MAS to the input data or the runtime environment. For
this purpose, we adopt multiagent negotiation techniques.

3 Proposal

Our MAS addresses the two following data skews: the partitioning skew and the
expensive key groups.

In order to address the partitioning skew, our reducers negotiate tasks using
the Contract Net protocol. Doing so, they balance their workloads (called con-
tributions) while they perform tasks during the reduce phase. It is important
to note that task processing and negotiations simultaneously occur. Adaptation
of the workload is then continuous. This process was presented in [4]. Here we
extend it in order to allow agents to simultaneously bid in concurrent auctions,
then to address the data skew of expensive key groups, we introduce a task split
mechanism which allows reducers to partially process a task. This process leads
to subtasks negotiations which refine the workload balancing.

3.1 Negotiation Process

Let us recall the basic principles of the negotiation process through an example.
We consider here a particular auction for a single MapReduce job.

A reduce task represents a key and all its associated values. The cost of a
task is defined by the number of values it contains. Thereby a task has the same
cost for all the reducers of the system. We call contribution of a reducer the sum
of costs for the remaining tasks it must perform.

In our example, we assume that the mapper phase has been completed and
that the reduce tasks are initially allocated to four reducers, Ω = {1, 2, 3, 4}. We
focus on the task allocation at time t such that the individual contributions are
c1(t) = 10, c2(t) = 8, c3(t) = 3 and c4(t) = 5 where ci(t) is the contribution
of the agent i at time t (see Fig. 2a). Each reducer has beliefs concerning the
contributions of others. These beliefs are updated through information carried
by the negotiation messages.

In order to decrease their contribution all the reducers initiate auctions. In
particular, reducer #1 initiates an auction about the task τ with cτ = 3 through
a call for proposal (cfp) sent to the peers (see Fig. 2b). A cfp contains the con-
tribution of the initiator (c1(t)) and the cost of the task to negotiate (cτ ).
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In order to decide if it can manage the task τ at time t + 1, reducer i (i ∈
Ω\{1}) must satisfy the following acceptability criterion: ci(t) + cτ < c1(t). The
reducers which satisfy this criterion will improve the workload partition since
they may take the responsibility of the task τ . Therefore, they make a proposal
for τ while the others refuse the task delegation. For instance, reducer #2 does
not take the responsibility of τ . Otherwise, its contribution c2(t) + cτ would be
higher than c1(t). Meanwhile, reducer #3 and reducer #4 make some proposals
for τ by sending their contributions to reducer #1 (see Fig. 2c).

Reducer #1 receives the proposals of the agents Ω′ = {3, 4}. It updates
its belief contributions about the other for future decisions. Then, it chooses to
delegate τ to the least loaded bidder by applying the following selection criterion:
argmin

j∈Ω′
(cj(t)). In this way, reducer #1 accepts the proposal of reducer #3 and

it rejects the one of reducer #4 (see Fig. 2d).
After the negotiation (at time t + 1), we observe that the task τ belongs to

reducer #3. The new contributions are c1(t+1) = 7, c2(t+1) = 8, c3(t+1) = 6
and c4(t+1) = 5. Negotiation leads to a more efficient configuration, i.e. a fairer
task allocation (see Fig. 2e).

(a) Initial allocation: #1 is the
most loaded one

(b) #1 proposes the task τ (c) Acceptability criterion

(d) #1 applies the selection cri-
terion

(e) Re-allocation

Fig. 2. Step-by-step negotiation process: reducer #1 delegates the task τ .

As it will be illustrated in our experiments (cf. Sect. 4), the task allocation is
dynamic and adaptive since negotiations are repeated. For instance, if a reducer
is slowed down for some reasons, then an unbalanced allocation will appear, and
so a negotiation will be triggered in order to delegate another task and decrease
the current contribution of the delayed reducer.

Several reducers can simultaneously initiate negotiations but a reducer is
either initiator or bidder at time t. In the following section, we will allow a
bidder to be involved in more than one auction at a time.
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3.2 Multi-auctions

We consider here a concurrent multi-auction process which allows agent to bid
in several simultaneous auctions. In this way, the gap between the most loaded
reducer and the least loaded one is filled faster and so, the responsiveness of the
MAS is improved.

In order to manage several concurrent auctions, a bidder maintains an over-
head of its current contribution. This overhead is the sum of all the task costs
for which the bidder has made a proposal. In other words, a bidder records the
overhead corresponding to the win of all the auctions in which it is involved. In
this way, a bidder can make relevant proposals in several auctions and bids only
if it may fulfill the acceptability criterion with its expected contribution (which
includes its current contribution and its overhead).

Let c be the contribution of the reducer and o its current overhead. Initially,
o = 0. When the reducer receives a cfp about a task τ with the cost cτ from an
initiator i with the contribution ci, the bidder adopts the following behaviour:

– either c + cτ ≥ ci, the bidder does not fulfill the acceptability criterion and it
declines the cfp;

– or c+o+ cτ < ci, the bidder makes a proposal with its expected contribution
(i.e. c + o) since it fulfils the acceptability criterion whatever is the outcome
of the pending auctions. Then, o ← o + cτ ;

– or c + o + cτ ≥ ci and c + cτ < ci, its reply depends on the outcome of the
pending auctions, so it stores the cfp in order to re-evaluate the corresponding
acceptability criteria later.

When an auction ends, the bidder:

1. updates the overhead, i.e. o ← o−cτ , and possibly its contribution c ← c+cτ

if it wins the bid;
2. re-evaluates the stored cfps with its current contribution and the updated

overhead. According to the previous behaviour, the bidder can reply to the
stored cfps by an acceptance, a refusal, or postponing them.

Finally, the bidder only keeps the last cfp for each peer in order to avoid
replying to a closed auction.

3.3 Task Split: Principle and Bootstrapping

The skew of expensive key groups can be tackled neither with a static partition
nor with our negotiation process. In order to allow reducers with expensive
tasks to decrease their contributions by negotiation, we consider that the tasks
are divisible. Therefore, we propose to split the expensive tasks into cheaper
subtasks which are negotiable. In order to decrease the communicational and
computational overhead of negotiations, tasks are split only if required.

As explained in Sect. 2, the tasks split requires to slightly modify the design
pattern by introducing an intermediate reduce phase and a final reduce phase.
Similarly to [8], we define the three following functions:
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map: (K1, V 1) → list[(K2, V 2)]
IR: (K2, list[V 2]) → (K2, list[V 2])
FR: (K2, list[V 2]) → list[(K3, V 3)]

The user must decompose the reduce function R in an intermediate reduce
function (IR) and a final reduce function (FR) such that for each key k and
its values S, R(k, S) = FR(k,< IR(k, S1); · · · ; IR(k, Sn) >) whatever is the
partitioning of the values S = S1 ∪ · · · ∪ Sn.

The reduce function is an aggregation function. In [15], the authors identify
three families of those functions: (i) the distributive functions where the reduce,
the intermediate reduce and the final reduce are the same function (e.g. sum,
min, max, count); (ii) the algebraic functions which can be decomposed using a
bounded number of distributive functions (e.g. avg is decomposed by using an
intermediate reduce function computing a sum and count the number of values,
the division of the sum by the number of values is performed by the final reduce);
and (iii) the holistic functions which are neither distributive nor algebraic (such
as the median). It is difficult to find a relavante (IR, FR) decomposition for such
functions since it may require too much intermediate data.

When a task is split into subtasks, IR is applied on each sub-task, producing
an intermediate result, and FR is applied on all these intermediate results to
produce the final result. Subtasks are considered as any other tasks, so they can
be split and negotiated. The intermediate results have to be processed by the
same reducer to compute the final result. So when a reducer initially splits a
task, it collects the intermediate results and apply the final reduce function.

Let us study an example. The task τ is allocated to reducer i. This reducer
splits τ in {τ1, τ2, τ3}. It processes τ1 with IR function and it delegates τ2 and
τ3 to reducers j and l, respectively. Reducer j splits τ2 in τ21 and τ22 in order
to delegate τ22 to a fourth reducer. The results of the application of IR on
{τ1, τ21, τ22, τ3} are sent to reducer i, i.e. the reducer which has split the initial
task τ . Thereafter, i applies the final reduce function FR on these intermediates
results.

In order to illustrate the negotiation strategy of subtasks, let us consider a
population of n reducers. In order to bootstrap a task split, reducer i must fulfill
the following split conditions:

1. there exist m reducers (1 ≤ m ≤ n−1) which are less loaded than i according
to its beliefs;

2. i cannot delegate any task according to its beliefs;

Reducer i aims at decreasing its contribution. For this purpose, it splits its
most expensive task in k + 1 subtasks of the same cost with 1 ≤ k ≤ m. The
allocation of the k subtasks is conventionally negotiated with the peers.

3.4 Task Split Process

The task split heuristic is based on the beliefs of the reducer about the
other reducers contributions. Let’s remember that each reducer receives call for
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proposal from its pairs during negotiations. These messages contain the con-
tributions of the auctioneers and allow the initiator to keep its beliefs up to
date.

Definition 1 (Delta of contribution). Let Ω = {1, . . . , n} be a population
of n reducers. At time t, each reducer i with the contribution ci(t) has a vector
ri = < ri1 , . . . , rin−1 > ∈ Ωn−1 of its peers by increasing order of contributions.
Let cik(t) be the estimated contribution of reducer rik (i.e. the belief of reducer i
about the contribution of the kth reducer in ri). For each rik ∈ ri, we define the
delta of contributions as:

Δk
i = ci(t) − cik(t)

According to the split conditions, if agent i can split a task, then there are m
reducers which are less loaded than i. None of its tasks are negotiable, especially
its biggest task τ and so we have: ∀k ∈ [1;m], cτ ≥ Δk

i . Thus, the split of the
task τ aims at delegating k subtasks with the same cost. This delegation allows
the reducers to decrease its contribution as much as possible.

Reducer i computes k such that:

k = argmin
k∈[1;m]

(ci(t) − kΔk
i

k + 1
)

This leads to the building of k + 1 subtasks τ1, . . . , τk+1 with cτ1 = . . . =
cτk = Δk

i

k+1 and cτk+1 = cτ − kΔk
i

k+1 .
The following example illustrates how k is chosen and the impact it has on

the contributions after negotiations.

Example. Let Ω = {1, 2, 3, 4} be a set of four reducers with the contributions
c1(t) = 80, c2(t) = 20, c3(t) = 40 and c4(t) = 30. Reducer #1 has two tasks:
τ and μ. Since μ is the current running task, reducer #1 can only initiate an
auction about the task τ which is not negotiable (see Fig. 3). Therefore, there
exist m = 3 reducers which are less loaded than reducer #1. The latter can split
the task τ to decrease its contribution. We observe:

– r1 =< 2, 4, 3 > (i.e. the peers by increasing order of contributions);
– Δ1

1 = c1(t) − c2(t) = 60, Δ2
1 = c1(t) − c4(t) = 50, Δ3

1 = c1(t) − c3(t) = 40.

The number of subtasks modifies the resulting contributions. It is not always
the case that k = m gives the lowest contribution among the peers to the
initiator.

If reducer #1 shares the task τ with a single reducer (k = 1), it builds
the subtasks in order to balance its contribution with the peers. The best split
to balance c1 and c2 consists in only considering Δ1

1 and splitting it into two
subtasks with the same cost. Therefore, the subtasks τ1 and τ2 are built from τ

such that cτ1 = Δ1
1
2 and cτ2 = cτ − cτ1 = cτ − Δ1

1
2 . In this way, reducer #2 may

accept the task τ1 which leads to a configuration where c1(t+1) = c2(t+1) = 50
(see Fig. 4).
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Fig. 3. Initial configuration where reducer #1 cannot negotiate the task τ .

In the same way, the configurations with k = 2 (see Fig. 4) is such that
c1(t + 1) = c4(t + 1) = 46 and c1(t + 1) = c3(t + 1) = 50 in the configuration
with k = 3 (see Fig. 4).

–

–

Fig. 4. Split of the task τ between reducers #1 and #2 (top), between reducers #1,
#2 and #4 (center) and between reducers #1, #2, #3 and #4 (bottom).

More generally, if reducer #1 delegates k subtasks with the cost Δk
1

k+1 , its new

contribution is c1(t + 1) = c1(t) − kΔk
1

k+1 . We can observe that there is a value for
k (here k = 2) which minimizes c1(t + 1):

k = argmin
k∈[1;3]

(c1(t) − kΔk
1

k + 1
).
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Due to lack of place, we only have presented a continuous tasks split. In
reality, the tasks are composed of indivisible chunks of data (previously produced
by the mappers). The actual task split process, which is similar to this continuous
heuristic, take these chunks into account.

4 Experiments

Our experiments compare our proposal to the classical MapReduce distribution.
Moreover, they evaluate the added-value of the negotiation of divisible tasks and
of the multi-auction process. In other words, we compare our MAS with the one
previously proposed in [4] using these metrics:

– the runtime of the reduce phase;
– the contribution fairness, i.e. the ratio between the minimum and the maxi-

mum contributions of the system at time t;
– the runtime fairness, i.e. the ratio between the runtime of the slowest reducer

and the runtime of the fastest one.

We have implemented our prototype with the programming language Scala
and the Akka toolkit. The latter, based on the actor model, helps to fill the gap
between the specification of the MAS and its implementation. Moreover, the
deployment on a cluster of PCs is straightforward.

Previous experiments [16] have shown that our MAS is not penalized by the
communicational and computational overhead due to the negotiation tasks since
(i) if there are divisible tasks, the task split is performed only if required; and
(ii) the reducers actually perform tasks while they negotiate. In this way, we do
not increase the runtime of the reduce phase even if the workload distribution
does not need to be improved.

Here, we make the assumption that the negotiation of divisible tasks may
decrease the runtime of the reduce phase and that it helps the system to adapt
itself to the heterogeneous performances of nodes.

Our experiments are based on a dataset2 representing a snapshot of the
Yahoo! Music community’s preferences for various songs. The dataset contains
over 717 million 5-star ratings of 136 thousand songs given by 1.8 million users
of Yahoo! Music services. The data collected between 2002 and 2006 represents
10 Go. The job we consider counts the number of n-star ratings, with n ∈ [1, 5].
This dataset contains 4 “expensive” keys and 1 “cheap” one.

We compare the runtime of the reduce phase in the classical distribution of
MapReduce with the MAS proposed in [4] and with our MAS which split tasks.
We perform the job with one reducer per node. Since a reducer can process data
from a mapper on another machine, the reduce phase is penalized by the non-
locality of the data. This is the reason why we deploy the mappers on different
machines than reducers in our experiments.

Figure 5 shows the runtimes according to the number of machines used, i.e.
Intel (R) Core (TM) i5 3.30 GHz PCs with 4 cores and 8 GB of RAM. For each
2 http://webscope.sandbox.yahoo.com/.

http://webscope.sandbox.yahoo.com/
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set of parameters, we perform 5 runs. Since the standard deviation due to the
non-determinism of the scheduler is weak, we only show the averages on the
different runs. The classical approach and the negotiation of indivisible tasks
have the same performance since the 5 keys are not negotiable. They are not
suitable for expensive key groups and so they are penalized by this data skew.
By contrast, the negotiation of divisible tasks ends earlier since the available
resources are better used. The runtime fairness reached by the negotiation of
divisible tasks is about 0.99 while the runtime fairness of the classical approach
is closed to 0 when at least one reducer does not perform any task and 0.36 with
5 reducers.

Fig. 5. Runtimes of the reduce phases

Figure 6 illustrates the dynamic of the contributions during the reduce phase
due to the negotiation of divisible tasks between 12 agents. This mechanism
quickly fills the gap between the most loaded reducer and the least loaded one
during the whole process. Indeed, the negotiation of divisible tasks occurs simul-
taneously to task processing, this makes it possible to dynamically and contin-
uously allocate the tasks to the least loaded reducers. Additionally, we compare
the concurrent multi-auction process which allows agent to bid in several simulta-
neous auctions to a single auction process where each reducer can be involved as
an auctioneer in at most one auction at a time. While the single-auction process
requires 58s to reach a contribution fairness greater than 0.70, the multi-auction
process only needs 3s3. Since the multi-auction process improves the respon-
siveness, the reduce phase with a multi-auction process is faster by 33s (around
12 %).

Finally, we have performed the same job on 7 machines. The first 6 reducers
run alone on one computer and the 6 other reducers run together on a single
computer and are then penalized. In our approach, the task allocation is adapted
to the heterogeneous performance of nodes (cf. right of Fig. 7). We can see that

3 It is worth noticing that the negotiations and the data processing are not sequential
but concurrent.
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Fig. 6. Evolution of the contributions with a single-auction process (at left) and a
multi-auction process (at right). The contribution fairness is defined in [0; 1].

the system has distributed the tasks such that the reducers end their work at
the same time according to the performances of their nodes. The dynamic and
continuous task reallocation loads more the first 6 reducers which run alone on
a computer until a runtime fairness of 0.99, i.e. the reducers finish their work
almost simultaneously. Indeed, the negotiation of divisible tasks makes it possible
to dynamically and continuously allocate the tasks to the fastest reducers. For
comparison, left of Fig. 7 shows the amount of work done by each reducer at the
end of the job with an homogeneous environment.

Fig. 7. The amount of work done by each reducer at the end of the job in a homogeneous
runtime environment (at left) and in an heterogeneous runtime environment (at right).

These experiments show that our MAS benefits from the parallelism more
than the other implementations. In particular, the negotiation of divisible tasks
decreases the runtime of the reduce phase by improving the workload partition.
Moreover, the multi-auction process improve the responsiveness.
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5 Conclusion

In this paper we have shown how the deployment of the MapReduce design
pattern using a MAS can address the data skews which penalize the reduce
phase, in particular the expensive key groups. Our system requires neither pre-
processing nor parametrization depending on the data but it addresses most of
the practical applications. In our MAS implementation, the reducer agents split
“non-negotiable” tasks and negotiate the task allocation while they process the
data. Their decisions are based on the remaining data to process, i.e. their con-
tributions. This continuous decision-making process is local and it requires no
centralization of information. In order to improve the responsiveness, we have
proposed a multi-auction process which allows agent to bid in several simul-
taneous auctions. It is worth noticing that if the runtime environment is het-
erogeneous, the system is self-adaptive. Our experiments have shown that the
negotiation of divisible tasks can decrease the runtime of the reduce phase by
iteratively relieving the most loaded (or slowest) reducers.

In future works, we will integrate a data locality criterion in the collective
decision-making process in order to limit the data transfer cost. For this purpose,
we plan to abstract away from our practical application to consider the general
problem of dynamic task re-allocation between heterogeneous machines.
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Abstract. Coordination of mobile multi-robot systems in a self-
organised manner is in the first place beneficial for simple robots in com-
mon swarm robotics scenarios. Moreover, sophisticated robot systems
as for instance in disaster rescue teams, service robotics and robot soc-
cer can also benefit from a decentralised coordination while performing
complex tasks. In order to facilitate self-organised sophisticated multi-
robot applications a suitable approach is to combine individual decision-
making and planning with self-organization. We introduce a framework
for the implementation and application of self-organization mechanisms
in multi-robot scenarios. Furthermore, the integration into the hybrid
behaviour planning framework ROS Hybrid Behaviour Planner is pre-
sented. This combined approach allows for a goal-directed application of
self-organisation and provides a foundation for an automated selection
of suitable mechanisms.

Keywords: Self-organization · Behaviour-based planning
Behaviour networks · Hybrid planning · Decision-making
Multi-robot systems

1 Introduction

An increasing application of mobile, autonomous, and intelligent multi-robot
systems in various scenarios can be expected in the near future. Possible appli-
cation domains range from space exploration, disaster rescue operations with
aerial and ground robots to more industrial applications as warehouse logistics
or heterogeneous service robots operating as a team in future smart-building
environments. To address more complex problems or tasks that need to be dis-
tributed amongst several robots, it is necessary to coordinate robots to achieve a
collaborative behaviour. An intuitive approach for such collaborative behaviour
is the control and coordination of multi-robot systems by a centralised instance.
Although, this has disadvantages, like having a single point of failure, a required
persistent communication connection and limitations for the number of robots.
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An alternative might be considering decentralised coordination algorithms
that allow to coordinate individual robots, e.g. by applying certain rules on the
micro level, which leads to a desired behaviour on the macro level of the system.
How to develop and engineer such self-organised systems is commonly researched
in the field of self-organisation [5] in general, and in other more specific fields like
swarm robotics [7], and swarm engineering [17]. However, most research apply-
ing such decentralised approaches in robotics is studying these concepts with
very simple robots inspired by social insects without having more sophisticated
capabilities or tasks for the individual systems [3].

More sophisticated robots, like service robots or autonomous drones, are
using decision-making algorithms or even task-level planning for a more goal-
oriented mission control. Decision-making applies methods, like hierarchical state
machines [2] or behaviour trees [4]. Task-level planning, for instance applies
STRIPS-like planners using the PDDL language [12] or hierarchical task net-
works (HTN) as used by the well-known SHOP planner [20]. Such approaches
are also suitable for centralised multi-robot planning and coordination.

Coordination of mobile multi-robot systems in a self-organised manner is
not only beneficial for simple robots in common swarm robotics scenarios. More
sophisticated robot systems, for instance in disaster rescue teams, can bene-
fit from decentralised coordination while operating complex tasks. An example
would be rescue robots using a self-organised exploration strategy while apply-
ing a certain rescue procedure with several dependent tasks to help individual
victims once they are found. However, there is a gap in between these worlds
of individual or centralised decision-making and planning of robots and self-
organised coordination of many simple robots. We are not aware of a system
that allows the modelling and implementation of the robot behaviour exhibiting
both self-organised coordination as well as task-level decision-making and plan-
ning in a common approach. To facilitate the idea of self-organised sophisticated
multi-robot systems it is desirable to combine decision-making and planning with
self-organisation.

In this paper, we address this problem by first discussing background and
related work in Sect. 2. In Sect. 3, we introduce a common framework for the
implementation of self-organisation mechanisms in multi-robot scenarios. Fur-
thermore, we show how this framework can be integrated into the hybrid
behaviour planning framework – ROS Hybrid Behaviour Planner [16] – in
Sect. 4. This combined approach allows for a goal-directed application of self-
organisation and provides a foundation for an automated selection of suit-
able self-organisation mechanisms and configurations. Section 5 introduces a
first semi-automated mechanisms selection that can relieve a designer of self-
organised multi-robot systems from tedious application-dependent engineering
of mechanisms. Finally, we show an experiment as a proof-of-concept in Sect. 6
and summarise our contribution as well as future steps in Sect. 7.
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2 Related Work

In the introduction we have already mentioned some popular solutions that have
been developed to address well-known challenges in the robotics domain, such
as decision making [2,4] and planning [12,20]. In the field of self-organisation
much attention is spend on the development of certain mechanisms as surveyed
in [24]. Moreover, the development of frameworks that allow for a simplified
engineering of multi-robot and self-organised systems is as well in focus. For
instance the middleware jSwarm [15] allows for centralized sequential program-
ming with spatial-temporal constraints with concentration on the motion in
space of swarm robot systems. jSwarm provides an abstract infrastructure for a
centralized controlled distributed swarm robot system. The focus of jSwarm is
more on performance optimization with software migration and less on enabling
more robust and self-organised distributed systems.

Buzz is a domain specific language that provides a middleware for simpli-
fied implementations of swarm robot applications [22]. In Buzz a set of robots
(swarm) is a first level object that can be used for group task assignment and
set operations (intersection, union, difference, and negation). Furthermore, Buzz
has capabilities for neighbourhood operations (queries, filtering, and virtual stig-
mergy) and information sharing. Nevertheless, the implemented approach does
only provide an environment for developers wherein self-organization and cogni-
tive algorithms can be implemented, but neither does it support the selection or
evaluation of available algorithms nor the combination with individual decision
making and planning.

Fernandez-Marquez et al. [9] analyse, classify and describe a set of bio-
inspired self-organizing mechanisms in a domain independent manner. The
authors classify mechanisms and their relations into three layers of basic, com-
posed and higher-level patterns. In that sense, the composed layer is created
by a combination of basic mechanisms and the higher-level patterns show dif-
ferent options of exploiting the basic and composed mechanisms. On the basic
level they identified some basic patterns, such as spreading, aggregation, evap-
oration, and repulsion forming the foundation for a realization of all composed
and higher-level mechanisms. The created catalogue of patterns is intended to
be used as a base for modular design and implementation of self-organizing
systems. A subset of these described patterns is implemented in the execution
model BIO-CORE [10], which provides basic bio-inspired services, namely the
basic patterns evaporation, aggregation and spreading as well as the gradient
pattern. BIO-CORE consists of three main parts: a shared data space which
allows to exchange data, basic bio-inspired services that implement basic bio-
inspired mechanisms and interfaces that provide primitives for the agents to
interact with the core.

The mentioned frameworks illustrate common research directions in the
related fields that focus either on specific self-organisation capabilities, mech-
anism engineering or providing a common infrastructure for developing self-
organised systems. To our best knowledge, there are no approaches that try to
combine concepts from decision-making and planning with a general purpose
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self-organisation framework as BIO-CORE. In order to provide a foundation for
the combination of these two research areas in the domain of multi-robot system
we have developed a decision-making and planning framework for the popu-
lar Robot Operating System (ROS).1 The framework ROS Hybrid Behaviour
Planner (RHBP) combines the advantages of reactive opportunistic decision-
making and goal-oriented deliberative planning in a hybrid architecture [16].
The decision-making layer is based on the idea of behaviour networks that allow
for dynamic state transitions and simplify the integration of self-organisation
due the heuristic nature of the applied utility-function-based action selection
algorithm. The deliberative layer makes use of state-of-the-art planners through
its PDDL interface. In RHBP a problem is modelled with behaviours, precon-
ditions, effects and goals, whereby conditions are expressed as a combination of
virtual sensors and activation functions. The combined condition objects allow
to normalize arbitrary sensor information to create an activation value that is
applied in the decision-making process. Here, the decision-making considers the
relationship between preconditions and effects as well as the results of the inter-
faced PDDL-planner. RHBP is the foundation for our work presented in the
following sections.

3 Self-organisation Framework

The first contribution of this work is the realisation of a modular and reusable
framework for self-organisation. This part of the implementation is completely
independent from the RHBP and can be used generally.

A modified version of the bio-inspired design patterns of self-organisation
mechanisms presented in [9] constitutes the basis of our self-organisation frame-
work. An advantage of both the original design patterns and our adapted version
is their modular character and the modelled relationships between the patterns.
Thus, existing patterns can be used as the basis for the realisation of new ones.
In contrast to the design patterns presented in [9], our adapted version bases
all advanced patterns on the gradient pattern, which allows for a simplified and
more general implementation. Furthermore, the patterns were regrouped to cat-
egorise them on their purpose instead of their complexity as shown in Fig. 1.

The bio-inspired design patterns are categorised in three groups, namely
Basic Functionality Patterns, Movement Patterns and Decision Patterns. Basic
Functionality Patterns provide required functionalities for the other pattern cat-
egories. Apart from spreading, these patterns do not lead to actions that are
executed by the agents themselves. Movement Patterns lead to the movement
of the agents, e.g. enabling robots to base their movement on a potential field.
Finally, Decision Patterns enable collective decisions.

The central Basic Functionality Pattern is the Gradients pattern as all Move-
ment Patterns and Decision Patterns are built on it. Gradients are information
which are subject to Spreading, Aggregation and possibly Evaporation. In addi-
tion to including all data points required for the advanced patterns, gradients
1 https://github.com/DAInamite/rhbp.

https://github.com/DAInamite/rhbp
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Fig. 1. Bio-inspired self-organisation design patterns. Arrows indicate relationships.

contain a pose indicating where the data is located. Gradients can either be
deposited in the environment or be attached to a moving entity like an agent.
Moreover, gradients are either spread by agents or present in the environment.

Spread gradient data (SoMessage) is stored and manipulated by a library we
have named self-organisation buffer (SoBuffer). Both Aggregation, or informa-
tion fusion, and Evaporation, which reduces the relevance of information over
time, are applied on the gradient data by the SoBuffer. Each gradient has indi-
vidual evaporation attributes, namely frequency and strength, attached to it,
which specify the rate at which evaporation is executed over the data point
by the SoBuffer. In addition, the SoBuffer can aggregate the received gradi-
ent data based on their purpose. Hence, gradients which are used for different
tasks can be aggregated differently or used without aggregation. For example,
gradient data can be aggregated based on its location or its sender. The imple-
mentation applies the publish-subscribe design pattern, whereby spread gradi-
ent information (SoMessage) is received, collected and filtered on the receiver-
side (SoBuffer). This enables the combination of individual and decentralised
mechanisms within one information space. In the following, we consider a self-
organisation mechanism as an implementation of an abstract self-organisation
pattern.

The Digital Pheromone pattern is a special case of the Gradients pattern.
Digital Pheromones are evaporating gradients which are deposited in the envi-
ronment [9]. All Basic Functionality Patterns were realised based on [9].

Advanced patterns can request different subsets of the stored gradient data
from the SoBuffer to base their calculations on those. Movement Patterns and
Decision Patterns are integrated as mechanisms in the self-organisation frame-
work. Both are based on abstract classes which provide a common basis for the
mechanism implementations. Therewith, new mechanisms can be straightfor-
wardly implemented using these blueprints.

Each movement mechanism determines a movement vector an agent can fol-
low. All four Movement Patterns depicted in Fig. 1 are integrated in the self-
organisation framework. For each Movement Pattern one or more mechanisms
are realised which allow to employ the pattern in different scenarios.
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The Chemotaxis pattern enables motion coordination based on gradients
[9]. Two different algorithms to calculate movement vectors based on gradient
fields were implemented to realise this pattern. Firstly, a general approach for
attractive and repulsive gradient calculations as in [1] is integrated. Secondly,
a more sophisticated gradient calculation was integrated which allows agents
to reach an attractive gradient even if it is overlapped by a repulsive gradient
following the formulas by [14].

The Repulsion pattern enables agents to reach a uniform distribution and to
avoid collisions [9]. Two mechanism implementations are provided to realise this
pattern. In one mechanism, the repulsive gradient formula of [1] is utilised while
the second mechanism applies the repulsion formula presented in [9].

Flocking allows motion coordination and pattern formation in swarms [9]. A
mechanism based on [23] is provided and also a more complex version applying
the gradient-based formulas of [21] is integrated in the framework.

Moreover, the Ant Foraging pattern is part of the presented self-organisation
framework. Foraging is a pattern for collaborative search which allows to explore
and exploit an environment [9]. The pattern requires several mechanisms to be
realised which are based on [9] as well as on [6].

The abstract class for decision mechanisms, which implement the Decision
Patterns, includes two common methods. One method determines the current
value and state of an agent and depends on the pattern. The other method
spreads these values as a gradient message and is universal for all patterns.

Quorum Sensing allows collective decision making based on a required thresh-
old number of agents. It can be implemented in a general way following [9].

The other two Decision Patterns, namely Morphogenesis and Gossip, are
highly dependent on the use case. The Morphogenesis pattern allows to deter-
mine the agent’s behaviour based on its spatial position [9]. Gossip enables to
obtain shared agreements between all agents [9]. For both patterns, sample mech-
anisms are implemented to exemplify their feasibility. The sample Gossip mech-
anism determines the maximum spread value while the sample Morphogenesis
mechanism determines the barycentre of a group of agents using the algorithm
proposed in [18].

The self-organisation framework was realised completely within the Robot
Operating System (ROS). Next to being easy to extend and to apply, it provides
hardware abstraction and an established messaging communication infrastruc-
ture. The latter aspect is useful in particular to realise Spreading. As already
mentioned above, the implementation relies on the publisher-subscribe design
pattern, which is a core concept of ROS, and it is inspired by the information
sharing and filtering architecture of the popular tf package [11].

4 Combining Decision-Making, Planning
and Self-organisation

The combination of decision-making, planning and self-organisation is realised by
integrating the self-organisation framework presented in Sect. 3 into the RHBP
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that is recapped in Sect. 2. The following introduced extension provides nec-
essary components to use the presented self-organisation mechanisms within
the hybrid planning structure of the RHBP. The behaviour network layer of
the RHBP is based on the dependencies of behaviour preconditions, effects and
desired world changes. These dependencies are used for the activation calculation
within the RHBP, serving as a heuristic estimation for decision-making and pro-
viding a well-matching foundation for the integration of self-organisation. This
is because the normalisation of conditions through the application of different
utility functions (activation functions) enables the straightforward integration of
non-discrete relationships as we find them in self-organisation mechanisms.

Fig. 2. Architecture for the integration of self-organisation into the RHBP

Figure 2 illustrates both the self-organisation framework presented in Sect. 3
and the integration into the RHBP using components provided by the extension.
Three extended component types have been implemented to enable the use of
self-organisation mechanisms, namely sensor, condition and behaviour.

The Self-Organisation Sensor (SO Sensor) is a central component to enable
the integration of self-organisation into the RHBP. It is a complex sensor type
which senses gradient-based information provided by the self-organisation frame-
work by invoking their common methods. Specifically, it provides access to our
SoBuffer and thereby allows to sense movement vectors, gradient values and
agent states. Movement vectors are calculated by the movement mechanisms.
For some mechanism implementations, it is possible to sense a vector leading to
the goal gradient, too. The sensing of values and states of agents are related to
the decision mechanisms.

Figure 2 illustrates the usage of the Self-Organisation Sensor in a Condition,
which normalises the sensor values and maps them to activation levels using the
standard activators provided by the RHBP core implementation, for instance
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Boolean, threshold and linear functions. Several special self-organisation condi-
tions are provided by the extension to allow the modelling of different application
scenarios. For example, conditions related to movement mechanisms determine
activation levels based on the presence of a potential field or the length of the
movement vector. Sample conditions for mechanisms related to Decision Pat-
terns lead to activation when the state or value of the robot has changed. The
provided conditions are not exhaustive and can be extended as required.

The main components for the execution of self-organisation within the RHBP
are behaviours. Several behaviours that execute the self-organisation mechanisms
provided by the framework are part of the RHBP self-organisation extension.
Both movement mechanisms and decision mechanisms are implemented based
on abstract classes. Thus, common methods exist for the different mechanisms
which can be reused by the specific behaviours to conduct self-organisation.

The Move Behaviour executes movement mechanisms within the RHBP by
invoking their common method move(). The method returns a movement vector
which will be transformed into a steering command which matches the robot
type. Currently, the extension provides a Move Behaviour which transforms the
three dimensional movement vector to a linear velocity in x-direction and an
angular velocity around the z-axis. Thus, it is suitable for all differential drive
robots. However, providing additional behaviours for other robot types would
only require to implement the mentioned conversion from a movement vector to
the particular steering command.

The Decision Behaviour executes decision mechanisms within the RHBP by
invoking their common method spread(). This method determines value and state
of an agent and spreads those values in a gradient message. The distribution of
an agent’s value and state is a core aspect for the realisation of Decision Patterns
as each agent determines its own value and state based on its neighbours’ data.

Several additional behaviours were integrated in the extension to realise
behaviours which are not common for all mechanisms. For example, the Ant
Foraging Pattern requires that the state of the agents is set to specific values in
several cases. Hence, a special RHBP behaviour allows to set the state related
to a mechanism to a predefined value.

5 Selecting Self-organisation Mechanisms

Selecting an appropriate self-organisation mechanism for the intended system
behaviour is a challenging task. Usually system designers have to choose a suit-
able coordination mechanism during design time to let multi-robot systems col-
laborate in the desired fashion to fulfil an intended task. But the suitability of a
chosen coordination mechanism might change during task execution as the envi-
ronment or system capabilities might change. Hence, the Coordination Mecha-
nism Selector (CMS) was realised, which provides a foundation to determine the
most suitable self-organisation mechanism in a given situation based on expert
knowledge or experience and a self-organisation goal that indicates the task of
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the agent. Thus, system designers are relieved from the task to select a self-
organisation mechanism during design time and it is possible to improve the
adaptation capabilities of the resulting system.

The Self-Organisation Coordinator (SO Coordinator) consists of two compo-
nents, namely its own RHBP instance and the Coordination Mechanism Selec-
tor, as illustrated in Fig. 3. Self-organisation mechanisms can be encapsulated
by the Self-Organisation Coordinator as all components required for the realisa-
tion of a self-organisation mechanism, e.g. behaviours and goals, are assigned to
its own RHBP instance. Thus, a higher-level RHBP instance can treat the self-
organisation mechanism as one behaviour, in the form of the Self-Organisation
Coordinator, no matter how many components are required for its realisation.
Hence, its own RHBP instance is used to monitor and control the particular
self-organisation mechanism realised within our framework. It is also possible
to integrate or combine several self-organisation mechanisms by using multiple
Self-Organisation Coordinator instances per Behaviour Network. This architec-
ture helps to separate the application specific modelling using the RHBP from a
generic self-organisation mechanism implementation and makes the mechanism
implementation exchangeable.

Fig. 3. Integration of the Coordination Mechanism Selector in the structure of the
RHBP. A SO Coordinator is always bound to an individual agent in a decentralised
fashion.

Fig. 4. Architecture of the Coordination Mechanism Selector

As illustrated in Fig. 4, the Coordination Mechanism Selector consists
of three layers, namely Expert Knowledge, Decision Making Strategy and
Self-Organisation Components (SO Components). Additionally, each Self-
Organisation Coordinator requires a self-organisation goal, which indicates the
task of the multi-robot system, as input.

The Expert Knowledge maps self-organisation goals to a list of suitable mech-
anism options. Each option consists of a configuration key, a score and param-
eters. The configuration key is an indicator for a self-organisation configuration
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that can be used to fulfil a self-organisation goal. The indicated self-organisation
configurations are specified in a reusable configuration library. Each config-
uration includes RHBP components and parameters as presented in Sects. 3
and 4. The parameters of the configuration will be replaced with the parameters
included in the option to adjust the setting based on the self-organisation goal.
The score specified in each option rates the feasibility of the self-organisation
goal using the specified self-organisation configuration. This allows to create a
repository of suitable self-organisation configurations that have been evaluated
in respect to a given system goal. This concept is inspired by the proposed
hypothesis database of Edmonds et al. [8].

The Decision Making Strategy is the central component of the Coordina-
tion Mechanism Selector. Its aim is to determine a suitable self-organisation
configuration based on a self-organisation goal and the provided Expert Knowl-
edge. Moreover, it might be used to adjust the score included in the options
of the Expert Knowledge, e.g., using online learning [19] or evolutionary
approaches [13]. Therewith, the decision making process can incorporate experi-
ence, which is essential to determine the most suitable self-organisation mecha-
nism in a dynamic environment. As the environmental conditions might change
during task execution, the Decision Making Strategy will re-evaluate its decision
and adjust the self-organisation mechanism during task execution if required. In
the current development stage, the Decision Making Strategy selects the option
with maximum score, which is an empirically determined value for a given self-
organisation goal.

After determining a configuration key for a self-organisation configuration
and its parameter adjustments, the Self-Organisation Components factory will
create the specified RHBP components. These components are associated with
the RHBP instance being part of the Self-Organisation Coordinator and are
therewith encapsulated. All three layers of the Coordination Mechanism Selector
can be replaced or enhanced straightforwardly due to its modular structure.

6 Experiment

In this section, we illustrate the application of our solution with a simulated
example scenario. The presented experiment serves as a first proof of our work.
The example scenario is comprised of multiple robots that have to maintain
an open unknown space by keeping it clean and managing the recycling and
dumping process of found garbage items. The recycling and dumping process
requires that once garbage is found, first it needs to be transported to a recycling
station, before all leftovers are transported to the dump station. The robots have
to patrol the environment repeatedly over time. Moreover, the robots have to
make sure that they avoid collisions with each other.

The cleaning process with several dependent stages is different to common
swarm robot experiments that focus on achieving one certain stable state in a
decentralised manner. We have integrated this additional complexity in order
to illustrate the beneficial combination of self-organisation with more complex
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decision-making and planning. However, we still keep this simulated experiment
comparably simple to improve the transparency.

For the simulation, we use an extended version of the basic turtlesim simula-
tion, commonly known from the ROS beginner tutorials. This simulation allows
to control multiple differential wheeled robots in an empty space. Our version2

extends the original implementation with capabilities of sensing other robots,
allowing to configure a torus environment without borders, adding various visu-
alization options to draw additional elements into the world and replacing the
turtle robots with cleaning robots. To simulate the garbage items and their
detection we make also use of our SoBuffer implementation to randomly spread
garbage gradients with a special identifier in the environment, which then can
be sensed with the corresponding gradient sensors. The simulation environment
in a particular start configuration and during execution is shown in Fig. 5.

(a) Start (b) Execution 1 (c) Execution 2

Fig. 5. Visualised simulation scenario. Green circles are garbage items; Red solid circles
around robots denote the sensor range. Red dotted cycles show virtual pheromones, the
size corresponds to the evaporation stage (smaller=older). Garbage bin and recycling
symbol visualize dump and recycling station. Grey lines mark robot trajectories; Purple
lines mark trajectories after garbage was collected; Orange lines mark trajectories after
garbage was recycled. (Color figure online)

The modelled RHBP solution with behaviours, goals and corresponding pre-
conditions and effects is visualised in Fig. 6. Each robot instantiates this model
independently resulting in a decentralised solution with coordination and inter-
action amongst the robots only carried out through the simulation environment
by sensing each other as well as exchanging information through the virtual gra-
dient space of the SoBuffers. Three goals formulate the target conditions for the
robots, PatrolEnvironment expressing the need for a repeated cleaning process
in the environment, GarbageCleaned modelling the need to clean garbage items
once they are found, and AvoidCollision to keep the robots in a safe distance
of each other. The garbage recycling and dumping state is tracked by influenc-
ing special ROS topics in the related behaviours and accessing them through so

2 https://github.com/cehberlin/ros tutorials/tree/clean robots.

https://github.com/cehberlin/ros_tutorials/tree/clean_robots
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called KnowledgeSensors. The picking of garbage is implemented by sending gra-
dient information that result in the deletion of garbage gradients at this position.
The behaviours MoveToDump and MoveToRecycling are using distance condi-
tions formulated with LinearActivators, which provide higher activation for a
larger distance to target, and Pose sensors for the current robot position.

Fig. 6. Model of the RHBP solution for an individual robot of the experiment illus-
trating the relationships with preconditions, behaviours and effects.

So far this part of the model is expressed with RHBP core components. Nev-
ertheless, the exploration and patrolling applies self-organisation with a patrol
mechanism that is based on the virtual pheromone pattern. In our implemen-
tation each robot spreads evaporating gradients at its current position while
moving through the environment and calculates the movement vector using a
repulsion pattern to push itself away from the gradient field. Both together
results in robot motion that prefers the motion into unknown space or space
that has not been visited for a longer time period. All robots share these virtual
pheromones through the SoBuffer library communication infrastructure, thus
they are able to coordinate in a self-organised manner.

In the shown model, we have two self-organisation mechanisms for com-
bined exploration-patrol and collision avoidance. For collision avoidance we apply
the So Coordinator that automatically selects a suitable mechanism based on
the given self-organisation goal AvoidCollision and the available scores in our
database. The different characteristic of the goal is also indicated by the visu-
alised aggregation relationship instead of a link to a condition. In contrast to
collision avoidance, patrolling is manually selected by integrating directly the
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Patrol mechanism. The direct selection of a mechanism has the disadvantage
of making a later exchange of the mechanism more difficult. However, we have
taken this approach here to illustrate different possible usage styles of our frame-
work, although the specific Patrol mechanisms could be replaced easily by an
SO Coordinator instance with a corresponding self-organisation goal.

The scenario visualised in Fig. 5 with the model of Fig. 6 has been tested
with 5 robots and 10 garbage items randomly positioned in 5 different start
configurations (scenarios). The positions of recycling and dump station have
not been altered between the trials. Moreover, we have manually manipulated
the expert knowledge scores to force the SO Coordinator to run all 5 scenarios
once with the collision avoidance mechanisms based on the repulsion pattern
from Fernandez-Marquez et al. [9] and once with the algorithm from Balch and
Hybinette [1]. Both patterns rely on robot pose gradients to allow the robots to
determine the repulsive forces from each other.

Table 1. Experiment results of a comparison between different available self-
organisation patterns for collision avoidance

Fernandez-Marquez Balch/Hybinette

Scenario Duration in s Collisions/s Duration in s Collisions/s

1 270.39 2.02 89.84 2.65

2 1484.70 1.42 177.26 1.42

3 1162.18 1.60 471.90 1.55

4 952.40 1.22 326.14 2.08

5 363.93 2.25 267.02 3.11

Mean 846.72 1.70 266.43 2.16

Median 952.40 1.60 267.02 2.08

STD 465.39 0.38 130.32 0.64

The experiment results are listed in Table 1 and show different characteristics
for both applied mechanisms. We see that the runs with Balch and Hybinette
mechanism clearly outperform runs with the Fernandez-Marquez mechanism in
terms of execution time (duration) for completing the mission. However, runs
with Fernandez-Marquez mechanism are having fewer collisions per time. For the
number of collisions over time, it has to be considered that one collision might
be counted several times, depending on the sensor frequency of the simulation,
if the robots stay for a moment in the collision pose.

The obtained results of this experiment could now be used to create a score
for the mechanism configurations in our expert knowledge library. However, we
have not yet fine-tuned the parameters of the mechanisms, which might influence
the results. Thus it would be useful to repeat the experiment with other param-
eter configurations. Nevertheless, the presented results illustrate the application
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of our work and highlight the importance of an inexpensive exchange of self-
organisation mechanisms and their configuration within a decision-making and
planning framework. However, it also indicates that our SO coordinator concept
is providing a suitable foundation for the integration of experience and expert
knowledge with self-organisation pattern, but a system designer needs further
support on an automatic determination of the mechanisms scores.

7 Conclusion

In this paper, we have presented a general purpose self-organisation library for
the multi-robot domain and how this framework can be combined with our
decision-making and planning framework RHBP. The self-organisation library
(SoBuffer) already provides a wide range of mechanisms and allows for additional
extensions due to its modular and generic architecture. The further introduced
integration of the library into the RHBP closes a gap between the research fields
of decision-making, planning and self-organisation. It enables the development of
autonomous robots resolving tasks with complex dependencies while allowing for
self-organised coordination and problem resolving within one framework. Both
worlds can directly interact with each other by making use of the same domain
model, information sources and abstract system capabilities. The integration into
the popular ROS framework does also guarantee a fast adoption and integration
into existing solutions and software ecosystems.

Furthermore, we have extended our self-organisation library with the con-
cept and an initial implementation of SO Coordinator components that help to
abstract the actual self-organisation mechanisms from the intentions of a sys-
tem designer. Moreover, this approach provides the necessary infrastructure to
collect abstract self-organisation mechanisms and their configuration in a com-
mon database. While the current determination of the mechanism scores is only
making use of expert experience, it already includes infrastructure to enable
more sophisticated approaches in the near future, like online and offline machine
learning or applying evolutionary strategies. Besides proceeding towards this
direction, we plan to further evaluate our solution in real life experiments using
multi-robot systems.
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Abstract. Adaptive traffic management aims to adjust the timing of
signals at road intersections to ensure smooth travel of vehicles through
urban environments. A popular commercial system for handling traf-
fic in this way is SCOOT (Split, Cycle and Offset Optimisation Tech-
nique), which involves reading data from sensors embedded in roadways
to capture real-time information about traffic volume and making small
changes to traffic signal timing in response. SCOOT operates in regions
of connected intersections, but the sets of intersections in a region are
fixed and the intersections do not communicate with each other. The
research presented here takes a multi-agent approach whereby intersec-
tions work together in “coalitions” to improve traffic flow, using a market-
based mechanism and forming coalitions dynamically as traffic conditions
change over time. Experimental results show that this dynamic coali-
tion approach performs better than SCOOT in several types of traffic
conditions.

Keywords: Multi-agent simulation · Traffic management
Mechanism design

1 Introduction

Modern approaches to traffic control systems rely on mathematical models of
traffic and/or optimisation algorithms [20] (e.g., OPAC, RHODES, SCAT and
SCOOT). However, these methods are difficult to configure and maintain, and
they do not scale well [20]. The multi-agent systems (MAS) paradigm offers a
more flexible approach for traffic management [20] because MAS can model com-
plex systems that are dynamic and distributed [3,4] and because the different
elements of traffic can be viewed as a large collection of autonomous agents [21].
This allows us to apply a wide range of methodologies for defining the relation-
ships between these elements.

In the approach presented here, we utilise market-based mechanisms, specif-
ically auctions, as a framework for coordinating agent interaction. Unlike many
other auction-based traffic control systems [2,12,19] which rely on vehicle agents
to represent individual vehicles, our method uses traffic signals and other trans-
portation infrastructure that is currently available. Our multi-agent traffic con-
trol system is comprised of two agents: intersection agents and traffic signal
c© Springer Nature Switzerland AG 2018
F. Belardinelli and E. Argente (Eds.): EUMAS 2017/AT 2017, LNAI 10767, pp. 400–414, 2018.
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agents. Intersection agents act as auction managers and periodically execute a
first-price, single-item auction. The traffic signal agents represent phases, where
a phase is the segment of a traffic signal timing allotted to a set of vehicle
movements. Traffic signal agents participate in the auction and bid against one
another to adjust traffic signal timing. Similar to SCOOT, our approach relies
on the manipulation of traffic signal parameters with the aid of information
from in-ground vehicle detectors. The operation of SCOOT [6] (and hence its
name) centres around making small adjustments to three parameters: split—the
amount of time within a phase that a traffic signal is green (also referred to
as green time); cycle—the total amount of time it takes for all phases in an
intersection to receive their allocated green time; and offset—the difference in
starting times of two consecutive traffic signals along a roadway. In SCOOT,
offsets are adjusted in relation to the intersections that belong to a region (a
pre-defined set of connected intersections). In the work presented here, we do
not have pre-defined fixed regions, like those relied on by SCOOT. Instead, we
define regions dynamically as traffic conditions change.

This paper is structured as follows. Section 2 describes the approach we have
taken to explore the impact of dynamically assigning regions as traffic flows.
Section 3 explains a series of experiments we ran in order to evaluate the efficacy
of our approach. Section 4 presents the results of our experiments. Section 5
discusses our approach within the context of related work at the intersection of
MAS and traffic control. Finally, in Sect. 6, we summarise and outline steps for
future work.

2 Approach

Our previous work [13,14] on multi-agent auction-based traffic control systems
experimented with different bidding rules to adjust the same three parameters
employed by SCOOT. In GRACE [14], traffic signal agents have the ability to
adjust either split, cycle or offset or some combination of all three. However,
the traffic signal agents are greedy and work to improve only traffic flow for
their respective phase. In this paper, we present DC2, a variant of GRACE
where dynamic coalitions are formed to allow intersections to coordinate signal
timing adjustments. Here, a coalition is a temporary pairing of intersections for
coordination via offset adjustments. Furthermore, in DC2 traffic signal agents
are influenced by their neighbours. More specifically, the preferred offset of a
traffic signal agent is subject to upstream traffic conditions.

In SCOOT, offset adjustments are employed for intersection coordination,
but the intersections that are coordinated lie along fixed radial (linear path)
road networks. In DC2, the coalitions are dynamically formed and dissolved once
they are no longer of value. Additionally, using offset adjustments for junction
coordination sets DC2 apart from other market-based traffic systems. In many
market-based traffic systems, traffic signals are either removed from the traffic
control system (e.g., [2,17]) or offset adjustments are ignored (e.g., [7,12]).

In DC2, traffic signal agents have two key components: a utility function
which returns the utility of traffic signal timing adjustments and a bidding rule,
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which allows traffic signal agents to express a preference for particular timing
adjustments.

The utility function used in DC2 is:

U(Δsplit ,Δcycle,Δoffset) = −X + DI(Δsplit ,Δcycle,Δoffset) (1)

where the tuple 〈Δsplit ,Δcycle,Δoffset〉 is a collection of adjustments to split,
cycle and offset. Adjustments are made in discrete steps measured in seconds.
For example, given 〈2,−10, 4〉, green time would be increased by 2 s, cycle length
reduced by 10 s and offset increased by 4 s.

The function DI(Δsplit ,Δcycle,Δoffset) returns the estimated number of
stopped vehicles if adjustments 〈Δsplit ,Δcycle,Δoffset〉 were adopted—but in
relation to the intersection, that is, if intersection I were allowed to apply the
offset in the manner it chooses. This allows junctions to form coalitions, more
specifically, coordinate signal timing changes with any neighbouring junction
depending on traffic conditions.

The variable X is the current level of use for each link under the agent’s
control, or degree of saturation [11,15], defined as:

X =
v

c
∗ L

g
(2)

where v is the volume of traffic read by the traffic signal agent1; c is the maximum
possible volume of traffic (in vehicles per hour); L is cycle length; and g is green
time.

The bidding rule for DC2 is:

b =
n∑

i

Xi (3)

where each Xi is the current level of use for each link under the bidding agent’s
control.

The possible adjustment values for DC2 are:

Δsplit = {0, 1, 2, 3, 4, 5}
Δoffset = {−4,−3,−2,−1, 0, 1, 2, 3, 4}
Δcycle = {∅}

In DC2, the agent framework remains the same as in our previous work
[13,14]. At every junction there is an intersection agent (the auction manager)
and two traffic signal agents. At the beginning of each auction, traffic signal
agents generate a set of possible adjustments to traffic signal timing using the
sets Δsplit and Δoffset. The Δcycle is an empty set because in DC2, traffic
signal agents do not make changes to the cycle length (this is a requirement

1 In SCOOT, traffic volume is measured through induction loop sensors buried in the
road. We assume the existence of these sensors in our method.
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needed to form green waves). Traffic signal agents select their preferred signal
timing adjustments using Eq. (1), i.e., the signal timing adjustment with the
highest utility is preferred. Thus, in DC2 the single item up for auction is the
authority to implement changes to the traffic signal timing. In other words, the
intersection adopts the preferred signal timing adjustments of the traffic signal
agent that wins the auction. Furthermore, traffic signal agents utilise Eq. (3) to
generated bids. In DC2, intersection agents execute an auction every 300 s.

3 Experiments

We evaluated our auction-based methods experimentally using the Simulation of
Urban MObility (SUMO) traffic simulator [10]. SUMO is an open source micro-
scopic traffic simulator and is often used in research concerning vehicular com-
munication (either vehicle-to-vehicle or vehicle-to-infrastructure), but it is also
used to study route choice and traffic control algorithms [10]. Although it has a
GUI front-end, for our experiments we treated it as a back-end server, and we
developed a client application to control the simulation using SUMO’s Traffic
Control Interface (TraCI) through a TCP socket to facilitate batch processing
of experimental runs.

We utilised three benchmarks for evaluating the effectiveness of our auction-
based methods: FIXED, SUPRL and SCOOT. First, we tested a FIXED method
of controlling traffic signals, which represents traditional, non-adaptive, traffic
lights that execute the same light sequence timings in every cycle. In addition,
for comparison we implemented the reinforcement-learning traffic control system
described by Bazzan et al. [1], which we label SUPRL. Bazzan et al. [1] utilised
supervisors as high-level agents that observed small groups of intersection-level
agents. The high-level agents are concerned with the joint-action space of the
subordinate agents while the intersection-level agents act locally. More specifi-
cally, the high-level agents keep track of the average reward earned by their sub-
ordinates and use this information to suggest actions (intersection-level agents
are not forced to take the actions suggested by its supervisor). Intersection-level
agents can perform three actions; each action is a complete traffic signal timing
plan. The first action is a neutral traffic signal setting, i.e., the green time is
evenly divided amongst the two phases. The second favours the phase that ser-
vices the north/south bound lanes (by allotting more green time to the phase).
The third favours the west/east bound lanes. Lastly, in SUPRL each supervi-
sor has three subordinate agents. Our third benchmark is an implementation of
SCOOT. A description of our SCOOT implementation on SUMO is given in [14].

We employed two different road networks for our experiments, based on the
US cities of Portland and Phoenix. The Portland map (Fig. 1a) has two-way,
single lane, streets running East/West and North/South. However, it also has a
large avenue running along its perimeter which is two-way with four lanes. Traffic
signals use a two-phase signal plan: during one phase, North/South bound traffic
passes through the intersection, while West/East bound traffic passes in the other
phase. Additionally, roadways do not include dedicated turning (right or left)
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Fig. 1. Road networks used for experiments (not to scale).

phases; therefore left and right turns were given lower priority than through
movements, i.e., vehicles turning left or right waited until it was safe to do so.

The Phoenix map (Fig. 1b) is a grid-based city organised in square blocks.
The four traffic signals in the corners of the network are deactivated because
these four traffic signals control streams that run without conflicts (i.e., vehi-
cles traversing these intersections will never have to yield to one another). The
roadways on the Phoenix map are all one-way and do not have a dedicated
turning lane. All traffic signals use a two-phase signal plan: during one phase,
North/South bound traffic passes through the intersection, while West/East
bound traffic passes in the other phase. For our experiments, the signal plan
did not include dedicated turning (right or left) phases; therefore left and right
turns were given lower priority than through movements.

We utilised three different traffic patterns to conduct our experiments: struc-
tured—a traffic flow through the network with an identifiable (e.g., commuter)
path with heavy volume; unstructured—a traffic flow with no identifiable path
with heavy volume; and football—a traffic flow that emulates road conditions
before, during and after a special event, like a football match. In all three pat-
terns, a disruption is injected into the system about an hour into the simulation
(e.g., where there is a traffic accident or a sudden increase in traffic volume and
then is cleared some period later). For the football traffic pattern, two disruptions
occur: one before the game starts and one after it is over.

Each set of experimental conditions (2 maps × 3 traffic patterns) was
repeated 30 times (“runs”) to attain suitable statistics. Each simulation run
lasted a maximum of 15, 000 s (4 h and 10 min); simulations could terminate early
if all vehicles reached their destination before the maximum time had passed.
Data for the cumulative averages is not collected until after the 1, 000th s. This
allows traffic flow to level off, so that averages more accurately reflect actual
performance when the network is “full”.

We evaluated the performance of the traffic controllers using two categories
of metrics: Travel Time and Number Stopped. Travel time is by far the most
common way of measuring the effectiveness of traffic controllers and is computed
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for an individual vehicle as the amount of time it takes for the vehicle to complete
its journey; lower travel times are better. Number Stopped is a measure of how the
traffic is flowing and is computed as the number of vehicles that are not moving
at any given time step: if more vehicles are moving—hence lower numbers of
vehicles stopped—then the whole traffic system is operating more smoothly.

We examined Travel Time and Number Stopped in several different forms:
Average Travel Time (ATT) of all the vehicles across the 30 simulations, which
gives an overall measure of the effectiveness of the traffic control system; Cumu-
lative Average Travel Time (CATT) as the simulation executes, which gives a
measure of how the traffic control system performs over time particularly as traf-
fic conditions change; Average Travel Time on Arrival (ATTA) for the group of
vehicles that have finished their trip at each time step, which gives a measure of
how well the traffic control system responds to disruptions in the system, both
with respect to the moment after the disruption as well as how well the system
recovers after the disruption has passed; Average Number Stopped (ANS) across
the 30 simulations, which gives the average number of stopped vehicles in the
network (per time step); and Cumulative Average Number Stopped (CANS) as
the simulation executes, which gives a measure of the number of stopped vehicles
in the network at each time step.

4 Results

This section presents and analyses the results for each map, Phoenix (Sect. 4.1)
and Portland (Sect. 4.2). On each map we simulated three traffic scenarios: struc-
tured, unstructured and football traffic. Additionally, we measure performance
using travel time and number stopped.

4.1 Phoenix Map

Average Travel Time (ATT). In unstructured traffic, DC2 has lower ATT
than all three benchmarks, Table 1. Also, in the football scenario, DC2 has lower
ATT than FIXED and SCOOT. Lastly, in structured traffic, DC2 has lower ATT
than FIXED and SUPRL.

Table 1. Average travel times (ATT) for each mechanism and traffic scenario on the
Phoenix map.

Average travel time (ATT) (std.)

Traffic pattern

Mechanism Structured Unstructured Football

DC2 147.47 (0.78) 515.55 (10.97) 157.34 (4.6)

FIXED 166.11 (1.09) 1108.81 (168.99) 190.89 (12.8)

SCOOT 144.8 (3.44) 1231.36 (369.63) 184.81 (7.66)

SUPRL 159.48 (1.3) 855.66 (78.43) 142.76 (4.05)
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Table 2. Average number of stopped vehicles (ANS) for each mechanism and traffic
scenario on the Phoenix map.

Average number of stopped vehicles (ANS) (std.)

Traffic pattern

Mechanism Structured Unstructured Football

DC2 58.27 (1.08) 19.53 (1.5) 38.9 (2.54)

FIXED 70.23 (1.33) 68.33 (16.6) 50.27 (5.01)

SCOOT 60.17 (2.18) 89.97 (52.73) 38.5 (3.14)

SUPRL 66.63 (1.4) 46.6 (7.83) 30.13 (1.81)

Cumulative Average Travel Time (CATT). On the Phoenix map in the
unstructured traffic scenario, DC2 has the lowest CATT, Fig. 2a. Figure 2a shows
that in comparison to the other mechanisms, DC2 shows little change in CATT
during the unstructured traffic disruption. In the football scenario, prior to the
first disruption, DC2 have the lowest CATT, Fig. 2b. However, during the first
disruption, DC2 has a sharp increase in CATT but begins to recover sooner than
SCOOT during the football match. Figure 2b shows that during the football
match, the CATT of DC2 decreases and remains lower than the CATT of SCOOT
during the second disruption. After the second disruption, the CATT of DC2 is
lower than the CATT of SCOOT and FIXED but higher than the CATT of
SUPRL. In structured traffic, DC2 has lower CATT than FIXED and SUPRL
but not SCOOT, Figs. 2b.

Average Number of Stopped vehicles (ANS). Table 2 shows that in unstruc-
tured traffic, DC2 has a lower ANS than the benchmarks in structured and
unstructured traffic. In the unstructured traffic scenario, DC2 halves the ANS
compared with SUPRL. In football traffic, DC2 and SCOOT have similar ANS;
both mechanisms have lower ANS than FIXED but not SUPRL. DC2 also has
lower ANS than the benchmarks in structured traffic.

Cumulative Average Number of Stopped Vehicles (CANS). In the
unstructured traffic scenario, DC2 has the lowest CANS throughout the entire
scenario, Fig. 3a. The CANS of DC2 quickly reaches its peak during the dis-
ruption, unlike the other mechanisms. In the football scenario, Fig. 3c, during
the first disruption DC2 performs similar to SCOOT. However, after the first
disruption has ended, DC2 recovers sooner than SCOOT, i.e., DC2 returns to
pre-disruption levels of CANS first. During the football match DC2 has lower
CANS than SUPRL and FIXED but does not outperform SCOOT.
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(a) Unstructured. (b) Structured.

(c) Football

Fig. 2. Cumulative average travel times (CATT) on the Phoenix map (over 30 simula-
tions). Beginning and ending of disruptions are marked by dotted lines.

4.2 Portland Map

Average Travel Time (ATT). In structured and unstructured traffic, DC2 has
lower ATT than FIXED, SCOOT and SUPRL, Table 3. In the football scenario,
DC2 has lower ATT than SCOOT (and slightly lower than FIXED) but DC2
does not outperform SUPRL. However, in some scenarios, the magnitude of
the difference is small. For example, in structured traffic, the difference in ATT
between DC2 and FIXED is approximately 2.44 s.

Cumulative Average Travel Time (CATT). In the unstructured traffic sce-
nario, initially, the CATT of DC2 is greater than the CATT of SCOOT, how-
ever, during the unstructured traffic disruption, DC2 maintain CATT lower than
SCOOT, Fig. 4a. Figure 4a also shows that DC2 has lower CATT than all the
other mechanisms after the disruption ends. DC2 performs well in terms of CATT
in unstrctured traffic on the Phoenix map as well. In the football scenario, DC2
performs as well as SUPRL, Fig. 4c. During the first disruption all the mech-
anisms have a similar rate of increase in CATT. However, during the football
match, travel times with SCOOT continue to increase beyond DC2 and SUPRL.
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(a) Unstructured. (b) Structured.

(c) Football

Fig. 3. Cumulative average number of stops (CANS) on the Phoenix map (over 30
simulations). Beginning and ending of disruptions are marked by dotted lines.

The CATT of DC2 and SUPRL plateaus sooner than SCOOT during the foot-
ball match. Additionally, DC2 and SUPRL show signs of recovery during the
match and no adverse effects during the second football disruption. However, in
the football scenario, FIXED has the lowest CATT from beginning of the football
match and onward, in comparison to the other mechanisms. In structured traffic,
DC2 has the lowest CATT, Fig. 4b. However, in structured traffic, the CATT of
FIXED is nearly identical to DC2.

Average Number of Stopped Vehicles (ANS). Overall the unstructured
traffic scenario has fewer stops in comparison to the other scenarios, Table 4.
DC2 has lower ANS than FIXED and SUPRL in the unstructured traffic scenario.
However, in unstructured traffic on the Portland map, SCOOT has the lowest
ANS, this is not the case on the Phoenix map. In the football scenario, DC2 has
lower ANS than FIXED and SCOOT but not SUPRL. In structured traffic, DC2
has lower ANS to SCOOT and SUPRL only.
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Table 3. Average travel times (ATT) for each mechanism and traffic scenario on the
Portland map.

Average travel time (ATT) (std.)

Traffic pattern

Mechanism Structured Unstructured Football

DC2 226.94 (1.3) 483.85 (12.36) 298.51 (9.42)

FIXED 229.38 (0.88) 569.87 (18.05) 299.6 (5.09)

SCOOT 360.86 (11) 510.6 (26.52) 392.73 (23.55)

SUPRL 244.13 (1.17) 577.7 (10) 271.56 (5.62)

Table 4. Average number of stopped vehicles (ANS) for each mechanism and traffic
scenario on the Portland map.

Average number stopped (ANS) (std.)

Traffic pattern

Mechanism Structured Unstructured Football

DC2 170 (2.49) 22.13 (1.59) 131.07 (5.68)

FIXED 161.13 (2.71) 28.83 (2.45) 143.4 (3.61)

SCOOT 319.8 (13.78) 19.27 (2.27) 153.77 (13.37)

SUPRL 185.33 (3.18) 29.63 (1.52) 122.73 (4.89)

Cumulative Average Number of Stopped Vehicles (CANS). In unstruc-
tured traffic, DC2 have lower CANS than SUPRL and FIXED, even during
the disruption, Fig. 5a. However, in unstructured traffic, SCOOT has the lowest
CANS during the entire scenario. On the Portland map, the unstructured traffic
disruption does not affect the mechanisms in the same manner as it does on the
Phoenix map. In unstructured traffic on the Portland map, during the disruption,
the increase in CANS displayed by DC2, FIXED, SCOOT, and SUPRL is not
as sharp as it is on the Phoenix map. In the first disruption of the football sce-
nario, all the mechanisms have similar rates of increase in CANS, Fig. 5c. DC2,
FIXED and SUPRL have a much sharper decline in CANS during the match
than SCOOT. Additionally, during the same period, DC2 performs similar to
SUPRL in terms of CANS. Although at the beginning of the football match the
CANS of DC2 is similar to SCOOT’s CANS, by the end of the football match the
CANS of DC2 is much lower than the CANS of SCOOT. Also, during the second
disruption, DC2 and SUPRL are able to maintain lower numbers of stopped vehi-
cles compared to SCOOT and FIXED. In structured traffic, DC2 outperforms
SCOOT and SUPRL in maintaining low CANS, Fig. 5b. DC2 does not display
a substantial increase in CANS during the disruptions. However, in structured
traffic, the CANS of DC2 is similar to FIXED.
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(a) Unstructured. (b) Structured.

(c) Football

Fig. 4. Cumulative average travel times (CATT) on the Portland map (over 30 simu-
lations). Beginning and ending of disruptions are marked by dotted lines.

4.3 Summary

While DC2 does not perform best for all metrics under all experimental condi-
tions, it exhibits lower ATT and ANS in unstructured traffic and similar (though
second-best) results to SCOOT in structured traffic, for both maps—except for
ANS on the Portland map. Surprisingly, FIXED performs best under this con-
dition, and SCOOT is markedly the worst performer.

5 Related Work

The use of economic principles in traffic management and control is nothing new,
e.g., tolling systems have been in use for hundreds of years. Market-based traf-
fic controllers (and traffic management systems) employ a variety of auctions,
e.g., second price sealed bid [2], or combinatorial auctions [19] and walrasian
auction [18]. Auctions are a versatile framework for agent interaction and have
woven their way into the traffic domain through a variety of approaches. Many
market-based traffic systems treat roadways and/or the intersections as a com-
modity where drivers participate in a market to gain access to said commodity.
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(a) Unstructured. (b) Structured.

(c) Football

Fig. 5. Cumulative average number of stops (CANS) on the Portland map (over 30
simulations). Beginning and ending of disruptions are marked by dotted lines.

For example, Carlino et al. [2] implemented a traffic control system where vehi-
cles bid on traffic signal phases. Schepperle and Böhm [17] employed a similar
strategy except vehicles are bidding on periods of time when it is safe to traverse
the intersection. While Carlino et al. [2] and Schepperle and Böhm [17] used the
intersection as a commodity, Vasirani and Ossowski [19] presented a system for
traffic assignment where an auction is used for route selection. One of the more
interesting properties of auction-based traffic control systems is their ability to
seamlessly incorporate individual valuations of time [2,7,16,17].

Iwanowski [9] proposed a multi-agent market-based traffic management sys-
tem to balance road use. The traffic management system provides route guidance
for drivers in order to reduce traffic congestion. The aim of [9] is to coordi-
nate drivers via a central unit (the road network operator) and distribute the
drivers across the network while taking into consideration individual route pref-
erences. This work is further developed in [8] where Iwanowski et al. describes the
auction-based trading traffic control system. In auction-based trading, the vehi-
cle agent (referred to as vehicle/driver units in [8]) plays a similar role to vehicle
agents in [9], that is, vehicle agents bid for routes on behalf of the driver. The
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vehicle agent does not control the vehicle, thus, the vehicle agent is more or less a
navigation system. The auction-based trading system also includes an auctioneer
whose job it is to auction road segments to the drivers. Availability of roadways
are based on the maximum capacity of each roadway. However, unlike in [9],
in the auction-based trading system, drivers that have attained their preferred
route pay drivers that are experiencing congestion. Unfortunately, Iwanowski et
al. [8] did not evaluate their proposed auction-based guidance system, thus, there
is not indication of how well it would perform.

Isukapati and List [7] presented a multi-agent auction-based traffic control
system which is akin to a toll system for road use; municipalities earn money
from drivers using the road network. Similar to [2,17], the traffic control system
incorporates the driver’s valuation of time (or VOT [7]). That is, drivers with
high VOT are considered to be in a rush and can influence the behaviour of
the traffic controller for their own benefit. In the traffic control system, at every
intersection there are agents, movement managers, that represent the different
possible traffic manoeuvres (e.g., left turns). An auction is utilised to determine
which movement manager will use the intersection.

Vasirani and Ossowski [18] utilised a competitive market to price roadways
according to level of use. Pricing the road ways gives drivers an incentive to
travel cheaper, less congested roadways. The end goal is to better distribute
traffic across the entire road network. Unlike Iwanowski et al. [8], Vasirani and
Ossowski [18] provides experimental results showing that their approach does
in fact improve traffic performance. Vasirani and Ossowski later [19] expanded
on Dresner and Stone’s [5] work by examining the performance changes to a
reservation-based system where time slots were allocated using a combinatorial
auction (CA). The authors tackled both the traffic control problem (at a sin-
gle intersection) and traffic assignment problem (in a road network) with their
market-based approach. As drivers approached the intersection, reservations
were awarded through the auction, instead of first-come, first-served (FCFS)
which Dresner and Stone [5] employed in their work. In this way, drivers express
their true valuation for a contested reservation. As stated earlier, Dresner and
Stone’s [5] traffic control systems relies on vehicle agents running on autonomous
vehicles, thus, Vasirani and Ossowski’s [19] this approach requires both as well.
However, in Vasirani and Ossowski’s [19] system, the vehicle agents are respon-
sible for participating in the auction as well as controlling the vehicle. In a
network with a single intersection, the authors looked at the delay experienced
by drivers based on the amount they were willing to “pay” to use the intersec-
tion. They found that initially, having a willingness to pay does decrease delay,
but eventually this levels off. However, CA was found to increase overall delay.
As the intensity of traffic increased, CA experienced far more delays and rejected
reservations than the FCFS approach.

6 Summary

We have presented an auction-based multi-agent traffic control system which
forms dynamic regions or coalitions. The coalitions improve traffic flow through
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a series of city blocks that may not always form a linear path. Additionally, our
approach relies on local traffic state information from in-ground vehicle detectors,
thus, omitting the need for more advanced communication capabilities such as
vehicle-to-vehicle or vehicle-to-infrastructure communication devices. We eval-
uated our approach on two grid-based maps under three traffic conditions and
examined the travel time and number of stops. Experimental results have demon-
strated the efficacy of our approach in comparison with others. The next steps
in this line of inquiry involve increasing the size of a coalition in order to prove
the scalability of our method.
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Abstract. In this work a reverse production process is conceived as a
service-based manufacturing network (ecosystem), in which the manufac-
turing companies “play” in the ecosystem by means of market services.
One complex problem in a reverse logistic virtual market is the effi-
cient composition and decomposition of the negotiation items. A nego-
tiation item is defined as an item subject to be recycled: used prod-
ucts/scraps/wastes, a sub-part of a used product/scrap/waste, or the
materials that are contained in the used product/scrap/waste. In this
work we present a Multi-agent approach in order to compose the last
two types of negotiation items from an orchestration of negotiation pro-
cesses among the different stakeholders of the reverse logistic process
(i.e. collecting points, recycling plants, disassembly plants, secondary
material markets). In this way a call for buying, for example 10 tons of
steel, can be handle in the virtual market as a complex process of buy-
ing and selling used products/scraps/wastes, or their sub-parts, in order
to decompose and pre-process them (by recycling and/or disassembly
plants) for extracting the steel contained in those items.

1 Introduction

Many research works have demonstrated the positive effects of internal measures
towards sustainability in manufacturing systems [7]. Lately the goal has begun
to shift to integrating all of the business value-adding operations, including pur-
chasing and in-bound logistics, production and manufacturing, distribution and
out-bound logistics, in such a way that activities associated with these functions
have the least harmful environmental impact [14]. Greening the supply chain is
one such innovative idea [3].

A green supply chain can be conceived as something as small as buying green
products from a supplier to the much broader context of an industrial ecosystem
[4]. Sustainable supply chain is an active research field in which new techniques
are continuously proposed to reduce negative environmental impacts while pur-
suing production economy [14]. Sustainable supply chain network consists of for-
ward production processes and reverse (recycling) production processes (reverse
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logistics). Nevertheless, most of the research and development attention is tar-
geted to the forward action of the supply chain [4], whereas few research works
have considered how this supply chain can or should work in reverse to reclaim
products at the end of their life-cycle and return them through the supply chain
for decomposition, disposal or re-use of key components. Systems in which the
two approaches (forward and reverse) are combined can drastically reduce the
negative impacts to the environment [18]. These systems are called closed-loop
production systems1.

In [5] an intelligent approach for reverse production ecosystems is tackle by
means of a Multi-agent supported Virtual Market. In that work the reverse
production process is conceived as a service-based manufacturing network [6], in
which all the activities are outsourced and the stakeholders (i.e. manufacturing
companies, collecting points, recycling plants and disassembly plants) use agents
that provide interfaces/services to “play” in that ecosystem. In [5] the backbone
structure of the virtual market is presented. In order to complete the Multi-
agent structure defined for the virtual market in this paper we focus on the
complex problem of composing negotiation items. A negotiation item is defined
as an item subject to be recycled: used products/scraps/wastes, a sub-part of
a used product/scrap/waste, or the materials that are contained in the used
product/scrap/waste. The approach we follow in order to compose the last two
types of negotiation items is an orchestration of negotiation processes among the
different stakeholders.

2 Green Supply Chains and Intelligent Manufacturing
Systems

The US Department of Commerce [12] defines sustainable manufacturing as:
“the creation of manufactured products that use processes that minimize nega-
tive environmental impacts, conserve energy and natural resources, are safe for
employees, communities, and consumers and are economically sound”.

A consensus definition of green and sustainable supply chains does not exist
(for a large review on definitions see [1]). It is identified as a sub-discipline of
supply chain managing expanding the work in a variety of areas. An in-depth
state-of-the-art review on green supply chains can be found in [4]. In this work
we consider a manufacturing supply chain as a system that consists of 5 layers,
including raw material supply, manufacturing, wholesaling, retailing, and end-
customers. Whereas, a used-product and/or waste materials reverse logistics
chain includes collecting points, recycling plants, disassembly plants, secondary
material markets, and final disposal locations of wastes. All these activities are
1 A closed-loop production system is defined as the “taking back of products from

customers and recovering added value by reusing the entire product, and/or some of
its modules, components and parts” [17]. The closed-loop construct consists of the
common forward supply chain and the so-called reverse supply chain which closes
the loop. In summary, there exist three different options to close the loop: reusing
the product as a whole, reusing the components or reusing the materials.
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executed with the purpose of capturing value, or proper disposal. The keys to
the successful design and use of reverse logistics systems include costs, overall
quality, customer service, environmental concerns and legislative concerns. Other
factors to consider are: cost-benefit analysis, transportation, warehousing, supply
management, remanufacturing and recycling, and packaging.

Initiatives such as Industrie 4.0, Smart Industry, Industrie du Futur, among
others from Europe; Industrial Internet Consortium from USA; Industrial Value
Chain Initiative from Japan; Made in China 2025 from China, are trying to inte-
grate Internet and manufacturing systems in order to fully digitalize the factories
of the future. This new production paradigm is based on concepts as autonomy
and co-operation because both are necessary to create flexible behavior and
thus to adapt to the changing production conditions. One such approach is the
Intelligent Manufacturing Systems (IMS) paradigm. In IMS the manufacturing
system is conceived as a distributed system in which its constituent components,
such as machines, resources, products, and staff, have intelligent capabilities for
acting in its environment pursuing global system goals; and have autonomous
execution for decision making, social interaction with other intelligent entities,
and collaboration for achieving the system goals.

Agent based Manufacturing Systems, are based on Multi-Agent System
(MAS) technology [2]. The specialized literature in IMS, focused on MAS, offers
successful approaches for achieving sustainability in manufacturing systems. The
concept of Go-green Holon proposed in [16], is a pre-built development artifact
that includes efficiency-oriented mechanisms (optimizing sustainability means),
in addition to classical effectiveness-oriented mechanisms, to make a decision
and/or execute an operation in IMS. Go-green ANEMONA [8] is a complete
software engineering method for developing sustainable IMS. The method helps
the designer to specify and implement sustainable optimization functions in IMS
providing development guidelines and modeling templates. On the other hand,
in [9] it is proposed the application of agent-based systems for supply-chain
synchronized production planning including management of raw materials flow
as well as flow of returned by customer obsolete products and defected semi-
products and products that are refused by quality control within the factory.
In [13] a multi-agent architecture is proposed to address waste classification,
recycling, logistics, and reuse of products. Whereas, in [11] a multi-agent system
framework to achieve coherent and consistent workflows that can meet order
requirements is proposed. Finally, [5] presents an abstract definition of a virtual
market for reverse production process that specify the roles and services required
in order to implement it, but leaving open the issue of autonomously compos-
ing and decomposing negotiation items considering economic and environmental
costs. The following sections introduce our approach that intends to solve it.

3 A Virtual Market Approach for Reverse Production
Systems

In this work we will use the Agent-based Virtual Market approach for Reverse
Production Systems proposed in [5]. The overall idea behind the Virtual Market
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Fig. 1. Reverse logistic virtual market ecosystem

is to facilitate the participation of stakeholders in the activities of green supply
chains by means of Service Oriented Manufacturing Systems [6], providing an
easy to use interface for the players of a wider reverse logistic ecosystem as a step
towards virtual outsourcing of reverse manufacturing processes. Figure 1 shows
the structure of the virtual market. The framework provides the definition of the
agent roles and the services supported and provided for playing in the market,
such as: QueryNegotiation, QueryAgreement, CallForBid, CreateNegotationDi-
alog, EnterNegotiationDialog, LeaveNegotiationDialog, Bid, AcceptAgreement,
RejectAgreement, etc.

Taking into account the features of a virtual market for reverse production
systems it is very common to have a CallForBid, let’s say to buy a given item
(for example a given amount of recycled material) that is not available in the
market as such because there is no corresponding CallForBid to sell the requested
item due to: (i) the amount of material does not mach the requested amount,
or (ii) the material is available but as a part/component material of offered
products/wastes/sub-parts in the market, that requires a transformation and/or
decomposition process in order to extract the material.

In this work we call this problem a composition of negotiation items (the
complementary problem of decomposing or dividing a negotiation item in order
to get a lower amount of the item is not tackled in this paper), and try to solve
it providing a special service that arranges and orchestrates a set/sequence of
different negotiation interactions in order to get the negotiation item required by
the given CallForBid. In the following sections we present our approach to solve
the problem outlining first the key roles of the virtual market that interact in the
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composition of negotiation items, the algorithms designed to arrange and orches-
trate the sequence of negotiation protocols to compose the item, illustrating our
approach with examples.

3.1 Roles in the Market

The key roles of the reverse logistic virtual market for solving the composition
of negotiation items are the following four (the complete description of all the
roles can be found in [5]):

– Seller: plays the role of a company (i.e. manufacturing plant, collecting points,
recycling plants, disassembly plants, secondary material markets) that wants
to get rid of its used products/scraps/wastes, or their sub-parts while earning
some money and/or trying to reduce its environmental cuota (since a correct
disposal of these items, or a re-use of them into other production proceses,
can contribute to lower their hazardous environmental impact).

– Buyer: this role represents a company that wants to buy some used prod-
ucts/scraps/wastes, or their sub-parts with the purpose of resell them, recycle
and then sell them, or recycle and introducing the new obtained products to
its production chain instead of buying new unprocessed items.

– Manager: this role has brokering and supporting responsibilities in the mar-
ket, being a crucial role in order to arrange and orchestrate the sequence of
negotiation protocols to compose the negotiation item.

– Processor: this role is a specialization of the role company with the main
capability of processing items subject to be recycled in order to obtain raw
materials or sub-parts from them. A Processor is a company and as such can
play in the market as a Seller and/or Buyer depending on the purpose of the
negotiation protocol and the item being negotiated. This role is key in the
orchestration of the sequence of negotiation interactions since a transforma-
tion process must be executed in order to process and/or extract the item
that is contained in the used products/scraps/wastes, or their sub-parts.

3.2 Negotiation Items

A negotiation item is defined as ι = 〈τι, O, ρι〉, where τι is the item type, O
is the ontology where the item ι is defined, and ρι is a set of property values
that define the particular attributes that characterize the item itself. The list
ρι is domain-dependent, and is defined using the approach presented in [15].
For example the following is a fragment description of a waste ItemX that also
specifies its component materials.

Individual: ItemX

Types: GenericProducts, Waste

and (weights weight((weight-value 10) and (weight-unit Kilogram)))

and (contains some((material-value some Glass) and (material-percentage value 35))

and (contains some((material-value some Plastic) and (material-percentage value 32)))



422 A. Giret et al.

and (contains some((material-value some Steel) and (material-percentage value 20)))

and (has price((price-value 40) and (price-currency Euros))) ...

A CallForBid is defined as
CallForBid(m,Accesstype, recipientList, dialogID, protocol, δ, C),

where m is the Manager ID in charge of the market, Accesstype specifies the
type of access and can get a value from {Public, Private} if it is Public
then all the players in the market could participate and recipientList is an
empty list, whereas if the value is Private only the agents that appear in the
recipientList can be informed and allowed in the corresponding negotiation inter-
action. dialogID is the negotiation dialog/interaction that is receiving players;
the negotiation protocol protocol used in that dialog; the set of items, δ, that
is being negotiated; and the set of constraints, C, to participate in are also
made public. In order to simplify the composition of the negotiation items that
are requested by any CallForBid in this paper we assume that δ has only one
element.

This ontology description is used by the Buyers and Sellers to reason about
the items and evaluate the profit they can get from the item negotiation. On
the other hand the Manager uses the ontology in order to support and facilitate
the interaction of the market players by means of negotiation functions. More
details on the ontology description can be found in [5].

3.3 Market Behavior for Solving the Composition of Negotiation
Items

In order to get a proper understanding of the dynamics of the market let’s
describe the market behavior with the following simplified phases:

Inform Manager. First of all, the agents (Buyers and Sellers) reason about
their knowledge base in order to decide what they are willing to buy or sell.
The decision will depend on their goals (e.g. “increase economic profit”, “reduce
CO2/pollutant cuota”, “reduce waste/scraps/sub-parts items from the ware-
house”, etc.), the current state of the market in terms of negotiation items that
are currently offered (Set-of-ItemsOffered), and the recommendations received
from the Manager (Set-of-NegotiationInvite, invitations to play as buyer/seller
in negotiation interactions created by the Manager). The agents inform the Man-
ager about their decision on those items issuing CallForBids when the decision
is positive (buying or selling a given item).

Receive CallForBids. In this phase the Manager processes the received Call-
ForBids in order to search the market for possible matching items subject to
be negotiated and support the Buyers and Sellers interested in the items. The
function GetMatchFromCallForBid allows the Manager to search in the market
for possible matching items subject to be negotiated. This function looks into
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two knowledge bases: (i) the Set-of-ItemsOffered and (ii) the complete List-of-
CallForBids. In the searching process the Manager not only tries to find the
exact item looked for but also looks into the item description in terms of parts
and components (see the ontology description for items) in order to mark the
possible matching item when there is a possibility to obtain the item looked for
by means of a transformation process from the matching item. The output from
GetMatchFromCallForBid is a list of all possible matching items found. If the
list is empty the CallForBids are kept in the market for later processing waiting
for changes in the List-of-CallForBids and the Set-of-ItemsOffered. If the list is
not empty, every match could state three possible situations: (i) there are one
or more items in the Set-of-ItemsOffered that match the item and the amount
looked for, or (ii) there are one or more items in the Set-of-ItemsOffered that
match the item but not the amount looked for, or (iii) the item looked for (and
the amount requested) is available but as a part/component item/material of
offered matching items in the market, that requires a transformation and/or
decomposition process in order to extract the item/material.

For every match found by GetMatchFromCallForBid and according to the
situation identified by the Manager proceeds as following

1. Situation (i) - a match (or a set of them) is found. The Manager acts as a
broker among the Buyer/s and Seller/s interested in the CallForBid and sends
invitations to those agents. The agents receive the invitations and save them
into their individual Set-of-NegotiationInvite. The next steps are executed in
the Negotiation phase of the market.

2. Situation (ii) - the type of item requested is offered in the market but the
amount of it does not match the request. The Manager solves this situation
by a sequence of two orchestrated negotiation sequences.

– In the first sequence a team formation process is executed among the
CallForBids initiators (buyers or sellers) of the matching items marked
by the function GetMatchFromCallForBid. This negotiation interaction
aims to form a coalition among the sellers (or buyers) in order for them
to agree to sell (or buy) a composition/lot of items instead of selling (or
buying) them individually and to agree on the terms of the composed
negotiation item (i.e. who will act as representative of the composed item
in the subsequent negotiations, how the profit will be distributed among
the coalition members, which coalition constraints will rule the process,
etc.). For the coalition formation we follow the work presented in [10],
defining an utility function for each item based on the preferences of
the agent that is trying to sell or buy the item in a coalition instead
of individually. The list of possible members of the coalition is used in
order to start a negotiation interaction that arranges the coalition itself.
In this process the different possible candidates are contacted one by one
querying the willingness to take part in the coalition and its reserve price
for the given item (this price defines the member’s percentage share in the
negotiation of the composed item). Different negotiation protocols can be
used for defining the members and their percentage share, in the current
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implementation we use a single step Face-to-Face protocol. The Manager
uses the output of the utility function and the result from the members
percentage share to arrange a proposal for the profit distribution and the
coalition constraints, sending the proposal to the coalition members in
order to agree on them. In the current implementation of the market we
have simplified this process as: the Manager acts as the representative of
the coalition, the profit distribution and coalition constraints agreement is
negotiated following a simple Face-to-Face protocol in which the Manager
proposes and each individual coalition member accepts or rejects in a
single step. More complex approaches will be examined in future versions
of our work.

– Finally for the negotiation of the composed item (agreed by the coalition)
a Manager represents them in the interaction, following the coalition rules,
and the interaction is executed following the negotiation protocol stated
in the initial CallForBid. In order to coupe with the situation of two or
more coalitions with conflicting goals, a new Manager is instantiated for
every coalition during the Negotiation phase. The concrete negotiation
interaction for this sequence is executed in the Negotiation phase of the
market. At the end of the negotiation interaction the coalition agreement
is executed distributing the profits among the members.

3. Situation (iii) - the type of item requested is found as part or component of
other items offered in the market. The Manager solves this situation trying to
orchestrate a feasible sequence of possible negotiation interactions that will
allow to obtain the requested composed item that, in general, will require
at least one transformation process executed by a Processor role. For this
situation the Manager must find out a plan (or list of possible plans) for
composing the requested item. For example, a given CallForBid for buying
item Z, let’s say 10 tons of steel, by Buyer A is received by the Manager
and it is marked as situation (iii). Function GetMatchFromCallForBid tells
the Manager that in Set-of-ItemsOffered the items X offered by Seller AX,
Y offered by Seller AY and W offered by Seller AW (the type of item W is
steel and the amount is 2 tons) can be used to compose item Z and items X
and Y requires a transformation process before the item composition (both
items contain steel as internal material and adding the amount present in
the two items the total is 8 tons). The Manager starts a planning process in
order to orchestrate the negotiations required to transform items X and Y.
To do so function FindProcessors(input-item, output-item) is executed (for
this particular example the calls look like FindProcessors(X, Z) and FindPro-
cessors(Y, Z)) by the Manager getting the list of Processor agents, let’s say
Processor P1 for transforming X and Processor P3 for transforming Y, that
can perform the transformation process of the given items into the type of Z
(steel). As next step the Manager sends two separate negotiation invitations
creating a negotiation dialog to Seller AX and Buyer P1 and a negotiation
dialog to Seller AY and Buyer P3. If the invitations succeed, which means the
items X and Y where sold to the corresponding Processors and were trans-
formed to the type of Z, new CallsForBids are created by P1 and P3 offering
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new processed items W1 and W2 with their corresponding amount. At this
point the market is in Situation (ii) and the Manager solves it following the
procedure described above. It is important to point out that in the current
implementation of this algorithm we still do not solve the error situations, for
example what happens if not all the negotiations for selling to the Processors
are successful, or the error situation in which a given Processor refuses to
offer the processed item into the market, or what happens when more items
are processed that required. In order to solve them the Manager would need
re-planning capabilities that currently are not implemented in the proposed
virtual market.

Negotiation. When a Buyer and/or Seller receives a negotiation invitation
from the Manager and decides to play in the given negotiation interaction it
informs the Manager of its decision. In order to start the negotiation interaction
the Manager waits for all the players (the number and features of the players are
defined by the constraint C in the corresponding CallForBid) to accept the invi-
tation. The negotiation interaction is executed using the negotiation protocol
stated in the corresponding CallForBid, which can be any of the negotiation
protocols provided by the framework (i.e. normal purchase, first-price auction,
english auction, dutch auction, etc.). The Buyers and Sellers build their individ-
ual bids in order to play in the interaction using their own decision functions.
One example function is described in the following section, called WorthyItem
that was implemented for evaluating the approach.

Removing the Offered Item. When the negotiation interaction succeeds,
which means a buyer and seller reached an agreement, the Manager deletes
the sold item from the Set-of-ItemsOffered, marks the CallForBid as done and
creates a new entry in the Set-of-Agreements.

3.4 Agent’s Decision Function: WorthyItem

The agents playing in a negotiation interaction to buy or sell an item must
have reasoning mechanisms to evaluate which item offered in CallForBids and
NegotiationInvites are worth to bid for. The embedded reasoning mechanism can
be any and the agents might have different functions to implement it. In this
section we specify two decision functions that were implemented in order to test
the framework.

The first proposed function can be labeled as “the greener the better”
in which the worthiness of the item is heavily determined by its eco-worthiness
and less on the item economic profit. It is evaluated in terms of the items price,
the footprint of the items needing recycling if any and the transportation cost.
The variable eco-worthι marks the quality of environmental impact of the item
ι taking values from [0, 1]. The following rules are applied by the WorthyItem to
define the value of eco-worth:
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– Raw materials on destination are worthier than unprocessed components due
to their footprint is zero (since no new transformation processes to recycle
them are required). eco-worthι = 1. Raw materials that need transporta-
tion to destination are marked as eco-worthι = 1 − K ∗ (ItemWeight ∗
TravelDistance). Where K is a constant of the transportation method used
(train, truck, etc.) defining its emissions.

– Ready to use sub-parts on destination are market as eco-worthι = 1.
Used sub-parts that need transportation to destination are marked as eco-
worthι = 1 − K ∗ (ItemWeight ∗ TravelDistance). Where K is a constant of
the transportation method used (train, truck, etc.) defining its emissions.

– Unprocessed components requiring a transformation process are marked with
eco-worthι = 0, 5 − fp, where fp is a value that states how environmen-
tal hazardous is the transformation process required to recycle it. Unpro-
cessed components that need transportation to destination are marked as
eco-worthι = 0, 5 − fp − K ∗ (ItemWeight ∗ TravelDistance). Where K is
a constant of the transportation method used (train, truck, etc.) defining its
emissions.

Then the WorthyItem function is defined as:

WorthyItem(ι) =
(EstimatedProfitFromItem(ι)−
(ItemPrice(ι) + ItemTransportationCost(ι) + ItemProcessingCost(ι)))∗
eco-worthι

The agent searches its lists of NegotiationInvites and CallForBids. For every
element ι in those lists executes the WrothyItem(ι) function in order to sort
the list of items in terms of their worthiness (in a priority order, the worthiest
items are at the top of the list). The next step for the agent is to start bidding
for the bids in the list in decreasing order whenever its budget allows it. In the
current implementation of the function dynamic modifications of the worthiness
list are not taken into account. Nevertheless, future versions of the function will
tackle it.

Let’s sort 2 items: Item A is a package with 10 kg of steel for a price of 200
Euros and Item B is an old car that requires transformation in order to obtain
also 10 kg of steel, this product cost 100 Euros. The buyer that has received
these items through CallForBids is only interested in buying 10 kg of steel, but
must decide which item is worthier. This buyer is concerned about the carbon
footprint.

For Item A the buyer estimates a profit of 300 Euros, the item price is
200 Euros, the transportation cost is 20 Euros and there is no transformation
processing cost. On the other hand the transportation of the material to the des-
tination has an environmental cost of 57 kg of C02 emission. So WorthyItem(A)
= (300 − (200 + 20 + 0)) ∗ (1 − 57) = −3680.

On the other hand, Item B which requires transformation to obtain the steel
needed, has a profit estimated of 300 Euros, price of 100 Euros, transforma-
tion cost of 60 Euros, the transformation environmental cost fp is 23 kg CO2.
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The transportation cost is 15 Euros, and the transportation of the material to
the destination has a total environmental cost of 40 kg of C02 emission. Then
WorthyItem(B) = (300 − (100 + 15 + 60)) ∗ (0, 5 − 23 − 40) = −7812,5.

Then Item A is worthier than Item B for the given buyer.
The second proposed function is labelled as “Carbon Offset”. A carbon

offset is a reduction in emissions of carbon dioxide or greenhouse gases made
in order to compensate for or to offset an emission made elsewhere. Carbon
offset is a quantity of money that should be paid to compensate the emissions.
This quantity depends on the amount of gases emitted and its type, and is used
to promote hydroelectric power plants, wind and solar parks or planting trees.
In this version of the WorthyItem function we include carbon offsets as the
compensation cost that the buyer must add to the item price when calculating
the item economic cost. The compensation cost does not go to the seller, but to
the managing entity in charge of wind plants, solar parks, etc.

In this way WorthyItem function is defined as:

WorthyItem(ι) =
ItemPrice(ι)+
ItemTransportationCost(ι)+
K ∗ ItemTransportationEmissions(ι)+
ItemProcessingCost(ι)+
K ∗ ItemProcessingEmission(ι)

When the items do not require processing its ItemProcessingCost and Item-
ProcessingEmission are zero.

Transportation emission and processing emission are measured in Kg of CO2
and K is measured in Euro/Kg, that is the quantity of money needed to compen-
sate 1 kg of CO2. In future versions other gases will be considered, for instance
N2O, CH4. In that case, the functions ItemTransportationEmissions and Item-
ProcessingEmissions will return an array and K will be an array in which every
element will be the quantity needed to compensate 1 kg of each gas.

In order to improve the decision function we have defined EstimatedProfit
FromItem(ι). This function estimates the economic profit for the buyer from
getting the item. In this case, only if

EstimatedProfitFromItem(ι) > WorthyItem(ι),
The match will be processed and the higher this different is, the more inter-

ested will be the agent in trading the given item.
Let’s suppose K = 0.06 Euros and two items to evaluate. Item A, 10 kg of

steel with a price of 200 Euros, and; Item B, a car, with a price of 100 Euros that
can be processed to obtain also 10 kg of steel. The buyer estimates a profit of
300 Euros from 10 kg of steel. Item A has a transportation cost of 20 Euros and
transportation emission of 57 kg of CO2, then 300−(200+20+0.06∗57+0+0) =
76.58 Euros.

On the other hand item B, has a transportation cost of 60 Euros and 23 kg
of CO2 transportation emission. This item needs processing and its associated
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cost is 15 Euros and CO2 processing emission of 40 kg. Then 300 − (100 + 60 +
23 ∗ 0.06 + 15 + 40 ∗ 0.06) = 121.22 Euros.

In this way the buyer will select item B because this is the item that has the
higher difference between EstimatedProfitFromItem and WorthyItem. However,
it will pollute more, this is compensated by paying 23 ∗ 0.06 + 40 ∗ 0.06 = 3.78
Euros to build renewable energy sources.

The same reasoning mechanism on items worthiness is applied when the agent
is trying to agree to take part into a coalition. Worthier items are prioritized.

4 Discussion

The prototype implementation of the approach described in this paper is imple-
mented in Magentix2 (http://www.gti-ia.upv.es/sma/tools/magentix2/index.
php). In this prototype Buyers and Sellers use the same decision algorithms
and the negotiation protocols currently supported are: Face-to-Face, English
Auction and Dutch Auction. Such configuration helped us to undergo prototype
tests in order to measure its correctness. The performed tests are lab tests in
which the data base of offered items and initial CallForBids are manually loaded.
The results from those tests proved that the prototype is correct with respect to
its specification, but we still are working on completing the prototype in order
to undergo a verification with respect to a real industrial scenario.

The simplifications made to the current specification needs revision in order
to support complex situations of real industrial scenarios, such as: the set of
items called for in a CallForBid must have more than one element, the coalition
intermediate negotiation protocols requires more complete approaches in which
the possible members are allowed to make counter offers, dynamic modifications
of the worthiness list of items must be taken into account in order to reflex new
offers appearing in the market during runtime, more negotiation protocols must
be supported, the value tuning of variable eco-worth must be verified with real
industrial data, etc.

5 Conclusion and Future Works

A MAS approach for composition of negotiation items was presented in this
paper. The items can represent used-products/scraps/waste and recycle mate-
rials that are offered in a virtual market of reverse production processes. The
approach described is based on three different roles in the market representing
the stakeholders in a green supply chain. One of the key roles in the proposed
approach is the Manager that provides to Buyers and Sellers in the market sup-
porting functions in order to compose negotiation items that commonly appear
in a reverse production market. The three situations that might appear in such
markets were identified and a distributed solving process was described. The
proposed approach was implemented as a prototype with simplified negotiations
and decision functions that allowed to test the proposal.

http://www.gti-ia.upv.es/sma/tools/magentix2/index.php
http://www.gti-ia.upv.es/sma/tools/magentix2/index.php
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As ongoing works we are enhancing and completing the definition of the
composition steps of the proposed distributed solving process already identified
as weaknesses. Moreover we plan to distribute the search process to find possible
items match from the Manager to the Buyer and Sellers of the market in order
to lower down the computational load of the Manager.
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1-R from the Spanish government.
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Abstract. Intention-aware prediction is regarded as an important
agreement technology to help large amount of agents in aligning their
activities towards an equilibrium. If the agents do not align their activ-
ities in online routing games, then the multi-agent system is not guar-
anteed to get to a stable equilibrium. We formally define two intention-
aware prediction methods for online routing games and empirically eval-
uate them in a real-world scenario. The experiments confirm that the
defined intention-aware routing strategies limit the fluctuation in this
online routing game scenario and make the system more or less converge
to the equilibrium.

1 Introduction

One of the most interesting challenge of information technology is to build appli-
cations where autonomous agents make decentralised decisions. Designers want
to create optimal systems, therefore they need formal models to be able to define
and measure design criteria. Currently the best model of multi-agent decision
making is founded in game theory. Designers prefer systems with equilibrium,
because if equilibrium cannot be reached, then the system may continuously
change, and unwanted conditions may occur. If there is at least one equilibrium,
then it is assumed that the system stays in the equilibrium state. However, the
equilibrium may not be optimal. This inefficiency is measured with the price
of anarchy which is the ratio between the efficiency measure of the equilibrium
and the optimum. There are games with many equilibria. In this case, if there
is no coordination, then agents do not know which equilibrium is the goal of the
collective. Even if the agents know which equilibrium is the goal of the collective,
then all agents must have complete knowledge about the game, and the agents
must come to the equilibrium with full rationality. For example if half of the
agents have to select action a1 and half of the agents have to select action a2,
then agents should agree on which agent is in which half. If the agent collective
has a large amount of members, then it is not realistic that the agents directly
negotiate their roles. Agreement technology is needed to align the agents’ actions
towards the optimum, or at least towards a common equilibrium.

c© Springer Nature Switzerland AG 2018
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A typical application area where large amount of autonomous actors have
to align their actions is urban traffic. Traffic engineers assume that the traffic is
always assigned in accordance with the equilibrium. However, with the advent
of navigation software with real-time traffic information, this assumption may
not be valid. This issue will be more critical when the traffic will be driven
by autonomous cars, because autonomous cars will make informed and rational
decisions. Autonomous cars can use telecommunication technologies to “see”
beyond objects (e.g. the car behind the corner) and to “see” much farther away
(e.g. congestion along the planned route on the other side of the city). As more
and more information services are deployed to provide real-time traffic infor-
mation to traffic participants, autonomous cars will have real-time, and more
precise information than humans. If decentralised adaptation is based on real-
time information, then the equilibrium assumption of traffic engineers may not
hold, and the classical game theory models may not describe the system well,
because the decision making strategy of the subsequent agents of the same traffic
flow may vary. This is modelled with the online routing game model. Investiga-
tions with the online routing game model revealed that equilibrium cannot be
guaranteed, if the agents continuously and selfishly adapt to the real-time infor-
mation. In order to alleviate this problem, the agents have to coordinate their
activities through agreement technologies. If there are large amount of agents
in the system, then direct communication among the agents is not realistic, and
the indirect communication through intention sharing (or intention-awareness) is
used. There are already a few analytic and empirical investigations of the power
of intention-awareness, however the intention-aware prediction methods have not
been fully defined and investigated. This paper contributes to the state of the
art by formally defining two intention-aware prediction methods, and evaluating
them in a real-world scenario.

In Sect. 2 we overview the previous work that lead to this research. In Sect. 3
we formally define two intention-aware prediction methods for online routing
games. In Sect. 4 we describe the real world scenario where the methods are
evaluated. In Sect. 5 we evaluate the methods, and finally in Sect. 6 we conclude
the paper.

2 Previous Work (Based on [16])

Game theory, currently considered as the best model of multi-agent decision mak-
ing [7], is concerned with the equilibrium. This is in line with the assumption
of traffic engineers, who assume that the traffic is always assigned in accordance
with the equilibrium [1,17]. Game theory [6] proved that in some routing prob-
lems there is always a unique equilibrium, and the price of anarchy has an upper
limit. The routing problem is a network with source routing, where end users
simultaneously choose a full route to their destination, and the traffic is routed
in a congestion sensitive manner. If the cost functions are linear functions of the
traffic flow, then the price of anarchy is at most 4 ÷ 3 [8], i.e. this is how bad
the overall traffic is when decentralised autonomous decision making is applied
by the traffic flows.
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The equilibrium is an important concept, because none of the agents has an
incentive to deviate from the equilibrium, therefore the equilibrium seems to be
a stable state of the system. However the classic game theory models assume an
idealistic situation: all the agents know what the equilibrium is, all the agents
know what other agents are doing, and all the agents know what their role is
in the equilibrium. However the classic game theory does not investigate how
this idealistic situation emerges. In accordance with the basic theory of multi-
agent systems [19], the agent behaviour goes in cycles: the agents perceive their
environment (possibly communicating with other agents), decide what action
to perform, and then perform the action. Can multi-agent systems get to the
equilibrium through these feedback cycles, and do they stay in the equilibrium?

In order to answer this question, game theory investigated the evolutionary
dynamics where the agents receive feedback by observing their own and other
agents’ actions and utility, and change their own actions based on these obser-
vations. It is proved that with this feedback assumption, the above mentioned
routing game converges to the equilibrium [5,9]. Another type of feedback is
used in regret minimisation, where agents compare their actually experienced
utility with the best possible utility in retrospect. It is proved that if the agents
of the routing game select actions to minimize their regret, then their behaviour
will converge to the equilibrium [2]. Even if we ignore the problem of knowing all
other agents’ actions and utility, or the problem of computing the best possible
utility in retrospect, we still have other problems. The investigations of game
dynamics have the following assumptions: the decision is on the flow level; the
game is repeated; and the decision is based on experiences from the previous
games. These assumptions may be valid for telecommunication networks, but
in many other applications, like autonomous cars in traffic networks, the flow
is made up of individual agents who follow each other, and the agents decide
individually on their actions based on the real-time situation. The decisions of
the agents are not coordinated on the flow level.

The online routing game model (developed in [11], and refined in [10]) models
the online routing game problem where each subsequent agent of the traffic flow
may select different route based on real-time information. In order to measure the
efficiency of real-time data usage, the benefit of online real-time data concept was
defined [11]. The benefit of online real-time data is the ratio between the travel
time with real-time data based planning and the travel time without real-time
data based planning. The agents are happy with real-time data, if the benefit
value is below 1. Three types (worst/average/best) of benefit of online real-time
data are needed in case an equilibrium cannot be achieved. It is proved [11], that
if the agents try to maximise their utility, then the following properties are true:
equilibrium is not guaranteed; “single flow intensification” is possible; and the
worst case benefit value of online real-time data is not guaranteed to be below 1.
Equilibrium may not be reached, because the traffic may fluctuate. “Single flow
intensification” happens when vehicles entering the road network later may select
alternative faster routes, and they may catch up with the vehicles already on the
road, and this way they cause congestion. All-in-all, sometimes the traffic may
produce strange behaviour [12] and the collective of agents may be worse off by
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exploiting real-time information than without exploiting real-time information.
This means that if the agents selfishly optimise their action in the online routing
problem, then they are not guaranteed to reach an equilibrium, although the
(non-online) routing game model says that there is an equilibrium.

In order to coordinate the actions of the agents, intention-aware agreement
technology is proposed. The agents do not communicate directly with each other,
but they communicate their intentions to a central service. The central service
aggregates the data about the agent collective and sends feedback to the agents
[3]. The intention-aware [18] and the intention propagation [4] approaches are
based on this scheme. In this paper we call both of them intention-aware predic-
tion method. When an agent has made a decision on its planned route, then it
sends its selected intention to the central service. The central service is able to
make a forecast of the future traffic situation, based on the current traffic state
and the communicated intentions of the agents. The central service provides
the traffic forecast back to those agents who are still planning their trips, and
these agents use this information to plan their trip, and when they have made
a decision, then they also communicate their intentions to the central service.
In theory, the online navigation software like Google Maps and Waze know the
intentions of the agents, and they could use this information to make predictions.

The online routing game model was used to prove [10] that there is no guar-
antee on the value of the worst case benefit of online data, and there is no
guarantee on the equilibrium, even if intention-aware prediction is applied. This
means that if the agents selfishly exploit intention-aware prediction, then in some
networks and in some cases the traffic may be worse off by exploiting real-time
information and prediction than without. This is mainly because the prediction
of the central service does not take into account the decisions of those agents
who base their decision on the current prediction. However, it is proved [13] that
in a small but complex enough network, where there is only one traffic flow, and
there is no simultaneous decision making, there is a guarantee on the value of
the worst case benefit of online real-time data with prediction. In that network,
the agents might just slightly be worse off with real-time data and prediction in
some cases. It is also proved [15] that in the network of [13], the system converges
to the equilibrium, which means that the intention-aware prediction establishes
enough coordination among the agents in that network.

According to the conjecture of [14], if simultaneous decision making among
the agents is prevented, then intention-aware prediction can limit the fluctuation
in the multi-agent system, and the traffic converges to the equilibrium in bigger
networks as well. This conjecture neither has been proved nor refuted analyti-
cally. The main contribution of this paper is the empirical investigation of this
conjecture in a simulation environment of a real-world setting.

3 The Intention-Aware Prediction Methods

The prediction method is a critical point of those online routing games that
exploit intention-aware prediction. In this paper we formalise two prediction
methods: the detailed prediction method and the simple prediction method.

http://maps.google.com/
http://waze.com
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The detailed prediction method takes into account all the intentions already
submitted to the central service, then it computes what will happen in the future
if the agents execute the plans assigned by these intentions, and then it computes
for each route in the network the predicted travel time by taking into account the
predicted travel conditions. The prediction algorithm used in [18] is close to this
detailed prediction method, the main difference is that the prediction algorithm
of [18] uses probabilistic values, while the method in this paper is deterministic.

The simple prediction method also takes into account all the intentions
already submitted to the central service, and then it computes what will happen
in the future if the agents execute the plans assigned by these intentions. How-
ever when the simple prediction method computes for each route in the network
the predicted travel time, then it takes into account only the latest predictions
for each road. This way, the simple prediction method needs a little bit less
computation, and the simple prediction method kind of brings forward the pre-
dictions. The simple prediction method is an approximation and does not try
to be exact. As time goes by, if no new prediction is generated for a road, then
the simple prediction method “evaporates” the prediction for that road, like the
bio-inspired technique of [4].

3.1 The Detailed Prediction Method

There are three algorithms in the core of the detailed prediction method:
Algorithm 1 is the intention propagation, Algorithm2 is the prediction for the
roads, and Algorithm3 is the prediction for the routes. The main data structure
to keep track of future states is the ArrivalsList for each road. The ArrivalsList
contains a list of (t, tt) tuples where a tuple means that an agent is predicted to
enter the given road at time t and the predicted travel time of this agent on the
road is tt.

Algorithm 1 is invoked when an agent decides to go on GivenRoute and
submits its intention. This algorithm invokes the PredictedRoadTravelT ime
function of Algorithm2 for each road of GivenRoute to predict the arrival time
and travel time on each road. The predicted values are stored in the ArrivalsList
of each road of GivenRoute.

The PredictedRoadTravelT ime function of Algorithm2 first finds out if
agents are already predicted to travel on GivenRoad at GivenT ime, and then
computes the predicted remaining travel time of the agent in ArrivalsList of
the road just before GivenT ime, because this agent cannot be overtaken if an
agent enters the road at GivenT ime, in accordance with the online routing
game model. Then the function computes the travel time computed from the
road characteristic using the number of agents in ArrivalsList of the road in
the last time unit before GivenT ime. The bigger computed value is returned.

Algorithm 3 is invoked to update the predicted travel times on all routes
when an agent asks for predictions to select its route, because the route selec-
tion is based on the predicted route travel times. The travel times of the roads
of the route are predicted using the PredictedRoadTravelT ime function of
Algorithm 2 and taking into account the predicted arrival time at each road.
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Algorithm 1. Intention propagation in case of detailed prediction
Data: GivenRoute
Result: predicted arrivals are recorded at each road of GivenRoute

1 begin
2 TravelTime ←− 0
3 RoadTravelTime ←− 0
4 Time ←− CurrentT ime
5 for Road ∈ GivenRoute do
6 RoadTravelTime ←−

PredictedRoadTravelTime(Road,Time + TravelTime)
7 Append(ArrivalsList of Road, (Time + TravelTime,RoadTravelTime))
8 TravelTime ←− TravelTime + RoadTravelTime

Algorithm 2. Compute the predicted travel time on a road at a given
time
Data: GivenRoad, GivenTime
Result: PredictedRoadTravelTime (GivenRoad,GivenTime) returns the

predicted travel time on GivenRoad at GivenTime
1 begin
2 // the longest predicted remaining travel time of cars

3 if ArrivalsList of GivenRoad is empty then
4 TravelTimeAlready ←− 0
5 else
6 TravelTimeAlready ←− the remaining travel time of the car in

ArrivalsList of GivenRoad before GivenTime

7 // the predicted travel time from road characteristic

8 TravelTime ←− the travel time computed from road characteristic using the
car flow in ArrivalsList of GivenRoad in the last time unit before GivenTime

9 if TravelTimeAlready > TravelTime then
10 returnTravelTimeAlready
11 else
12 returnTravelTime

3.2 The Simple Prediction Method

The core of the simple prediction method has three algorithms: Algorithm 4 is
the intention propagation, Algorithm5 is the prediction update for the roads to
“evaporate” predictions, and Algorithm6 is the prediction for the routes. The
simple prediction method also has the ArrivalsList for each road. In addition,
each road has a PredictedTravelT ime property which stores the travel time
predicted by the simple prediction method. The PredictedTravelT ime property
always stores the predicted travel time which was computed for the involved
roads during the last intention submission.
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Algorithm 3. Update the predicted travel time for all routes in case of
detailed prediction
Data:
Result: PredictedRouteTravelTime of each Route is updated

1 begin
2 for Route ∈ all routes do
3 TravelTime ←− 0
4 Time ←− CurrentT ime
5 for Road ∈ Route do
6 TravelTime ←−

TravelTime + PredictedRoadTravelTime(Road,Time + TravelTime)

7 PredictedRouteTravelTime of Route ←− TravelTime

Algorithm 4 is similar to the intention submission of the detailed prediction
method, the difference is that the predicted travel time of each road is stored
immediately in the PredictedTravelT ime property of the road (lines 7–8 of the
algorithm).

Algorithm 4. Intention propagation in case of simple prediction
Data: GivenRoute
Result: predicted arrivals are recorded at each road of GivenRoute and the

predicted travel time for each road of GivenRoute is recorded
1 begin
2 TravelTime ←− 0
3 RoadTravelTime ←− 0
4 Time ←− CurrentT ime
5 for Road ∈ GivenRoute do
6 RoadTravelTime ←−

PredictedRoadTravelTime(Road,Time + TravelTime)
7 // time independent prediction

8 PredictedTravelTime of Road ←− RoadTravelTime
9 Append(ArrivalsList of Road, (Time + TravelTime,RoadTravelTime))

10 TravelTime ←− TravelTime + RoadTravelTime

Algorithm 5 is invoked to “evaporate” the prediction of each road after an
elapsed time (for example in every simulation step of the simulation program).
The algorithm deduces the elapsed time from each prediction until the minimum
travel time of the road is reached. The idea is that, as time goes by, the agents
travel on the roads and their remaining travel time decreases, and so does the
predicted travel time.
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Algorithm 5. Update the predicted travel time of each road with the
elapsed time in case of simple prediction
Data: elapsed time of the simulation step
Result: PredictedTravelTime of each Road is reduced with the elapsed time

1 begin
2 for Road ∈ all roads do
3 PredictedTravelTime of Road ←− PredictedTravelTime of Road decreased

with the elapsed time
4 if PredictedTravelTime of Road < minimum travel time on Road then
5 PredictedTravelTime of Road ←− minimum travel time on Road

Algorithm 6 is invoked to update the predicted travel times on all routes when
an agent asks for predictions to select its route. The travel times of the roads of
the route are predicted using the PredictedTravelT ime property of each road.

Algorithm 6. Update the predicted travel time for all routes in case of
simple prediction
Data:
Result: PredictedTravelTime of each Route is updated

1 begin
2 for Route ∈ all routes do
3 TravelTime ←− 0
4 for Road ∈ Route do
5 TravelTime ←− TravelTime + PredictedTravelTime of Road)

6 PredictedTravelTime of Route ←− TravelTime

4 Experimental Set-Up

The above defined prediction methods were evaluated in a simulation environ-
ment of a real-world scenario. A critical region of Budapest (shown in Fig. 1)
was modelled in the online routing game simulation software of [11]. This region
is heavily loaded in the morning rush hours, because commuter cars enter the
town at point A (red in the figure), and basically all of them must go through
point E.

The commuters have three choices: route1 = (A,C,E), route2 =
(A,B,C,E), and route3 = (A,B,E). The road lengths are: (A,B) = 2.5 km,
(A,C) = 3.1 km, (B,C) = 0.8 km, (B,E) = 2.2 km, and (C,E) = 1.1 km.
Assuming that on an empty road the cars can travel at speed 40 km/h, the
minimum travel time in minutes (fixed part of the cost function) for the roads
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Fig. 1. Google Map extract showing the real-world scenario of the experiment in a
tranquil period of a summer vacation day (Color figure online)

is: (A,B) = 3.75, (A,C) = 4.65, (B,C) = 1.2, (B,E) = 3.3, and (C,E) = 1.65.
This is more or less in line with the times indicated in Fig. 1.

Information on the traffic flow going into the town on this road can be
obtained from the web site1 of the Hungarian Public Road Non-profit PLC.
The measured yearly average traffic flow is about 12 car ÷ minute. In accor-
dance with the own observation of the author, the estimated highest traffic flow
into the town is 50 car ÷minute. Also author’s observation is that the variable
part of the travel time is about roadlength ∗ flow ÷ 10. The cost functions of
the roads are shown in Eq. 1, where the cost is in minute and the traffic flow is
in car ÷ minute.

The experiment simulates a 90 min long rush hour period. Because the exper-
iment starts with an empty road network, a 17 min long initial period is added
to populate the road network, so the experiment is run for 107 min. Two types of
experiments were run: a steady flow experiment and a pulsing flow experiment.
In the steady flow experiment, the incoming traffic flow remains constant from

1 http://internet.kozut.hu/Lapok/forgalomszamlalas.aspx.

http://internet.kozut.hu/Lapok/forgalomszamlalas.aspx
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the beginning till the end of the experiment. In the pulsing flow experiment, the
incoming traffic flow is halved after 10 min, then after another 10 min the traffic
flow is returned to the original value, and this cycle is repeated until the end
of the experiment. The goal of the pulsing flow experiment is to investigate the
power of prediction when the traffic flow is changing. The 10 min period was
selected, because it is commensurable with the travel time in the network, and
the change in the traffic flow might be reflected in the predictions.

c(A,B) = 3.75 + 2.5 ∗ flow ÷ 10
c(A,C) = 4.65 + 3.1 ∗ flow ÷ 10
c(B,C) = 1.2 + 0.8 ∗ flow ÷ 10
c(B,E) = 3.3 + 2.2 ∗ flow ÷ 10
c(C,E) = 1.65 + 1.1 ∗ flow ÷ 10

(1)

Several experiments were run at different incoming traffic flow values from 5
car÷minute to 50 car÷minute in steps of 5. The travel time of cars from point A
to point E was recorded during the whole experiment. The maximum value and
the average of the travel times were computed. All the experiments were executed
in three versions using different routing strategies: (1) no prediction, (2) detailed
prediction method, and (3) simple prediction method. The no prediction routing
strategy is the simple naive (SN) online routing game of [11], where the routing
strategy selects the shortest travel time observable in the real-time status of
the network (and not the shortest predicted travel time). The routing strategies
based on the detailed and the simple prediction methods are the intention-aware
routing strategies described in this paper. The summary of the measured values
are shown in Table 1.

Table 1. The measured maximum and average travel times in minutes

Flow Steady flow Pulsing flow

No pred. Det. pred. Simple pred. No pred. Det. pred. Simple pred.

Max. Avg. Max. Avg. Max. Avg. Max. Avg. Max. Avg. Max. Avg.

5 9.40 8.40 7.73 7.41 7.98 7.58 9.02 8.00 7.73 7.23 7.98 7.41

10 11.75 10.35 9.14 8.56 9.08 8.60 11.44 9.81 9.16 8.17 9.08 8.25

15 14.10 12.40 10.87 9.81 10.43 9.75 14.10 11.44 10.68 9.13 10.49 9.15

20 16.45 14.44 13.38 11.63 11.71 10.87 16.51 13.46 12.77 10.39 11.97 10.15

25 18.80 16.62 17.12 14.10 13.45 12.18 18.80 15.24 16.14 11.98 13.45 11.20

30 21.15 18.75 21.48 16.11 16.21 13.88 21.61 17.40 18.93 13.69 15.75 12.57

35 23.50 20.90 23.08 18.35 19.00 16.50 23.78 19.30 21.11 15.17 17.94 14.13

40 25.85 23.01 25.24 19.83 20.96 18.21 30.71 22.35 22.80 16.96 19.35 15.50

45 28.20 25.15 26.80 21.48 22.30 19.73 30.25 24.22 26.20 18.75 22.08 17.47

50 30.55 27.40 28.87 23.32 23.69 21.28 30.55 25.48 27.61 20.34 23.36 18.95
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5 Evaluation

The goal of the experiments was to test the following hypotheses:

H1: Any of the above intention-aware predictive routing performs better than
the non predictive routing.

H2: The detailed prediction method performs better than the simple prediction
method, because the detailed method gives more precise predictions.

H3: The intention-aware prediction methods limit the fluctuation of the conges-
tions in the multi-agent system.

H4: The traffic converges to the equilibrium with the intention-aware prediction
methods.

In order to compare the different routing methods, the diagram of maximum
and average travel times was drawn. Figure 2 shows the maximum travel times
and Fig. 3 shows the average travel times for different traffic flow values in the
steady flow experiments. The diagrams for the pulsing flow experiments are
similar to these diagrams, and they are not included in this paper to spare
space.

Fig. 2. Maximum travel times in the steady flow experiment

The diagrams also contain the computed equilibrium travel time. The equilib-
rium travel time can be computed by making the costs of all routes equal (using
the cost functions of Eq. 1) and then solving the equations. The computation is
not detailed here.

As we can see from the diagrams, the travel time with the non predictive
routing is the longest in all measured cases (except at 30 where the maximum
is a bit less than the maximum of the detailed prediction), so hypothesis H1
was confirmed in the experiment.

We can also see in the diagrams, that the travel time with the detailed pre-
dictive routing is longer than the travel time with the simple predictive routing if
the traffic flow is above 20, so hypothesis H2 was refuted in the experiment.
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Fig. 3. Average travel times in the steady flow experiment

This is a bit unexpected and raises new questions. Is it better not to give more
detailed predictions, or the detailed prediction method may be a bit misleading?

In order to visualise the fluctuation aspect in the multi-agent system, the
diagram that shows the travel time of cars from point A to point E during the
whole experiment was drawn. In this diagram the horizontal axis is the elapsed
time during the experiment, the vertical axis is the travel time of the car that
arrived at point E at the given time. There are many diagrams and we cannot
include all diagrams here. We selected to show the diagrams of the steady flow
value 50, because the fluctuation of the congestions in the multi-agent system
is the most prominent at this flow value. The diagrams for the pulsing flow
experiments are similar to these diagrams, except that there is an additional
10 min period pulsing in them. The pulsing flow diagrams are not included in
this paper to spare space.

Figure 4 shows the diagram of the non predictive routing experiment at
steady flow value 50. There are big differences in the travel times of the cars
which arrived at point E close in time. This means that there was a car which
arrived through a non congested route, and another car arrived through a con-
gested route, and the travel times of the routes were far from equilibrium. The
average travel time in this non predictive experiment is about 58% higher than
the equilibrium value.

Figure 5 shows the diagram of the detailed prediction routing experiment at
steady flow value 50. As we can see, the differences in the travel times of the cars
which arrived at point E close in time are smaller than on Fig. 4. This means
that the travel times of the routes were somewhat closer to a kind of equilibrium
during the whole experiment. The average travel time in this detailed prediction
experiment is about 34% higher than the equilibrium value.

Figure 6 shows the diagram of the simple prediction routing experiment at
steady flow value 50. As we can see, there are no big differences in the travel
times of the cars which arrived at point E close in time. This means that the
travel times of the routes were close to a kind of equilibrium during the whole
experiment, although this kind of equilibrium was a little bit pulsing. The average
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Fig. 4. Travel time of cars in point E during the whole experiment: steady flow, non
predictive routing, flow value 50.

Fig. 5. Travel time of cars in point E during the whole experiment: steady flow, detailed
prediction routing, flow value 50.

travel time in this detailed prediction experiment is about 23% higher than the
equilibrium value.

The above diagrams show that the intention-aware prediction methods some-
what limit the fluctuation of the congestions in the multi-agent system and the
simple prediction method performs better than the detailed prediction method.
So hypothesis H3 was confirmed in the experiment.

The convergence to the equilibrium is not fully confirmed, because the aver-
age travel times are higher than the equilibrium. However we cannot expect that
the equilibrium can be achieved exactly, because the formal proof in [15] says
that the travel times can come near to the equilibrium only within a threshold.
This threshold is due to the fact that the cars enter the road (C,E) from two
different roads, and if two cars arrive there close in time, then one of them has
to wait a little. This waiting time is not taken into account in the equilibrium
model, and this waiting time seems to accumulate considerably in this realistic
experiment. So hypothesis H4 needs further investigations to define the
threshold to the equilibrium.



444 L. Z. Varga

Fig. 6. Travel time of cars in point E during the whole experiment: steady flow, simple
prediction routing, flow value 50.

6 Conclusion

In this paper we have defined formally two intention-aware prediction methods
for online routing games and evaluated them in a real-world scenario. Intention-
aware prediction is regarded as an important agreement technology to help mas-
sive amount of agents to align their activities towards a game theory equilibrium.
If the agents do not align their activities, then the multi-agent system is not guar-
anteed to get to a stable equilibrium. The expectation before this research was
to confirm in the real world scenario, that the routing strategies using intention-
aware prediction methods limit the fluctuation of congestions in online routing
games, and they make the system converge to the equilibrium. The experiments
more or less confirmed the expectations, because the fluctuation of congestions
is reduced by the intention-aware prediction methods. The convergence to the
equilibrium needs further investigations, because it seems that the equilibrium
cannot be achieved exactly, and the threshold heavily depends on the road net-
work properties.

An unexpected result of this research is that the simple prediction method
performs better at higher traffic flow values than the detailed prediction method.
The current conjecture is that the intention-aware prediction methods cannot
give perfect predictions in online routing games, because they do not take into
account the intentions of the agents that arrive afterwards, therefore the detailed
method may sometimes give misleading prediction. This needs further research.

This work was supported by the European Union, co-financed by the Euro-
pean Social Fund (EFOP-3.6.3-VEKOP-16-2017-00002).
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Abstract. This paper proposes a crowdsourcing approach that deals
with the problem of Last Mile Delivery (LMD). The proposed approach
is supported by Multi Agent System (MAS) techniques and makes use of
a crowd of citizens that are moving in an urban area for their own needs.
The idea is to employ those citizens to deliver parcels on their way to
their destinations. The complexity of the approach lies in integrating the
public infrastructure network of the city for the delivery route planning,
and the citizens that are deliverers in the system with their own routes
to their destinations. The proposed approach is supported by a MAS
framework for open fleets management. Moreover, the executed tests
suggest that the LMD by citizens can drastically reduce the emissions of
carbon dioxide and other airborne pollutants that are caused by delivery
trucks. Moreover it can reduce the traffic congestion and noise in urban
areas.

Keywords: Multi Agent Systems · Logistics · Parcel delivery
Complex network analysis

1 Introduction

Over the last few years, urban goods distribution has become a key element
of the current economy. Nevertheless, urban transport causes critical problems
such as traffic, noise and pollution. Goods transport is required for the people
to live but it can be also considered a disturbing activity due to congestion and
environmental nuisances, which negatively affects the quality of life. As cities
continue to grow at unprecedented rates, providing efficient, safe, and affordable
goods distribution is becoming increasingly difficult. Moreover, the increase of
parcels delivery in cities is becoming more and more higher adding to the already
complex urban mobility.

The problem of urban goods distribution is known as the Last Mile Delivery
(LMD), which can be defined as the problem of transport planning for deliver-
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ing parcels from urban distribution centers (UDC1) hubs to the final destina-
tion in the area (for example the end consumers’ homes). Current research in
this area aims at increasing efficiency in urban distribution by proposing new
logistics models as new solutions in the context of parcel delivery and the use
of Intelligent Transport Systems (ITS). The current advances in developing and
utilizing information and communication technologies in goods distribution offer
opportunities to integrate these systems to improve the LMD. In that respect,
information and communication technologies would enable and improve practical
implementation of the last mile distribution model proposed in this paper.

Specifically, this work is motivated and inspired by the need of ITS soft-
ware tools/services for sustainable transportation. Currently, the urban delivery
scheme consists of a number of vehicles that leave the hub and drive towards the
city. Our proposal starts from the opposite side, trying to drastically reduce (in
an ideal scenario, eliminate) the use of dedicated vehicles for parcels delivery.
To do this, our sustainable LMD is implemented by the idea of crowdsourcing.
In our approach the crowd is the set of citizens that already move in the urban
area for their own needs and are willing to deliver parcels on their way to their
destinations. In this way, the LMD by citizens can drastically reduce the traffic
congestion, noise and, of course, emissions of carbon dioxide and other airborne
pollutants that are caused by delivery trucks in urban areas. The drastic reduc-
tion of conventional delivery vehicles means less number of vehicles, which can
be argued to be an approach capable of improving energy and cost efficiency.

The proposed approach follows an open transportation fleet paradigm2 in
which the citizens can become deliverers of the system in a dynamic way (enter-
ing and leaving the system when required). Moreover, a parcel delivery is exe-
cuted in a cooperative way, that is the delivery route can be executed by a chain
of different users that engage in an delivery agreement. The deliverers may use
their own transportation and/or the public transportation system for delivering
the parcel, and there is a continuous tracking of the parcel being delivery in
order to offer real-time information on the status of the parcel to the customer.

This paper proposes a framework that seeks to use collaborative strategies
in last mile delivery of goods in cities. The main contribution of this work lies in
delegating the parcels delivery to the citizens that are going to their own desti-
nations in the urban area. The complexity of the approach lies in integrating the
public infrastructure network of the city for the delivery route planning, and the
citizens that are deliverers in the system with their own routes to their destina-
tions. To do this, a Multi-agent System Approach based on the SURF framework
[2] is proposed in this paper. The approach provides a set of services/facilities for

1 UDC is a concept, where the loads of delivery trucks from different carriers are
consolidated at a single facility and transferred to new trucks/vehicles to increase
the load factor and to allow for easier time-windowed operations in order to avoid
traffic congestion.

2 Open fleets extend the traditional fleet concept towards a new dimension of openness:
vehicles may interact with their environment in a Smart city [9], or join and leave
the fleet at any time.
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citizens who wish to participate in the delivery of parcels in a collaborative way.
The main service of the approach is the intelligent distribution of delivery tasks
among registered citizens. This intelligent distribution makes use of a complex
network based algorithm which considers the city as a complex network where
nodes represent the current location of the system deliverers, and edges connect
consecutive system deliverers along a route.

The rest of the paper is structured as follows: Sect. 2 analyses previous works;
Sect. 3 presents the proposed approach for the last mile delivery of goods in cities;
and, finally, some conclusions are exposed in Sect. 4.

2 Related Work

Current cities can be seen as complex systems formed by different intercon-
nected nodes such as citizens, different modes of transport, and communication
networks. As commented in [8], the rapid growth faced by several cities has gen-
erated traffic congestion, pollution and increasing social inequality. According to
this, it is necessary to improve logistics flows in cities by effectively integrating
business needs with traffic conditions, geographical, and environmental issues.

Although, passenger travel received the bulk of the attention [1,6], similar
contributions to new research and technology are found in modeling the move-
ment of parcels (see [9] for a state of the art review on requirements and features
of transport, mobility, and logistics in Smart Cities).

The work proposed in [11] is a MAS simulation model capable of optimizing
the distribution phase of small and medium packaged parcels in supply chains
management. The author also investigates if improvements in efficiency of time,
cost and energy can be achieved. To do this, the proposal employs a combina-
tion of public transport and e-cargo bikes by the Courier Service for delivery of
the parcels. Another interesting work is presented in [3]. The work discuses the
different benefits of using an alternative delivery option compared to conven-
tional delivery modes such as cars and vans. Specifically, the proposal describes
the success of Micro-Carrier Urban Vehicle (MCUV) in pilot tests compared to
conventional delivery.

A commercial application that follows the previously commented approach
is the solution from DPD parcel delivery brand (https://www.dpd.com/). This
application provides a set of services and options for smart urban delivery: an
app that accurately informs the users about their shipments delivery times and
allows changing or redirecting them if necessary; an alternative zero emission
drive system with electric or hybrid vehicles in Stuttgart, and transport bikes in
Hamburg. Another example is Green Link (http://green-link.co.uk), in which an
emission-free delivery solution that uses electric vehicles, load-carrying tricycles,
bicycles and load-carrying trailers for last mile delivery of parcels from their
centres to the final destination is provided. The courier companies deliver the
parcels to Green Link centers (similar to UDC) and from this point Green Link
completes the distribution with their own deliverers and emission-free vehicles to
the final customer. Green Link operates in York, Luton and Darlington. Other

https://www.dpd.com/
http://green-link.co.uk
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examples of self-service parcel station are DHL PackStation, LaPoste Pickup
Station etc.

Analyzing other related approaches, we can highlight the work proposed in
[12] where the authors define a MAS model for evaluating city logistics measures
like joint delivery systems (introducing UDCs) and car parking management
for logistics efficiency in a city faced with congested urban traffic conditions.
On the other hand, [5] proposes a methodological approach in order to apply
crowdsourcing solution for LMD. Specifically, the crowd studied is taxi fleet in
city, supported by a transport network composed by road network and customer
self-pickup facilities such as 24 h shops in city. The system relies on a two-phase
decision model, first offline taxi trajectory mining and second online package
routing-taxi scheduling. In this work the taxi drivers that are willing to deliver
parcels are registered first in the system. Finally, [10] presents a case study
in which a crowdsourcing approach is used for library deliveries. In this work
the citizens deliver parcels to each other along their way. Despite prevailing
regulative challenges, the study found that existing library deliveries can be
successfully crowdsourced. Each crowdsourced delivery reduced an average of
1.6 Km driven by car, despite 80% of the deliveries being made within less than
a 5 km distance.

As can be seen, different approaches have been developed in order to improve
the movement of parcels in today’s cities. Nevertheless, few works have addressed
that problem using collaborative strategies. Next section will introduce a frame-
work which try to deal with the problem of last mile delivery of goods in cities
from a collaborative perspective.

3 SURF City Logistics Approach

This section introduces, in a nutshell, a collaborative crowdsourcing approach for
parcels’ LMD with the particular aim of reducing the harm to the environment.
The complete detail of the approach is described in next sections.

One of the issues to be addressed in Smart Cities concerns the smart trans-
port of parcels inside a city [9]. City logistics refers to the process of optimization
of the logistics and transport activities in a urban area considering economic,
environmental, social and safety aspects. In our approach the collaborative dis-
tribution of parcels is tackle using an open fleet approach [2] where a varying
number of vehicles (from different transportation modes: bus, metro, tram, train,
taxis, private cars, bicycle, etc.) may be used by different users/deliverers for
their individual transportation needs. Moreover, private users or organizations
may offer a partial use of their vehicles to others, or may participate with their
own vehicles in the transportation of parcels.

This kind of collaborative distribution of parcels is characterized by the fol-
lowing aspects:

– Dynamic service demand: the distribution of parcels should be dynamic in
the sense that new tasks may appear dynamically at any time and at any
location in the city.
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– Dynamic number of vehicles and deliverers: the number of available vehicles
that might participate in the distribution of parcels is dynamic. New deliverers
with or without their own vehicles may join or leave the fleet at any time and
this should not affect normal fleet operation.

– Autonomy control: the usage of private vehicles reduces the control of the
fleets operators. Individual goals or needs of vehicles owners, deliverers and
parcel customers have to be balanced with the global objectives and goals of
the system.

– Size: a crowdsourcing approach for parcels’ LMD is conceived to work on
large, maybe unlimited, fleet sizes, which can greatly complicate the design.

Our crowdsourcing approach for parcels’ LMD is based on and supported by
Multi-agent System (MAS) techniques [4] and is implemented by four main com-
ponents (see Fig. 1). (i) A MAS framework (SURF Framework) that supports
the crowdsourcing LMD execution. (ii) A transportation analysis and optimizing
module (Transport Network Analysis Module - TNAM) that proposes parcels
delivery paths to the crowd. (iii) A transportation ontology that specifies the
different concepts that appear in a transportation model. It also facilitates the
information sharing among the MAS framework components and the TNAM in
order to link the dynamic crowd to a particular city (defined by the city trans-
portation network, the city public transportation system, and the city UDCs
locations). (iv) A MAS application that provides running support to the differ-
ent agent roles in the LMD. The first three components were described in [7],
whereas the last component constitutes the main contribution of the current
paper.

All these parts will be accessed through a new application that is called
CALMeD SURF (Crowdsourcing Approach for Last Mille Delivery). This appli-
cation is mainly supported by the approach described above, and it is addressed
as a mobile phone app for: customers that wants to deliver a parcel, and users
that want to serve as occasional deliverers in an urban area. The main idea is that
the users register in the application (as customer or deliverer), and CALMeD
SURF will locate them in the city on real-time, sharing their position with the
SURF Framework. In this way, when there is a parcel delivery request (step 1 in
Fig. 1), the TNAM [7] uses a graph (dynamically generated by the SURF Frame-
work and the instantiated transportation ontology, step 2 in Fig. 1) where each
node is either a user (a potential deliverer, and/or customer) or an UDC. As the
TNAM calculates how to get the parcel from an origin point of delivery to an
end point, it proposes to the crowd of potential deliverers (those who are closest
to the calculated delivery path) to participate. If some of the potential deliver-
ers rejects the proposal, it calculates an alternative path (i.e. a new path and a
new set of potential deliverers) in order to achieve the parcel delivery goal (step
3 in Fig. 1). The calculated path may include several deliverers that may pass
the parcel from one to another (connecting sub-paths). One of the optimization
criteria used by TNAM, closely related with the goal of minimizing the harm to
the environment, is to minimize the deviation of the deliverers from the path to
their own destinations. Trying in this way to minimize new emissions originated
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Fig. 1. CALMeD SURF a Crowdsourcing Approach for Last Mille Delivery

by movements that are solely used for parcel deliveries. The MAS layer starts
the running support from step 4 in Fig. 1. The proposed approach is defined as
a set of interaction sequences among the agent roles that built up the system.
The details are described in the following section.

3.1 The MAS Layer of CALMeD SURF

This section focuses in the MAS layer of the CALMeD SURF framework, which
is the focus of the paper.

There is one agent for each user along with a CALMeD Manager agent. Users
may play different roles in the system (as can be seen in Fig. 2), either being a
private person or a company. A user can play the role of a customer as the one
that asks for the transport service (being the sender) or the one who will be the
addressee of the transport service (playing the receiver rol). On the other hand,
a user may register in the system as an occasional deliverer, playing that rol
in the system whenever he wants to be an intermediate person in the delivery
process.

User agents are the interface to the system for registered users. These agents
know the different preferences or their users, as if they want to be occasional
deliverers or not, or the maximum distance they consider to turn off their path
to deliver something. They also communicate the current user position to the
frame.

The Manager Agent is in charge of serving the services offered by
the CALMeD SURF application, interacting with the user agents and the
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Fig. 2. User roles scheme in CALMeD SURF

different modules of the SURF framework. In this way, when a user wants to
send something, it asks to the Manager Agent for it, and the Manager will estab-
lish, using the TNAM, not only the path from source position to objective, but
also the user agents to ask for being occasional deliverers. If some of such users
doesn’t agree to play the occasional deliverer role in this situation, then the
Manager Agent will ask for another path (and set of agents) to the TNAM.

The rest of the section presents some of the interaction diagrams detailing
the coordination of such agents and the CALMeD SURF.

Main Interactions in the MAS Layer. In this section the key coopera-
tion domains are described in order to get a correct understanding of the MAS
approach for CALMeD SURF. A total of 28 interaction sequences among the
agent roles of CALMeD SURF support the distributed and optimized delivery
of parcels. The set of interactions includes: a number of managerial ones devoted
to assure the correct management of users (customers and deliverers) of the sys-
tem; a number of parcel tracking interactions that assures registration of the
parcel, query of its status, and its real time GPS location; a number of parcel
delivery interactions that are the key for supporting the coordination among
the chain of deliverers, the distributed coordination and planning of the parcel
delivery route, the movement of the parcel from its origin to its delivery point,
and the associated re-planning due to events during the parcel delivery (i.e. a
deliverer not available any more, a change in the delivery point, obsolete time
frames, etc.).

Figure 3 shows the interaction that constitutes the first step for planning a
parcel LMD. The Manager requests to TNAM, from SURF, a list of possible
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deliverers (with the delivery path) that will optimize the parcel LMD. From
this list of possible deliverers the Manager proposes and sends an offer to every
individual deliverer in the list (in general the offer is a sub-path of the complete
path for the parcel LMD built by TNAM). The deliverer may opt for accepting
the offer at it is (a new interaction is started to fulfill it), reject it (using another
interaction sequence) or negotiate it in order to redefine some features of the
parcel LMD.

Figure 4 shows the interaction initiated by the Deliverer in order to Negotiate
a LMD Offer. The first step is a request from the Deliverer to the Manager
with the new parameters for the LMD offer that better suits him/her. The
Manager reacts to this message checking with the modules of SURF (Intelligent
Transportation Ontology and Task Allocation) to determine the feasibility of the
Deliverer proposal. If the LMD offer from the Deliverer is valid, the Manager
sends an information message that confirms all the parameters for the LMD offer
initially proposed by the Deliverer. On the other hand, if the LMD offer from
the Deliverer is not valid, there could be two possibilities. A new counter offer
from the Manager which is sent to the Deliverer including the new parameters
for the LMD offer calculated by the Manager from the information provided
by Task Allocation module. Or a rejection from the Manager sent back to the
Deliverer that marks the end of the negotiation. In the counter offer case the
message from the Manager is followed by one of the following three possible
interactions initiated by the Delivery: accept the counter offer at it is (ending
the negotiation), reject it (the negotiation ends) or negotiate it (in this case this
same negotiation interaction, Fig. 4, is repeated).

Figure 5 shows the interaction sequence between two Users in order to execute
the parcel LMD. The Receiver (the User that might be the Customer of the
parcel that receives his/her parcel, or the User that is the next Deliverer in the
parcel LDM chain) must move to the pick up point of the given parcel LMD.
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Deliverer CALMeD Manager
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In this case all the information included in the 
parameters are the same as submitted by the 

deliverer in its offer. In order to accept or reject it the 
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DeliveryDropOffPoint, 

TimeWindowAtPickUpPoint, 
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UserAtPickUpPoint, 
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IndividualLMDOffer(LMDOfferI
D,ParcelID,ParcelInfo, 
DeliveryPickUpPoint, 
DeliveryDropOffPoint, 
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In the first case the information included in the 
parameters are new values proposed by the system 

and mark as counter offer. In order to accept or reject 
it the deliverer must execute the corresponding 

cooperation domain.

ConfirmLMDOfferCacelation(UserI
D,LMDOfferID,ParcelID)

If the 
system has 

a new 
counter 

offer

If the 
system 

reject the 
deliverer 

offer

In the second case the negotiation finishes

Fig. 4. Interaction sequence for Negotiate a LMD Offer between the Deliverer and
Manager

On the other hand, the Giver (a Deliverer who is delivering the parcel or a Sender
of the parcel) also moves to the delivery point of his/her current parcel LMD.
These actions are recorded by the different modules of SURF in order to track
the parcel GPS location and to foresee what will be the sequel of the interchange
between the two users involved in the interaction. When any of the two Users
is at the pick up point he/she informs it to the other User in order to become
acquaintance of each others. When the two Users are in the pick up point, the
next step is issued by the Giver by passing the parcel to the Receiver marking
the action with Current Time Stamp and GPS location. Whereas the Receiver
scans the parcel (a QR code printed in the parcel is read by the mobile phone
app) and marks the action with Current Time Stamp and GPS location as well.
These two messages are tracked by the Event Processing module of SURF and
the last message marks the end of the interaction. On the other hand, if any of
the two Users can not make it to the pick up point on time, the Manager informs
the two Users of a parcel LMD re-planning and a new interaction of LMD offer
(see Fig. 3) is initiated in order to react to this situation.
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LMDReceiver::User

User Cooperation Domain: Start LMD

SURF
Intelligent 

Transportation 
Ontology

Event Proccesing

Task 
Allocation

LMDGiver::User
GoToPickUpPoint(LMDOffer
ID,ParcelID,TimeToPickUp,

TransportationRoute)

Fleet 
Tracker

MonitoringAtPickUpPoint(ParcelID,LMDGiverID)

AtPickUpPoint(ParcelID,LMDReceiverID)

Asynchronous 
Messages

If AtPickPoint 
and 

OnTimeToPick
Up

GiveParcel(ParcelID,LMDGiverID,L
MDReceiverID,CurrentTimeStamp,

GPSLocation)

ScanParcel(LMDOfferID,ParcelID,LMDGiverI
D,CurrentTimeStamp,GPSLocation)

This 
Message 
activates 
the Finish 

LMD of the 
Giver

GoToDeliveryPoint(LMDOffe
rID,ParcelID,TimeToPickUp,

TransportationRoute)

Synchronous 
Messages

If not (AtPickPoint and 
OnTimeToPickUp)

CALMeD Manager

InformLMDOfferRe-
Plan(ParcelID,Reason)

InformLMDOfferRe-
Plan(ParcelID,Reason)

Fig. 5. Interaction sequence for Start a LMD between two Users, one is the Giver, that
is the User that has the parcel (a Deliverer who is delivering the parcel or a Sender of
the parcel), and the other is the Receiver, that is the User that might be the Customer
of the parcel that receives his/her parcel, or the User that is the next Deliverer in the
parcel LDM chain.

The interaction depicted in Fig. 5 is repeated until the whole delivery route is
executed by the pairs of Users involved in the parcel LMD chain. The successful
fulfillment of any sub-route of the parcel LMD by the given Deliverer is rewarded
by the monetary compensation in his/her account defined by the PricePerLMD-
Service stated in the committed parcel LMD offer. In the same way a failure to
accomplish the agreed delivery task by any of the Deliverer, as well as a parcel
lost or damage due to the Deliverer fault, is debited from his/her account by the
price stipulated in the service contract.

3.2 Case Study. Package Delivery Using Valencia’s Bike Sharing
Service

To check the validity of the proposal, we have apply it to a delivery scenario
in which a bike sharing service is used. The service will use the trips that users
make habitually during the day: to study, to work or to do the shopping. These
trips are used to deliver a package to the final addressee if they share the same
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location (or a nearby one). If not, the package can be given to a intermediate
user that could be closer to the final customer.

The dataset used is the bike rental service of the city on Valencia (Spain),
called Valenbisi. The network is formed by a set of 275 stations in which bikes
are parked and the registered users os the service. To analyze the structure of
the service, let’s consider the network created as follows. The city can be divided
into as et of polygons that define the points that are closer to each bike station.
The result is a tessellation of the city with Voronoy polygons. A network can be
created by linking two stations if they belong to adjacent polygons. The result
is known as Delaunay triangulation (see Fig. 6).
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Valenbisi Bike Rental Network

Fig. 6. (Left) distribution of the Valenbisi stations on the city. (Right) Network formed
by the stations with Delaunay triangulation

The network is an undirected graph with 275 nodes and 810 edges. The aver-
age degree is 5.9, which means that each station has 5.9 other adjacent stations
in average. The diameter of the network (the maximum path length in the graph)
is 13 links and the average shortest path length is 6.5. The clustering coefficient
is 0.18 (significative, but not very high) and the cumulative degree distribu-
tion follows a Poisson distribution. Therefore, the network has some small-world
properties, but because of its construction, there is no hub that concentrates
most of the connections. This can be easily confirmed when the efficiency of
the network is measured and compared with the efficiency of the network when
some nodes are removed. The efficiency indicates how well the exchange if infor-
mation is performed (or in this case the movement along the city). If a node
fails, it is removed from the network and the new efficiency is compared. This
is done until all nodes are removed. Figure 7 shows the network efficiency under
different strategies. The random one chooses one station at random. The rest,
use different centrality measures to order the stations by importance and try to
force failures beginning with the most relevant ones. It can be seen that there
is no clear difference in the efficiency degradation. We can conclude that the
structure is quite robust under failures, random or deliberate.

To model the trips in the city, information about 3 weeks in three different
years has been considered. Using this information, it has been calculated the
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Fig. 7. Efficiency of the network under station failure with different strategies. There
is no clear difference, so there is no hubs.

probability of a trip to finish in each station given the starting stations. This
model is used to simulate a set of typical trips in the city and they are used to
deliver the packages. In this situation, we can confirm the hypothesis that users
can be used in a last-mile delivery service with no other movements different
from the natural ones they follow in daily basis. Figure 8 shows a sample trip
in the city. The user begins in one of the stations. A set of stops are defined
(four in this case) according with the most probables destinations from each
station. To calculate the path between start and bike return point, the shortest
path in the network is considered. Doing that, we consider that a user is under
the ‘influence’ of the nearest station in each point of the trip. Therefore, as
the distance between stations typically is under 500 m, we can assume that the
package can be delivered at any point in the surrounding area of the station. Or
an exchange can be done between two users.

The final experiments show the performance of the proposed method for the
last-mile delivering. Four sizes for the deliverer’s team have been chosen: 25, 50,
75 or 100 deliverers for the complete network3. For each case, 5 different origin
and addressee have been chosen for the delivery, and for each one of them, 5
different executions have been made. Figure 9 shows the average path length
obtained for each one of them. Results show that a small number of users is
better, obtaining shortest paths for the delivery. For 25 or 50 deliverers, the
paths are in the order of the diameter of the network (13 steps), whereas for
bigger teams the randomness introduced in the movements seems to reduce the
performance. Furthermore, the scenario of a dynamic addressee which position
changes with time does not affect to the performance.

3 Take into account that the Valenbisi service has nowadays 45,000 registered users.
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Fig. 8. Individual trip of an user through four stations {215, 19, 221, 203}
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Fig. 9. Delivery by users of Valenbisi bike service. Two cases are considered: static and
dynamic final customers.

4 Conclusions

A crowdsourcing approach for parcels’ LMD has been presented in this paper.
The approach proposes that citizens can become the deliverers of the parcels
in a dynamic and collaborative way. To do this, a Multi-agent System has
been designed based on the SURF framework. The systems offers an intelligent
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distribution of goods considering the city as a complex network where registered
citizens act as a part of the whole delivery process.

A validation example has been proposed in order to test the utility of the
proposal. The example has been implemented over a bike sharing service using
the trips that users make habitually during the day in order to deliver packages.
Results have shown that users of the service can be used as intermediaries in the
LMD service without different displacements than the natural ones they follow
in daily basis.

The experiments show that the network of the Valencia bike sharing service is
a robust one and it has some properties that eases its usage as a transportation
system for a last-mile delivery scenario. Some test have been made using the
route patterns of the users of the service.

As ongoing work, we are introducing delivery deadlines in the network analy-
sis. The delivery deadlines can be guaranteed taking into account sub-deadlines
between the different sub-deliveries of the participants in the whole delivery
route. Moreover, in order to ensure deliveries, we are studying the use of trust
and reputation models that can be used to estimate the behavior of the partici-
pants in the delivery process.
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Abstract. With the increase of existing sensor devices grows the data
volume that is available to software systems to understand the physi-
cal world. The use of this sensor data in Multi-Agent Systems (MAS)
could allow agents to improve their comprehension of the environment
and provide additional information for their decision making. Unfortu-
nately, conventional BDI agents cannot make sense of low-level sensor
data directly due to their limited event comprehension capabilities: The
agents react to single, isolated events rather than to multiple, related
events and therefore are not able to efficiently detect complex higher-level
situations from low-level sensor data. In this paper, we present Event-
Driven Agents as a novel concept to enhance the perception of conven-
tional BDI agents with Complex Event Processing. Their intended use
is in environments in which percepts arrive with high speed and are too
low-level to be efficiently interpreted by conventional agents directly. In
a case study, we show how Event-Driven Agents can be used to address
the bicycle rebalancing problem, which bike sharing systems face in their
daily operations. Without an intelligent and timely intervention, bike sta-
tions of bike sharing systems tend to become empty or full quickly, which
prevents the rental or return at these stations. We demonstrate how
Event-Driven Agents, based on live data, can detect situations occurring
in the bike sharing system in order to initiate appropriate rebalancing
efforts.

Keywords: Multi-Agent Systems · Agent perception
Complex event processing · Situation detection

1 Introduction

Nowadays, due to the increased number of mobile phones, tablets, and other
sensor devices, there is more data available than ever that can be utilized by
software systems to understand the world. If processed appropriately, this data
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awareness allows systems to comprehend the situations that are taking place in
the environment they are operating in and enables them to adapt their behavior
accordingly. The immediate understanding of the temporary circumstances is a
fundamental prerequisite for a system to be able to act intelligently.

For many years now, Multi-Agent Systems (MAS) [15] are recognized as a
useful paradigm for the design and development of distributed intelligent sys-
tems. In MAS, autonomous computing entities called agents acquire data from
the environment in form of percepts. Based on the sensed percepts, the agents
perform actions, which result in changes in the environment.

MAS can potentially achieve intelligent behavior if information about the
environment is provided on a level that it is understood by the agents. This typ-
ically happens in form of high-level percepts that correspond to concepts of the
system’s application domain. On the other hand, exposing agents to an infinite,
high-velocity stream of low-level sensor events as input source makes the agents
face a challenge they are not inherently equipped for. The processing and under-
standing of events generated by sensors are challenging for multiple reasons:
Firstly, the events tend to arrive in large volumes, which requires appropriate
handling to prevent a collapse of the system. Secondly, the events have to be
analyzed in (near) real-time to be of value for the system. Often, a rapid reaction
is critical to the system’s success. Actions based on delayed and out-dated infor-
mation might even be counterproductive to the system’s goals. Finally, sensor
events are typically very technical and lack necessary context. Thus, a single
event exhibits little meaning. To achieve a deep understanding of the observed
events, they have to be enriched with background knowledge about the domain
and the relations between multiple event occurrences have to be analyzed.

Conventional MAS are not optimized for operating in sensor data envi-
ronments. Agent-oriented programming languages and frameworks like Agent-
Speak [10], Jason [2] and SARL [11] have their strengths in the expressive and
convenient description of agent behavior but struggle with the problems out-
lined above. Their biggest restriction is their limited event analysis capability:
While conventional agents are already event-based in the sense that they react
to single, isolated event occurrences, they lack the inherent ability to efficiently
analyze multiple, related event occurrences and their temporal relations in an
event stream.

Complex Event Processing (CEP) [8] is an established method for the (near)
real-time analysis of massive event streams, which allows inferring complex, high-
level situations from a sequence of fast, low-level sensor data. A designated
Event Processing Language allows expressing event pattern rules that match
when a certain pattern is found in the event stream. The language supports the
description of temporal relationships between multiple events.

In this paper, we present a novel architectural approach for enhancing the
perception of software agents. While the agent’s behavior keeps being realized
with established MAS technology, we use CEP to make agents perceive complex
patterns in event streams that they are typically prone to overlook. This new
type of agents, which we denote as event-driven agents, because of their improved
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event comprehension, is compatible with the existing MAS concept. They are
intended to be used in environments in which percepts arrive with high speed
and are too low-level to be understood by the conventional agents directly.

The remainder of the paper is structured as follows. In Sect. 2 we discuss
some related work. In Sect. 3 we present the event-driven agent concept. Based
on a case study, we show in Sect. 4 how event-driven agents can be used to
balance public bike sharing systems through user cooperation. Finally, in Sect. 5
we draw some conclusions and propose possible future work.

2 Related Work

There exist several prior works that concern themselves with the adaption and
advancement of agent perception in order to achieve different improvements.
In [14], the authors equip agents in situated MAS with active perception, which
lets the agent focus on those environmental aspects that are relevant to its cur-
rent task. To achieve this goal, the perception process is decomposed into three
steps, namely sensing, interpreting, and filtering. The authors introduce per-
ceptual laws and foci filters as two extension points of their framework that
allow system designers to define domain-specific perception-behavior. In [7],
the authors introduce the concept perception management as a mechanism to
enhance available percepts. Perception management is not (only) responsible for
acquiring data from sensor devices, but is foremost concerned with the acquisi-
tion and fusion of information. The goal is to obtain information that is more
valuable compared to the raw, unprocessed data in order to enable situation-
dependent decisions. In this paper, we adopt this goal and attempt to shift raw
sensor data to the information level with an event-driven approach.

We are not the first who have recognized the potential of adding a stronger
event notion to the MAS paradigm. In [9], Omicini proposes first steps towards
the integration of event-based systems and MAS. The paper focuses in particular
on the idea of a coherent conceptual framework. As one issue, it mentions the
need for an interpretation mechanism that finds meaning that might not be
inherent in individual events. It names CEP as one possible solution approach
to detect complex relationships between multiple events.

When agents act in complex and dynamically changing environments, an
appropriate handling of the observed environment state is required. In [1], agents
are extended by a capability component dedicated to the efficient processing
of large event volumes. A capability is an event-oriented module that listens
to incoming events in order to decide whether to launch a certain task. The
paper discusses different capability variants and their effects on the agent’s event
processing abilities.

We argue that BDI agents can benefit from situational knowledge about their
environment to make better decisions. Our view is supported by [3], where the
authors identify the existence of a single triggering event as a weakness of the
conventional event-plan paradigm used in BDI agents. The use of BDI agents
in highly dynamic domains demands a richer event-handling mechanism that is
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able to detect relationships between multiple events. The proposed Situation-
Based BDI Agent performs event correlation and situation recognition in order
to select appropriate plans.

3 Enhancing Agent Perception with Complex Event
Processing

In this section, we present our approach for the enhancement of agent perception.
Figure 1 shows the proposed architecture of the event-driven agent (EA), which
consists of two major parts:

1. A Complex Event Processing Engine is used to realize the intelligent and
effective processing of low-level percepts. Percepts are the input data that
the EA acquires by sensing the environment. They are processed in a three-
step process (Filtering, Context Enrichment, Situation Detection) to obtain
high-level situations. Situations are occurrences in the environment that cor-
respond to domain-level concepts and form the basis of the agent’s decision
making.

2. A Belief-Desire-Intention (BDI) agent, embedded in the EA, is used to achieve
intelligent behavior. The detected situations are provided to the BDI agent
in form of high-level percepts. The BDI agent is able to understand these
percepts directly as they are given in the expected data format and on the
appropriate abstraction level. This enables the BDI agent to make informed
decisions and to act intelligently.

Fig. 1. Event-Driven Agent

The EA is situated in an environment, which provides the EA with percepts.
We denote as E the set of low-level percepts available to the EA. Each event
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ei ∈ E is a tuple consisting of a unique identifier, the timestamp of its occurrence,
an event type, and a set of attributes: ei = (id, ts, type, attr). The possible values
for the event type and the event attributes are given by an event model. The
measurement of a temperature of 23◦ C at time t = 300 could be represented as
follows:

e0 = (1, 300, temperature, {(degrees, 23), (unit, celsius)})

The events of set E enter the CEP engine in form of a stream.

3.1 Complex Event Processing Engine

Complex Event Processing is a paradigm for the near real-time processing of
massive event streams. CEP comes with a declarative event processing language,
which allows expressing event processing rules consisting of a condition and an
action: The condition describes an event pattern, which is a particular sequence
of events with a special meaning for the application domain. When the CEP
engine detects the pattern in the stream, the rule fires and the corresponding
action is executed. Possible actions include in particular the creation of new
events, which then can be processed by subsequent rules.

The CEP engine implements the following three-stage percept analysis pro-
cess to bridge the gap between low-level sensor events and high-level situations:

1. Filtering
2. Context Enrichment
3. Situation Detection

Each of these stages is realized by a dedicated component. To fulfill its task,
each component is equipped with its individual rule base.

Filtering: The filtering stage reduces the (potentially) high data volumes and
ensures high data quality.

If many sensors are used as data sources, they can produce a large amount of
data. If the data was forwarded to the BDI agent directly, it might place a high
load on the reasoning mechanism and stall the agent’s deliberation. Therefore,
the incoming event stream has to be filtered to reduce the number of events that
have to be processed by subsequent components. For instance, a sensor might
emit its unchanged state repeatedly in a fixed interval, which is unnecessarily
redundant; typically, a system only wants to be notified when the state changes.
Redundant events that do not provide additional value might be removed from
the event stream in order to reduce the load.

Moreover, sensors may report erroneous data. To prevent illegal data values
from entering the system, events should be checked against a set of constraints,
which describe the acceptable values for each data attribute. Thereby, the EA
can avoid decisions based on low-quality data.
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Conceptually, the filter stage applies a filter function fil to reduce a stream
of incoming events e ∈ E:

fil : Ek → El

Function fil reduces the size of the stream from k to l (with l ≤ k)1. The filter
does not only analyze a single isolated event to decide whether to let it pass but
can base its decision also on previously seen events.

Context Enrichment: This stage adds context information to the raw sensor
events to increase the events’ informative value.

Sensor events typically are not self-contained pieces of information that can
be understood without consulting other knowledge sources as they often lack
necessary context. An event might carry a certain identifier referring to an object
or concept that itself is not contained in the event. For example, an event might
contain the number of items some machine has produced. Information about the
machine, such as its location or last maintenance check, might be stored in a
static knowledge base rather than sent within the event itself.

Conceptually, a context enrichment function ctx translates the low-level sen-
sor events of set E into instances of the event set C.

ctx : E → C

Set C contains contextually enriched events, which are passed to the situation
detection stage.

Situation Detection: This stage uses the enriched events to infer complex
situations. This component is the most sophisticated part of the architecture
and benefits most from the usage of CEP, as CEP allows the near real-time
detection of complex situations in event streams [5,12,13].

To detect meaningful patterns, the event stream is monitored by the situation
function sit.

sit : Cm → S

Function sit analyzes m events and their relations to detect meaningful situa-
tions. Expressed with the event processing language, m events and their relations
form the event pattern in the condition part of CEP rule, and the resulting situa-
tion is modeled in the action part by creating a new complex event. The resulting
set S contains situations,

– which represent occurrences related to the agent’s application domain and
therefore can serve directly as the basis for the BDI agent’s decision making.

– which would not have been detected without the intelligent analysis of a multi-
tude of events and their relationships. (The case study in Sect. 4 demonstrates
this in more detail.)

Also, the size of set S is expected to be significantly smaller than the size of
the original event set E.
1 How this can be achieved with CEP rules is demonstrated in the case study in

Sect. 4.
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3.2 CEP-to-BDI Mapping

The CEP engine emits situations in form of events. As the BDI agent expects
its input in form of percepts, a mapping from events to percepts is required.
Therefore, the EA architecture contains a CEP2BDI component that serves as
an adapter between the CEP engine and the BDI agent.

A single situation is represented by a single CEP event. However, depending
on the concrete language used in the BDI agent, it might be useful to create sev-
eral percepts. This means, there is not necessarily a 1-to-1 relationship between
situations and percepts.

3.3 BDI Agent

The BDI agent, which is embedded into the EA, receives the high-level percepts.
To the BDI agent, it appears as if the percepts were directly sensed from the
environment. The CEP engine protects the BDI agent from data overload and
provides it with percepts it can act upon directly.

The BDI agent listens to the percepts, which might cause it to modify its
beliefs and intentions and which might trigger the execution of plans. The plan
execution, in turn, can trigger actions, which modify the agent’s environment or
let the agent enter into communication with other (event-driven) agents.

The BDI agent can be implemented with established agent platforms and
agent-based programming languages. In particular, the implementation of the
BDI agent does not require the development of a situation detection mechanism.
Advanced pattern detection in event streams is complicated and should be left
to dedicated event processing engines.

4 Case Study: Rebalancing Bike Sharing Systems
with Event-Driven Agents

To demonstrate the feasibility of our approach, we show how the EA concept of
Sect. 3 can be used to coordinate the use of public bike sharing systems.

Bike Sharing Systems (BSS) allow users to rent and return bikes to undertake
short trips. The users rent and return the bikes at dedicated bicycle stations,
which are typically placed at a distance of several hundred meters to each other.
Each of these stations has a fixed capacity, which determines the number of bikes
that can be stored at this station.

While BSS recently have gained popularity as an eco-friendly transportation
alternative in big cities, they suffer from the Bike Sharing Rebalancing Prob-
lem [4]. Operating a BSS without purposeful intervention results in imbalances
between the station occupancies: While some stations suffer from a lack of bicy-
cles, which prevents the rental at these stations, others suffer from congestion,
which prevents the return of bikes. To assure high user satisfaction and revenues
for the operator, an effective rebalancing approach is required to maintain a
balanced system state.
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4.1 Event-Driven Rebalancing Approach

In [6], we presented a dynamic, agent-based rebalancing approach that tries to
reduce imbalances in BSS. The approach offers incentives to users to convince
them to modify their cycling routes and return bikes at selected stations in a way
that is beneficial for the overall system balance. The user receives the incentive
on his smartphone and can then decide if he wants to accept it. If enough users
can be convinced to choose beneficial cycling routes, imbalances can be reduced.

The incentives are determined by the rebalancing system based on live data
about the environment, which is dynamically changing. The environment is mon-
itored to acquire atomic events. Through monitoring, the system knows the
users’ positions (GPS) and when rentals and returns take place at the stations.
To enable the system to make intelligent decisions about which incentives should
be offered to which user, it performs event stream analysis with CEP to obtain
higher-level situations, such as movement behavior (User A is cycling with a
speed of 18 km/h) or proximity information (User B is cycling near station S ).

To specify the nearness of users to a station more concretely, we introduced
the concept of a station’s proximity area. A user is a member of a particular
station’s proximity area if he holds a bike and can potentially reach the station
within a given time limit. This concept is illustrated in Fig. 2, where the users
Alice, Bob, and Carol are expected to be able to reach station s1 within the
given time, whereas Dave is not. The proximity area is useful, as its members
are those users who can in the near future increase the station’s occupancy, an
information that can be used for demand prediction. Furthermore, the members
of a station’s proximity area are the potential recipients of incentives to return
their bikes at this station.

Fig. 2. Proximity areas of two stations s1 and s2 [6]

The rebalancing approach consists of two agent types, which exhibit the
following behavior (see Fig. 3):

– User Agent (UA): UAs represent the users and run on the users’ personal
smartphones. UAs use CEP to monitor the GPS data provided by the smart-
phone’s GPS sensor in order to infer the user’s movement behavior. Based on
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the user’s position and movement behavior, the agent determines the user’s
temporal distance to the stations of the BSS. When the temporal distance
sinks below a specified time threshold, the user is considered near the station
and enters the station’s proximity area. The UA notifies the station’s agent
accordingly with an EnteredAreaEvent.

– Station Agent (SA): SAs represent the stations of the BSS and listen to mes-
sages from the UAs. Whenever a user enters or leaves the station’s proximity
area (as indicated by the UA with an event message), the SA updates its
belief about the proximity area accordingly. The SA also monitors the rentals
and returns that take place at the station that is under its control. Based on
this data, the SA determines its state, which characterizes the station’s (pre-
dicted) fill level: low, medium, or high. Based on this state information, the
agent infers whether it wants to attract bikes from nearby users and whether
to offer an incentive.

Fig. 3. Interaction between User Agent and Station Agent

Below, we demonstrate how the UA can be realized with the EA approach of
Sect. 3. We only show the enhanced perception with CEP. Further information
about the rebalancing mechanism can be found in [6].

4.2 Enhanced Perception for the Event-Driven User Agent

The enhanced perception is driven by event processing rules written in a ded-
icated event processing language (EPL). We introduce a simplified pseudo lan-
guage, which is easier to understand than the EPL of a productive CEP system.
This pseudo EPL supports the following operators:

AND, OR Boolean operator for events or constraints.
-> Sequence of events.

.within defines a time interval in which the event has to occur.

For example, the pattern (A -> (B OR C)).within(30 s) matches when the
CEP engine detects an event of type A that within 30 s is followed by an event
of either type B or C.
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The UA uses enhanced perception to detect nearby stations based on a
temporal distance measure. Therefore, the user agent accesses the GPS sen-
sor of the smartphone to continuously monitor its current location. The location
of the smartphone is assumed to reflect the user’s location. Furthermore, the
UA has to analyze the user’s movement to detect whenever the user enters or
leaves the proximity area of some station. In particular, it has to be determined
whether the user is moving forward or resting. The goal is to create and send a
EnteredAreaEvent to the station, as soon as the user enters a station’s proximity
area.

Filtering: The UA monitors the smartphone’s position, which is provided in
form of an event stream of GPS events. As the UA is only interested in loca-
tion changes, it uses the following CEP rule to filter out GPS events that are
redundant. The GPS events form set E (introduced in Sect. 3), which is reduced
according to the following CEP rule.

rule: "new user position"
CONDITION GPS-Evt AS g1 -> GPS-Evt AS g2

AND Geo.isDifferent(g1,g2)
ACTION new PositionEvt(g2)

The rule fires when it detects a GPS event g2 that follows a GPS event g1 and
the events represent geographically different locations. Whether the locations of
g1 and g2 are equal, is determined by a function of the Geo class. When the rule
matches, a new position event is created that contains the user’s new location
and is forwarded to the next stage. The GPS events are dropped and do not
reach the second stage.

Context Enrichment: Context enrichment is used to add context data that
is stored in (semi-)static knowledge bases. In this exemplary bicycle sharing sce-
nario, the rebalancing process does not depend on extensive background knowl-
edge. This step can be skipped for simple application domains, where no con-
textual data from external sources is required.

Situation Detection: Based on the position events, the user’s movement can
be characterized. The position events of set E are used to construct situation
set S.

In a first step, the user’s speed is measured with the following CEP rule.

rule: "speed of movement"
CONDITION PositionEvt AS p1 -> PositionEvt AS p2

AND p2.timestamp - p1.timestamp AS timeDiff
AND Geo.distance(p1, p2) AS distance
AND distance/timeDiff AS speed

ACTION new SpeedEvt(p2.userID, p2.pos, speed)
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For each pair of position events p1 and p2, it is computed how much time
passed between the two events, which can easily be calculated as all events carry
a timestamp indicating their time of occurrence. The speed is then calculated
dividing the geographical distance of position events p1 and p2 through the
elapsed time. The calculated speed is passed on in form of a newly constructed
speed event.

Based on the speed measurements of the last 5 min, the user’s average speed
is inferred. If the average speed is greater than 0, the user has been moving.

rule: "user movement"
CONDITION SpeedEvt AS s

AND avg(s.speed).within(5 min) AS avgSpeed
AND avgSpeed > 0

ACTION new MovingEvt(s.userID, s.pos, avgSpeed)

The avg-Operator calculates the average value of the given speed measure-
ments. In the action part of the rule, a new moving event is created that contains
the user’s ID, position, and the calculated average speed.

Finally, on arrival of a moving event, the following rule calculates the user’s
geographical distance to each station and translates it (by division through
avgSpeed) into the corresponding temporal distance. If the temporal distance d
lies below a certain threshold value, the user and the station are considered near
to each other, which is indicated by a respective proximity event.

rule: "proximity detection"
CONDITION MovingEvt AS m

AND Geo.distance(m.pos, station.pos)/m.avgSpeed AS d
AND d < TIME_THRESHOLD

ACTION new ProximityEvt(m.userID, station.ID)

If the user has not been near to the station before, the UA informs the
station’s SA about the user’s proximity with an EnteredAreaEvent. Then, the
SA makes an autonomous decision whether to offer an incentive to the user in
an attempt to modify his cycling route. If a sufficiently high number of users can
be convinced to return their bikes at appropriate stations, an increased service
level is expected.

4.3 Prototypical Implementation

To try out the approach, we built a simulation of the BSS of New York City,
based on data that is openly available online2. Figure 4 shows the graphical user
interface of the simulation, which displays the stations of the BSS, which serve as
starting and end points for bike trips. The station coordinates and capacities, as
well as the users’ trips, are directly extracted from the dataset. The simulation
generates position events for the simulated users of the system, as well as events
for rentals and returns.
2 www.citibikenyc.com/system-data (Accessed: 2017-09-20).

https://www.citibikenyc.com/system-data
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Fig. 4. Simulation of the bike sharing system of New York City

With this simulation, we tested a basic prototype of the rebalancing system.
We implemented a simplified version of the UA and SA using the Jason agent
framework [2]. In our test setup, the agents run centralized on the same computer
and operate on the data that is provided by the simulator. The agent’s behavior
is programmed with Jason’s variant of the AgentSpeak language.

5 Conclusion

In this paper, we have introduced EAs as a novel concept that allows BDI agents
to operate in environments with high volumes of fast and low-level sensor data.
The three-step percept analysis process consisting of the steps filtering, context
enrichment, and situation detection allows the EA to reduce event streams to
a manageable size, increase its informative value, and to extract high-level sit-
uations. Situations are domain-relevant concepts that are translated to a set of
percepts that the BDI agent can sense. The BDI agent is responsible for acting
in the environment. Due to the enhanced perception, the BDI agent can base its
decisions on situational knowledge rather than raw sensor events. In particular
is the action based on knowledge detected in event patterns consisting of mul-
tiple events, which would have been lost without the use of an advanced event
processing paradigm like CEP.

In a case study, we have shown how EA can be used to realize a dynamic
rebalancing of bike sharing systems based on user and station agents. The event-
driven approach allows for a decentralized solution based on autonomous agents
that can react rapidly to situations occurring in the bike sharing system.

In this paper, we applied CEP to detect patterns in the event stream of envi-
ronment percepts. In the current EA architecture, messages from other agents
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are directly exchanged between the embedded BDI agents. Future work could
model agent communication as an event stream to process agent messages with
CEP. Furthermore, in the current architecture, the integration of BDI and CEP
takes place in the CEP-to-BDI component. A stronger and more powerful inter-
play of the BDI model and CEP could potentially be achieved by constructing a
new language that integrates the known BDI concepts and the advanced event
processing capabilities of CEP.
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Abstract. Urban transportation involves a number of common prob-
lems: air and acoustic pollution, traffic jams, and so forth. This has
become an important topic of study due to the interest in solving these
issues in different areas (economical, social, ecological, etc.). Nowadays,
one of the most popular urban transport systems are the shared vehi-
cles systems. Among these systems there are the shared bicycle systems
which have an special interest due to its characteristics. While solving
some of the problems mentioned above, these systems also arise new
problems such as the distribution of bicycles over time and space. Tradi-
tional approaches rely on the service provider to balancing the system,
thus generating extra costs. Our proposal consists on an multi-agent sys-
tem that includes user actions as a balancing mechanism, taking advan-
tage of their trips to optimize the overall balance of the system. With
this goal in mind the user is persuaded to deviate slightly from its ori-
gin/destination by providing appropriate arguments and incentives. This
article presents the prediction module that will enable us to create such
persuasive system. This module allow us to predict the demand for bicy-
cles in the stations, forecasting the number of available parking spots (or
available bikes). With this information the multi-agent system is capable
of scoring alternative stations and routes and making offers to balance
bikes across the stations. In order to achieve this, the most proper offers
for the user will be predicted and used to persuade her.
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1 Introduction

The Artificial Intelligence community has focused an important part of its efforts
in the transportation domain. The interest in this domain is explainable due to
the characteristics and complexity of the challenges provided, which are diffi-
cult to solve by making use of more traditional techniques. The application of
Artificial Intelligence paradigms allows to deal with these problems [2,3,14,16].

As population in cities tends to grow, the need for an urban transport that
is able to cope with the demand of inhabitants is an important need to cover [7].
However, the growth of urban transport generates a series of well known prob-
lems: large expenditure on creating new infrastructure or adapting and maintain-
ing existent ones, air pollution, acoustic contamination, increase in the number
of vehicles, etc. [7]. Because of this, optimizing transportation resources has
become an area of great interest for the sectors involved in urban planning. One
of the most interesting solutions proposed for urban transportation is the idea of
shared vehicles systems. This kind of systems, such as bicycle or car sharing sys-
tems, reduces or helps to control intrinsically some of the mentioned problems.
Nevertheless, shared vehicles schemes generate new problems. For instance, in
the case of bike-sharing vehicles, one of the most important problems is the vehi-
cle distribution along time and space across the different areas. Being used by
multiple users, bikes locations depends on their behaviour. User behaviour cre-
ates some areas, at specific points in time, that hoard the majority of the bikes.
Thus, generating also other areas with a lack of bikes. In the first case, users
have difficulties parking to end their trips, while in the second case users have
problems borrowing a bike to start their trips. These situations oblige users to
wait or find another station, leading to potential dissatisfaction which can also
result in a loss of service subscribers and, therefore, an increase in the use of
non-shared vehicles. From the point of view of the service providers, bike imbal-
ance across the stations incurs in additional expenses since they have to balance
bikes using motorized transport, which means additional costs on vehicles, fuel,
and extra staff. Furthermore, if the balance is done improperly this expenses can
grow and may generate more traffic in the system.

The problem of optimizing bike sharing systems’ resources (i.e., bikes, sta-
tions, transportation trucks) has caught the attention of researchers [10,13,
18,20], who have proposed many architectures and algorithms that allow ser-
vice providers to both predict the incoming/outgoing demand from bike shar-
ing stations, as well as educated balancing strategies that optimize the service
provider’s resources. All of these proposals are pieces of a global strategy that
aims to smartly balance bikes according to future demand. All of the actions
and strategies are applied from a service provider perspective, while taking the
user behaviour as granted. This means that resources are optimized by mod-
elling the user behaviour, and accepting that behaviour as an external effect
that will change the system. As a result, actions aiming at balancing the state
of the system are solely carried out by the service provider. This paper takes a
slightly different point of view to this problem. What if, instead of taking the



478 C. Diez et al.

user behaviour for granted, we attempt to slightly modify the user’s planned trip
for optimizing the overall bike sharing system?

The paper defines the design of the bikes and parking availability predic-
tion module which is an essential component for the proper functioning of a
multi-agent system architecture described on [6]. This multi-agent system aims
to improve the efficiency of bike sharing systems by predicting the future demand
and smartly balancing bikes across stations. In order to achieve this goal, it
introduces user-driven balancing in the loop by means of negotiation and argu-
mentation processes [5,15] that slightly modify the behaviour of users.

2 A General MAS Proposal for Bike Sharing

Our aim is providing a module capable of forecasting the future status of the
stations in the bike-sharing system: predicting the number of free parking slots
that stations will have in the future. This prediction is necessary to efficiently
manage resources (i.e, bikes, stations, transportation trucks, etc.) and it will be
used in a multi-agent system proposed and described in [6]. Due to the nature
of cities and their lifestyle, bikes and parking slots become unequally distributed
across the bike-sharing system stations. This unbalance creates situations where
users do not find available bikes when they decide to start their trips, and there
are no available parking slots when users reach their destinations. Avoiding these
situations is an essential part of optimizing the bike-sharing systems. For dealing
with this problem, service providers redistribute the amount of bikes in the
stations using transportation trucks. However, this redistribution takes some
time, and if its not done when appropriate, it may end up in user dissatisfaction.
Therefore, the real challenge for service providers is predicting future demand
and redistribute bikes accordingly.

Balancing operations carried out by the service provider will always be an
integral part of a bike sharing system, specially for preparing for rush hour.
However, in some scenarios we may be able to employ users as balancing agents,
if individuals are persuaded to slightly deviate1 from their planned destina-
tion/origin. The reasons, by which these users may be persuaded, vary and
include arguments such as the fact that their destination station may be full at
arrival, the adoption of healthier habits, or the inclusion of small rewards (e.g.,
extra rental minutes, badges, lotteries, etc.). Small deviations can act in benefit
of the system by carrying out pre/after rush hour balancing, and acting as real
time balance for unplanned demands.

In order to tackle this scenario, we propose a multi-agent based architecture.
The proposed system will run on top of SURF [4], an agent support framework
for open fleet management. The work we are presenting in this paper is part of
a broader research project, in which the main goal is to provide a set of tools
and applications that foster the efficient and sustainable management of urban
fleets. One of such applications is the one presented in [8] for last mile delivery
in urban areas.
1 We would never expect drastic deviations.
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SURF was designed to support general urban transportation fleets, and it
provides modules for most general and shared functionalities. As a result, part of
the proposed architecture is supported by these general modules such as the fleet
tracker module, the event processing module, the trust and reputation module,
the transportation network analysis module, and the intelligent transportation
ontology [6]. However, we need to include some extra modules to support part of
the functionalities of this bike sharing system. The two main components that
distinguish our approach to bike sharing are: The Efficient Bike Trip Module
and the Bikes and Parking Availability Prediction Module whose design
is the main contribution of this article.

Both the Bikes and Parking Availability Prediction Module and the
Efficient Bike Trip Module will support how users’ trips are managed. In
order to understand the logic behind the module, let us focus on an example:

1. User1 agent wants to ride from PreferredBikeStationx to Preferred
BikeStationy. The user employs a mobile app to query the availability of
bikes at the origin station, and the availability of slots in the destination
station.

2. The request is received by the System Manager agent, and then it is ana-
lyzed to find out the availability by the time User1 agent may arrive to both
preferred origin and destination stations. The expected times are calculated
taking into consideration the current GPS location of User1 agent, the possi-
ble route that leads to the origin station, the possible route that leads to the
destination station, and all the information from the Intelligent Transporta-
tion Ontology from SURF concerning traffic, traffic lights, weather, and so
forth.

3. With this time frame the System Manager agent requests to the Bikes and
Parking Availability Prediction Module an estimation for the number
of free bikes at PreferredBikeStationx by the expected departure time. At
the same time, the System Manager agent also requests an estimation for
the number of free parking slots at PreferredBikeStationy by the expected
arrival time.

4. The
prediction module also computes whether or not PreferredBikeStationx

or PreferredBikeStationy are likely to suffer from bikes/slots shortage in
the short/medium term. In that case, the prediction module retrieves a set
of available nearby stations to PreferredBikeStationx and a set of available
nearby stations to PreferredBikeStationy. If they are not likely to suffer
from bikes/slots shortage in the short term, then they are also suggested to
the System Manager agent.

5. The System Manager agent collects the suggestions from the Bikes and
Parking Availability Prediction Module and sends those suggestions
to the Efficient Bike Trip Module. Within this module, the alternatives
for both origin and destination are analyzed. The module will select pairs of
origin and destination stations, along with arguments or incentives in favor
of the slight trip change.
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6. The System Manager agent receives the offers from the Efficient Bike Trip
Module and presents them to the user, who finally selects the one that he/she
considers more appealing.

In this paper we introduce the Bikes and Parking Availability Predic-
tion Module. The module will predict the occupation of the stations using a
machine learning model. The design of this module, and the features that will
be used to train the model are described on Sect. 3. The predictions provided by
the prediction module for the user’s preferred and alternative stations will be
passed to the Efficient Bike Trip Module. This module, using the bike/slot
availability predictions will score the stations taking into account both balancing
objectives and potential user preferences. These scores, and the user’s behavior
model provided by the trust and reputation module, will be used to generate
the arguments or incentives for the user.

More specifically, we focus on developing and finding prediction models for
bike availability at different stations in Valencia’s bike sharing system, our test
scenario. This module is the cornerstone to the application of Bike Sharing in
Urban Areas, as its outputs are needed to compute the availability of preferred
and nearby stations. These stations are later used as building blocks for building
arguments in the Efficient Bike Trip Module.

3 Prediction Module Design

In order to achieve an appropriate overall performance, we need to obtain an
accurate model that estimates the number of empty parking slots2 for a station
in a future time. Since we can use historical data to model users behavior, we
are facing a regression problem. Machine learning algorithms have consistently
proven to provide accurate regressions for a wide variety of domains [9,12,19].
Hence, we decided to approach this problem by considering two of the most suc-
cessful machine learning regression algorithms: support vector regression (SVR)
[1], and artificial neural networks (ANN) [17]. Given the restriction of 30 min
per trip that is established by the service provider, we decided to formulate a
regression problem where, given the current state of a station and associated
weather variables at that instant, we attempt to predict the number of bikes in
the station in the next 30 min.

3.1 Case Study and Data

To design the prediction module, and prove its viability, we employed a real
dataset containing bike usage in a large city. We decided to use Valencia’s bike
sharing system as a case study due to the data access availability, the scale of the
system, the interconnection of the bicycle sharing systems with other transport
systems, and access to domain expertise.
2 Equivalent to predicting the number of available bikes, as it can be obtained by

subtracting the empty parking slots from the total number of slots.
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Valencia’s bike sharing system is composed of 276 bike stations distributed
throughout the city, whose aggregated capacity is 5000 parking slots. There is
a total of 2750 bikes available to borrow for the 45.000 users. The data used to
test our proposal was collected mainly from two sources: the city’s open data
repository3 and a weather information service provider4. The first dataset con-
tains the number of available parking slots at the different stations at approx-
imate intervals of approximately one minute. The second dataset contains a
variety of weather variables taken approximately every 30 min. After thoroughly
studying the characteristics of the city and the system in [6], we concluded that
the more suitable characteristics for the prediction module are the following:

– Date: Date is an essential feature, since it determines the moment in which
the measurement was taken. It also provides other intrinsic information such
as season or time of the year. It also helps to determine events that are fixed
in the calendar and can influence in the use of the system like holidays.

– Weekday: The day of the week is one of the most influential features when
modeling user’s behavior. For instance, there is a clear difference between
working days and weekend days. In addition, there is also a slight difference
between working days themselves, being the users a little more active in
middle days of the week.

– Temperature: Temperature usually affects human behavior. Therefore we
made the hypothesis that in this scenario it would be a relevant feature when
modeling the problem. When temperature is too low or too high for human
comfort, the system usage decreases.

– Rain & wind speed: Similarly to the case of temperature, other weather
conditions can affect the amount of users using bikes, being rain and wind
speed two of the most influential characteristics. This is the case because
the rain and the wind speed are two of the most influential weather related
characteristics since both directly affect in the ease and comfort when driving
a bicycle.

– Number of available parking slots in the station: In order to make
a future prediction on the availability of the station, one needs to have an
accurate measurement of the current status of the station.

3.2 Experiment Design

At first we ran an experiment in order to determine if the chosen variables were
actually influential for the prediction model. We observed the model behavior
and MSE while adding the features one at time. As seen in Fig. 1 all the char-
acteristics improve the model’s performance. Weekday and the current status of
the stations are the variables that reduces the MSE in a more noticeable way
since they are common to all the cases. Weather related characteristics are essen-
tial to forecast the station status when the conditions are not the usual. In our

3 http://gobiernoabierto.valencia.es/en/.
4 http://www.weatherunderground.com.

http://gobiernoabierto.valencia.es/en/
http://www.weatherunderground.com
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case study weather characteristics offer a lower improvement compared to week-
day or current station status because the number of days with precipitations or
uncomfortable temperatures is low in comparison.

Fig. 1. Feature influence on MSE

Once we had determined what variables may be useful for our prediction
module, we prepared an experimental setup to test the accuracy of different
machine learning models. First, we describe the general settings for the experi-
ments. Then we describe and analyze how hyper-parameters were optimized for
machine learning algorithms. Finally, we analyze the performance of the best
models on the test data.

The dataset was divided in two parts: the training and the test dataset. The
training dataset was exclusively used as a testbed for hyper-parameter tuning.
Then, the performance of the best hyper-parameters was tested against the test
set to assess the performance of the models in a realistic setting. Since the
quality of the resulting model depends on the quantity and quality of the training
dataset, 80% of the total data was employed as training, while the remaining
20% was left for testing purposes. This means that the final performance of the
models was tested with approximately three months of data, amount that should
be sufficient enough to ensure meaningful results. The test set consisted of the
last three months of available data. As for measuring the performance of the
model, we employed the average mean squared error (MSE).
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3.3 Hyper-parameter Optimization

Due to computational limitations, the fine tuning process was exclusively carried
out in a single bike station: UPV Informática. The methodology employed for
finding the best model hyper-parameters was a grid search over the space of
possible values. Following, we describe the hyper-parameter space for each of
the selected machine learning algorithms.

– Support Vector Regression: We decided to employ a radial basis function
kernel in order to model non-linear relationships between the input variables.
For the penalty error parameter (C), we tested values in the range of 10−5

and 104 with increases in powers of base 10. γ was set between the range of
10−5 and 104, again increasing exponentially with base 10.

– Artificial Neural Networks: A 3 hidden-layer topology with ReLU acti-
vation functions was chosen for study, the last layer being the only one with
a linear activation function. The neurons in each hidden layer varied expo-
nentially from 8 to 2048 with a base of 2. On the other hand, the learning
rate of the network also exponentially varied between 10−7 and 0.1, but this
time the base being 10. Either stochastic gradient descent or RMSProp were
employed to optimize the weights of the network.

The best artificial neural network was found to be a 3 hidden layers network
with 64 nodes per hidden layer. The best learning rate was found to be 0.01,
with smaller learning rates providing almost constant predictions for any input
(i.e., a sign that the network does not learn any pattern due to a slow conver-
gence) and larger learning rates providing totally inaccurate predictions. The
best network optimizer was found to be RMSProp. With respect to the support
vector regression, we found that the optimal value for the penalty error was 104,
while the best value for γ was found to be 10−5. In general, we found that artifi-
cial neural networks tended to produce more accurate predictions than support
vector regressions. Detailed results for the grid search can be found in Tables 1
and 2.

3.4 Test Results

Once we had two candidate models, we employed the test set to realistically
assess the performance of the models in a deployed application. This time,
instead of focusing on a sole station, we trained several stations coming from
different city districts. This way, we can better study the accuracy of the models
in a realistic setting. In addition to these models, we also introduced two bench-
marks for comparability purposes. One of the benchmarks outputs the average
number of bikes available in that station throughout history, whereas the other
benchmark always outputs the current state of the station as a prediction. If
trained correctly, both our models should outperform the benchmarks.

Table 3 shows the results obtained by the four prediction models using the
test set. Those results that are statistically better according to a Mann-Whitney
test with α = 0.05 are highlighted with bold font. As it can be observed, the
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Table 1. Results for the grid search carried out for RMSProp optimized neural
networks. The best result is highlighted in bold font

Neurons/lr 1.0E−01 1.0E−02 1.0E−03 1.0E−04 1.0E−05 1.0E−06 1.0E−07

8 79.26 11.97 5.15 5.25 5.45 74.21 705.14

16 74.99 9.52 5.01 5.01 5.42 72.13 675.10

32 76.71 8.70 4.20 5.70 4.96 42.26 499.00

64 78.26 14.05 3.54 3.81 4.99 6.01 75.64

128 76.43 76.13 5.69 4.69 4.95 5.38 74.18

256 79.36 13.63 5.28 3.71 4.80 5.04 72.64

512 77.31 11.54 5.17 4.33 5.29 5.04 28.38

1024 77.29 11.57 4.40 5.86 4.55 5.28 6.86

2048 75.74 11.54 4.32 4.23 3.99 6.55 5.31

Table 2. Results for the grid search carried out for support vector regression. The best
result is highlighted in bold font

C/γ 1.00E−05 1.00E−04 1.00E−03 1.00E−02 1.00E−01 1.00E+00 1.00E+01 1.00E+02 1.00E+03 1.00E+04

1.00E−05 148.40 148.40 148.39 148.34 148.40 148.40 148.40 115.47 115.47 115.47

1.00E−04 148.40 148.40 148.32 147.73 147.12 122.89 115.47 115.47 115.47 115.47

1.00E−03 148.40 148.33 147.55 140.80 135.27 122.29 115.47 115.47 115.47 115.47

1.00E−02 148.30 147.44 140.12 148.34 73.27 116.42 115.46 115.47 115.47 115.47

1.00E−01 147.35 139.15 77.87 27.75 20.45 84.46 115.42 115.47 115.47 115.47

1.00E+00 139.10 148.39 38.03 144.32 14.77 24.05 104.86 115.47 115.47 115.47

1.00E+01 86.27 22.52 279.17 79.11 14.38 18.58 75.89 102.00 115.47 115.47

1.00E+02 22.67 26.16 812.06 35.38 24.93 25.80 89.11 123.14 136.49 136.63

1.00E+03 32.55 21.27 77.22 87.01 42.44 31.40 89.11 123.14 136.49 136.63

1.00E+04 5.10 18.66 154.04 301.69 138.33 31.20 89.11 123.14 84.23 84.21

artificial neural network tends to outperform the rest of the models in almost
every station tested. More specifically, the artificial neural network was the best
choice for 16 out of the 19 stations (approx. 84% of the stations). The support
vector regression was one of the best choices for only 8 of the stations, accounting
for 42% of the scenarios. In none of the scenarios the benchmarks produced
better predictions than the two machine learning models. This information is also
represented in Table 4, where the relative improvement of the machine learning
models versus the benchmarks are compared. As it is observed, the ANN model
improves the predictions of the benchmark that predicts the current status by
16.51%, the benchmark that predicts the average bike availability by 63%, and
the SVR model by 10.05%. Overall, it is the best performing model in these
scenarios.

However, it should be noted that in some cases the prediction of the machine
learning models and the benchmark that outputs the current state of the sta-
tion are close. This suggests that some stations may require different hyper-
parameters to distance their outputs from benchmarks. As another sidenote, we
observed that, in some stations, there is very little activity throughout the day.
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Table 3. Mean squared error for the four prediction models across different stations
in the city

Station ANN SVR Current Average

City hall - Cotanda 6.01 8.07 7.80 19.22

Colon station 5.50 5.49 6.60 13.86

Porta de la Mar 5.80 6.75 6.79 17.39

Plaza de los Fueros 8.08 7.15 8.50 18.54

Peris y Valero - Luis Santangel 4.05 5.01 4.67 9.33

Av. Puerto - Dr. Manuel Candela 4.83 4.81 5.44 7.35

Av. Puerto - Jose Aguilar 2.89 2.96 3.16 5.28

Molinell - Calderon de la Barca 2.34 3.16 2.59 10.63

Blasco Ibañez - Poeta Duran Tortajada 6.05 5.72 9.11 10.67

Blasco Ibañez, 121 4.39 4.34 5.42 8.29

UPV Caminos 11.59 15.03 13.74 31.46

UPV Informãtica 3.82 5.10 5.52 25.46

Benimaclet station 5.49 6.73 6.82 7.31

Turia station 1.34 1.43 1.41 21.76

Manuel Candela - Rodriguez de Cepeda 4.53 4.60 5.45 10.82

Reig Genovés - Ramón Contreras Mongrell 1.70 2.11 1.96 11.76

Hospital Nueva Fe 3.16 4.70 5.94 32.63

Giorgeta, 64 1.29 1.28 1.39 6.92

Veles e Vents 3.57 3.53 3.73 8.76

This means that a benchmark that outputs the current state of the stations, is
also likely to produce accurate results many times. It will only produce inaccu-
rate predictions in the few instants when a bike arrives or leaves the station.

Table 4. Relative improvement of model (rows) versus benchmark (columns)

VS. Current Average SVR

ANN 16.51% 63.05% 10.05

SVR 6.09% 59.47% N/A

Table 3 shows the MSE for different stations distributed across the city.
Despite the fact that lower MSEs indicate more accurate predictions, they are
not very informative of the practical quality of the best predictive model per
se. Therefore, we decided to plot the prediction of our ANN model against the
target value for a given day. Figure 2 shows this comparison.

The figure suggests that, in both cases, the ANN model is capable of closely
matching the real bike demand. This happens for most of the day, even matching
some of the peaks in the bike demand. However, there are some sudden peaks
that are not as closely matched as the rest. This suggests that some of the peaks
may be accounted by other variables not necessarily included in our dataset.
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Fig. 2. Prediction of the ANN model versus the target value for the City hall - Cotanda
station (left) and UPV Informática (right).

For instance, transportation trucks balance bikes across stations, information
that is not included in open access datasets. This problem is also documented
in other similar works [10,20]. We are currently working on including more data
sources to attempt to better predict some of these sudden outbursts of activity.
For instance, we are including data about sport and music events, national,
regional, and local holidays, and nearby transportation methods.

Overall, the experiments suggest that ANN is the best current candidate
for predicting the bike demand in Valencia, Spain. The predictions also closely
match the real demand. This is of crucial importance for our multi-agent sys-
tem, since, as we described in Sect. 2, the prediction module is the base for the
argumentation & negotiation module. We expect that this module will allow us
to incentivize users and make them balancing agents that optimize the overall
performance of the system.

4 Related Work

Intelligent transportation systems have captured the attention of the AI research
community in the last few years. The scale and complexity of the problems
faced by the transportation system preclude simple and classic solutions from
achieving the desired outcomes, hence the necessity to adopt AI approaches.
As a consequence, multiple areas in AI have proposed solutions to different
transportation problems. In the specific field of multi-agent systems, the number
of papers devoted to applications in traffic and transportation engineering has
grown enormously. Bazzan and Klügl [3] present a literature review related to
the areas of agent-based traffic modelling and simulation, and agent-based traffic
control and management applied to different problems.

Focusing on the domain of bike-sharing systems, we find two main prob-
lems that have been tackled by the AI research community: (i) predicting the
bike/parking availability, and (ii) optimizing the transportation routing used to
balance the bikes/parking positions across stations.
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The first problem consists of predicting the number of available bikes and
parking positions in the future. The rationale behind this is that, in order to
improve the service given by bike sharing systems, users should be able to bor-
row and leave a bike when needed. Otherwise, users may become dissatisfied
with the service and decide to use other transportation methods. The data min-
ing community has made several efforts in this regard. Yoon et al. [20] propose
prediction algorithms to predict the number of available bikes at origin and des-
tination stations in Dublin’s bike sharing system. The authors propose a modi-
fication of the ARIMA model to include information from neighboring stations
along with the classic temporal information. The authors trained and tested their
approach using approximately 1 month of data per process. While the authors
employ important variables such as the available data in neighbor stations, they
do not include other well-known factors that impact the usage of bikes such as
weather data, nor they account for longer term seasonality such as seasons (e.g.,
summer, winter, etc.). Li et al. [11] proposed a multilayer data mining approach
to predict bike traffic (i.e., bikes in transit) in New York City and Washington
D.C.. In their approach, bike sharing stations are clustered together according to
both geo-location and transit matrices. The advantage of employing clustering
techniques to group stations is that predicting the traffic demand on the overall
system and clusters is more robust and accurate than on individual stations.
The multilayer approach first predicts overall traffic by using gradient boosted
regression trees, and then distributes the overall traffic across cluster according
to similarity between past and current data. Finally, the traffic between clus-
ters is also predicted according to historic data. Differently to us, they possess
bike trips information (i.e, bike id, origin, destination) whereas our dataset is
solely composed by the current state of stations. That preclude us from employ-
ing the same approach. In [10], present bike/parking availability data combined
with weather data for 27 cities across the globe (including Valencia, Spain). The
authors analyze the correlation between weather data and bike demand, and
find correlations between temperature, wind velocity, and precipitation with the
demand of bikes in different cities. The paper does not propose any prediction
mechanism per se, but it finds interesting effects on the bike demand, such as
the effect of weather conditions, that are present in Valencia and other cities of
the world.

The other main strand in research revolves around the idea of optimizing the
routes and trips of the vehicles that balance bikes across the different stations.
Given the nature of the problem, many researches have proposed the used of
search & optimization techniques for this purpose. For instance, O’Mahony and
Shmoys employ integer programming to balance bikes overnight, preparing them
for rush time, and mid-rush balancing in New York City. As another example,
Schuijbroek et al. [18] present a system that both predicts station demand and
balances bikes attending to expected demand and desirable service levels. For
prediction, authors rely on queues models and Markov chains using arrival and
departure data from Boston and Washington. Due to the intractable nature of
the routing problem when the number of stations is large, the authors cluster



488 C. Diez et al.

stations together so that service levels are guaranteed using only within-cluster
routing. Then, mixed integer programming is used over the clustered problem.

All of these system rely on prediction and optimization from the system
designer perspective. The main difference between these approaches and our
proposed architecture is that we rely on both a combination of optimization from
the system designer, but also from the user perspective. In order to incorporate
the users’ actions into the optimization loop, we plan to use technologies such
as incentives, persuasion [5], and negotiation [15].

5 Conclusions

This paper has presented the design of the bikes and parking availability pre-
diction module, which is key for the multi agent system architecture described
in [6]. The prediction module uses a machine learning approach to forecast bike
station status based on real historic data. The information generated by this
module is crucial for the system, and it is used in other modules to score the
user’s preferred and alternative stations attending to availability. Using this data
we will introduce user-driven balancing in the loop: attempting to persuade users
to slightly deviate from their origin/destination stations, and balancing the sys-
tem in the process. The aim is that of improving the efficiency of bike-sharing
systems and helping to provide a better service, increase user satisfaction, and
optimize the management of the bike network.

Results have shown that a ANN obtained the best results for this prediction
module, as it was showcased in the experimental section of this work. Moreover
the experiments have shown that this approach is feasible and accurate.

As ongoing work, the efficient bike trip module is being built to be included
in the bike sharing system of the city of Valencia (Spain). This module function
inside the proposed architecture is to score stations using the bikes and parking
availability prediction module output. Using this scores the module persuades
the user to use the most appropriate stations according to the user preferences
and the system balancing. Moreover, the proposed approach will be integrated
with other applications running on top of the SURF framework, such as [8].
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Abstract. An integrated network of mobile robots, personal smart
devices, and smart spaces called “Robots-Assisted Ambient Intelligence”
(RAmI) can provide for a more effective user assistance than if the for-
mer resources are used individually. Additionally, with the application of
distributed network optimization, not only can we improve the assistance
of an individual user, but we can also minimize conflict or congestion cre-
ated when multiple users in large installations use the limited resources
of RAmI that are spatially and temporally constrained. The emphasis of
RAmI is on the efficiency and effectiveness of multiple and simultaneous
user assistance and on the influence of an individual’s actions on the
desired system’s performance. In this paper, we model RAmI as a multi-
agent system with AmI, user, and robot agents. Moreover, we propose
a modular three-layer architecture for each robot agent and discuss its
application and communication requirements to facilitate efficient usage
of limited RAmI resources. Our approach is showcased by means of a
case study where we focus on meal and medicine delivery to patients in
large hospitals.

Keywords: Service robotics · Ambient intelligence
Multi-robot team · Patient care

1 Introduction

Ambient Intelligence (AmI) uses multiple sensors fixed in a smart space to assist
user’s activities through recommendation, guidance, and appliance control. How-
ever, the capabilities of physical interaction in AmI are limited to a tactile
interface, and many applications need physical interaction that is only possi-
ble through mobile robots. The service quality provided by mobile robot teams
(MRT) to simultaneous multiple users depends on the efficiency of the robots’
coordination with each other and with humans.

To keep a good MRT performance in simultaneous multiple tasks, an updated
task information is required. Even though the MRT quality of service depends on
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the quality of the available information that can be facilitated by maintaining
the MRT connectivity [18], MRT task assignment can be performed both in
perfect (e.g., [1,3]) and imperfect robot networks, e.g., [11]. Due to the loss in
the information quality, the efficiency of a MRT in the task execution can fall
rapidly, e.g., [11,12]. The strategy to employ to mitigate this problem depends
also on the environment that can be collaborative, neutral, or adversarial [11,12].
Providing redundant robots to keep the network’s connectivity is a possible
approach to this problem. However, it is costly and can create congestion in
narrow spaces. This is why, in this paper, we propose to network mobile robots,
users’ smart devices, and AmI networks, such that we can use more accurate
data for decision-making than when the former are used individually. We call
this network of AmI, personal devices, and robots “Robots-Assisted Ambient
Intelligence (RAmI)”. The emphasis of RAmI is on the quality of service in
simultaneous multiple users’ assistance and the influence of individual actions
on the desired system’s performance.

A good use-case example of RAmI is meal and medicine delivery to multiple
patients in hospitals. The delivery should be done at given times for each patient
while minimizing the crowdedness of the common spaces. By distributed network
optimization in RAmI, not only can we improve the assistance of an individual
patient, but we can also ensure that actions of multiple robots that are spatially
and temporally constrained are coordinated in real-time and do not result in
crowding of narrow corridors. To lower the computation time, we should balance
between each robot’s communication and computation load, but foremost, we
should provide for a self-reconfigurable robot architecture that assures fast and
efficient decision making at the MRT’s level.

The recognition and analysis of the user’s activities facilitates better user
assistance in the performance of some daily activities like, e.g., vacuum cleaning
[7]. For this aim, usually, smart homes are equipped with sensors, actuators and
alarms while users dispose of smart devices for the interaction with the smart
home. However, service robotics is still limited to a set of predefined activities
and is, as such, still far away from the realization of robots that can substitute
human care givers.

A step towards RAmI is the concept of ubiquitous robotics that is created by
integrating stand-alone robots with web services and ambient intelligence tech-
nologies [6]. The main challenge of ubiquitous robotics is how to enhance the
quality of living and working of an individual human user. The objective is the
creation of a physical and virtual companion that can assist a user in his/her
daily activities, and the creation of an autonomic guard capable to protect and
rescue people. A distributed ROS-based AmI architecture DAmIA integrating
robotic and AmI sensors for human tracking has been proposed in [15]. A sur-
vey of cloud robotics that leverages an ad-hoc cloud formed by communicat-
ing robots, and an infrastructure cloud was presented in [6]. Moreover, in [10],
we proposed ORCAS architecture for manufacturing MRTs that configures and
schedules robots based on robots’ and tasks’ semantic descriptions.
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In ORCAS [10], we consider a heterogeneous multi-robot system on a shop-
floor requiring the assembly of multiple products. Here, every robot is consid-
ered a collaborative agent whose architecture is made of three layers: seman-
tic, scheduling and the execution layer. The objective is to seamlessly optimize
robots’ performance by dynamic reconfiguration and rescheduling in case of con-
tingencies thus minimizing overall assembly costs and off-line times. Seman-
tic layer finds feasible robots’ configurations that can satisfy customer demand
given the resource and infrastructure semantic descriptions. The scheduling layer
determines robot-task assignments and sequencing of tasks assigned to each
robot configuration considering task interrelations and the robot assembly capac-
ities. The solution is found through distributed minimization of total production
time and cost considering resource combinations obtained from the semantic
layer. We apply a modification of dynamic combinatorial auction-based app-
roach in [11]. The execution layer monitors the correct execution of the schedule
in real-time by local actions to minimize the effects of contingencies. The sched-
ule’s quality and stability are controlled in real-time, e.g. [5].

The paper is organized as follows. Section 2 describes a modified three-layer
robot architecture of RAmI for the case of a team of heterogeneous mobile ser-
vice robots for assistance of multiple human users when the robot configuration
cannot be rearranged during the operation times. The principles of the proposed
architecture are demonstrated by means of a case study in Sect. 3. We draw
conclusions in Sect. 4.

2 RAmI Robot Architecture

We design RAmI as a multi-agent system made of mobile robot, user, and AmI
agents. User agents are installed on an app of a smart device of each user,
while AmI agents are distributed throughout the infrastructure where each one
monitors certain area in the range of its sensors. The sensors can be cameras and
iBeacons. The signals emitted by iBeacon sensors are read by user agents and
serve to locate the users and recognize their activities (aided by accelerometers
of their smart devices).

The architecture used for the distributed coordination of robots in task
assignment and routing is implemented in each one of the robots and is presented
in Fig. 1. It contains semantic, scheduling and the execution layer. Contrary to
ORCAS, in RAmI, we assume that robot configuration is fixed and that each
robot’s delivery capacity is limited by maximum item’s weight and dimensions.
Moreover, all resources and each item delivery are semantically described by a
human operator: e.g., meal/medicine, time of delivery, weight, dimensions, and
type of a meal/medicine. The semantic storage description contains the infor-
mation of available items and their hospital locations.

In the semantic layer, a set of compatible robots for each patient demand is
found by using a DL inference engine and SPARQL query language. Schedul-
ing layer contains the task assignment and route planning module. Based on
the semantically described delivery demand, each robot agent coordinates with
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Fig. 1. Proposed RAmI architecture implemented in each robot

other robot agents for the task assignment through the bi-level task assignment
algorithm in [9]. While MRT is responsible of the MRT task assignment, the
AmI network is responsible of updating the travel times under congestion in the
network and distributively optimizing robots’ routes by using the route finding
algorithm in [13]. Robots receive updated routes and travel times info from the
closest AmI agent. In the execution layer, the individual performance is moni-
tored in real time and in case of unpredicted events, a robot tries to coordinate
locally with its neighbors to lower their impact. If the local coordination is inef-
ficient, the scheduling layer recomputes the robots’ routes. In the case of larger
contingencies or the addition of robots that can improve the MRT’s performance,
RAmI architecture recomputes the routes starting from the semantic layer.

Except of route guidance, RAmI user assistance tasks may include, among
others: encouraging physical activity, medical supervision, offering entertain-
ment, maintaining social ties, item delivery (e.g., meal or a medicine) and assist-
ing a user in the case of urgency. These activities should be coordinated based
on priorities in the semantic layer of RAmI. We take different user and task
requirements into account to find the best possible sequence of tasks. In the
patient assistance context, the best sequence is the one that brings the best
well-being of the patient. To achieve this goal, we propose a coordination app-
roach involving two steps, Fig. 2. The first step consists in finding all the suitable
and consistent sequences of tasks. However, some tasks are not compatible and
cannot be performed at the same time. For example, simultaneous eating and
medical assistance. Similarly, some sequences of activities are not desirable, as,
e.g., two consecutive heavy physical activities. These requirements can be easily
integrated by semantic matching and then a classical constraint programming
approach to generate all the possible sequences.

In the second step, designing a mathematical program related with the well-
being of a patient is a challenging task since it is related to a patient’s physical
condition, mental state, habits, and the context: time of day, location, etc. This
is why the patient should be included in the decision-making preferably by learn-
ing his/her preferences according to rewards. These rewards could be awarded
directly by the patient depending on the sequence of offered activities or by
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physiological measures. For example, an evening activity sequence that improves
the patient’s sleep would have a high reward and we may use a reinforcement
learning approach.

Fig. 2. Overview of the two-step coordination mechanism

Users can be considered as sources of relevant knowledge (Fig. 1). Such knowl-
edge is needed in making adaptive and coherent decisions in the RAmI perfor-
mance. To better assist patients and caregivers, robots should reply to requests
that are declared explicitly or implicitly. In fact, users through their reactions
and feedback are an important source of information on how to achieve tasks in
an adaptive and personalized way (time to give medicine, route recommenda-
tion, etc.). Relatedly, in [4,16], implicit and explicit feedback are used to learn
users’ preferences in smart homes and for companion robots. Also, analyzing
contradictions may help in detecting the need of a more representative model
of the current environment. Furthermore, in the RAmI architecture, both AmI
agents and robots can help in handling conflicts in gathered data.

To achieve any task (e.g. medicine or food delivery or transporting blood
samples), each robot needs to navigate inside a building. MRT performance
depends on the navigational maps (i.e. areas where the robots can safely go) by
tracking human trajectories and integrating them within the probabilistic map
which is built directly through the conventional sensory readings (see, e.g., [14]).
Map updating is a background task during other mission execution by merging
maps produced by various robots.

Robot’s decisions and actions can be improved by using non-local information
coming from AmI sensors [17] and AmI actuators, e.g., automatic doors [19]. We
are specifically interested in the dynamic update of the control software of a robot
to deal with it. Previously, we worked on an architectural solution for robotics
applications and proposed the MaDcAr model [2]. More recently, we have been
working on a general-purpose for dynamic software update (DSU) [20] in the
context of dynamic object-oriented languages.

In our use-case scenario, the use of such a DSU mechanism eliminates the
stop, install and restart cycle. Updating a running application should preserve
its running state and the service provided to the users. Our solution provides
guarantee for correct continuation of the application’s threads and validation of
the application constraints after each update.
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The assumption in RAmI architecture (Fig. 1, module service route planning)
is to take advantage of distributed planning (each robot is responsible for its
own movements). [8] considers distributed planning in an MRT without human
presence.

3 Case Study Setting

We demonstrate the functionality of the Scheduling and Execution Layer of the
RAmI robot architecture by means of a simple case study related with item
delivery in Fig. 3. Given is a simple scenario of a building network with 5 nodes
and 6 arcs. There are two mobile robots positioned at o1 and o2, two patients
(at d1 and d2), and inventory node i. Moreover, given are arcs’ travel times tij
in minutes for each arc (i, j). Patients’ delivery items are ontologically described
through RDF. The objective is to find routes from the robots’ positions o1 and
o2 through inventory i to patients d1 and d2 that minimize the overall patient
delivery time.

Fig. 3. A simple 5 node AmI network. Arcs’ travel times in parentheses

Let us assume that both robots can deliver the demands of both patients
d1 and d2. Then, in the scheduling layer, the robots get assigned to patients’
demands (tasks) following steps in the MRTA algorithm [1] based on the updated
paths with shortest travel times given by SAs. The travel time computation is
done by the AmI network where SA nodes compute distributively the routes
through [13].

Let us analyze this simple example. Robots start the task assignment through
[9]. From o1 to d1 and from o2 to d2, there is only one simple path available
passing through i. The overall cost of this assignment is 16. From o1 to d2
and from o2 to d1, there are four simple paths available for each one of the
patient nodes d1 and d2. The overall cost of optimal paths (o1, i), (i, d2) and
(o2, i), (i, d1) is also 16. Since both assignments have the same cost, the solution
is found lexicographically. In the case of contingencies during the moving from
one node to another, the robots try to coordinate among themselves by locally
recomputing their routes by following the algorithm in [9]. If the solution is
unsatisfactory, they recompute routes in the scheduling layer. If one of them
breaks, then the other recomputes its route starting from the semantic layer.

In case of high travel time variations, robots should reroute. This is where
AmI agents play a crucial role in observing congestion and updating travel times.
The AmI agents compute the routes and inform the robots of the available routes’
arrival times.
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4 Conclusions

In this work, we proposed “Robots-Assisted Ambient Intelligence (RAmI)” archi-
tecture for robots that should work in multi-robot teams integrated with the net-
works of smart spaces (Ambient Intelligence networks) and users’ personal smart
devices. We discussed some open challenges to reach fully intelligent multi-robot
teams that can assist people in various daily activities. Moreover, we showcased
the functioning of the RAmI architecture on a meal or medicine delivery to
simultaneous multiple patients needing assistance. The focus of RAmI is on the
coordination of robot teams and multiple humans that share the same space
resources in their daily activities, related congestion control and the influence
of an individual (robot or human) action on the system’s performance in such
complex systems.

In future work, we intend to analyze the efficiency of our RAmI approach
related with unpredictable scenarios through simulations on building networks
of varying complexity with varying number of users.
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target allocation. In: Klügl, F., Ossowski, S. (eds.) MATES 2011. LNCS (LNAI),
vol. 6973, pp. 89–100. Springer, Heidelberg (2011). https://doi.org/10.1007/978-
3-642-24603-6 10

13. Lujak, M., Giordani, S., Ossowski, S.: Route guidance: bridging system and
user optimization in traffic assignment. Neurocomputing 151(1), 449–460 (2015).
https://doi.org/10.1016/j.neucom.2014.08.071

14. Papadakis, P., Rives, P.: Binding human spatial interactions with mapping for
enhanced mobility in dynamic environments. Auton. Robot. 41(5), 1047–1059
(2017). https://doi.org/10.1007/s10514-016-9581-1

15. Petitti, A., et al.: A network of stationary sensors and mobile robots for distributed
ambient intelligence. IEEE Intell. Syst. 31(6), 28–34 (2016)

16. Rashidi, P., Cook, D.J.: Keeping the resident in the loop: adapting the smart home
to the user. IEEE Trans. Syst. Man Cybern. Part A Syst. Hum. 39(5), 949–959
(2009)

17. Rodic, A., Katie, D., Mester, G.: Ambient intelligent robot-sensor networks for
environmental surveillance and remote sensing. In: 2009 7th International Sympo-
sium on Intelligent Systems and Informatics, pp. 39–44, September 2009

18. Sabattini, L., Chopra, N., Secchi, C.: Decentralized connectivity maintenance for
cooperative control of mobile robotic systems. Int. J. of Robot. Res. 32(12), 1411–
1423 (2013)

19. Sakaguchi, T., Ujiie, T., Tsunoo, S., Yokoi, K., Wada, K.: Intelligent ambience-
robot cooperation - door-closing tasks with various robots. In: 2009 IEEE Work-
shop on Robotic Intelligence in Informationally Structured Space, pp. 60–65, March
2009

20. Tesone, P., Polito, G., Fabresse, L., Bouraqadi, N., Ducasse, S.: Instance migration
in dynamic software update. In: Proceedings of International Workshop on Meta-
Programming Techniques and Reflection (META 2016) (2016). http://car.mines-
douai.fr/luc/files/pdfs/2016-Tesone-META.pdf

https://doi.org/10.1007/s10514-015-9483-7
https://doi.org/10.1007/s10514-015-9483-7
https://doi.org/10.1007/s10472-016-9507-9
https://doi.org/10.1145/2695664.2696024
https://doi.org/10.1007/978-3-642-19167-1_4
https://doi.org/10.1007/978-3-642-19167-1_4
https://doi.org/10.1007/978-3-642-24603-6_10
https://doi.org/10.1007/978-3-642-24603-6_10
https://doi.org/10.1016/j.neucom.2014.08.071
https://doi.org/10.1007/s10514-016-9581-1
http://car.mines-douai.fr/luc/files/pdfs/2016-Tesone-META.pdf
http://car.mines-douai.fr/luc/files/pdfs/2016-Tesone-META.pdf


AT 2017: Philosophical and Theoretical
Studies



Approximating Agreements
in Argumentation Dialogues

Juan Carlos Nieves(B)

Department of Computing Science, Ume̊a University, 901 87 Ume̊a, Sweden
jcnieves@cs.umu.se

Abstract. In many real applications, to reach an agreement between
the participants of a dialogue, which can be for instance a negotiation,
is not easy. Indeed, there are application domains such as the medi-
cal domain where to have a consensus among medical professionals is
not feasible and might even be regarded as counterproductive. In this
paper, we introduce an approach for expressing goals of a dialogue con-
sidering ordered disjunction rules. By applying argumentation semantics
and degrees of satisfaction of goals, we introduce the so-called dialogue
agreement degree. Moreover, by considering sets of dialogue agreement
degrees, we define a lattice of agreement degrees. We argue that a lat-
tice of agreement degrees suggests different approximations between the
current state of a dialogue and its aimed goals. Indeed, a lattice of agree-
ment degrees can show evidence about whether or not it is acceptable to
dismiss goals in order to maximize agreements regarding other goals.

1 Introduction

Formal argumentation has been revealed as a powerful conceptual tool for explor-
ing the theoretical foundations of reasoning and interaction in autonomous sys-
tems and multiagent systems [1,27]. Different dialogue frameworks have been
proposed by considering formal argumentation. Indeed, by considering formal
argumentation, the so-called Agreement Technologies have been introduced in
order to deal with the new requirement of interaction between autonomous sys-
tems and multiagent systems [22].

Formal argumentation dialogues have been intensively explored in the last
years [5,10,17,23,25] by the community of formal argumentation theory. Most
current approaches have been suggested as general frameworks for setting up
different kinds of dialogues. Roughly speaking, we can understand a dialogue as
a finite sequence of utterances: [u1, . . . , un]. Depending on the followed dialogue
approach [5,10,17,23,25], the sequence of utterances follows a protocol of valid
moves performed by the participants of a dialogue. Moreover, these approaches
are mainly oriented to a particular topic/goal that is usually denoted by a logical
formula. Hence, these dialogue approaches are only concerned about validating
a particular goal, i.e. a given logical formula. Therefore, we can say that these
approaches were defined for validating only static goals. This means that there
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is an agreement at the end of a dialogue upon whether the given goal holds true
in the outcomes of the dialogue; otherwise, there is no agreement at the end of
the dialogue.

In many real applications, to reach an agreement between the participants
of a dialogue is not easy [28,29]. Indeed, there are application domains such as
the medical domain where to have a consensus among medical professionals is
not feasible and might even be regarded as counterproductive [16]. In order to
illustrate this situation, let us consider a hypothetical scenario from the medical
domain in the field of human organ transplanting (the scenario is reported from
[21,29]):

Scenario 1 Let us assume that we have two transplant coordinators, one which
is against the viability of the organ (TCAD) and one which is in favour of the
viability of the organ (TCAR). TCAD argues that the organ is not viable since
the donor had endocarditis due to Streptococcus viridans, then the recipient could
be infected by the same microorganism. In contrast, TCAR argues that the organ
is viable because the organ presents correct function and correct structure and the
infection could be prevented with post-treatment with penicillin, even if the recipi-
ent is allergic to penicillin, there is the option of post-treatment with teicoplanin.

In the settings of the aforementioned scenario, one can argue that the main
goal is to keep alive the recipient; however, finding safe-organs is an issue for a
discussion since there are not unique criteria for selecting safe-organs [29].

We argue that managing dynamic degrees of agreement during a dialogue can
help with the management of disagreements during a dialogue. These dynamic
degrees of agreement can be defined by considering preferences between the
goals of a dialogue. Currently, dialogue systems manage mainly static goals that
usually are introduced as the topic of a dialogue [5,10,17,23,25]. Hence, these
approaches do not allow the specification of preferences between goals of a given
dialogue.

Depending on the application domain, we can argue that there are static and
dynamic goals during a dialogue. A static goal is a goal that cannot be skipped
during a dialogue and a dynamic goal is a goal that can change during a dialogue,
e.g., a goal that can be skipped during a dialogue. These assumptions suggest a
need for defining methods that can manage degrees of agreement on an ongoing
dialogue w.r.t. each intended goal of a dialogue. In these settings, some research
questions arise:

Q1: Given a dialogue, is there a partial degree of agreement between the par-
ticipants of a dialogue?

Q2: Given a dialogue, can we dismiss goals in order to maximize agreements
w.r.t. other goals?

In this paper, we address the aforementioned questions. To this end, we follow
Dung style [8] for selecting arguments from a set of arguments with disagree-
ments. We consider structured arguments, which are constructed from extended
logic programs. Moreover, logic programs with ordered disjunctions [7] are con-
sidered for expressing preferences between the goals of a dialogue. For instance,
a possible representation of the dialogue of Scenario 1 is:
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D = 〈Participants,Goals, Utterances〉

in which Participants = {TCAD, TCAR}, Goals = {keep alive recipient ←
�;healthy donor ← �; safe organs × managed disease ← �}. Let us observe
that the rule safe organs × managed disease ← � suggests that the dialogue
looks for safe organs for being transplanted; however, if not possible, the doc-
tors will argue for organs that can be treated post-transplanting. Utterances =
[u1, . . . , un] in which each ui(1 ≤ i ≤ n) is an utterance from either TCAD,
TCAR.

By considering dialogues, argumentation semantics and subsets of goals,
we introduce the so-called dialogue agreement degree. This dialogue agreement
degree considers different sets of goals such that each goal has a satisfaction
agreement degree in terms of satisfaction degrees of ordered-disjunction rules.
Considering sets of dialogue agreement degrees, we define a lattice of agreement
degrees. We consider that both dialogue agreement degrees and lattices of agree-
ment degrees are novel ideas that have not been explored in the settings of
formal argumentation dialogue before. Indeed, to the best of our knowledge, we
are introducing the first argumentation dialogue system that considers degrees
of agreements based on preferences among the goals of a dialogue. We argue
that a lattice of agreement degrees suggests different approximations between
the current state of a dialogue and its aimed goals. Indeed, a lattice of agree-
ment degrees can show evidence about whether or not it is acceptable to dismiss
goals in order to maximize agreements regarding other goals.

The rest of the paper is split as follows: In Sect. 2, basic concepts of logic pro-
gramming are introduced. Moreover, an approach for building arguments from
logic programs is presented. In Sect. 3, we introduce our approach for defining
dialogues considering preferences between the goals of a dialogue. In Sect. 4,
the concepts of dialogue agreement degree and lattice of agreement degrees are
introduced. In the last section, our conclusions and future work are outlined.

2 Background

In this section, a basic background in logic programming is presented. Mainly,
extended logic programs and logic programs with ordered disjunctions are pre-
sented. We are assuming that the reader is familiar with basic concepts of Answer
Set Programming (ASP). A good introduction to ASP is presented in [2]. In
terms of argumentation, we present an approach for building arguments from an
extended logic program.

2.1 Extended Logic Programs

Let us introduce the language of a propositional logic, which consists of propo-
sitional symbols: p0, p1, . . . ; connectives: ←,¬, not,�; and auxiliary symbols:
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( , ), in which ∧,← are 2-place connectives, ¬, not are 1-place connectives and
� is a 0-place connective. The propositional symbols, the 0-place connective �
and the propositional symbols of the form ¬pi (i ≥ 0) stand for the indecompos-
able propositions, which we call atoms, or atomic propositions. The atoms of the
form ¬a are also called extended atoms in the literature. In order to simplify the
presentation, we call them atoms as well. The negation symbol ¬ is regarded as
the so-called strong negation in the Answer Set Programming literature [2], and
the negation symbol not as negation as failure. A literal is an atom, a (called a
positive literal), or the negation of an atom not a (called a negative literal). A
(propositional) extended normal clause, C, is denoted:

a ← b1, . . . , bj ,not bj+1, . . . ,not bj+n (1)

in which j +n ≥ 0, a is an atom, and each bi (1 ≤ i ≤ j +n) is an atom. We use
the term rule as a synonym of clause indistinctly. When j+n = 0, the clause is an
abbreviation of a ← � (a fact), such that � is the propositional atom that always
evaluates to true. In a slight abuse of notation, we sometimes write a clause
C = a ← B+ ∧not B−, in which B+ := {b1, . . . , bj} and B− := {bj+1, . . . , bj+n}.
We denote by head(C) the head atom a of clause C.

An extended logic program P is a finite set of extended normal clauses. When
n = 0, the clause is called an extended definite clause. By LP , we denote the set
of atoms that appear in P.

Let A be a set of atoms and P be an extended (definite or normal) logic pro-
gram. r = a0 ← B+, not B− ∈ P is applicable in A if B+ ⊆ A. App(A,P ) denotes
the subset of rules of P which are applicable in A. C = a0 ← B+, not B− ∈ P
is closed in A if C is applicable in A and head(C) ∈ A.

Since we are using a comma for denoting the ∧ binary connective in the body
of the rules, we will use semicolon for separating elements in sets of rules.

2.2 Logic Programs with Ordered Disjunction

The formalism of Logic Programs with Ordered Disjunction (LPODs) was created
with the idea of expressing explicit context-dependent preference rules, which
select the most plausible atoms to be used in a reasoning process and to order
answer sets [7].

Technically speaking, LPODs are based on extended logic programs aug-
mented by an ordered disjunction connector × which allows for the expression
of qualitative preferences in the head of rules [7]. An LPOD is a finite collection
of rules of the form:

r = c1 × . . . × ck ← b1, . . . , bm, not bm+1, . . . , not bm+n (2)

where ci’s (1 ≤ i ≤ k) and bj ’s (1 ≤ j ≤ m+n) are atoms. The intuitive reading
behind a rule like (2) is that if the body of r is satisfied, then some ci must
be true in an answer set, if possible c1, if c1 is not possible then c2, and so on.
As previously stated, from a nonmonotonic reasoning point, each of the ci’s can
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represent alternative ranked options for selecting the most plausible (default)
rules of an LPOD.

The LPODs semantics was defined in terms of split programs. Split programs
are a way to represent every option of ordered disjunction rules with the property
that the set of all answer sets of an LPOD corresponds exactly to the answer sets
of the split programs. An alternative and more straightforward characterization
of the LPODs semantics was also given in terms of a program reduction defined
as follows:

Definition 1 (×-reduction) [7]. Let r = c1 × . . .× ck ← b1, . . . , bm, not bm+1,
. . . , not bm+n be an ordered disjunction rule and M be a set of atoms. The
×-reduction of a rule r is defined as:

rM
× = {ci ← b1, . . . , bm|ci ∈ M ∧ M ∩ ({c1, . . . , ci−1} ∪ {bm+1, . . . , bm+n}) = ∅}

The ×-reduction is generalized to an LPOD P in the following way:

PM
× =

⋃

r∈P

rM
×

Based on the ×-reduction, the LPODs semantics is defined by the following
definition:

Definition 2 (SEMLPOD) [7]. Let P be an LPOD and M be a set of atoms.
Then, M is an answer set of P if and only if M is closed under all the rules in
P and M is the minimal model of PM

× . We denote by SEMLPOD(P ) the set of
answer sets of P .

One interesting characteristic of LPODs is that they provide a means to represent
preferences among answer sets by considering the satisfaction degree of an answer
set w.r.t. a rule [7].

Definition 3 (Rule Satisfaction Degree) [7]. Let M be an answer set of an
LPOD P . The satisfaction degree M w.r.t. a rule r = c1 × . . .× ck ← b1, . . . , bm,
not bm+1 . . . , not bm+n, denoted by degM (r), is

– 1 if bj �∈ M for some j (1 ≤ j ≤ m), or bi ∈ M for some i (m+1 ≤ i ≤ m+n),
– j (1 ≤ j ≤ k) if all bl ∈ M (1 ≤ l ≤ m), bi �∈ M (m + 1 ≤ i ≤ m + n), and

j = min{r | cr ∈ M, 1 ≤ r ≤ k}.
The degrees can be viewed as penalties, as a higher degree expresses a lesser
degree of satisfaction. Therefore, if the body of a rule is not satisfied, then there
is no reason to be dissatisfied and the best possible degree 1 is obtained [7]. A
preference order on the answer sets of an LPOD can be obtained by means of
the following preference relation.

Definition 4 [7]. Let P be an LPOD, and M1 and M2 be two answers of P .
M1 is preferred to M2 (denoted by M1 >p M2) if and only if ∃ r ∈ P such that
degM1(r) < degM2(r) and �r′ ∈ P such that degM2(r

′) < degM1(r
′).
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2.3 Constructing Arguments from Extended Logic Programs

In this section, an approach for building arguments from a logic program is pre-
sented [14]. In the construction of these arguments, the well-founded semantics
(WFS) is used [12]. By lack of space, the definition of WFS is not presented, see
[12] for the formal definition of WFS. We just mention that WFS is a three-valued
semantics that infers a unique partial interpretation of a given logic program.
Hence, given a logic program P , WFS(P ) = 〈T, F 〉 such that the atoms that
appear in T are considered true, the atoms that appear in F are considered false,
and the atoms that are neither in T nor in F are considered undefined.

The following definition introduces an approach for constructing arguments
from an extended normal logic program.

Definition 5 [14]. Given an extended logic program P and S ⊆ P , ArgP =
〈S, g〉 is an argument under WFS, if the following conditions hold:

1. WFS(S) = 〈T, F 〉 such that g ∈ T .
2. S is minimal w.r.t. the set inclusion satisfying 1.
3. � g ∈ LP such that {g,¬g} ⊆ T and WFS(S) = 〈T, F 〉.
By Arg(P ) we denote the set of all of the arguments built from P .

Given an argument A = 〈S, g〉, S is usually called the support of A, g the
conclusion of A, Cl(A) = g and Sp(A) = S. Given a set of arguments Ag, ΔAg

denotes {Cl(A)|A ∈ Ag}.
Let us mention that there are other approaches for constructing arguments

from a logic program [6,8,11,26]. We are considering an approach that has shown
to be a conservative approach since it does not allow problematic arguments
such as the self-attacked arguments. For instance, the construction of arguments
suggested by Definition 5 will not construct arguments such as the argument
arg1 = 〈{a ← not a}, a〉; nevertheless, arg1 can be constructed by other
approaches for constructing arguments [26]. arg1 can be understood as a self-
attacked argument.

Formally attacks between arguments are binary relations between arguments;
moreover, these binary relations express disagreements between arguments. Intu-
itively, an attack between two arguments emerges whenever there is a disagree-
ment between these arguments. Attacks between arguments can be identified by
the following definition:

Definition 6 (Attack relationship between arguments) [14]. Let A =
〈SA, gA〉, B = 〈SB , gB〉 be two arguments such that WFS(SA) = 〈TA, FA〉 and
WFS(SB) = 〈TB , FB〉. We say that A attacks B, denoted by (A,B), if one of
the following conditions holds:

1. a ∈ TA and ¬a ∈ TB.
2. a ∈ TA and a ∈ FB.

At(Arg) denotes the set of attack relationships between the arguments belonging
to the set of arguments Arg.
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It has been shown that this definition of attack between arguments generalizes
other definitions of attacks between arguments based on logic programs [19].
Like Dung’s style, we define the resulting argumentation framework from a logic
program as follows:

Definition 7. Let P be an extended logic program. The resulting argumentation
framework w.r.t. P is the tuple: AFP = 〈ArgP , At(ArgP )〉.

Following Dung’s style [8], argumentation semantics are used for selecting
arguments from the resulting argumentation frameworks from logic programs.
An argumentation semantics σ is a function that assigns to an argumentation
framework AFP w.r.t. P a set of sets of arguments denoted by Eσ(AFP ). Each set
of Eσ(AF ) is called σ-extension. Let us observe that σ can be instantiated with
any of the argumentation semantics that has been defined in terms of abstract
arguments [3].

3 Dialogues and Relations Between Them

In this section, we introduce an approach for defining dialogues between agents.
These dialogues will have the property of expressing preferences between their
goals by using ordered disjunction programs. As was argued in Sect. 1, the main
aim of this paper is to study the outcomes (i.e. agreements) of an ongoing
dialogue by considering the current active knowledge of a dialogue and the set
of goals of this dialogue. Hence, we put less attention to the protocols that lead
the moves of the participants of a dialogue. The protocols that lead the moves
of the participants of a dialogue mainly depend on the kind of dialogue that a
dialogue-based system aims to implement [23,24].

Let us start by introducing the basic piece of a dialogue that is called utter-
ance.

Definition 8. An utterance of a given agent a is a tuple of the form 〈a,A〉 in
which A is an argument according to Definition 5.

For the sake of simplicity of presentation, the following notation is introduced.
Given an utterance u = 〈a,A〉, u∗ = A. Given a set of utterances U , U∗ =
{u∗| u ∈ U}.

An utterance is a suggested argument by an agent a in an ongoing dialogue.
Considering utterances, dialogues between a set of agents are defined as follows:

Definition 9. A dialogue is a tuple of the form 〈I, G,Dt
r〉 in which G is a

logic program with ordered disjunction and Dt
r is a finite sequence of utterances

[ur, . . . , ut] involving a set of participating agents I, where r, t ∈ N and r ≤ t,
such that:

1. Sender(us) ∈ I (r ≤ s ≤ t),
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in which Sender : U �−→ I is a function such that Sender(〈Agent,
Argument〉) = Agent and U denotes the set of all the possible utterances of
the participating agents I.

Given a dialogue, D = 〈I, G, [ur, . . . , ut]〉, UD = {ui|r ≤ i ≤ t, [ur, . . . , ut]}.
Let us illustrate Definition 9 considering the following simple abstract

example.

Example 1. Let D1 = 〈I, G,D2
1〉 such that I = {1, 2}, G = {a× c ← �; b ← �},

D2
1 = [u1, u2], u1 = 〈1, 〈{a ← not b}, a〉〉 and u2 = 〈2, 〈{c ← �; b ← c}, b〉〉.

Hence, D1 is a dialogue between two agents. D1 has as goals the topics expressed
in terms of two ordered disjunction rules: a × c ← � and b ← �. D1 has two
utterances: u1, u2. We can see that UD1 = {u1, u2}.

Let us observe that given a dialogue D, we can get an active knowledge
base, i.e. an extended logic program, w.r.t. D. Moreover, we can get the set of
conclusions of the utterances w.r.t. D.

Definition 10. Let D = 〈I, G, U t
r〉 be a dialogue.

– The active knowledge base w.r.t. D, denoted by AD, is AD =
⋃

u∈UD
Sp(u∗).

– The argument-conclusions of the utterances w.r.t. D, denoted by CD, is: CD =⋃
u∈UD

Cl(u∗).

The active knowledge of a dialogue is the information that the participating
agents of a dialogue have shared by means of arguments.

Example 2. Considering the dialogue D1 introduced by Example 1, we can see
that:

AD1 = {a ← not b; c ← �; b ← c}
CD1 = {a, b}
Considering the information of a dialogue in terms of utterances, active

knowledge and arguments, we define four kinds of sub-dialogues.

Definition 11. Let D = 〈I, G, U t
r〉, D′ = 〈I ′, G′, U j

i 〉 be two dialogues.

– D′ is a sub-dialogue w.r.t. utterances of D (D′ �u D) iff U∗
D′ ⊆ U∗

D.
– D′ is a sub-dialogue w.r.t. active-knowledge of D (D′ �ak D) iff AD′ ⊆ AD.
– D′ is a sub-dialogue w.r.t. argument-conclusions of D (D′ �ac D) iff CD′ ⊆

CD.
– D′ is a sub-dialogue w.r.t. goals of D (D′ �g D) iff G′ ⊆ G.

We illustrate Definition 11 in the following example.

Example 3. Let D1 be the dialogue introduced by Example 1 and D2 =
〈I2, G2,D

1
1〉 such that I2 = {1, 2}, G2 = {a × c ← �; b ← �}, D1

1 = [u1]
and u1 = 〈1, 〈{a ← not b}, a〉〉.

We are assuming that D1 and D2 have the same participating agents. Fol-
lowing Definition 11, the following sub-dialogue relations hold: D2 �u D1,
D2 �ak D1, D2 �ac D1, D2 �g D1 and D1 �g D2.
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Given that the definitions of sub-dialogues, introduced by Definition 11, are
basically defined in terms of subsets, the equality between dialogues is defined
by the classical definition of set-equality.

Definition 12. Let D = 〈I, G, U t
r〉, D′ = 〈I ′, G′, U j

i 〉 be two dialogues and
ε ∈ {u, ak, ac, g}. D and D′ are ε-equal (D′ =ε D) iff D′ �ε D and D �ε D′

holds.

It is easy to see that if two dialogues are utterances-equal, then they are
active-knowledge and argument-conclusions equal. However, if two dialogues are
active-knowledge equal, it does not imply that they are utterances-equal and
argument-conclusions-equal. The main reason for this is because one can con-
struct two arguments with same conclusions but with different supports. This
property is quite common in different approaches for constructing arguments
from a knowledge base [6,18,26].

Considering a dialogue, two argumentation frameworks can be derived
from it.

Definition 13. Let D = 〈I, G, U t
r〉 be a dialogue.

– The resulting argumentation framework AFu
D w.r.t. D and its utterances is

〈U∗
D, At(U∗

D)〉.
– The resulting argumentation framework AF ak

D w.r.t. D and its active-
knowledge is 〈Arg(AD), At(Arg(AD))〉.

AFD refers to either AFu
D or AF ak

D .

We can illustrate Definition 13 with the following simple example:

Example 4. Let D1 be the dialogue introduced by Example 1.

AFu
D1

w.r.t. D1 is 〈{arg1, arg2}, {(arg2, arg1)}〉

AF ak
D1

w.r.t. D1 is 〈{arg1, arg2, arg3}, {(arg2, arg1)}〉

in which arg1 = 〈{a ← not b}, a〉, arg2 = 〈{c ← �; b ← c}, b〉 and arg3 = 〈{c ←
�}, c〉.

Let us observe that the arguments of AFu
D are the arguments that the partici-

pating agents of D have explicitly shared by means of utterances in the dialogue.
However, considering the active-knowledge of a dialogue new both arguments
and attacks can emerge; hence, AF ak

D suggests a different view of the shared
information in a dialogue. Nevertheless, we can identify a relationship between
AFu

D and AF ak
D .

Proposition 1. Let D = 〈I, G, U t
r〉 be a dialogue, AFu

D = 〈Au, Atu〉 and
AF ak

D = 〈Aak, Atak〉. It holds the following subset relations: Au ⊆ Aak and
Atu ⊆ Atak.
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We consider that AFu
D and AF ak

D show different perspectives of an ongoing
dialogue. Hence, these two views of an ongoing dialogue can be taken in consid-
eration for defining strategic plans of dialogue-moves by the participating agents
in a dialogue, e.g., in a negotiation dialogue.

4 Agreement Degrees of Dialogues

Up to now, we have seen how to deal with the information that has been shared
by the participating agents of a dialogue in terms of argumentation frameworks;
however, we have not seen how this information can be understood regarding
the goals of the dialogue. As was mentioned in the previous section, the shared
information in a dialogue can define different argumentation frameworks regard-
ing the active knowledge of a given dialogue. Now in this section, we will use
these argumentation frameworks for exploring the satisfiability of the goals of a
given dialogue.

The inference from argumentation frameworks is usually led by considering
argumentation semantics. Hence, we will use σ-extensions of a σ argumentation
semantics for defining answer sets of ordered disjunction rules as follows:

Definition 14. Let D = 〈I, G, U t
r〉 be a dialogue, G′ ⊆ G and σ be an argu-

mentation semantics. A σ-extension Eσ ∈ Eσ(AFD) is a σ-model of G′ iff
M = LG′ ∩ ΔEσ

is an answer set of G′. Mσ(AFD, G′) denotes the set of all
σ-models inferred by the argumentation semantics σ w.r.t. AFD and G′.

Let us observe, in Definition 14, that the σ argumentation semantics is sug-
gesting sets of atoms that can be considered for satisfying the goals of a dialogue.
As was mentioned in Sect. 2.2, an answer set infers a satisfaction degree of an
ordered disjunction rule. Hence, considering this satisfaction degree of each goal
(an ordered disjunction), we define a satisfaction degree of a set of goals as
follows:

Definition 15. Let D = 〈I, G, U t
r〉 be a dialogue, G′ ⊆ G, σ be an argumenta-

tion semantics. The satisfaction degree of M ∈ Mσ(AFD, G′) w.r.t. AFD and
G′ is:

degM (AFD, G′) = max{degM (r)|r ∈ G′}
Let us observe that degM (AFD, G′) is capturing the satisfaction degree of

the ordered disjunction rule that was worst satisfied. It is worth mentioning
that according to Definition 4, an ordered disjunction rule with higher degree
expresses a lesser degree of satisfaction. Hence if a dialogue and an argumentation
semantics suggest that the degM (AFD, G′) = 1 means that all the goals of G′

were satisfied in its best case. However, if degM (AFD, G′) = 2 means that at
least one of the decisions (i.e. an ordered disjunction rule) of G′ took the second
option.

We can define preferences between σ models considering the satisfaction
degree defined by Definition 15.
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Definition 16. Let D = 〈I, G, U t
r〉 be a dialogue, G′ ⊆ G and σ be an argumen-

tation semantics. If M1,M2 ∈ Mσ(AFD, G′), M1 is preferred to M2 (denoted
by M1 >p M2) if and only if degM1(AFD, G′) < degM2(AFD, G′).

It easy to see that >p defines a partial ordered set considering all the σ models
suggested by an argumentation semantics σ. Let us denote by Upp(D,G′, σ) the
satisfaction degree of the members of the upper bound of (Mσ(AFD, G′), >p).

Now we are ready for defining the dialogue agreement degree suggested by
an argumentation semantics σ regarding a given dialogue.

Definition 17 (Dialogue agreement degree). Let D = 〈I, G, U t
r〉 be a dia-

logue, G′ ⊆ G and σ be an argumentation semantics. The dialogue agreement
degree of D w.r.t. AFD and σ (denoted by D-Deg(D,AFD, G′, σ)) is a tuple of
the form 〈i/n, Upp(D,G′, σ)〉 such that i = |G′| and n = |G|.

According to Definition 17, a dialogue D reaches a total agreement whenever
D-Deg(D,AFD, σ) = 〈1, 1〉, which means that all the goals were satisfied and all
of them took the best option.

Example 5. Once again, let us consider the dialogue D1 introduced by
Example 1. Hence, D1 = 〈I, G,D2

1〉 such that I = {1, 2}, G = {a × c ← �; b ←
�}, D2

1 = [u1, u2], u1 = 〈1, 〈{a ← not b}, a〉〉 and u2 = 〈2, 〈{c ← �; b ← c}, b〉〉.
As we saw in Example 4, AF ak

D1
w.r.t. D1 is 〈{arg1, arg2, arg3},

{(arg2, arg1)}〉 in which arg1 = 〈{a ← not b}, a〉, arg2 = 〈{c ← �; b ← c}, b〉
and arg3 = 〈{c ← �}, c〉.

If we consider the grounded semantics [8], denoted by gs, Egs(AF ak
D1

) =
{{arg2, arg3}}. We can see that Δ{arg2,arg3} = {b, c}. Moreover, one can see
that Mgs = LG ∩ Δ{arg2,arg3} is a gs-model of G.

Let us denote by r1 = a × c ← � and r2 = b ← �. We can see that
degMgs

(r1) = 2 and degMgs
(r2) = 1. Therefore, degMgs

(AF ak
D1

, G) = 2.
Since the grounded semantics only infers a unique gs-model, we get a unique

element in Mgm(AFD1 , G). One can see that D-Deg(D1, AF ak
D1

, G, gs) = 〈1, 2〉.
By removing goals from G, one can get different agreement degrees w.r.t. AF ak

D

and gs. For instance, by considering the sets {a × c ← �} and {b ← �}, we get:

D-Deg(D1, AF ak
D1

, {a × c ← �}, gs) = 〈0.5, 2〉.
D-Deg(D1, AF ak

D1
, {b ← �}, gs) = 〈0.5, 1〉.

In Fig. 1, it is depicted the different agreement degrees that can be committed
considering the current sequence of utterances of D1. Let us point out that Fig. 1
suggests different readings regarding dismissing some of the goals of the D1. For
instance, D-Deg(D1, AF ak

D1
, {b ← �}, gs) = 〈0.5, 1〉 suggests that one of the goals

is satisfied in its optimal value; however, it is skipping other goals of the dialogue.

One can observe that agreement degree values are monotonic regarding the
size of the set of goals.
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Fig. 1. A lattice of agreement degrees of Example 5.

Proposition 2. Let D = 〈I, G, U t
r〉, D′ = 〈I ′, G′, U j

i 〉 be two dialogues and σ
be an argumentation semantics.

– If D =u D′ and D′ �g D, then j′ ≤ j such that D-Deg(D,AFD, G, σ) = 〈i, j〉
and D-Deg(D′, AFD′ , G′, σ) = 〈i′, j′〉.
As we can see in Fig. 1, if we consider all the possible subsets of the set

of goals of a dialogue, we can identify different understanding of an ongoing
dialogue in terms of agreement degrees. Therefore, by having a list of utterances
U t

r , we can identify the best possible agreements that are possible to reach by
considering different subsets of goals. Hence, a lattice of agreement degrees is
defined as follows:

Definition 18 (Lattice of agreement degrees). Let D = 〈I, G, U t
r〉 be a

dialogue, σ be an argumentation semantics. The lattice of agreement degrees
w.r.t. D and σ is Ωσ

D = (L,≤Ω) in which:

– L = {〈G′, Upp(D′, G′, σ)〉|G′ ∈ 2G \ ∅,D′ = 〈I, G′, U t
r〉}

– ≤Ω is a lexicographical order considering the ⊆ relation for the first element
of the tuple and the numerical relation ≤ for the last element of the tuple.

Let us observe that one can also define a lattice of agreements considering
all the possible tuples suggested by Definition 17. The unique difference will be
the first element of the tuples.

Let us point out that Ωσ
D is defined in terms of a particular argumentation

semantics σ. Nevertheless, by considering different argumentation semantics, one
can identify different evaluations of the elements of Ωσ

D.
Before ending this section, let us mention that the big issue regarding the con-

struction of Ωσ
D is the computational complexity of the argumentation semantics

σ. An important concern in argumentation semantics is the computational com-
plexity of the decision problems that has been shown to range from NP-complete
to Π(p)

2 -complete [9].

5 Conclusions and Future Work

Currently, formal argumentation dialogue systems see the disagreements of a
dialogue from the perspective of a unique argumentation framework [5,20]. How-
ever, in open environments of agents, the participating agents of a dialogue can
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join a dialogue and have different interpretations of the shared knowledge by
the participating agents. From this perspective, we consider that a given share
knowledge base can give place to different argumentation frameworks. In this
paper, we show that the active knowledge of a dialogue at least can give place to
two different argumentation frameworks AF ak

D , AFu
D (see Definition 13). Consid-

ering Proposition 1, it is easy to see that AF ak
D is an expansion [4] of AFu

D. We
have considered an approach, for constructing arguments, that does not allow us
to construct self-attacked arguments. However, considering other constructions
of arguments (e.g., [26]), one can identify different argumentation frameworks
from the same active knowledge base of a dialogue. From this perspective, the
use of self-attacked arguments can be an interesting topic for defining strategies
in order to decide the next moves of an ongoing dialogue.

We show that by considering an argumentation semantics approach we can
manage ordered disjunctions rules such that these ordered disjunctions rules
capture preferences between goals of a dialogue. We show that argumentation
semantics can define different satisfaction degrees of the goals of a dialogue,
which are captured by ordered disjunctions rules. Hence, considering the active
knowledge of a dialogue and an argumentation semantics, we introduce an app-
roach for measuring an agreement degree of a dialogue. Considering this agree-
ment degree of a dialogue, we introduce an approach for answering the research
question Q1. It is clear that if we change the argumentation semantics, the
dialogue agreement degree can change. Hence, a new research question arises:

Q3: Which argumentation semantics infers the maximum (or minimum) agree-
ment degrees of a dialogue and its goals?

Answering Q3 will be part of our future work. Let us point out that by
considering different argumentation semantics one can define different lattices of
agreement degrees. It is known that there are different sub-contention relations
between different well-acceptable argumentation semantics [3]. Hence, to see the
effect of these sub-contention relations in agreement degrees of dialogues will be
also part of our future work.

Considering the lattice of agreement degrees, we introduce an approach for
answering Q2. Let us observe that Ωσ

D = (L,≤Ω) shows a picture of the pros and
the cons of eliminating goals of a dialogue since L is defining different agreement
degrees by considering different subset of goals of the initial set of goals of a
dialogue.

Let us point out that in this paper we are introducing a novel approach for
modeling dialogues with preferences in their goals. Moreover, the satisfaction
degree of a dialogue is a novel approach for defining heuristics to decide the next
move in an ongoing dialogue. In this regard, let us highlight that the process
of deciding which set of rules to disclosure from a private knowledge has been
shown to be NP-complete even when the problem of deciding whether a given
theory entails a literal can be computed in polynomial time [13]. Hence, the
suggested lattice of agreement degrees can define heuristics in the settings of
strategic argumentation [13].
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From our applied research, we have observed that considering only static
goals in a dialogue do not work in real applications. For instance, let us consider
the case of persuasive software agents. If a given persuasive software agent has as
a goal to persuade a given human agent, the persuasive software agent will need
take into consideration different possible scenarios of agreement where different
user preferences can be partially satisfied during a dialogue. Hence, we consider
that by modeling preferences between the goals of a dialogue, one can incorporate
user preferences into dialogues between software agents and human agents [15].

Acknowledgements. The author is very grateful to the anonymous referees for their
useful comments.
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Abstract. E-Tourism applications require reliable means for sharing
and reusing information and the possibility to add intelligence and
inferred knowledge. In this paper, we focus on developing an ontology
or common vocabulary for the tourism domain and, in particular, to
represent resources from Croatia. We evaluate some of the most pop-
ular ontology development methodologies for this case. As a result of
this assessment we present a proposal for a methodology that combines
activities from both traditional and simplified methods.
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1 Introduction

As the amount of touristic information and services available online increases,
the challenge is how to coordinate the activities that all involved agents, both
humans and machines, need to carry out, including searching for information,
planning transportation, accommodation, etc. In order to facilitate agent inter-
action, it is necessary to represent and share common representations of a given
domain. Ontologies are useful for common knowledge sharing. For heterogeneous
agents to interact, they need to share the terminology they use in their models.
Otherwise, ontology alignment [2] is necessary, which is a more difficult task.
Ontologies not only provide the basics for representing knowledge but also pro-
vide the means for reasoning possibilities, which are important for automatically
inferring knowledge. Therefore the tourism industry can benefit of these tech-
nologies by improving the search and browsing for tourists and enterprises.

The work presented in this paper contributes to the interoperability in the
tourism domain by proposing a new general ontology for representing touristic
information. In our case, we were inspired and created a specific ontology for the
case of Croatia. Most common ontology development methodologies are difficult
for not experienced users. For this reason we also propose a new methodology
which follows a simple and common software engineering lifecycle with not so
many activities and phases.

c© Springer Nature Switzerland AG 2018
F. Belardinelli and E. Argente (Eds.): EUMAS 2017/AT 2017, LNAI 10767, pp. 516–522, 2018.
https://doi.org/10.1007/978-3-030-01713-2_36

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01713-2_36&domain=pdf
http://orcid.org/0000-0003-4514-4609
http://orcid.org/0000-0002-8962-6856
http://orcid.org/0000-0001-8298-4178


An Ontology for Sharing Touristic Information 517

The paper is organised as follows. In Sect. 2 we present some related works.
Section 3 describes the proposed ontology. A new methodology for developing
ontologies is described in Sect. 4. We conclude the paper with Sect. 5.

2 Related Works

Several ontologies and vocabularies have been proposed for tourism applications.
The Harmonise1 Ontology was developed as a mediating ontology to map dif-
ferent tourism ontologies. The core ontology contains concepts and properties
mainly related to accommodation and events. The OnTour [9] is an OWL ontol-
ogy focused on accommodation and activities. Hi-Touch [5] created an ontol-
ogy that contains over 1000 concepts focusing on tourism and cultural prod-
ucts offered, packages and consumer needs for travel agency assistants The
project Satine [4] developed an ontology to annotate tourism Web Services.
The IMA@GINE IT [1] project developed ontologies for transport and tourism
recommendation systems depending on user location.

With the goal of structuring the tourism ontology development process we
used four well-known methodologies. For each of them we tested the general util-
ity, the number of activities of stages, the duration of the “design” activity, at
what stage of lifecycle is considered the reusing of other ontologies - which could
unnecessarily lengthen the development process-, and if the name of the activ-
ities and phases is confusing and differs excessively from a traditional software
engineering lifecycle. In the following we briefly describe each of those ontologies.

– Ontology Development 101. This is a simplified methodology [8] recommended
for beginners in ontology design. After practical experience in the develop-
ment of tools such as Protégé2000, Ontolingua and Chimaera they came up
with a set of heuristics as a conclusion. The methodology includes seven activ-
ities: (1) Determine scope, (2) Consider reuse of ontologies, (3) Enumerate
important terms, (4) Define classes and class hierarchy, (5) Define properties,
(6) Define constraints, and (7) Create instances.

– Horrocks method. The simplified method proposed by Horrocks [6] focuses on
simple ontology development. The methodology has two phases: (1) Set how
the domain works and (2) Build the OWL ontology.

– METHONTOLOGY. This methodology [3], inspired by the IEEE software
development process and previous knowledge engineering methodologies, con-
tains seven phases: (1) Specification, (2) Knowledge Acquisition, (3) Concep-
tualization, (4) Integration, (5) Implementation, (6) Evaluation and (7) Doc-
umentation.

– ON-TO-KNOWLEDGE. This methodology [10] is process-oriented with an
evolutionary approach and contains five mains phases: (1) Feasibility study,
(2) Kickoff, (3) Refining, (4) Evaluation and (5) Application and Evolution.

Table 1 summarises several characteristics that we consider important.

1 http://www.harmo-ten.org/.

http://www.harmo-ten.org/
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Table 1. Comparative methodology analysis

Methodology Type Software
engineering life
cycle coverage

When reusing
of ontologies in
life cycle

Descriptive
level

Ontology
development 101

Simplified Incomplete-Lacks
evaluation

Early (Consider
reuse of
ontologies)

Intuitive

Horrocks Simplified Not following
lifecycle pattern

Not reusing Not very
detailed-
intuitive

Methontology Prototype
improvement

Yes Late
(Integration)

Quite detailed

On-To-
Knowledge

Process-
oriented

Emphasis on early
stages, not design

Early (kick-off) Detailed-lacks
design

3 Proposed Tourism Ontology

We created a generic ontology as well as instances for the specific case of Croatia.
As domain information sources, we mainly used the Croatian official tourism
website. We navigated the whole site and looked for every name or substantive
that would give back terms with meaning. Touristic and geographic information
was gathered. We also relied on the knowledge of domain experts to complete
some categories. Special emphasis was made in describing natural resources such
as mountain, river, lake, island, islet, which could be of interest in the future
for other neighboring countries with similar resources. Figure 1 shows a partial
radial view of the first two levels of the class hierarchy. The ontology is organised
in eight main parts corresponding to the first level of classes, which we describe
in the following paragraphs.

– Document : is intended to control the type of access to driving, international
routes, etc.

– Touristic resources: allow describing types of accommodation, cultural his-
toric attractions, events, points of interest, routes, social attractions and
transportation infrastructures.

– Place: includes classes and properties for describing uninhabited and natural
spaces, such as archipelagos, beaches, islands, forests, etc.

– Person: it represents different types of users: tourists and owners of touristic
resources. We distinguish between EU and non-EU people, which may be
useful for mobility reasons and visa applications, among others.

– TouristRegion: describes the regions or places most visited and that could be
linked to a particular geographic area, coastal or administrative region.

– Activity : is intended to represent activities available for tourists, such as
sports (fishing, football, hiking, scuba diving, surfing?), sightseeing and
nightlife.
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– TransportationMeans: different possible means of transportation are repre-
sented (aircraft, airplane, helicopter, boat, ship, train, tram?).

– Geographic Area: entities that describe natural and geographic areas, such as
coastal settlements, countries, counties, cities, squares, streets, ways.

The generic tourism ontology2 contains 183 classes and 92 properties, while
537 individuals3 were created representing Croatia resources.

The proposed tourism ontology was implemented from scratch following first
an intuitive approach and then improved with a structured methodology. Later,
we checked for logic consistence and domain coherence and query capabilities.

We carried out three different activities to evaluate the proposed ontology.
First, we used Ontology Pitfall Scanner!4, a tool for analysing good practices.
Then, we executed several SPARQL queries5. Finally, we created a prototype of
app for searching information about ferries in Croatia.

Fig. 1. Partial view of the first two levels of the ontology. All arcs represent subClassOf
relations. The top concept (owl:Thing) of the hierarchy is in the center of the picture.

4 Proposed Methodology

Most common ontology development methodologies are difficult for not expe-
rienced users. We propose a methodology that follows a simple and common
software engineering lifecycle with not so many activities and phases, so the
learning curve for non-experts in ontologies is reduced. After a careful analysis
of the strengths of the four well-known methodologies described in Sect. 2, we
propose a new methodology that combines some of the activities and suggests
optional activities.
2 http://www.ia.urjc.es/ontologies/tourism.ttl.
3 http://www.ia.urjc.es/ontologies/croatia tourism.ttl.
4 http://oops.linkeddata.es/.
5 SPARQL is a language for querying RDF data.

http://www.ia.urjc.es/ontologies/tourism.ttl
http://www.ia.urjc.es/ontologies/croatia_tourism.ttl
http://oops.linkeddata.es/
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1. Requirement specification/scope. As suggested in [8], it is recommend-
able to start the development of an ontology defining its domain and scope.
The first activities from Ontology Development 101 and Methontology would
be wholly contained in this stage. In addition, we should identify information
in use cases of ontology, text analysis, and questions to domain experts or
local citizens. This phase includes a subactivity Reusing existing ontologies,
which is convenient to be carried out in an early phase of development.

2. Analysis. For the analysis phase, we again focus on the information available
(e.g. on a website) to get a comprehensive list of relevant terms. We brain-
storm possible hierarchies and without worrying about overlapping entities.
It is better to avoid flooding with terms. Restructuring a hierarchy afterwards
or eliminating redundancies could affect efficiency. At the same time, com-
petence questions are evaluated looking for further substantives resulting in
more concepts.

3. Design. Design is a difficult and iterative process. We take into consid-
eration the recommendations of different authors. Looking for efficiency,
Uschold and Grüninger [11] recommend be precise designing but not too
specific or detailed. Otherwise, this approach could overflow the ontology
with several redundant terms. The so-far-recommended middle-out strategy
is far more efficient than other approaches to build an optimised hierarchy.
It means applying generalization just for the crucial concepts. This phase
includes two optional activities: (i) Design Refinement (assimilated from On-
To-Knowledge and highly recommended) and (ii) Atypical entities elimina-
tion [7].

4. Implementation. During the implementation phase the knowledge acquired
so far is represented explicitly using a description language (e.g. OWL) and
an edition tool (e.g. Protégé). The ontology itself is the end product of this
phase.

5. Evaluation. The evaluation phase is not always present in other traditional
methodologies. The ontology is assessed technically according to the require-
ments document. The evaluation checks throughout the whole lifecycle to
guarantee that the ontology is correct and in sync with the original idea.
Every error found could be compiled in an evaluation document.

6. Maintenance. Even though in some analysed methodologies, evaluation and
maintenance are combined in only one activity, we recommend a separate
activity to test any requisite changes along the lifecycle. Some guidelines
could be produced as a result of this phase that could serve as additional
documentation of the ontology.
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5 Conclusions

In this paper, we have presented a vocabulary for representing touristic infor-
mation using ontologies, and a specific ontology populated with instances of
Croatia resources. Furthermore, we have proposed a methodology for ontology
development by non-expert users that takes into account existing methodologies
and software engineering lifecycle. Thus, we provided with a reduced and clear
set of activities, which we expect contribute to easy the ontology development
process for non-expert users.

The resulting ontology was tested, firstly through SPARQL queries to prove
the possibilities of querying the vocabulary and secondly with an Android pro-
totype. We tried to lie our focus just in a subset of the ontology - Islands of
Croatia and natural resources. In fact, it was not an arbitrary decision; there
was real need of a search application or search engine applied to Croatia islands,
due to the complexity of transport for tourists among islands.

In the future, we plan to extend our ontology to add more geographical
and geological features, which could be of interest for bordering countries with
common natural resources such as Slovenia. In addition, we plan to extend the
set of instances of Croatia touristic information, and working on automating
the extraction of instances from texts. We also intend to continue assessing the
correctness and possibilities of the new methodology and understanding what
explicitly requires a methodology for a proper development.
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Abstract. The present work is a study of the detection of negative
affective or emotional states that people have using social network sites
(SNSs), and the effect that this negative state has on the repercussions
of posted messages. We aim to discover in which grade an user having an
affective state considered negative by an analyzer (Sentiment Analyzer
and Stress Analyzer), can affect other users and generate bad reper-
cussions, and to know whether its more suitable to predict a bad future
situation using the different analyzers. We propose a method for creating
a combined model of sentiment and stress and use it in our experimen-
tation in order to discern if it is more suitable to predict future bad
situations, and in what context. Additionally, we created a Multi-Agent
System (MAS) that integrate the analyzers to protect or advice users,
which uses the trained and tested system to predict and avoid future
bad situations in social media, that could be triggered by the actions
of an user that has an emotional state considered negative. We conduct
this study as a way to help building future systems that prevent bad
situations where an user that has a negative state creates a repercussion
in the system. This can help avoid users to achieve a bad mood, or help
avoid privacy issues, in the way that an user that has a negative state
post information that he don’t really want to post.

Keywords: Agents · Multi-Agent System · Social Networks
Sentiment Analysis · Stress · Stress Analysis · Advice · Privacy · Users

1 Introduction

In the actual society, we are immersed on a constant stream of on-line applica-
tions. One of the most important of them are Social Networks or Social Network
Sites (SNSs). There are plenty of situations when we can be at risk or suffer
negative consequences of being in a SNS [1]. Teenagers face several risks at SNSs
and have some characteristics that make them more vulnerable to those risks [2].
Publishing a post can have negative consequences and lead to regret [3].
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Moreover, it has been proved that a negative emotional state can lead to a
poor decision making, In [4], a study demonstrates the role of cognitive bias,
emotional distress and poor decision making in the gambling disorder. More
specifically, and related to the emotional state, [4] demonstrates that patholog-
ical gambling correlated with negative emotional states. The more individuals
have a problematic gambling involvement, the more they experience anxiety and
depression.

In [5], the effects that incidental moods, discrete emotions, integral affect and
regret can have in the decision making process are reviewed. By incidental moods
and discrete emotions we mean affective states that are not linked directly with
the task at hand (e.g., moods and emotions at the time of making a decision);
Integral affect is affect that arises from the task that is being performed [5].
They show that incidental moods proved to affect decision making by altering
people’s perception. Discrete emotions, integral affect and regret also shown to
affect it and regret can do it in the form of anticipated regret (thinking of the
bad outcome before it happens).

Since the stress has been observed to be associated with a concrete emotional
state [6], it is suitable for building a system that analyzes the emotional state
of the users. Our aim is to build a system capable of recognizing the potential
bad outcomes when an user in a SNS is interacting with the network, and more
concretely we focus on the case of the publication of messages on it. Being able
to predict a bad consequence we would advice users to protect them and to
make their experience in SNSs more satisfactory and safe. For this purpose we
designed a MAS that has multiple agents, that perform different kinds of analysis
(sentiment, stress, combined), and interacts with the users advising them at the
moment of publishing a message. This system has been integrated in a SNS to
perform advices to the users according to their emotional states, in order to help
them with the decision making process, and for avoiding bad future situations
that could be triggered by, for example, publishing something that you don’t
really want to post (due to the emotional state causing cognitive distortions).
In this paper we focus on the agents Sentiment Analyzer, Stress Analyzer and
combined version. A design of the whole system is detailed in Sect. 3.

For that intention, we present the current work as an study for determining
how the emotional state or stress level when writing a message can determine
the repercussion of publishing a message, as the emotional state or stress of the
messages that come as a result of it. Concretely we will analyze the sentiment
polarity and stress levels of the replies of a message to determine if it caused a bad
repercussion or not. We analyze the state with our set of analyzers (Sentiment,
Stress and combined model), of both the messages and the replies of them, for
the purpose of determining whether being in a concrete emotional state or having
a level of stress (or a combination of both), can cause a future situation of bad
consequences (other people with a similar state). Also, we want to study what
kind of analysis can predict better a potential bad outcome (sentiment, stress or
combined), and in which cases.
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2 Related Work

In this section we are going to discuss the previous works related to the topic of
study, which are the Sentiment Analysis and Stress Analysis work, the work on
risk prevention on SNSs, and on modeling user state.

Sentiment Analysis, is a field of research that intends to study the phenom-
ena of opinions, sentiments, evaluations, appraisal, attitude and emotion through
different kinds of media (e.g. written messages, images, etc.) [7]. When we look
into the literature searching for previous works in Sentiment Analysis in texts
(which is the most common), we will find that there are four well differentiated
techniques: document-level Sentiment Analysis, sentence-level Sentiment Anal-
ysis, aspect-based Sentiment Analysis and comparative Sentiment Analysis [8].
The kind of analysis depends on the level of fine grained Sentiment Analysis that
we choose to perform, starting out from the document level Sentiment Analy-
sis (sentiment from the entire document), to sentence level (sentiment in a sen-
tence), and finally to the aspect based Sentiment Analysis (sentiment in concrete
aspects, as sequences of words that can be one word, found in the text). Finally
comparative Sentiment Analysis is an exception, where comparative sentences
are used to learn which are the preferred entities, associated to comparative
words appearing in the sentences (the sentiment words for the model) [8]. For
the present study we choose to use aspect based Sentiment Analysis on texts,
so we can perform a fine grained analysis, focusing on terms that may contain
sentiment and not entire sentences or documents, which may contain more than
one.

There are two main issues that appear recurrently in the literature when
working with Sentiment Analysis, that are aspect extraction and sentiment clas-
sification. We can also find works that use hybrid approaches, and there are
several techniques that intend to solve those topics [9].

1. Aspect detection: For aspect detection we can find frequency based methods,
which use the frequency of the terms in the training corpus to put them as
aspects or not in the aspect set (the most frequent terms are added) [10];
Detection through generative models (e.g. Conditional Random Fields or
CRF), that use a variated set of features [11]; Non supervised machine learn-
ing techniques (e.g. Linear Discriminant Analysis or LDA) [12]. We will use a
frequency based method because it helps to know what aspects are the most
frequently mentioned in a SNS.

2. Sentiment classification: We have a variety of methods for sentiment clas-
sification, such as dictionary based methods and machine learning methods
(supervised and not supervised). Dictionary based methods use a dictionary
of aspects with a polarity assigned to them, and a method for extracting polar-
ities later from texts using the dictionary, they also use a method for training
the aspect set for assigning the polarities [9]. Machine learning methods use
Support Vector Regression and various other techniques to obtain the features
for training the model, and non supervised methods use other techniques like
relaxation labeling [9]. We choose a dictionary based method because that
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way we will be able to have a set of sentiment and stress aspects (sequences
of words) with associated sentiment polarities or stress levels.

3. Hybrid works: Hybrid approaches try to detect aspects and assign polarities
at the same time [9], but those are not worked in this paper.

TensiStrength is an algorithm derived from the SentiStrength algorithm for
sentiment strength detection, that uses a set of terms associated with stress
and another set of terms associated with relaxation, previously trained like the
dictionary based methods of Sentiment Analysis, and uses them to detect stress
and relaxation levels in sentences of written texts, with some improvements
implemented in the algorithm such as detecting exclamation marks and boosting
the strength of stress or relaxation within a sentence. It assigns levels of stress
and relaxation to its aspect sets first with an unsupervised method that use
annotated tweets with strengths, and then refining the values with a hill-climbing
method [6].

There are works trying to model the information of the user on a system
that can be found on the literature. A nearest-neighbor collaborative approach,
used to train user-specific classifiers, which were combined with user similarity
measurement in a Sentiment Analysis task [13]; Gao et al. [14] used a model
for a task of sentiment classification that computes user and product specific
sentiment inclinations; Rincon et al. [15] created a social emotional model that
detects the social emotion of a group of entities. They used the PAD three-
dimensional emotional space for representing the emotions of the entities and a
neural network to learn the emotion of the group in the context of some event
that has just happened.

Privacy aiding in SNSs has been worked on in [16], where privacy improving
in SNSs has been addressed designing the user interface of the system for that
purpose (e.g. having the core features of privacy visible and privacy reminders,
also having customized privacy settings), and to the best of our knowledge, there
is not an approximation that use the combined analysis of sentiment and stress
levels of the users to advice them in SNSs, so we will try to address this case
with the present study.

3 System Proposed

Our system has been designed as a MAS to be able to analyze data from written
short messages, so it can give recommendations to the user in order to help
him or her in the social experience. We designed the system as agents, that are
components of the MAS. These agents perform different tasks on the system and
communicate with other agents in order to accomplish their tasks. They use the
SPADE multi-agent platform for the implementation of their behaviors.

The MAS proposed has three layers, which follow the classic presentation,
logic and persistence layer architecture. The system is structured into diverse
agent types that operate in the different layers and each one has a different task
to perform. The presentation layer has an agent to show information to the user
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and to get the information of the user and send it to the logic layer. The logic
layer has agents that perform all the analysis and calculations of the system and
generate recommendations, it gets input from the presentation layer and retains
the information via the persistence layer. Finally, the persistence layer has the
agent that stores the data into the database and provides it to the logic layer
when it is needed. The architecture of the MAS can be seen at Fig. 1. As it
can be seen on the image, the advisor agent can get the information about the
sentiment polarities and stress levels from the agents at the moment when an
user is about to make a post or from the database (for if we need to implement
an advice based on old data).

Fig. 1. Architecture of the MAS

The agents that are the focus of the current work are used at the logic layer
of the MAS, and correspond to the agents that will perform the analysis on the
text data. As we can see in Fig. 1, there are three different analyzer agents, that
correspond to the Sentiment Analyzer agent, the Stress Analyzer agent and the
Combined Analyzer agent. Each of those agents will be performing the different
kinds of analysis on the system. The combination agent will be interacting with
the other two agents to perform a combined analysis. Other auxiliary artifacts
have been built, to pre process and translate tweets and to extract data from
twitter, but those aren’t agents in the MAS, just auxiliary code for the MAS
agents and for launching experiments.
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3.1 Sentiment Analyzer Agent

The Sentiment Analyzer agent can be viewed as a black box that takes as input
the content of a short text message (e.g., from a social network), and analyzes it
using a previously trained model, for giving as a result its sentimental polarity
(positive, negative or neutral). For designing it, various decisions have been
made:

1. Aspect based Sentiment Analysis: The kind of Sentiment Analysis chosen for
the system was aspect-based. This type of Sentiment Analysis, as explained
in the previous works section, performs an analysis based on concrete aspects
found in the sentences of the texts, creating the model as an aspect set with
associated polarities and later using it to perform the classification on text
messages.
We used an annotated dataset with polarities assigned to short written mes-
sages (tweets), extracted from diverse variated topics (e.g. politics) for train-
ing the model. This dataset is extracted from the TASS experimental evalu-
ation workshop [17,18].

2. Aspect extraction: We selected a frequency-based method for performing the
aspect extraction, where we create aspects as the terms found in the training
corpus, which are unigrams. We select then the terms or aspects with higher
frequency of appearance in the corpus to constitute the aspect set.

3. Sentiment classification: Since we have an annotated corpus of data with sen-
tences labeled with a polarity, we classified the aspects of the aspect set using
those labels, assigning to them a polarity as the one with major appearance on
the training labeled corpus (the corpus assigns polarities to sentences, so we
took those polarities as associated with the terms appearing in the sentence),
which means that we use a Bayesian classifier.

4. Sentence classification: For using the model we perform classification of short
written texts as follows: All the possible n grams of the message are compared
with each aspect of the aspect set, and if an aspect is found we store that
information. Finally, when all the aspects of the aspect set are compared, we
determine the sentiment of the message as the most predominant polarity
found from the previous exploration. Either positive, negative or neutral.

3.2 Stress Analyzer Agent

The Stress Analyzer agent is similar to the Sentiment Analyzer agent, but it
assigns levels of stress to the aspects in the aspect set instead of sentiment
polarities. In that manner we can find low stress level, normal stress level and
high stress level associated to an aspect. The dataset used to train the model
is also a dataset of messages written in a context in which stress is normally
present.

We used an annotated corpus of stress-related tweets with stress strengths
coming from the work on TensiStrength [6], extracted from twitter monitoring
a set of stress and relaxation keywords.
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3.3 Combination Analyzer Agent

We use the combined values of sentiment and stress from the text messages. We
determined that when stress is in low or normal levels, we assign the polarity
of the message as the polarity of the Sentiment Analysis, but when the stress
levels are high we directly assign the polarity of the message being analyzed
with this combined model as negative. This is done in this way to determine the
effect of high levels of stress in the repercussion of a message in a SNS, we don’t
experiment with normal levels of stress because those are present in a multitude
of situations for different reasons and we choose not to consider a medium level
of stress as a negative state. Instead we study the negative bad repercussions
and user negative states as high levels of stress or negative sentiment polarity.

4 Experimentation

4.1 Design of the Experiment

We have taken corpus of data extracted from the popular social network site
Twitter.com, composed of real text messages of real people from all around the
world and characterized for having a thematic on each corpus (e.g. political,
cultural, etc.). The corpus has been created using the twitter API for streaming
tweets, and it has been processed using a function to clean them up for the
Sentiment, Stress, or Combined Analyzer, which searches possible sources of
error for the future analysis and corrects them. We have two corpus for the main
experimentation:

1. Champions League (A leisure dataset about the famous football champi-
onship The ‘Champions League’). This is a small corpus (less than a million
of tweets).

2. Podemos (A political corpus made of messages related to the politic party
‘Podemos’). This is a very large corpus (millions of tweets).

We used also the annotated corpus Stompol for the calculation of the recall
of the analyzers.

In this work, we will try to determine the effect that the messages detected as
negative or dangerous by the hand of the Sentiment and Stress Analyzers have
in the messages that are a repercussion (we used the replies of the messages in
this case) of them.

We want to determine the effect that tweets analyzed by our combined model
(which uses different analyzers), have on the replies as well, and compare this
effect to the effect that we observed in the previous stage (using only one analyzer
at a time). With this information we aim to determine whether it is more useful
or informative to use only one analyzer or both combined, and in what situations.

We coded a function that read and load a tweet in JSON format and then
analyzes it for knowing if it is a Spanish tweet (since our aspect sets for Sentiment
Analysis and Stress Analysis are in Spanish), and if is a reply of another tweet.
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If it passes the two filters, then we proceed to look at a dictionary where we
store the analyzed replies, and if the original tweet that generated a reply is
not present, then we search that tweet using the twitter API. We calculate the
sentiment and stress of both messages and store it at the dictionary (if the
original message was already present we only calculate the ones of the reply).

When we have all the corpus analyzed, for all the tweets that generated
replies we do:

1. Calculate its combined value using both the sentiment and stress value in the
way we explained in the Subsect. 3.3.

2. Calculate the predominant sentiment in the replies of that tweet, by predom-
inant we understand the most present.

3. Calculate the predominant stress level in the replies of the tweet.
4. Calculate the combined value of the replies using both predominant sentiment

and stress from them.

With this done, we finally proceed to calculate which tweets correspond to
its replies in terms of comparing their calculated values (using sentiment, stress
and combined values), with the calculated final values in the replies (using pre-
dominant sentiment, predominant stress and combined values on the replies).
If it is the same value (positive, negative or neutral for sentiment, stress levels
or combined value), we conclude that this tweet has generated a repercussion,
according to what the model predicted.

Finally we just accumulate the percentage of generated replies that are in line
(have the same emotional polarity associated, stress level or combined value),
with the prediction of the model for the original tweet (the calculation of the
value for the original tweet that generated them), and store it as the result of
the experiment.

Metrics of the Experimentation. We performed an experiment with an
annotated corpus with tweets associated to a sentiment polarity, in order to dis-
cover the recall of the analyzers. For calculating the recall we took the tweets
that were classified as negative by the classifier and the total amount of tweets
annotated as negative (or annotated as having a stress level associated as neg-
ative by the classifier). We used the following metrics for calculating the result
of the experiments:

1. For Sentiment Analysis, percentage of concordance sentiment (PCsen):
tweetsConc = Amount of tweets with the same emotional polarity than the
predominant in its replies.
tweetsTotal = Amount of total tweets with replies analyzed.

PCsen =
tweetsConc

tweetsTotal

2. For Stress Analysis, percentage of concordance stress (PCstr):
tweetsConc = Amount of tweets with the same stress levels than the predom-
inant in its replies.
tweetsTotal = Amount of total tweets with replies analyzed.
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PCstr =
tweetsConc

tweetsTotal

3. For the combined analysis, percentage of concordance combined (PCcomb):
tweetsConc = Amount of tweets with the same value, combining emotional
polarity and stress levels than the predominant in its replies.
tweetsTotal = Amount of total tweets with replies analyzed.

PCcomb =
tweetsConc

tweetsTotal

4. Recall for the Sentiment Analyzer (RecallSA):
NegativeTweetsDetected = amount of tweets considered negative that the
analyzer detected.
NegativeTweets = Amount of tweets considered negative in the corpus.

RecallSA =
NegativeTweetsDetected

NegativeTweets

5. Recall for the Stress Analyzer (RecallStr):
NegativeTweetsDetected = amount of tweets considered negative that the
analyzer detected (which in this case is associated to the stress level consid-
ered negative).
NegativeTweets = Amount of tweets considered negative in the corpus (again
it is associated to the stress level considered negative).

RecallStr =
NegativeTweetsDetected

NegativeTweets

6. Recall for the Combined Analyzer (RecallCombined):
NegativeTweetsDetected = amount of tweets considered negative that the
analyzer detected.
NegativeTweets = Amount of tweets considered negative in the corpus.

RecallCombined =
NegativeTweetsDetected

NegativeTweets

Plan of the Experiments. We will explain in this subsection how many exper-
iments we launched, of what kind and with what corpus of data. As stated above,
we launched an experiment with a corpus of annotated tweets called Stompol for
calculating the recall of the analyzers. We used the amount of tweets classified as
negative and that actually had a negative polarity label coded by an human, and
the total amount of tweets coded as negative. The fraction of negative tweets
detected by the analyzer (NegativeTweetsDetected), and negative tweets in the
corpus (NegativeTweets), are shown following for the three analyzers:

RecallSA = 79.12%;RecallStr = 0.012%;RecallCombined = 79.12%

The Stress Analyzer agent has a very low recall, this may be caused because
we only use the high levels of stress to determine whether an user has a dangerous
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stress level or not. Nevertheless, it has proved to make a difference in the tests
over large amount of data (which will be shown following).

The recall for the Sentiment Analyzer resulted the same as the Recall Com-
bined, this is because it is a small corpus, and the small amount of detections
from the Stress Analyzer part were also detected (mostly or completely) be the
Sentiment Analyzer.

1. Experimentation with the corpus Champions League: We prepared an exper-
imentation with the corpus related to the Champions League as follows:
We partitioned the corpus in parts of different sizes, and for each size we
launched 3 different experiments with the three cases (Sentiment Analysis
only, Stress Analysis only and the combined analysis). For partitioning the
corpus, we understand that we will analyze a percentage of the total tweets
that are replies in the corpus. Since this was a small corpus (around 3000
replies), we could only perform two partitions. The first partition was to
divide the corpus in parts of 1/3 of the total replies, so we had three differ-
ent experiments with around 1000 replies each, and those were made with
the three analyzers. The second partition was made in parts of 1/2 of the
total replies of the corpus, this was done in three experiments, using one of
three partitions at a time and with the three analyzers again. We used the
first half of the corpus in the first partition, the central part of the corpus
for the second, and the second half for the third. This was done because the
information that an experiment will give is different even if we use part of
the tweets used in another, because when the total set of tweets analyzed is
different from any other experiment the replies associated to each tweet may
change, and so the result. We did it in this case because there was not another
way to get enough partitions to make an experiment that was comparable to
the previous. We show in Table 1 the results for all the experiments with the
corpus Champions League.

2. Experimentation with the corpus Podemos: We prepared an experimentation
with the corpus Podemos in the following way: We partitioned this corpus,
but this time, since it is a very large corpus, we decided to make six different
partition sizes, doing four different experiments for each partition size. This
was done in this way because the largest partition size was 1/4 of the corpus
replies, and the maximum amount of parts that we could perform without
using a tweet more than one time was four. Again, we performed each exper-
iment using the three different analyzers.
The first partition is 1/128 of the total replies of the corpus for each exper-
iment (around 1700 replies); The second partition is 1/64 of the replies; In
this same way, the following four partitions are of 1/32, 1/16, 1/8 and 1/4 of
the total replies, and the final results of the experimentation can be seen at
Table 2.

We show in Fig. 2 the results of all the experiments launched for the corpus
Champions League, the values of the three experiments for each corpus size have
been represented as one single point as the average of the three experiments.
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Table 1. Experimentation with the corpus Champions League

Partition size Experiment PCsen PCstr PCcomb

1/3 of replies 1 0.6435 0.9196 0.6167

2 0.736 0.912 0.688

3 1.0 1.0 1.0

1/2 of replies 1 0.6453 0.9359 0.6239

2 0.6667 0.9815 0.6481

3 0.6365 0.9668 0.6276

We also show the results of the experiments in the same way for the corpus
Podemos in Figs. 3 and 4, but this time we separated the information about
the Stress Analyzer experiments from the others, because the high percentage
of concordance of this analyzer (PCstr) is very high and it made difficult to
appreciate well the results of the others when they were shown in the same
figure. In the following three figures, the legend stands for:

1. SA and Stress A: Sentiment Analysis combined with Stress Analysis.
2. SA: Only Sentiment Analysis.
3. Stress A: Only Stress Analysis.

4.2 Results of the Experimentation

We discovered that both analyzers separately (Sentiment and Stress) are success-
fully able to predict a bad outcome through bad emotional states in the replies.
This can be seen for the experiments at both corpus. Regarding the Stress Ana-
lyzer, despite of having a general tendency of high concordance with the replies,
we have to remember that it has a very small recall (RecallStr), so it may be
less suitable than the other analyzers in a variety of cases.

In the case of the Champions League corpus, we can see that it is shown to
be unstable results because they switch from 65% to 100% concordance in the
case of only around 1000 replies analyzed. This is caused by the small amount
of replies analyzed, that make the experiment little representative in the case
of this corpus. That is not the case with the Podemos corpus, since we perform
experiments with up to around 55000 replies (1/4 of the total for each experi-
ment). The Sentiment Analyzer agent shows to be better at first in the 1/3 sized
experiments (PCsen), but it gets closer to the Combined Analyzer (PCcomb) in
the 1/2 sized experiments. The Stress Analyzer by its own is in the 90%–100%
range of concordance (PCstr). We can see some variation in that case as well,
that may be caused by the small size of the corpus.

In the case of the Podemos corpus, we can see that there is a big varia-
tion at the smallest sized experiments (1/128), but the results are considerably
more stable at the big partition size experiments, starting to get more variation
again when it comes to the biggest size experiment. This could be caused by
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Table 2. Experimentation with the corpus Podemos

Partition size Experiment PCsen PCstr PCcomb

1/128 of replies 1 0.5975 0.9752 0.5944

2 0.5594 0.9752 0.5644

3 0.5881 0.9611 0.5943

4 1.0 1.0 1.0

1/64 of replies 1 0.5789 1.0 0.5789

2 0.4583 1.0 0.4583

3 0.5680 0.9813 0.5697

4 0.4706 1.0 0.4706

1/32 of replies 1 0.5 0.9833 0.5

2 0.5682 1.0 0.5682

3 0.5261 0.9799 0.5281

4 0.5824 0.9780 0.5824

1/16 of replies 1 0.5132 0.9737 0.5

2 0.5156 0.9778 0.52

3 0.5616 0.9726 0.5616

4 0.5375 0.95 0.525

1/8 of replies 1 0.5508 0.9786 0.5508

2 0.5546 0.9738 0.5611

3 0.5493 0.983 0.5511

4 0.5864 0.978 0.5864

1/4 of replies 1 0.5591 0.9694 0.5577

2 0.5948 0.9752 0.6020

3 0.5638 0.9741 0.5618

4 0.5674 0.9787 0.5686

the excessive amount of information when more and more replies are added to
the analysis. As a general tendency (except for one case, which are the 1/16
partition size experiments), we see that the Combined Analyzer performs better
than the Sentiment Analyzer alone, from what we can conclude that at least
at the domains where there is stress involved (such as politics in this case), the
Combined Analyzer performs better than just the Sentiment Analyzer. Again
we can see a tendency of the Stress Analyzer agent to fluctuate in the 90%–100%
range.
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Fig. 2. Results of the experiments with the corpus Champions League

Fig. 3. Results of the experiments with the corpus Podemos for the Sentiment Analyzer
and the Combined Analyzer

Fig. 4. Results of the experiments with the corpus Podemos for the Stress Analyzer
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5 Conclusions and Future Work

In this work we have addressed the topic of Sentiment, Stress and combined anal-
ysis in the Social Network domain, and we have discovered that both sentiment
and stress found in a written message are good indicators that this polarity or
stress level will propagate to the future messages influenced by this message. We
discovered that the combined analysis works well at least in the domains where
stress is present, but it is unsure about other domains. We built a MAS that
incorporates agents for the Sentiment and Stress Analysis and a novel combined
analysis. This system will be able to analyze the sentiment, stress levels and
perform a combined analysis in the data that an user post in a SNS, and will be
able to decide whether to advice or not the user depending on those values and
the concrete case.

For future lines of work we will be performing a deeper analysis with more
data, and we will aim to create new agents capable of performing new types of
analysis (e.g. with other media like images), and discovering in what domains
and situations are more suitable each of them for being able to help the user
ever better in his or her social experience.
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Abstract. Most people’s choices, including economic ones, are largely
based on normative-affective considerations, not only with regard to the
selection of goals but also of means. However, although emotions are
inherent in human behaviour, and they are also relevant when dealing
with the decision making processes, the relationship between norms and
emotions has hardly been considered in the agent field, and most norma-
tive multi-agent systems do not take emotions into account, as a variable
for their computation. In this paper, we analyse the advantages of includ-
ing emotions in a normative system, how emotions and norms affect to
each other and the work done in this field so far. To do this, we (1)
identify and describe the relationships between emotions and norms; (2)
review the state of art of normative emotional agents; and (3) discuss
future directions for research in this field.

Keywords: Normative MAS · Emotion · Multi-agent system
Affective agent · Norm

1 Introduction

The majority of choices people make, including economic ones, are completely
or largely based on normative-affective considerations not merely with regard
to selection of goals but also of means, and that the areas in which other
logical-empirical considerations are paramount, they are also defined by nor-
mative/affective factors that legitimate and otherwise motivate such decision-
making [1]. Emotions are, therefore, inherent in humans. They play a crucial
role in social relationships, they motivate actions and influence our perception.
Moreover, as we are social beings, norms have been used to regulate human
interaction. Thus, our behaviour towards norms is also influence by emotions,
as any other action.

Nowadays with the increase of multi-agent systems where cooperation and
coordination mechanism are needed, normative systems are used to regulate
the interaction among the agents. The combination of emotional models and
normative models in Normative Emotional Agents (NEA) seems interesting for
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modelling agents capable of dealing with the norms of the group and also dealing
with the emotions related to the regulations and consequences of these norms.

There are two very straight forward links between norms and emotions. The
first one is how both norms and emotions interfere in the decision making pro-
cesses of agents. Bagozzi and Pieters [2] studied this relation and proposed a
model of goal-directed emotions that takes into account the anticipated emo-
tions, which refer to the emotions that will be triggered if the related goal is
achieved or not. In this way, the influence of emotions in the decision making
process can be considered as a parameter of the utility function of the agents. In
a normative system, emotions will intervene in the decision of whether to follow
the norm or not. Not only because of the punishment or reward associated with
the norm, but also, even if there is not such consequences, the positive or neg-
ative emotions (shame, embarrassing, guilt, pride, disappointment, admiration,
respect, comfort, etc.) that will be triggered will affect the agent itself and its
relationship with the rest of agents. For example, the consequences of a negative
emotion can be considered as harmful to the agent, and this consideration will
prevent the agent from violating the norm again.

The second link between norms and emotions is regarding on how social
norms influence emotions. Emotional theories allow establishing a link between
specific actions (of oneself or others) and the emotions that these actions arise in
the individual. Thus, since there are some set of emotions that can be expected
given an event, an appropriate response to the social norm can also be deter-
mined.

Another interesting thing to point out is that when taking into account emo-
tions, the personality of the agent is directly involved too. Therefore emotions
allow flexibility in the event interpretation and response depending on the per-
sonality given to the agent. This aspect can be related with the role that emotions
play in the society.

Next, in Sect. 2 we will briefly explain the concepts of norms, emotions and
their relationships, and we will also provide a description of what a Normative
Emotional Agent (NEA) should offer. In Sect. 3, a revision of the state of art on
NEAs is given. In Sect. 4 we propose several challenges to be addressed when
dealing with Normative Emotional Agents. Finally, our conclusions are given in
Sect. 5.

2 Norms and Emotions

In this section, a brief revision of the concepts of norms and emotions is given,
as well as how these terms have been related in the literature of multi-agent
systems.

2.1 Norms in Multi-Agent Systems

Norms have been defined as a mechanism for organising and controlling a
society [3]. In the Artificial Intelligence field, norms have been proposed to deal



540 K. Y. Lliguin et al.

with coordination and security issues in multi-agent systems (MAS) [4]. Nor-
mative multi-agent systems (NMAS) have been defined as MAS that use norms
as a mechanism for persuading autonomous and heterogeneous agents to behave
according to the stated social order [5]. Therefore, NMAS define norms, which are
immaterial entities that exist thanks to their acceptance by the society members,
so as to avoid conflicts and ensure social order [6]. Therefore, a NMAS combines
models for normative systems with models for multi-agent systems.

As described in [4], the role of norms in human societies has been analysed
from different disciplines such as philosophy, sociology, or law. From the philo-
sophical point of view, deontic logics [7] are mainly used to formalise norms in
terms of permissions, prohibitions and obligations. Norms have been proposed in
MAS research as formal specifications of deontic statements aimed at regulating
the life of software agents and the interactions among them [8].

From the sociological point of view, Elster characterises social norms as [9]:
“norms that must be shared by other people and partly sustained by their
approval and disapproval. They are also sustained by the feelings of embarrass-
ment, anxiety, guilt and shame that a person suffers at the prospect of violating
them. A person obeying a norm may also be propelled by positive emotions, like
anger and indignation”. According to this, the emotional and social dimensions
of norms are the key factors that allow the distinction among social norms and
other kinds of norms such as private ones.

Several authors have proposed different classifications of norms, such as those
of Tuomela [10], Dignum [11], Boella [12], Savarimuthu [13] or Peng [14]. From
all these proposals, we can differentiate four main types of norms (see Table 1):
institutional norms, conventions (or social norms), interaction norms and private
norms.

Table 1. Norm classification.

Norm type Promulgated by Target Enforcement Description

Institutional Institutional authority Society Sanctions/Rewards YES (Deontic)

Convention Emerge from social
relationships

Society Social mechanisms
(emotions)

NO

Interaction Participants of the
interaction

Participants of the
interaction

Sanctions/Rewards YES (Deontic)

Private Individual agent Individual Moral, emotions NO

Institutional norms [10,11,14] are promulgated by an organisation author-
ity or the institution itself and their violation is considered to be an illicit act
that entails sanctions or punishments, for [13] modelled as laws. They generally
describe the ideal behaviour by means of obligations, prohibitions and permis-
sions [12].

Conventions or social norms [10,13] indicate the established and approved
ways of doing things, and their violation does not imply an institutional sanction
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or punishment but there can be social consequences, such as being unpopular or
even an outcast from a group. Both institutional and social norms govern the
coordination of individuals in a society or group of agents. However, social norms
are not enforced by any entity representing the institution, but they represent
behaviours that emerge from repeated interactions between individuals, such as
a convention within a society that has not been imposed by a central authority.
Being emergent norms, they are generally not explicitly described in the society,
nor define sanctions or rewards for persuading agents to respect them. But they
are enforced by social mechanisms such as ostracism, recrimination, etc., being
emotions an interesting mechanism for this enforcement [4].

Interaction norms [11,14] are formed by legal contracts and informal agree-
ments between entities, which are created explicitly for a limited period of time
as a consequence of an interaction among individuals, and they are also based
on the notion of obligation, prohibition and permission and normally include
sanctions and rewards.

Finally, private norms [11,14] are formed by norms internal to the agent
that are self-imposed and ensure the agent autonomy. These private norms are
created inside agents’ minds, normally as a result of the internalization of an
interaction or social norm, and they are accepted as principles.

2.2 Emotions in Multi-Agent Systems

An emotion is an affective state of consciousness in which joy, sorrow, fear, hate,
or the like, is experienced, as distinguished from cognitive and willing states of
consciousness1. The computational models of emotions (CMEs) [15] are software
systems designed to provide autonomous agents with proper mechanisms for
the processing of emotional information, elicitation of synthetic emotions and
generation of emotional behaviour, in order to endow agents with abilities for the
recognition of emotions from human users and artificial agents, the simulation
and expression of emotional feelings, and the execution of emotional responses.
The most notable theoretical approaches that have influenced the development
of CMES are: appraisal theories of emotion, dimensional theories of emotion and
hierarchical theories of emotion.

The appraisal theories of emotion differentiates emotions on the basis of the
relationship between individuals and their environment [16–18], so emotions arise
from the evaluation of situations, objects, and agents existing in the environment
that directly or indirectly impact the individual’s goals, plans, and beliefs [15].
Several instances of this theory have been proposed, being the OCC appraisal
model [16] by Ortony et al. one of the most implemented in CMEs [19–21].
This model considers 22 different emotions as positive or negative reactions
elicited by the aspects of objects (likes, dislikes, love, hate), the actions of agents
(pride, admiration, shame, reproach), and the consequences of events (happy-
for, hope, satisfaction, fear, joy, distress). Another notable appraisal theory is
Frijda’s model [17], which focuses on the emotion process, defining three steps:

1 WordReference Rando House Unabridge Dictionary of American English, 2017.
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appraisal (from the environment), impulse (instigation of an action tendency),
and generation of cognitive actions, possibly in the form of mostly expressive
behaviour such as facial expressions. A considerable number of CMEs have been
developed on the basis of the appraisal theory, such as EMotion and Adaptation
(EMA) [22] (see [15] for a deeper review).

The dimensional theories of emotion represent emotions from a structural
perspective, establishing what can be differentiated on the basis of dimensional
parameters, such as arousal and valence [15]. Relevant examples of this theory
are the Russell’s two-dimensional framework proposal [23], which characterises
with pleasantness (pleasure/displeasure) and activation (arousal/non-arousal) a
variety of affective phenomena such as emotions, mood and feelings; and the
Russell and Mehrabian’ three-dimensional framework proposal [24], also known
as PAD model, which describes emotions based on their level of pleasantness,
arousal and dominance. This PAD model has also been used to represent tem-
perament scales and describe personality types [25]. Examples of CMEs based
on dimensional theories are WASABI (Affect Simulation for Agents with Believ-
able Interactivity) [26], Alma (A Layered Model of Affect) [27] and GENIA3 (a
General Purpose Intelligent Affective Architecture) [28]. This last proposal also
provides an extension to Jason [29], the language of reference for BDI agents.
This extension allows defining personality traits for agents, rationality, coping
strategies and different affective categories, based on the PAD model.

Finally, in the hierarchical theories of emotions, there is a small set of basic,
primary or fundamental emotions, which have an evolutionary basis and are
innate and instinctive, and they have been extensively investigated and iden-
tified. These basic emotions are considered as building blocks that enable the
construction of more complex emotions. The most accepted group of basic emo-
tions was established by Ekman [30]. Examples of CMEs based on hierarchical
theories are Cathexis [31] and WASABI (which combines dimensional theories
with hierarchical theories).

2.3 Emotions and Norms Relationship

Different relationships between norms and emotions can be determined. For
example, the violation of a social norm can trigger negative emotions such as
shame or guilt in the norm violator, even if nobody can observe that the norm has
been violated [32]. So emotions can arise as negative internal consequences of a
norm violation and thus they can serve as mechanisms for enforcing or sustaining
social norms, in addition to external sanctions. Moreover, these resulting emo-
tions can also differ depending on who is violating the social norm. For example,
shame and guilt are contingent upon a norm violation by oneself, while con-
tempt and anger are contingent upon a norm violation by another [32]. Staller
and Petta claim that people will feel embarrassed if they get isolated when not
following the social norms (for example, wearing jeans in formal dinner). There-
fore, emotions are used as a way of sanctioning social norms [32].

Virtual environments are another example in which it is crucial that the
virtual agents show emotional reactions related to the importance of the norms
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which are fulfilled or violated [33], in order to increase the believability (or
realism) of these agents. For intelligent agents to be believable they must respect
and follow the social rules (institutional norms and/or conventions) established
within the social virtual environment. Emotional reactions of agents not only
result from the fact that their goals are satisfied, but also from the actions
performed in the social environment such as the violation of an important social
norm, even if that action contributed to the success of a personal goal [33].

Moreover, emotions can also be considered during the normative decision
processes of the agent, known as norm compliance dilemma [4]. Thus, making a
decision about violating (or complying with) a norm must consider the expected
utility of this decision in terms of the effect on agent’s goals, the coherence of this
decision with respect to the agent’s cognitions, and the emotional consequences
of these decisions. As Criado et al. [4] argue, decisions about whether or not
comply with a norm do not only have to be based on rational decisions (which
is normally the case) but also emotions should be taken into account so as to
provide a more realistic and complex solution to the decision-making problem.

Joffily et al. [34] analyse the relation among emotions, sanctions and coop-
eration. For us, cooperation can be seen as the decision of following the rules.
Their work shows that the emotions triggered (in other agents and itself) as a
consequence of the decision made by the agent will affect its behaviour so that
the agent will be more willing to follow the norm. So emotions influence in the
enforcement of the norm, in the behaviour of the agent and ultimately in its
social relationships.

Regarding social norms, the role of emotions in the enforcement of social
norms is particularly interesting [4]. There are works in social science that argue
that the anticipation of emotions promotes the internalization and the enforce-
ment of norms [35]. For example, the work described in [36] models the emotion-
based enforcement of social norms in agent societies. In this approach, the society
monitors norm compliance and generates social emotions such as contempt, or
disgust in the case of norm violation, and admiration or gratefulness in the case
of norm fulfilment. Similarly, agents observe the expression of these emotions
and are able to generate emotions such as shame or satisfaction in response.

As a result, we propose that a Normative Emotional Agent (NEA) is an agent
that integrates an emotional model and a normative model, following at least
one these relationships:

– Norm Enforcement : emotions are used as mechanisms for enforcing norms, so
emotions arise as positive (negative) internal consequences of a social norm
fulfilment (violation), being emotions the main result of the application of the
norm. Therefore, positive emotions are related with rewards whereas negative
emotions are related with sanctions.

– Norm Compliance dilemma: emotions are considered in the normative deci-
sion process as an additional parameter, apart from rational decisions.

– Private Norm inference: emotions can be used as a mechanism for promoting
or inferring private norms. From emotions appraised from certain actions and



544 K. Y. Lliguin et al.

behaviours within the society, agents can construct private norms that help
them to improve their relationship within the group.

3 Normative Emotional Agents: State of Art

Tables 2 and 3 shows a comparison of the works that have considered the rela-
tionship between emotions and norms. All of them have used the appraisal theory
as the basis for their emotional model. As agent architectures, they are based on
BDI approaches in which they incorporate norms, mainly as if-then-else rules
(hard-wired in the deliberative process); or explicitly represented and managed
by normative components. Only in this last case, these agent architectures can
also be considered as Normative Multi-agent Systems (NMAS). Next, a brief
description of the analysed proposals is given.

Table 2. Normative emotional agents state of art. (I)

Proposals Staller [32] Bazzan [39] von Scheve [40]

Year 2001 2003 2006

Appraisal Theory Frijda’s OCC OCC

Emotional Archit. TABASCO OCC translation in
Rule-Based system

MULAN

Agent Architecture JAM (BDI) Not specified SONAR

Is it a NMAS? NO NO NO

Norm Represent. If-then-else rules If-then-else rules Petri Nets

Norm/Emotion Rel. Norm compliance Norm compliance Norm compliance

Scenario Aggression control Aggression control

Final Architecture TABASCOJAM

Staller and Petta [32] proposed TABASCOJAM , which is an agent-based
architecture that combines the emotional-agent TABASCO architecture [37] and
a BDI architecture, named JAM [38]. The TABASCOJAM architecture captures
the main components of the emotion process (appraisal, impulse and cognitive
actions), detailed by Fridja appraisal theory [17]. Its main steps are: (i) the
Observer component senses the world and updates the World Model (a database
representing the beliefs of the agent); (ii) the Appraisal component maps beliefs
of the World Model to the appraisal outcome and computes an intensity value,
which (iii) the Impulse component uses for posting a goal to the Intention Struc-
ture; (iv) the plans in the Plan Library applicable to the goals posted by the
Impulse component contain the actions to be executed; and (v) a regulatory
process at the Appraisal component determines whether the execution of a plan
instance results in a norm violation, and the meta-level plan uses the appraisal
outcome and the intensity value for determining whether to obey or violate the
norm. Therefore, social norms are implemented here as a general behaviour reg-
ulation, by means of If-then-else rules hard-wired in the agents. At the JAM
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Table 3. Normative emotional agents state of art. (II)

Proposals Ahmad [41] Ferreira [33]

Year 2012 2014

Appraisal Theory OCC OCC

Emotional Archit. OCC translation in Rule-Based system FAtiMA

Agent Architecture OP-RND FAtiMA (BDI)

Is it a NMAS? NO YES

Norm Represent. Normative Goals Normative Envir.

Norm/Emotion Rel. Plan Generation Emotion generation

Scenario EPMP Smoking

Final Architecture OP-NRD-E

architecture, norm deliberation or norm reasoning have not been taken into
account, so it cannot be considered as a normative architecture.

Bazzan et al. [39] define a framework that allows users to define the charac-
teristics of a given interaction, the emotions agents can display, and how these
emotions affect their actions and interactions. Norms are related here with the
interactions that agents follow when they meet. For the emotional part of their
framework, they translate the OCC model into a rule-based system that gener-
ates cognitive-related emotions in an agent. These If-then-else rules test either
the desirability (of a consequence of an event), the praiseworthiness (of an action
of an agent) or the appealingness (of an object). The rule determines the poten-
tial for generating an emotional state accordingly. Moreover, similarly to Staller
and Petta’s work, social norms are here directly implemented in the agents as
part of these If-then-else rules.

Von Scheve et al. [40] mainly outline the social functions of emotions, so
that emotions can be used to acknowledge and maintain social norms. There-
fore, authors establish the relation between norms and emotions according to the
violation of the norm and the emotions that will arouse. They use SONAR (a
socionic multi-agent architecture) and MULAN (a multi-agent architecture) to
model social entities formed by different layers; they use MULAN for implement-
ing key concepts like autonomy, mobility, cooperation and adaptation; and the
SONAR architecture to model the internal representations of an entity (acknowl-
edgement, observation and actions). For them the interaction of norms is seen
as explicitly represented mental objects and emotions as processes with non-
propositional output. Moreover, the activities of an agent are modelled as pro-
tocol Petri nets. This proposal lacks of a explicitly representation of norms; and
their Petri Net modelling implies reference nets (with recursive nets that are
tokens of nets again) that might make the modelling of emotions and norms
very complex.

Ahmad et al. [41] propose the OP-RND-E framework, based on the OP-
RND normative framework [42], in which norms are modelled as obligations
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to the authority to do a specific action in a time-constrained situation. Their
emotional model is based on the OCC theory, from which they only consider
“joy”, “pride”, “distress” and “shame” emotions for representing the positive
and negative categories of emotions, respectively. Events are represented by the
occurrence of goals, which can be normative goals, mandatory personal goals and
discretionary personal goals. Therefore, norms are modelled here as normative
goals, which represent the actions that should be done within a stipulated time.
Emotions are triggered when unexpected events occur, and the agent needs to
use its resources and efforts to complete the tasks to achieve the normative
goal. For example, a positive emotion (joy) is triggered for getting extra time to
achieve the normative goal and “pride” for the ability to do the action within
time; whereas a negative emotion (distress) is triggered for losing time to achieve
the normative goal and “shame” for the inability to do the action within time.
Thus, changes of events determine the positive or negative elicited emotions,
which influence the agent’s desirability. If the elicited emotion is negative, the
agent needs to re-evaluate its plans. Therefore, emotions motivate an agent to
plan for better actions in achieving the normative goal.

Finally, Ferreira et al. [33] focused on how to increase the believability of
agents with virtual character representation by generating emotions not only
from the events that affect a character’s goals, but also from other sources of
emotions, such as norms and standards. Therefore, they proposed a model for
the generation of emotions based on the appraisal of actions associated with
norm-related events, such as the fulfilment or violation of a norm. They make
use of the agent architecture FAtiMA [43], a BDI architecture that endows agents
with the ability to generate emotional reactions to events, based on the OCC
model but in which there was no explicit notion of norms. Thus, they comple-
mented this architecture with a normative model, in which norms include: acti-
vation conditions, expiration conditions, normative conditions (prescriptions for
behaviour of agents), targets (agents expected to fulfil the norm) and salience
(importance of the norm). Moreover, their emotional model triggers Attribu-
tion Emotions, i.e. “pride” and “shame” occur when the agent is appraising
its own actions as praiseworthy (when fulfilling a norm) or blameworthy (when
violating a norm), respectively, while “admiration” and “reproach” arises from
appraising the actions of others as praiseworthy or blameworthy. In their pro-
posal, agents constantly check if any norm becomes active or expires. Every time
that an agent perceives a new event, it will check if it is an action of an agent
that causes the fulfilment or violation of a norm. When a norm fulfilment is
detected, the agent appraises that event and computes its praiseworthiness and
expectation-deviation to determine the intensity of the resulting emotion.

Regarding case studies, some works have based their experiments on the
Conte and Castelfranchy [44] control of aggression case study. In their exam-
ple, agents perform some elementary routines for surviving in a situation of
food scarcity (e.g., moving, eating, attacking an eating agent). Each agent has a
strength, which is increased by eating and decreased by moving and attacking.
In one condition, each agent owns a number of food items and all agents follow
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a normative strategy for aggression control: they do not attack agents eating
their own food (this is the institutional norm, named “finder-keeper” norm).
In another condition, all agents follow a utilitarian strategy for aggression con-
trol: they do not attack eating agents whose strength is higher than their own.
The normative strategy has been found to reduce aggression (i.e., the number
of attacks) to a much greater extent than the utilitarian strategy [44]. In [32],
the appraisal of concern relevance is also considered, i.e. the optimal state of
feeding is a basic concern for agents, so as long as this concern is not satisfied,
food is considered as relevant. Therefore, their “normative emotional agents”
were capable of deciding whether to obey or violate the institutional norm (i.e.
the finder-keeper norm), based on the strengths of their concerns for the optimal
state of feeding and for norm compliance. In [39] they conducted a similar exper-
iment, but they used emotions also to represent different types of agents: joyful,
resentment, pitiful or angry agents. All these experiments showed that norma-
tive emotional agents in a social normative system are more efficient than just
a social normative agent because the first ones ended up with higher strength
and the lowest rate of being attacked, thus having better performance than just
“normative agents”.

In [41], their OP-RND-E framework was validated using the “Examination
paper preparation and moderation process” (EPMP) case study, where they
compared rational normative agents vs. emotional normative agents. This case
study attempts to determine the actions and emotions of a Lecturer in exe-
cuting the process of preparing and submitting the examination paper to the
Examination Committee.

Finally, in [33] their proposal was tested in a scenario inspired by the existing
no-smoking law in bars and restaurants in many European countries. In this
scenario, the user’s avatar is seated with other characters inside a bar where
the norm “Do not smoke inside bars” is active. After an initial conversation,
which states which agents are friends and which are complete strangers, one
of the agents begins to smoke (because it considers its goal of smoking more
important than the norm), and the remaining agents react emotionally to that
norm violation. They experimented different versions of this scenario, varying
the salience of the norm and the group of the smoker (i.e. friends or strangers).
Their model was able to generate emotions in synthetic characters similar to
those felt by humans in analogous situations.

4 Challenges on Normative Emotional Agents

As we have seen, the study and implementation of NEAs is rather a recent field.
Here we present some open branches to explore in future works:

– Norm Compliance Dilemma. Normative agents should be endowed with
capabilities for recognising, representing, and accepting norms, and for solv-
ing possible conflicts among them. As Criado et al. argue [4], decisions about
whether or not comply with a norm do not only have to be based on rational
decisions but also emotions should be taken into account so as to provide
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a more realistic and complex solution to the decision-making problem. Cur-
rently, the works that have focused on this issue have mainly implemented
norms using if-then-else rules hard-wired in the agents. However, there is still
a need for mechanisms that make use of an explicit representation of emotions
as well as an explicit representation of norms, so as to consider phenomena
such as shame, honour, gratitude, etc. in the decision-making processes of
any type of norms (institutional norms, conventions, interaction norms and
private norms). Emotions to be taken into account should be not only cur-
rent emotions appraised from previous events of the environment, but also
the anticipated-emotions [2] that are assumed to be triggered when individ-
uals fulfil or violate the norm. Moreover, since emotions are related with the
personality of the agent, they should also be considered when calculating the
salience of the norm. Thus, agents showing different emotions to events will
also be able to give different saliences to the same norm.

– Emergence and Detection of Social Norms. Norm detection responds
to the ability of an agent to infer the correct rules of an unknown context in
which he is not aware of the current norms. For institutional norms, there can
be institutional authorities capable of communicating the norms to the agents
of the system. However, for social norms that emerge from agent interactions,
we need mechanisms that enable agents to infer these social norms through
the observation of the rest of agents, their responses and their interactions.
Although there is quite a huge work on social norms and norm emergence,
there is still a need for inferring social norms from the emotional reactions
of agents to social interactions. This also might imply a need for inferring
the emotions of other agents given a specific event, for instance by paying
attention to the response given by the other agents that are familiar with the
social context and determine the emotions that are appraised.

– Creation of Private Norms (Morality). As explained before, private
norms are those that are self-imposed by the agent. It would be interesting
that an agent could be able not only to decide whether it follows or not the
norms of the system but also to be proactive and by analysing the environ-
ment it could infer its own private norms, using its own experience on what
works better. This experience also includes emotions. When combining private
norms with emotions, then they can be considered as morality rules. Pankov
and Dastani proposed a semi-formal specification of three moral emotions
(anger, contempt and disgust) [45]. These moral emotions should be mainly
considered by the agent when inferring its private norms.

– Self-enforcement. Norm enforcement has been mainly implemented by [4]:
second-party entities, where agents directly involved in an interaction are in
charge of monitoring and taking coercive measures accordingly; or third-party
entities in charge of applying sanctions in case of norm violation. However,
self-enforcement has been hardly considered. As explained before, emotions
could be used as a suitable mechanism for enforcing norms without needing
second or third parties, but only the own personal judgment of the agent,
modelled by means of its own emotions. This self-enforcement can be applied
to institutional, conventions and private norms.
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– Usage of Emotion Theories. All current approaches of NEAs only focus
on the appraisal theory, mainly on the OCC model. However, dimensional
theories and hierarchical theories propose interesting features that could also
be integrated in a normative emotional agent in order to better model the
emotional issues. For example, in GENIA3 the dimensional theory is used [28],
by means of the PAD model.

– Description of Case Studies. There is a need of more case studies in
which the relationships between norms and emotions can clearly be repre-
sented. These case studies should be able to represent different types or norms
(institutional, conventions, interactions, and private norms), different types
of agents (with different emotional appraisals, different personalities), and
the representation of norms should be done in an explicit way, by means of
normative models. These case studies should also offer a visual representation
of their scenario, with virtual characters that allow an interpretation of the
agent emotions by human users.

5 Conclusions

This paper has revised the relationship between norms and emotions and how
normative multi-agent systems can profit by including emotional models into
their decision processes. From the analysis of the state of the art, we have pro-
posed a Normative Emotional Agent (NEA) which is the one that coalesce norms
and emotions so that it is able not to only represent, recognize and solve possi-
ble conflicts among norms but also to represent, recognize and include emotions
as a part of its reasoning process of goal selection. Moreover we present open
challenges for the design and implementation of NEA multi-agent systems. As
future works, we intend to present a case study for NEAs that clearly allows
describing norms and emotions and tests the capabilities of NEAs compared to
normative agents.
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