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Preface

Optimization is a standard activity in everyday life. We use it consciously or
unconsciously for almost all our daily jobs. When we try to find a way to finish an
assignment in our professional life in less effort or time, it is an optimization
procedure. Deciding the best way to reach the workplace from the time and distance
aspects, depending on the time of the day, is also an optimization. Many people in
this world try to reduce the daily cost of living for their survival. All these actions
have some amount of mental calculations behind it, and most of the time the
calculation is not that mathematical. The optimization process basically finds the
values of the variables those control the objective we need to optimize (i.e., min-
imize or maximize) while satisfying some constraints. This process becomes
mathematical when we employ it in the professional sectors like finance, con-
struction, manufacturing, etc. In those cases, the number of variables is quite high,
and they are correlated in a complex way.

Mathematical optimization has various components. The first is the objective
function, which defines the attribute to be optimized in terms of the dependent
variables or design variables. For example, in manufacturing process, it describes
the profit or the cost or the product quality. The design variables are the variables
which control the value of the attribute, which is being optimized. The amounts of
different resources used and the time spent in a manufacturing process may be
considered as the design variables. The third important component in an opti-
mization process is the constraint. It may be single or a set of constraints, which
allow the process to take on certain values of the design variables but exclude
others.

Among the different approaches of optimization, the classical derivative-based
approaches were the most established and common optimization methods. But in
recent years, advent of metaheuristic methods has changed the domain of opti-
mization and made those methods more acceptable due to their ability to handle
complex problems and lesser possibility of getting stuck in the local optima.
A metaheuristic method has the strategy to guide and modify the pure heuristics to
produce better solutions which are beyond the solutions generated in heuristic
processes. The metaheuristic optimization algorithms consist of the evolutionary
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algorithms, the swarm intelligence, other bio- and nature-inspired algorithms, and
some Physics and process-based algorithms. In this book, most of the chapters deal
with several case studies related to application of these metaheuristic algorithms in
different domains of industry.

Optimizations methods are extensively being applied to different sectors of the
industries and professional life, which includes the information system, the financial
operations, the manufacturing systems, engineering design and design optimization,
operations and supply chain management, internet of things, and multicriteria
decision-making. Various metaheuristic optimization tools are being used in these
spheres of life. In this book, after a brief description of the metaheuristic tools in the
first chapter, eleven more chapters have been dedicated for dealing with such
applications of the optimization techniques in industrially relevant fields. The
authors from different countries have shared their experience in the optimization of
systems like banking, steel making, manufacturing processes, electrical vehicles
design, and civil constructions.

The editors express their gratitude to all the authors for their effort to make
excellent contributions for the book. The editors are also grateful to all the
reviewers who have taken the pain to improve the quality of the chapters further and
make the book even better. The colleagues, friends, and family members of both the
editors are gratefully acknowledged. The editors also acknowledge the brilliance
of the Springer team shaping the compilation beautifully and express thanks to
them.

Chennai, India Shubhabrata Datta
Aveiro, Portugal J. Paulo Davim
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Optimization Techniques: An Overview

Shubhabrata Datta, Sandipan Roy and J. Paulo Davim

Abstract There are several types of optimization methods having their own advan-
tages and disadvantages. In recent times, metaheuristic optimization techniques are
gaining attention and being applied to various industrial applications. In this chapter,
a brief description of classes of optimization techniques is followed by an elabo-
ration of the most popular optimization techniques, which are getting substantial
uses in the industries. The above techniques include evolutionary algorithms, swarm
intelligence techniques and simulated annealing.

Keywords Optimization methods · Classification · Evolutionary · Computation
Swarm optimization · Ant colony optimization · Simulated annealing

1 Introduction

Optimization is a method to search the best solution in a given circumstance. Engi-
neers need to decide on several technological and managerial issues for design,
manufacturing, construction, as well as maintenance of systems. Minimization of
efforts with maximization of the desired output is the most crucial aspect of all
search decisions. Thus, efforts required to be given and/or to obtain the desired out-
put is a function of certain variables and can be optimized to achieve the optimum
level of that function [1, 2].
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2 S. Datta et al.

Different applications of optimizations in the field of engineering are as follows:

• Optimum design of civil engineering structures.
• Minimum-weight design of structures for earthquake, and other types of random
loading.

• Design of minimum cost materials management methods.
• Design of maximum efficiency pumps, turbines, and equipment for heat transfer.
• Design optimization of electrical machinery and networks.
• Planning, scheduling, and controlling of manufacturing processes.
• Design of materials with improved performance.
• Decreasing the manufacturing cost, etc.

During the design process, an engineering system is defined by a set of vari-
ables on which the performance of the system depends. As a common aspect, some
of the variables are fixed at the beginning as preassigned parameters. The other
parameters are analyzed during the design optimization process, which are called
design or decision variables [1]. In many cases, these design variables had to sat-
isfied pre-specified requirements, hence, they cannot be chosen arbitrarily. To pro-
duce an acceptable design, these restrictions have to be satisfied and they are called
optimization constraints. Among the constraints, behavior or functional constraints
restrict the behavior of the system. Those constraints which indicate restrictions on
design variables are called geometric or side constraints. In case of application to
the manufacturing industry the plant constraints, describing the limits of the plant
capacity, need to be considered during optimization. Any computed design usually
leads to situations, which provide feasible and acceptable path toward the solution of
the problem. Naturally, several other designs of the same problem could be computed
with superior or inferior performances. To fulfill the purpose of optimum outcome,
the best among all the acceptable designs available needs to be chosen. Thus, a
decisive factor must be selected which could compare among the several acceptable
designs and the optimum design could be chosen.

This decisive factor for optimizing the design is called the objective function. The
objective function needs to be formulated depending on the inherent mechanism of
the problem [1]. For example, in the case of structural design problems weight of
automobiles or aircraft and cost in civil structures are common objective functions
for minimization. Similarly, mechanical efficiency in mechanical engineering sys-
tems design is an objective function for maximization. An optimization algorithm
starts with random initial solutions and improves in iterative methods. After certain
iterations, it converges to the optimum solutions for the problem [3, 4]. The algo-
rithm makes the system attracted towards the optimum solution from the solutions
existing at different states, as a self-organizing system. Such an iterative system can
be developed using some mathematically described equations or rules [5].
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2 Classification of Optimization Methods

Optimization techniques can be classified from various aspects. It can be divided
based on the presence of constraints. If the optimization problems have one or more
constrained, it is called constraints optimization, and otherwise defined as an uncon-
strained optimization problem. Optimization can also be classified according to the
number of objectives. In a single-objective optimization, either in search of maxi-
mum or minimum optimum solution, it leads to a single optimum solution. If there
is more than one objective having conflict between them, the situation calls for mul-
tiobjective optimization. Here, a set of optimum non-dominated solutions evolve,
which is represented in the form of Pareto front [6]. If the number of objectives is
more than three, it is also called a many-objective optimization. The optimization
problems can also be classified based on the nature of the objective functions as well
as the constraints. The problem is called a linear or nonlinear problem based on the
objective function and the constraints being linear or nonlinear. If the objective func-
tion is polynomial, it is called a geometric problem. If the constraints are integrated
with the objective function and cannot be separated, then the problem is called a
non-separable programming problem. When it comes to time constraints, optimiza-
tion can be distinguished into two main types, online and offline optimization. If the
job needs to be solved within a few seconds or milliseconds, it is called online opti-
mization [6]. In such cases, the focus of the algorithm is speed. Robot localization,
job schedule updating, transport process, and search engine are an example of such
optimization.

These examples indicate that the online optimization has to be carried out in a
repetitivemanner to cater different orders arriving continuously to the systemwithout
significant weighting. In cases where time is not important as users are ready to
wait for the optimal or close-to-optimal results, offline optimization is acceptable
[6]. In case of offline optimization, the process is carried out only once. Here the
optimization strategies are more important and have to be decided before the starting
of the process. Again, deterministic and heuristic algorithms are two classes of the
optimization algorithm.

In the case of deterministic algorithms, an obvious relation between the attributes
of the system exists. It becomes hard to solve a problem deterministically when the
relation between the system parameter and the objective/fitness of the system are
complicated or obscure.

A heuristic algorithm [7, 8] gathers information about the system and fitness
of random solution is tested and decision is taken for generating the next solution.
Thus, these methods are dependent on the nature of the problem. On the other hand, a
metaheuristic technique combines the heuristics and the objective function efficiently
without depending on the structure of the problem [9, 10]. In this way, ametaheuristic
algorithm makes the heuristic methods applicable to a wide range of problems.

High-quality solution for combinatorial optimization problems can be found by
metaheuristics in a reasonable time [11].
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A single-run algorithm like constructive methods or iterative improvement gener-
ate a limited number of solutions and even stop at local optima [12, 13]. If a function
is difficult from the mathematical point of view when the context is discontinuous,
not differentiable, or having multiple optima, a deterministic or classical optimiza-
tion algorithm may converge to solutions in the local optima or from a small part
of the search space. Thus, the problem with classical optimization algorithms is that
generally, it is impossible to find whether the generated solution is situated in a local
or global optima space. Similarly, it can also be stated that whether the provided
solution is the result of the whole search space or only a part of it. This issue is more
important for a multimodal problem, where multiple optima exist [14–17].

The concepts of metaheuristic optimization techniques are getting more and more
accepted in real-life applications due to their robustness and capability to deal with
complex design problems as discussed above. The metaheuristic techniques can be
broadly divided into three groups. The first is the evolutionary computation group,
consisting of genetic algorithm, genetic programming, evolutionary strategy, differ-
ential evolution, etc. The second group can be named swarm intelligence group con-
sisting of particle swarm optimization, ant colony optimization, etc. The techniques
within these two groups can also be termed as bioinspired optimization techniques.
The third group consists of physical-process-inspired optimization techniques, and
simulated annealing is the most common optimization tool in this group. The groups
are shown in Fig. 1. Later in this chapter, some of these techniques will be discussed.

Swarm 
Intelligence 

Metaheuristic Algorithms

Evolutionary 
Computation  

Genetic 
Algorithms 

Simulated 
Annealing 

Process-inspired 
algorithms 

Evolutionary 
Strategy 

Genetic 
Programming  

Ant Colony 
Optimization 

Particle Swarm 
Optimization  

Differential 
Evolution  

Fig. 1 Major classes of metaheuristic global optimization algorithms with important variants
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3 Evolutionary Computation

Evolutionary computation (EC) uses principles inspired by the natural evolution of
species and being used nowadays for solving many complex engineering problems.
Four main types of this genre of algorithm are genetic algorithms [18], evolution
strategies [19, 20], differential evolution [21], and genetic programming [22]. The
common part of these four algorithms is that all four algorithms are populations
based and use operators inspired by the concept of natural evolution. The selection
operator chooses the individuals who will survive and create the next generation. If
the objective function provided better fitness of an individual, then the probability of
selection of the individuals is higher. The selected individuals are combined to form
offspring through an operator called crossover, which merges parts of two selected
individuals to generate in new individuals. The mutation operator introduces random
modification within one individual to incorporate diversity of the solutions. These
algorithms differ in representations of the individuals and the method of implement-
ing the operators. For example, the mutation operator is more emphasized in the case
of evolutionary strategies and genetic programming algorithm.

Compared to other methods, the most significant advantage of EC is that little
knowledge about the system is required to solve the problem, and thus these can
be applied to a wide range of optimization problems. Even if the fitness function is
not continuous, not differentiable and highly complex then also EC can solve the
problem efficiently [23]. Additional information or knowledge about the system can
also be incorporated in the optimization framework as constraints to improve the
performance of the algorithm and to achieve better solutions.

As the different types of EC algorithms are available, users can easily choose the
methods suited for a given problem depending on the structured of the system to be
optimized. These methods can easily be used for multi-objective optimization prob-
lems [24]. EC provides a described heuristic estimation of optimum solution through
a process based on certain operators [25–30]. The schema of the EC Algorithm is
given in the form of a flowchart in Fig. 2.

All the evolutionary computing algorithms follow the same general methods with
certain variations. The structure of a solution varied from one algorithm to other. In
the case of Genetic Algorithms (GA), the solutions are represented in the form of
a stream. In the case of Evolution Strategies (ES), it is a real-valued vector, and in
the case of Genetic Programming (GP) it is represented as a tree. This difference
in the structures of candidate solution makes the different types of EC algorithms
applicable for different types of optimization problems. Genetic algorithms (GA)
are natural selection and natural genetics inspired optimization algorithms. It can be
used for a wide range of problems with high complexity in the objective function.
To solve practical engineering optimization problems, the idea of using a population
of solutions was evolved during the 1950 and 1960s. John Holland of the Univer-
sity of Michigan initiated the idea of sexual reproduction of solutions to EA [31].
This initiation of the new method of the optimization considered makes Holland
considered to be the father of Evolutionary Algorithm. His book, written in 1975
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Fig. 2 The scheme of an
evolutionary computing
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Parent 
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Modified
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Initialization

Terminate
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[31] particularly gives an idea about his creative thinker approach. De Jong, in one
of his papers entitled Genetic Algorithms emphasized that GA is just NOT Function
Optimizers [32] and has more potential than a mere robust method for optimizing
and engineering system.

Though there are certain differences in EC algorithms, the basic principles of
assessing the performance of the solution and then keeping the better performing
solutions for further processing and make the worst performers perish remains the
same for all cases [33]. Population-based incremental learning (PBIL) [34], a type
of EC algorithm has similarities to ant colony optimization which is discussed later.
PBIL has a generating vector which is nothing but a vector and probabilities. Binary
strings representing the solutions generated randomly has the ith bit having a proba-
bility value corresponding to the generating vector.When the solutions in the popula-
tion are evaluated through the fitness function the probability values in the generating
vector is updated is depending on the quality of the performance of the solutions.
In case of ant colony optimization, pheromone trail values are similarly updated
depending on the performance.

4 Swarm Optimization

In 1995 by Eberhart and Kennedy developed Particle Swarm Optimization (PSO),
which is an optimization method inspired by the behaviors of birds flocking or fish
schooling [35]. Later several variations of PSO have emerged for improving the
convergence speed and solutionquality.BasicPSO is found to bemore appropriate for
processing simple as well as static optimization problems. The PSO imitate behavior
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of such animal societies those find their food without the existence of any leader
in the group or swarm. In such cases, the members of the group try to follow other
members of the group depending on the closeness of the member from the source of
food. This can only be possible due to the presence of communication system among
the members of the group. The member who is in a better condition should have
the facility to inform the other members of the flocks regarding his present position
which can be followed by the other members. This situation is repeated until the
food source could be reached. This basic concept of animal behavior is used by PSO
for finding optimal solutions. Each particle of the swarm of a particle in particle
optimization represents potential solutions.

To improve the convergence speed and solution quality in PSO several varia-
tions have been developed, viz., inertia weight, velocity clamping, synchronous and
asynchronous updates, constriction coefficient [36]. PSO algorithm [5] adjusts the
trajectories of the agents during its search for the optimum solutions in the search
space. Each agent or particle compares its current position with its own best loca-
tion during its random movement. As it reaches a location better than its previous
best location, it updates the best location. In this way, the particles search the global
best location during the random search. Ant colony optimization (ACO) is another
global optimization technique, which falls within the swarm optimization group. Ant
colonies are generally formed by social insect societies. Due to the highly structured
social organization, ant colonies can accomplish complex tasks. The behavior of real
ant acts as the source of the information for this novel algorithm, where the principle
of self-organizing of ants in a highly coordinated manner is exploited. In case of SEO
populations of artificial ants collaborate between themselves to solve optimization
problems. Different ant algorithms have evolved depending on various aspects of ant
behavior which include division of labor, foraging, cooperative transport, and brood
sorting. In all the above activities, ants’ coordinates among themselves through indi-
rect communication methods called stigmergy. In case of foraging a chemical named
pheromone, a deposited on the ground by the ants to inform the other ants about its
path of movements and directing them to follow the same path. This stigmergic com-
munication system has been proved by the biologists as the methods to achieve the
self-organization. One of the most flourishing examples of several ant algorithms
is ACO. The communication through pheromone which detected by the antenna of
ants make the ants follows the path where a larger amount of pheromone is present.
This behavior pursuit by real ants can be considered as a heuristic method. The initial
explorations of the ants in the neighboring area occur in a complete random manner
without the presence of pheromone. But the addition of pheromone incorporates a
certain amount of control over the random search. During the random travel deposi-
tion by the pheromone by the ants provide some feedback to the other ants and search
methods becomes direction control to a certain extent. As pheromone is evaporating
in nature an unused path disappeared with time [37].

Dorigo and Gambardela [38] proposed an improved algorithm, where the three
main differences with the previous and system are transition rule, local updating,
global updating. The transition rule is made to generate a relation between the explo-
rations andpriority of the problem.The local updatingmethods update the pheromone
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Fig. 3 Structure of ACO
algorithm Start

Initiation of ants’ 
iteration

Finding and evaluating 
new solutions

Pheromone 
deposition

Pheromone 
evaporation

Solution found? End

deposition of the ants during the local search whereas global updating is done for
the ants with superior position. Figure 3 shows a general scheme of the Ant Colony
Swarm algorithm.

5 Simulated Annealing

Simulated Annealing (SA)mimics a physical process called ‘annealing’, which has a
close relation with thermodynamics, and a method to control the microstructure and
properties of metals and alloys through a process of heating and cooling [39]. In this
process, the temperature is reduced slowly so that thematerial can achieve an internal
structure or arrangements of atoms in the lowest energy configuration or equilibrium
condition. In simulated annealing the objective function replaces the energy of the
material being annealed. In case of a minimization problem, lower solution will
have lower energy. The optimization method is made of a random move for hill-
climbing. Every move gets a probability as it related to the energy or the function
value using a parameter similar to Boltzmann constant. Thus, the probability value
has an analogy of temperature in thermodynamics and the quality of the solution
can be compared with the energy of the system. At higher probability, more uphill
moves are possible. The overall probability starts high and is gradually decreased.
In the process, optimum solution is reached by one or more moves.
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6 Concluding Remarks

The metaheuristic algorithms have greater flexibility to handle problems with com-
plex objective functions and constraints. This reason has made these techniques
more applicable for the industrial situations. In such complex real-life situations,
these techniques are being used quite successfully to solve the industrial problems
related to design, quality control, productivity, and cost.
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1 Motivation

The Evolutionary Computation (EC) community over the last 30 years has made a
lot of effort designing optimization methods (specifically Evolutionary Algorithms,
EAs) that are well-suited for hard problems—problems where other methods usually
fail [1]. As most real-world problems1 are quite complex, set in dynamic environ-
ments, with nonlinearities and discontinuities, with variety of constraints and busi-
ness rules, with a few, possibly conflicting, objectives, with noise and uncertainty, it
seems there is a great opportunity for EAs to be applied to such problems.

Some researchers investigated features of real-world problems that served as “rea-
sons” for difficulties that EAs experience in solving them. For example, in [2] the
authors discussed premature convergence, ruggedness, causality, deceptiveness, neu-
trality, epistasis, and robustness thatmake optimization problems hard to solve. How-
ever, it seems that these reasons are either related to the landscape of the problem
(such as ruggedness and deceptiveness) or the optimizer itself (like premature conver-
gence and robustness) and they are not focusing on the nature of the problem. In [3],
a few different reasons behind the hardness of real-world problems were discussed
that included the size of the problem, presence of noise, multi-objectivity, and pres-
ence of constraints. Apart from these studies, there have been EC conferences (e.g.,
GECCO, IEEE CEC, PPSN) that have had special sessions on “real-world applica-
tions”. The aim of these sessions was to investigate the potentials of EC methods in
solving real-world optimization problems.

Most of the features discussed in the previous paragraph have been captured in
optimization benchmark problems (many of these benchmark problems can be found
in OR-library2). As an example, the size of benchmark problems has been increased
during the last decades and new benchmarks with larger problems have appeared
(e.g., knapsack problems, KP, with 2,500 items and traveling salesman problems,
TSP, with more than 10,000 cities). Presence of constraints has also been captured in
benchmark problems (e.g., constrained vehicle routing problem, CVRP) and studied
by many researchers. Some researchers also studied the performance of evolution-
ary optimization algorithms in dynamic environments [4, 5]. Thus, the expectation
is, after capturing all (or at least some) of these pitfalls and addressing them, EC
optimization methods should be effective in solving real-world problems. However,
after over 30 years of research and many articles written on Evolutionary Algorithms
in dedicated conferences and journals with special sessions on applications of evolu-
tionary methods on real-world applications, still it is not that easy to find EC-based
applications in real-world.

There are several reasons [6] for such mismatch between the contributions made
by researchers to the field of Evolutionary Computation over many years and the
number of real-world applications which are based on concepts of Evolutionary
Algorithms. These reasons include:

1See [1] for details on different interpretations of the term “real-world problems”.
2Available at: http://people.brunel.ac.uk/~mastjjb/jeb/info.html.

http://people.brunel.ac.uk/~mastjjb/jeb/info.html
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(a) Experiments focus on single-component (also known as single silo) benchmark
problems

(b) Dominance of Operation Research methods in industry
(c) Experiments focus on global optima
(d) Theory does not support practice
(e) General dislike of business issues in research community
(f) Limited number of EA-based companies.

It seems that the reasons (a) and (b) are primary while the reasons (c) to (f) are
secondary. Let us explain.

There are thousands of research articles addressing traveling salesman problems,
job shop, and other scheduling problems, transportation problems, inventory prob-
lems, stock cutting problems, packing problems, various logistic problems, to name
but a few. Althoughmost of these problems are NP-hard and deserve research efforts,
they are not exactly what the real-world industries need. Most companies run com-
plex operations and they need solutions for problems of high complexity with several
components (i.e., multicomponent problems3). In fact, problems in real-world usu-
ally involve several smaller subproblems (several components) that interact with
each other and companies are after a solution for the whole problem that takes all
components into account rather than only focusing on one of the components. For
example, the issue of scheduling production lines (e.g., maximizing the efficiency
or minimizing the cost) has direct relationship with inventory costs, transportation
costs, delivery-in-full-on-time to customers, etc., hence it should not be considered
in isolation. Moreover, optimizing one component of the operation may have nega-
tive impact on other activities in other components. These days, businesses usually
need “global solutions” for their operations that includes all components together,
not single-component solutions. This was recognized already over 30 years ago by
Operations Research (OR) community; in [7], there is a clear statement: “Problems
require holistic treatment. They cannot be treated effectively by decomposing them
analytically into separate problems to which optimal solutions are sought.” However,
there are very few research efforts which aim in that direction that is mainly due to
the lack of appropriate benchmarks or test cases available. It is usually harder to work
with a company on such global level because the delivery of a successful software
solution involves many other (apart from optimization) skills such as understanding
the company’s internal processes and complex software engineering issues.

Further, there are many reasons why OR methods are widely used to deal with
such problems. One reason is that the basic OR approaches (e.g., linear program-
ming) are introduced to many students in different disciplines. This makes these
approaches well-known by researchers and industries, and, consequently, widely
used. Also, OR community has a few standard and powerful configurable products
(e.g., CPLEX) that are used in many organizations especially for complex systems
with many components [8] (see also [6] for further discussion).

3There are concepts similar to multicomponent problems in other disciplines, e.g., OR and man-
agement sciences, with different names such as integrated system, integrated supply chain, system
planning, and hierarchical production planning.
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Fig. 1 The Cast Marble puzzle: a two pieces of a ball and the ball that is generated by setting up
the pieces, b two pieces of a cuboid and the cuboid that is generated by setting up the pieces, c the
ball is not fit in the hole of the cuboid if the cuboid is set up first, and d the solution of the puzzle

Let us illustrate the differences between single-component and multicomponent
problems by presenting a puzzle (see Fig. 1).4 There is a ball that has been cut into
two parts in a special way, and a cuboid with a hole inside that has been also cut into
two parts in a special way. The two parts of the ball can be easily set up together to
make a complete ball (see Fig. 1a). Also, the two parts of the cuboid can be put easily
together to shape the cuboid (see Fig. 1b). The size of the hole inside the cuboid is
slightly larger than the size of the ball, so that, if the ball is inside the hole it can spin
freely. However, it is not possible to set up the cuboid and then put the ball inside
the cuboid as the entry of the hole of the cuboid is smaller than the size of the ball

4The name of this puzzle is the “Cast Marble”, created by Hanayama company.
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(see Fig. 1c). Now, the puzzle is stated as follows: set up the cuboid with the ball
inside (see Fig. 1d). Setting up the ball separately and the cuboid separately is easy.
However, setting up the cuboid while the ball is set up inside the cuboid is extremely
hard.5

This puzzle nicely represents the difference between single-component and mul-
ticomponent problems. In fact, solving a single-component problem (setting up the
ball or the cuboid separately) might be easy; however, solving the combination of
two simple component problems (setting up the ball while it is inside the cuboid) is
potentially extremely harder.

The purpose of this letter is to encourage the EC community to put more effort
into researching multicomponent problems. First, OR community is already doing
this. Second, such research seems necessary if we would like to see the emergence
of powerful EC-based applications in the real-world. Third, because of the flexibility
of EC techniques, we believe that they are more than suitable for delivering quality
solutions to multicomponent real-world problems.

So, in this letter we explore this issue further and we organize the letter as fol-
lows. In Sect. 2 two real-world examples are explained, in Sect. 3 some important
observations about real-world problems are discussed, in Sect. 4 a recently presented
benchmarkmulticomponent problem is introduced and discussed, and in Sect. 5 some
discussions and directions for future research are provided.

2 Two Examples

The first example relates to optimization of the transportation of water tanks [9]. An
Australian company produces water tanks with different sizes based on some orders
coming from its customers. The number of customers per month is approximately
10,000; these customers are in different locations, called stations. Each customer
orders awater tankwith specific characteristics (including size) and expects to receive
it within a period of time (usually within one month). These water tanks are carried
to the stations for delivery by a fleet of trucks that is operated by the water tank
company. These trucks have different characteristics and some of them are equipped
with trailers. The company proceeds in the following way. A subset of orders is
selected and assigned to a truck and the delivery is scheduled in a limited period
of time (it is called subset selection procedure). Because the tanks are empty and
of different sizes, they might be packed inside each other (it is called bundling
procedure) to maximize trucks load in a trip. A bundled tank must be unbundled at
special sites, called bases, before the tank delivery to stations. Note that there might
exist several bases close to the stations where the tanks are going to be delivered and
selecting different bases (it is called base selection procedure) affects the best overall
achievable solution. When the tanks are unbundled at a base, only some of them fit

5The difficulty level of this puzzle was reported as 4 out of 6 by the Hanayama website, that is equal
to the difficulty of Rubik’s cube.
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in the truck as they require more space. The truck is loaded with a subset of these
tanks and carries them to their corresponding stations for delivery. The remaining
tanks are kept in the base until the truck gets back and loads them again to continue
the delivery process (it is called delivery routing procedure).

The aim of the optimizer is to divide all tanks ordered by customers into subsets
that are bundled and loaded in trucks (possibly with trailers) for delivery and to deter-
mine an exact routing for bases and stations for unbundling and delivery activities
to maximize the total “value” of the delivery at the end of the time period. This total
value is proportional to the ratio between the total prices of delivered tanks to the
total distance that the truck travels.

Each of the mentioned procedures in the tank delivery problem (subset selection,
base selection, delivery routing, and bundling) is just one component of the problem
and finding a solution for each component in isolation does not lead to the optimal
solution of the whole problem. As an example, if the subset selection of the orders
is solved to optimality (the best subset of tanks is selected in a way that the price
of the tanks for delivery is maximized), there is no guarantee that there exists a
feasible bundling such that this subset fits in a truck. Also, by selecting tanks without
considering the location of stations and bases, the best achievable solutions might
not be very high quality, e.g., there might be a station that needs a very expensive
tank but it is very far from the base, which actually makes delivery very costly. On
the other hand, it is impossible to select the best routing for stations before selecting
tanks—without selection of tanks, the best solution (lowest possible tour distance) is
to deliver nothing. Thus, solving each subproblem in isolation does not necessarily
lead to the overall optimal solution.

Note also that in this particular case there are many additional considerations that
must be taken into account for any successful application. These include scheduling
of drivers (who often have different qualifications), fatigue factors and labor laws,
traffic patterns on the roads, feasibility of trucks for particular segments of roads,
maintenance schedule of the trucks.

The second example relates to the optimization of a wine supply chain [10], from
grape to bottle. The overall aim of the wine producer is to deliver the orders in
time while minimizing the useless storage. The wine producer needs to decide if
the grape is at its peak of ripeness, i.e., optimal maturity, to be collected and used
for wine production. This is done through a predictive model that assesses different
characteristics of the grape (e.g., sugar, acidity, berry metabolites, berry proteins,
taste) to determine when is the grape in its “optimal maturity” for harvest. The
definition of optimalmaturitymay vary depending upon the style ofwine beingmade;
the working definition of quality; varietal; rootstock; site; interaction of varietal,
rootstock and site; seasonal-specific factors; viticultural practices; and downstream
processing events and goals. Once the ripeness was verified, the grapes are removed
and sent to the weighbridge (this stage is called intake planning). After weighing the
grapes, they are crushed using specific crushers to provide grape juice (this is called
crusher scheduling). The grape juice is then stored in some tanks where they are
fermented to provide wine, each tank may have different capacities and capabilities
(this is called storage scheduling). Different types of wine may require specific tank
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attributes for processing, such as refrigeration jackets or agitators. As some special
types of wine may need a blend of different grapes juice, it is better to store the
juice in adjacent tanks to facilitate such blending if necessary. Also, it is better to
fill/use the tanks to their full capacity as a half-empty tank affects the quality of the
wine inside to a degree that the wine might become useless (because of its quality)
after a while. To prepare the final product, the wines in the tanks should be bottled
that requires scheduling the bottling lines (this is called the bottling line scheduling).
This is done through bottling lines where appropriate tank of wine (according to the
placed orders) are connected to the line and the wine is bottled and sent for either
storage or to direct delivery.

The aim of the optimizer is to find a feasible schedule for the intake plan to remove
grapes in their pick of ripeness, schedule crushers to press these grapes, assign the
crushed grapes to proper tank farms with appropriate facilities depending on the
desired wine, and schedule bottling lines to the tank farms to perform bottling and
deliver placed orders as soon as possible.

Each of thementionedmodels in the optimization of the wine supply chain (intake
planning, crushing stage, storage scheduling, and bottling line scheduling) is just
one component of the overall problem and finding a solution for each component in
isolation does not lead to the optimal solution of the whole problem. For example,
daily decisions on the crushing should not be done in isolation from storage of wines
and juices in the tank farm, as even if the crushing can be done in a very efficient
way, the capacity of tanks might constraint the process. Also, the storage scheduling
should consider the crushing too as the optimal choice for the storage depends on
the amount and type of the processed material in the crushing stage.

In the real-world case, there are some other considerations in the problem such
as scheduling of workers for removing grapes and required transports, maintenance
schedule for tools and machines, deal with sudden changes and uncertainty (e.g.,
weather forecast) and take into account risk factors.

3 Lessons Learned—Dependencies

Let us take a closer look at the examples presented in Sect. 2. Obviously, both opti-
mization problems contain constraints and noise; both of themmight be large in terms
of the number of decision variables. However, there is another characteristic present
in both problems: each problem is a combination of several subproblems (compo-
nents/silos). The tank delivery problem is a combination of tank selection, delivery
routing, base selection, and bundling. Also, the wine industry problem is a combi-
nation of intake planning, crushers scheduling, storage scheduling, and bottling line
scheduling. Because of this characteristic, we call them multicomponent problems.
Each component might be hard to solve in isolation and solving each component
to optimality does not necessarily direct the search toward good overall solutions if
other components are not considered. In fact, solutions for each subproblem poten-
tially affect the variables of some other subproblems because of the dependencies
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among components. As an example, in the tank delivery problem, delivery routing
(best route to deliver tanks) is affected by the base selection (best choice for the base
to unbundle the tanks) as choosing different bases imposes different lengths of travels
between the base and stations. Delivery routing is also affected by the tank selection
(selecting the tanks for delivery) as the selected subset of tanks determines the sta-
tions to visit. In short, a solution for each component affects the feasibility or the best
achievable solution in other components. In spite of the importance of this topic in
real-world problems, the progress to address such problems with dependencies has
been very limited in the EC community so far.

Dependency causes appearance of some other features in real-world problems.
As an example, the dependency among components in a problem sometimes causes
a special flow of data among components of that problem. For instance, generating a
solution for the delivery routing in the tank delivery problem is impossible without
being aware of the selected subset of tanks.

Definition 1 If generating a solution (independent from the quality) for a component
A is impossible because of some data that needs to be provided by the component
B, we say that A is the data follower of B.

This indeed imposes a special sequence of solution procedure for some compo-
nents that need to be taken into account by the solver.

Also, dependencies among components make (mathematical) modeling of prob-
lems more complex. In fact, modeling of existing benchmark problems (such as TSP,
multidimensional KP, job shop scheduling, etc.) is relatively easy and many differ-
ent models for them already exist. However, a multicomponent problem involves a
more complex model, even if it has been composed of components that have been
modeled in previous studies. The main reason is that in a multicomponent problem
a constraint that is in one of the components may influence feasible set of solutions
of other components because of dependency. Thus, modeling each component in
isolation and putting these models together does not express the model for the whole
problem.

Another effect that is caused by dependency in multicomponent problems is the
propagation of noise. Noise in benchmark problems is usually defined by a stochastic
function like a normal or Poisson distribution that is simply added to the objective
function or constraints. However, with the presence of dependency noise is propa-
gated from each component to the others. Because dependency between components
might follow a complex function, the propagated noise from one component to the
others might also become complex (even if the original noise was based on a simple
distribution) which causes difficulties in solving the problem. As an example, if the
break-down distribution of the crushers in the wine supply chain problem is Poisson
with some parameters and this break-down has some other distribution for the tanks
maintenances, the effect of these noises on the objective function cannot be treated as
a simple Poisson and it is actually hard to even estimate. Note also that investigation
of noise over the whole system results in a better risk analysis in the whole operation
and a better estimation tolerance in the final benefit.
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An additional interesting feature that comes into play because of dependency is
the concept of bottleneck component. A bottleneck component is a component in
the whole system that constrains the best overall achievable solution. If there is a
bottleneck component in the system, adding more resources to other components
does not cause improvement of the best achievable objective value (see also [11]
for details). As an example, in the wine supply chain problem if the bottleneck
component is the number of crushers then investment on any other parts of the
system (expanding the number of tanks, hiring more workers to remove grapes, or
establishing new bottling line) has minimal affect (or even no effect) on the best
overall achievable solution in the system.

Dependency is the source of some complexities in multicomponent problems.
Thus, a proper definition for dependency among components is of importance. The
concept of dependency among components and effects of the components on each
other is similar to the concept of separability of variables in continuous space opti-
mization problems [12]. As it was mentioned earlier, dependency stems from the
effects of components on each other, i.e., changing the solution of a component
affects feasibility or quality of solutions of other components. Accordingly, we sug-
gest the following definition for dependency among components:

Definition 2 Wesay component B is dependent on component A (notation: A → B)
if
(1) A is not data follower of B (see Definition 1), and
(2) changing the solutions of component A can change the best achievable solution
for the component B in terms of the overall objective value.

The part (1) of the definition prevents introduction of dependency between two
components, A and B, where A needs a flow of data from B. If A is a data follower
of B then B cannot be dependent to A. Assessing the first part of the definition is
not a hard task. The part (2) of the definition ensures that the components are not
separable. To assess if B is dependent to A, assume that there exists a solution a
for the component A and, given A is fixed to a (showing by A = a), setting B = b
results in the best possible overall objective value. Now, if there exists an a that for
A = a, B = b′ �= b results in the best overall objective value, then A → B (B is
dependent to A). This means that changing the solution for A actually might change
the best solution for B. Dependency is shown in a diagram for the example problems
(see Fig. 2).

Figure 2 shows the diagramof dependency among components of the tank delivery
problem. The links in the figure refer to a dependency among different components.
As an example, one can fix the solution for the base selection (of course with being
aware of the solution for the subset selection) without being aware of the delivery
routing solution. Also, by changing the base, the best achievable solution (shortest
tours) for delivery routing is changed. Thus, the base selection is linked to delivery
routing. Note that generating a solution for delivery routing is impossible without
being aware of the location of the base, hence, there is no link from delivery routing
to the base selection.
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Fig. 2 Diagram of
dependency among
components of tank
delivery problem

Hypothetically, any dependency can exist between a set of problems. These depen-
dencies can be represented by a digraph, which can potentially form a complex net-
work. In the simplest case, there are some problems with no dependencies. In this
case, one can solve each problem separately to optimality and combine the solutions
to get the global optimal solution.

4 Traveling Thief Problem (TTP)

A recent attempt [13] to provide an abstraction of multicomponent problems with
dependency among components was introduced recently; it was called the traveling
thief problem (TTP). This abstraction combined two problems and generated a new
problem, which contains two components. The TSP and KP were selected and com-
bined, as both problems were well-known and researched for many years in the field
of optimization. TTP was defined as follows. A thief is supposed to steal m items
from n cities, where the distances d j,k between cities j and k, profits of each item
(pi ), and weights of the items (wi ) are given. The thief carries a limited-capacity
W knapsack to store the collected items. The problem is to find the best plan for
the thief (in terms of maximizing its total benefit) to visit all cities exactly once (a
TSP component) and select the items from these cities (a KP component) so its total
benefit is maximized.

To make these two components dependent, it was assumed that the current speed
of the thief is affected by the current weight of the knapsack (Wc). In other words,
the more items the thief selects, the slower he can move. A function v : R → R was
defined that maps the current weight of the knapsack to the current speed of the thief:
v(W ) is the minimum speed of the thief (full knapsack) and v(0) is the maximum
speed of the thief (empty knapsack). Further, the thief’s profit is reduced (e.g., rent
of the knapsack, r ) by the total time he needs to complete the tour. So the total profit
B of the thief is then calculated by
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Fig. 3 TTP dependency
graph

B = P − r × T

where P is the aggregation of the profits of the selected items, r is the rent of the
knapsack, and T is the total tour time.

It is possible to generate solutions for KP or TSP in TTP sequentially. Note,
however, that each solution for the TSP component impacts the best possible solution
for theKP because of the total profit is a function of travel time. Further, each solution
for the KP component impacts the tour time for TSP as the weight of the knapsack
impacts the speed of travel due to the variability of weights of items (Fig. 3).

Note that different values of the rent r and different functions v result in different
instances of TTPs that might be “harder” or “easier” to solve. For example, for small
(relative to P) values of r , r × T contribute a little to the value of B. In the extreme
case (r = 0), the contribution of r × T is zero, so the best solution for a given TTP
is equivalent to the best solution of the KP component. In other words, in such a case
there is no need to solve the TSP component at all. By increasing the value of r , the
contribution of r × T becomes larger and if the value of r is very large (relative to P)
then the impact of P on B becomes negligible. In such a case the optimum solution
of the TTP would be very close to the optimum solution of the given TSP (Fig. 4).

(a) (b)

Fig. 4 a The impact of the rent rate r on dependency in TTP. For r = 0, the TTP solution is
equivalent to the solution of KP, while for larger r the TTP solutions become more closer to the
solutions of TSP. b The impact of the speed v on dependency in TTP. When v does not drop

significantly for different weights of picked items (
∣
∣
∣
v(W )−v(0)

W

∣
∣
∣ is small), the two problems can be

decomposed and solved separately. The value Dep. = 1 (Dep. is the short for Dependency) shows
that the two components are dependent while Dep. = 0 shows that two components are not dependent
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Similar analysis can be done for the function v. For a given TSP and KP com-
ponents, different functions v would result in different instances of TTPs. These
instances, as before, might be “harder” or “easier” to solve. For example, lets assume
that v is a decreasing function of weight of the knapsack, i.e., selecting items with
positive weight would not increase the value of v. In such a case, if selected items do

not affect the speed of the travel (i.e.,
∣
∣
∣
v(W )−v(0)

W

∣
∣
∣ is zero) then the optimal solution of

the TTP is the composition of the optimal solutions of KP and TSP that are solved
separately, as selection of items does not change the time of the travel. As the value

of
∣
∣
∣
v(W )−v(0)

W

∣
∣
∣ grows, the TSP and KP become more dependent on each other (i.e.,

selection of items have a more significant impact on the travel time), so selecting

more items reduces the value of B significantly. In the extreme case (
∣
∣
∣
v(W )−v(0)

W

∣
∣
∣ is

infinitely large) it would be better not to pick any item (i.e., the solution for the KP
would be to pick no items at all) and only solve the TSP component as efficiently as
possible. This has been also discussed in [14].

By now, quite a number of researchers have reported experimental results and
analytical investigations of TTP. Opportunities to decompose instances of TTP toKP
and TSP were studied in [15]. Reported experimental results indicated that methods
which consider both components simultaneously consistently achieve better results
than methods which decompose the problem and solve them separately. Further, [16]
proposed a comprehensive benchmark set for TTP and the experimental results on
performances of three methods (one simple heuristic and two evolutionary based
methods) were reported.

A recent case study [17] analysed the instances and compared 21 algorithms. Itwas
observed that only a small subset of the published algorithms was needed for well-
performingTTP portfolios, as some of the early approaches are already outperformed
by newer ones. As the instances vary significantly in size, it is not a big surprise that
the current best approaches range from swarm-intelligence approaches for small
instances [18], to hyper-heuristics for mid-sized instances [19], and to customized
fast implementations of two-opt variants [20].

Until 2017, exact approaches have been unknown. For a constrained version for
the TTP, where the tour is fixed, a fully polynomial time approximation scheme is
known [21], and very recently several exact approaches for the original TTP have
been presented as well [22].

5 Discussion and Future Directions

There are a few challenges in dealing with multicomponent problems. In this section,
we discuss some of these challenges and present some potential opportunities for
EC-based methods to address them.

As it was mentioned earlier, a collection of optimal solutions that correspond to
components of amulticomponent problem does not guarantee global optimality. This
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is because of presence of dependencies among components. To solve a multicompo-
nent problem, however, it is often necessary to decompose the problem taking into
account the dependencies among components. Complexity of such decomposition
is usually related to the dependencies among the components. For example, if in the
cast marble puzzle the final objective was to set up the ball on top of the cuboid (a
simple dependency between components) then the puzzle would be extremely easy
(one could set up the ball and the cuboid separately and put the ball on the cuboid).
In contrast, setting up the ball inside the cuboid (a complex dependency between
components) is extremely hard as the ball and the cuboid need to be set up simulta-
neously one inside another. Likewise, one can define a simple dependency between
KP and TSP in the TTP problem that makes the problems decomposable or makes
them tighter together so that they are not easily decomposable.

The lack of abstract problems that reflect the presence of dependencies among
components is apparent in the current benchmarks.6 In fact, real-world supply chain
optimization problems are a combination of many smaller subproblems dependent
on each other in a network while benchmark problems are singular. Because global
optimality (in the sense of the overall objective) is of interest for multicomponent
problems, singular benchmark problems cannot assess quality of methods which
are going to be used for multicomponent real-world problems with the presence of
dependencies.

One of the challenges in solving multicomponent problems relates to the way the
problem is modeled. There are two general ways to model such problems. One way
is to design a monolithic model to represent all variables, constraints, and objectives
of all components of the problem and then design a method to apply to such a
model (see [8], for example, for a complex large linear model for a supply chain
problem). The other way is to model the components separately and consider the
dependencies to integrate the components. Amonolithicmodel for amulticomponent
problemcarries somedisadvantages.As an example, such amodel is usually large and
hard to define because of potential complications raising form different variables in
different domains, different constraints in different components and their potential
relations, etc. Also, it is hard to maintain such a model because all components
have been fed into a large system (when for example a new component is added or a
configuration is changed then the whole model should be redesigned). Finally, such a
model usually disregards potential knowledge about the individual components. Note
also that themodel needs to represent the details of the system such as potential noises
and dynamicity on different components that might be of different natures. These
issues are, however, easier to address if the model is composed of smaller models,
each model represent a component, and their integration represents a modeling for
the problem, i.e., a multicomponent model. Such a model is easier to define as it
follows the natural representation of the problem, is easier to maintain because of its
modularity (adding, removing, or modifying a component only affects a part of the

6There are some problems such asmultiprocessor task scheduling problem (MTSP) [23] or resource
investment scheduling problem (RISP) [24] that can be also considered as two-component problems
with a simple dependency between the components.
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whole model), and enables the possible usage of existing knowledge, algorithms, and
modeling ideas (with modifications) to deal with the problem as some components
might be already well-studied.7

One can also consider modeling a multicomponent problem in several levels [26]
and then apply the bi-level optimization (and in themore general case, themulti-level
optimization) approaches to that model of the problem. This approach for model-
ing is, in fact, a special case of multicomponent modeling. There have been some
advances related to single-objective [27] and multi-objective [28] bi-level optimiza-
tion in the evolutionary computation community. Bi-level models of a problem can
be split into an upper and a lower level that depend on each other. Usually, there is
a leader-follower relation between the upper and lower level. For the multicompo-
nent problems, however, such relation might not exist. Instead, we can have multiple
problems that depend on each other in an arbitrary way. As a bi-level problem can
be seen as a special case of a multicomponent problem, we assume that techniques
developed in the area of evolutionary bi-level optimization can be very useful for
designing evolutionary algorithms for multicomponent problems.

Clearly, choosing among different modeling approaches for multicomponent
problems depends on the problem at hand. However, there might be situations that
existing knowledge about the problem and its components can assist the designer
to model the problem. As an example, if there is existing knowledge about the
components of a multicomponent problem (as some components are well-studied
problems), then it might be better to use the multicomponent modeling (rather than
the monolithic modeling) approach as the existing knowledge may assist in solving
the problem effectively. Also, if there is a well-studied bi-level model that can for-
mulate the multicomponent problem at hand, then it might be better to use that model
to make use of existing knowledge about the model. Nevertheless, there might be a
need to tailor the existing models to fit the components of the problem at hand. Such
tailoring should be conducted with consideration of the dependencies as, otherwise,
the solution of the model might deviate (potentially significantly) from the solution
of the original problem. In addition, it might be possible to model the problem at
hand as a single objective or multiple objectives. This again depends on the problem
and potential existing knowledge about the objectives as well as the nature of the
objectives (whether they can be combined into one objective or, in the case of single
objective, if that objective can be decomposed into several objectives). One should
note that combining objectives might result in irregularities in the landscape of the
problem and make the problem harder or easier to solve for different optimization
algorithms.

Typically EC methods offer a great flexibility in terms of incorporating sev-
eral factors (constraints, multiple objectives, noise, etc.) that allows a designer to
retain intricacies of the problem in the model. One possible EC-based approach
to deal with a multicomponent model involves cooperative coevolution: a type of

7An example of different modeling can be seen for MTSP: one can design a large model to solve
MTSP [25] or, alternatively, the components can be modeled separately and different methods are
applied to the components and the results are integrated to solve the problem [23].
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multi-population Evolutionary Algorithm [29]. Coevolution is a simultaneous evo-
lution of several genetically isolated subpopulations of individuals that exist in a
common ecosystem. Cooperative coevolution uses divide and conquer strategy: all
parts of the problem evolve separately; fitness of each individual of particular species
is assigned based on the degree of collaboration with individuals of other species.
It seems that cooperative coevolution is a natural fit for multicomponent problems
with presence of dependencies. Individuals in each subpopulation may correspond to
potential solutions for particular components, with their own evaluation functions,
whereas the global evaluation function would also include dependencies between
components. In a more generic framework, one can consider a network of solvers
(including heuristics, metaheuristics, and exact methods) to deal with each compo-
nent where each solver decides individually while communicates with others to meet
a global goal.

Cooperative coevolution has already been used to address a few real-world multi-
component problems. For example, in [30, 31] a problem similar to the tank delivery
example discussed in Sect. 2 was formulated and a method based on cooperative
coevolution was experimented with. Results of experiments showed that the coop-
erative coevolution method can provide high-quality solutions. These applications
were, however, developed “ad hoc” with the lack of any guidance from theoretical
investigations. One can consider a systematic way to investigate the dependencies
among components and their potential impacts on the performance of the algorithm
and its parameters. Also, investigation of different approaches to deal with differ-
ent components and integration of the solutions can be other research topics in this
regard.

The method described in [30, 31] could also provide the solutions within a 10
min time frame, that is another important aspect that needs to be satisfied in solving
real-world problems. The reason is that decisions in real-world problems need to
be taken in a small amount of time (5–10 min), otherwise, those decisions are not
of much use. A team of OR experts designed a method to solve a multicomponent
problem with almost the same complexity of the one considered in [30, 31]. After
application of the algorithm to the real-case, it was found that the algorithm needs
18 h per objective to deal with the problem.8 Such delay for providing solutions is,
however, not acceptable.

One should note that the concept of global optimality is usually not of a great
importance when dealing with real-world problems. One reason is that the model
that is designed for the problem (whether it is a monolithic model or several small
models that need to be integrated to represent the problem) usually includes some
simplifications. These simplifications can range from relaxations of constraints to
accuracy adjustments of time-consuming exact simulators and to the creation of
approximative surrogate models. Hence, as the solver is applied to this model, even
if it solves the model to optimality, it still has some deviations from real-world
(expected) solution because of the simplification. Also, because of the dynamic
nature of the problems in real-world, even if the solver finds the optimum solution,

8Private correspondence.
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that solution might not be valid anymore after a (possibly short) period of time due
to unexpected events, e.g., delay of products, failure of trucks, extreme changes of
weather (see also [1, 6] for further discussion).

Multicomponent problems pose new challenges for the theoretical investigations
of evolutionary computation methods. The computational complexity analysis of
evolutionary computation is playing a major role in this field [32, 33]. Results have
been obtained formanyNP-hard combinatorial optimization problems from the areas
of covering, cutting, scheduling, and packing. We expect that the computational
complexity analysis can provide new rigorous insights into the interactions between
different components of multicomponent problems. As an example, we consider
again the TTP problem. Computational complexity results for the two underlying
problems (KP and TSP) have been obtained in recent years. Building on these results,
the computational complexity analysis can help to understand when the interactions
between KP and TSP make the optimization process harder.

In a similar way, feature-based analysis might be helpful to provide new insights
and help in the design of better algorithms for multicomponent problems. Analyzing
statistical feature of classical combinatorial optimization problems and their relation
to problem difficulty has gained an increasing attention in recent years [34]. Clas-
sical algorithms for the TSP and their success depending on features of the given
input have been studied in [35–37], and similar analysis can be carried out for the
knapsack problem. Furthermore, there are different problem classes of the knapsack
problem which differ in their hardness for popular algorithms [38]. Understanding
the features of the underlying subproblems and how the features of interactions in a
multicomponent problem determine the success of different algorithms is an inter-
esting topic for future research which would guide the development and selection of
good algorithms for multicomponent problems.

It seems multicomponent problems provide great opportunity for further research
in EC community. Thus, we believe that future research in this direction can poten-
tially close the gap between academic research in EC community and needs for
optimization methodologies in industries.
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Evolutionary Computing Applied
to Solve Some Operational Issues
in Banks

Gutha Jaya Krishna and Vadlamani Ravi

Abstract Banking industry is the backbone of the economy of any country, and
it does have many operational issues as well as other financial issues. As regards
to solving operational issues such as Portfolio optimization, Bankruptcy prediction,
FOREX rate prediction, ATM cash replenishment, ATM/Branch location prediction,
Interbank payments, liquidity prediction, etc., banking industries are moving away
from conventional ways toward more automated and more robust methods. Evolu-
tionary and Swarm Optimization (ESO) based techniques play a vital role in solving
the above-mentioned operational issues because they yield global or near-global
optimal results. We survey most of the works reported in this space starting from
1998 to 2016. While the application of ESO techniques to solve the business issues
is well-documented, the same on the operational issues is very relevant.

Keywords Banks · Evolutionary computing · Operational issues
Swarm intelligence

1 Introduction

Evolutionary computing is a name for a set of optimization techniques propelled by
biological evolution, for example, selection and genetic redesigning. Swarm com-
puting motivated by the foraging and flocking conduct of insects, flying creatures,
and animals. These methods have discovered a horde of uses in differing disciplines.
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They shape a subset of a greater set called optimization procedures, which incor-
porate traditional and differentiation-based methods, point-based metaheuristics, for
example, recreated simulating-annealing [1], threshold accepting [2], tabu search [3,
4], and so forth.

Evolutionary and Swarm Optimization (ESO) algorithms are population-based
random search procedures where a population of solutions is refreshed iteratively uti-
lizing particular heuristics until the point that convergence is accomplished by anopti-
mization problem, regardless of whether it is a continuous or discrete/combinatorial.
These systems vary in the way in which the solutions are encoded and the heuris-
tics they use while refreshing the solutions [5]. Genetic Algorithms, differential
evolution, particle swarm optimization, ant colony optimization, firefly-based opti-
mization, cuckoo search, artificial bee colony, and the harmony search [6–9] are a
portion from this family.

Banks facemany problems on the operational front while servicing the customers,
where evolutionary computing can be useful. If we consider operational issues, con-
ventional and human-based techniques do not yield comparatively better results than
the evolutionary-based techniques. Some of the operational areas of banks that can
be listed out where evolutionary computing plays a vital role are given as follows:

• Portfolio optimization,
• Bankruptcy prediction,
• FOREX management,
• Gridlock resolution,
• ATM cash replenishment,
• ATM/Branch location prediction, etc.

Portfolio optimization is implemented by minimizing risk and maximizing the
return on bank investments subject to constraints. Portfolio optimization modeled in
a bi-objective optimization framework with a weighted sum of objectives as a new
single-objective with or without constraints. After modeling the objective function
one can apply multi-objective evolutionary algorithms or single-objective evolution-
ary algorithms or hybrid evolutionary algorithms or even powerful algorithm like
memetic algorithm [10, 11] to solve the problem.

The prediction of bankruptcy is paramount in the present day scenario where
there is an increasing trend of firms becoming bankrupt. Since the late 90s, machine
learning and statistical techniques have caught up the attention of researchers in
predicting bankruptcy of a bank or financial firm. Optimization procedures have
since a long time ago utilized for training a portion of the DMmethods. Nonetheless,
amid the previous couple of years, ESO techniques have turned out to be so capable
and flexible that we can send them as a substitute for some DMmethods. Therefore,
ESO techniques alone can be used to predict the bankruptcy [12–15] as it turns out
to be a binary classification problem.

Evolutionary computing has two main applications in the FOREXmarket. One is
FOREX rate prediction [16], and other is FOREX trading rule optimization [17, 18].
In both of them, the application of evolutionary computing plays a key role as it tries



Evolutionary Computing Applied to Solve … 33

to reduce the error of future prediction based on current value. The above modeled
as a time series problem, and the evolutionary algorithm can be applied based on
lag and embedding dimension, also known as chaotic modeling. To further reduce
the error in prediction, hybrid or memetic evolutionary algorithms can be utilized as
they are more powerful and versatile.

Gridlock resolution is a problem faced during interbank payments and clearances
which usually involve a large amount of money and participants [19]. The above
modeled as an optimization problem, which can be solved by evolutionary comput-
ing techniques. Clearing volume is the objective function used by the evolutionary
algorithms. There are greedy as well as heuristic variants of the above interbank pay-
ment clearance systems [20]. But few are reported dealing with evolutionary-based
optimization algorithms. So, this is a currently hot and evolving operational area in
banking where evolutionary techniques find their place.

For ATM cash replenishment banks want to use fewer resources and also meet
fluctuating customer demands [21, 22]. Till now exponential weighted moving aver-
age procedure was used to model daily cash replenishment for individual ATMs.
Sometimes these approaches do not work well as variations increase. In light of
these various evolutionary computing, techniques can be applied to forecast the
ATM cash replenishment mechanism based on the current cash demand. The above
can be accomplished either in stand-alone mode or conjunction with an intelligent
technique.

With the above-mentioned operational aspects of banks, it evident that the appli-
cation of evolutionary computing techniques will help automate and also solve the
business issues which will in turn help banks in gaining a return on investment and
also an edge over competitors. With this, we propose that evolutionary computing
techniques in the present and future help the banking industry in alleviating their
operational issues in conducting business. We also provide suitable future direc-
tions in these areas, which will be potential research problems, useful to budding
researchers and experienced faculty as well.

2 Theme of the Review Work

The theme of the reviewwork is to present and explore the research articles where the
ESO techniques are utilized to solve some of the operational issues of banks. Though
some research articles are reviewed where the ESO techniques not utilized in solving
the operational issues, these papers present objective functions formulation which in
the future one can utilize in ESO techniques.

This chapter’s main theme is to discuss how ESO techniques can be utilized to
solve the problems better than conventional techniques. Conventional techniques are
sometimes helped by ESO techniques to solve the operational issues, and sometimes
ESO techniques alone can be used to solve the operational issues. Conventional
techniques include machine learning based techniques, expert-based techniques,
statistical-based techniques, age-old practices, etc. ESO techniques include point-
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based local search metaheuristics and population-based global search metaheuristics
techniques.

Only a few of the operational issues of banks considered here, and they are not
exhaustive. The analytical issues to solve business problems well-documented, and
in [23] some of these analytical issues discussed. So, in this work, we are going to
focus on the operational issues of financial firms especially banks.

3 Methodology Used in the Current Work

3.1 Review Process

First, online databases are searched for the research articles. The preference of
research articles are journals, book chapters, and conferences. In searching for the
research articles, first operational issues are searched with keywords 1. Portfolio
optimization, 2. Bankruptcy prediction, 3. FOREX rate prediction, 4. Gridlock reso-
lution, 5. ATM cash replenishment. Next ESO techniques used in solving the above
operational issues are searched. The ESO techniques searched for are Evolutionary
related, Swarm related, Foraging related, Nature inspired/Process inspired, Local
search related, Artificial Immune System related.

3.2 Review Methodology Considered

For this chapter, we consider only ESO techniques which have been applied to
solve the operational issues as listed in the above subsection. We have considered
both single and multi-objective optimization problems for the review. We have also
considered memetic (hybrid) algorithms in our review work.

3.3 Flowchart of Review Methodology and Structure
of Considered Techniques

See Figs. 1, 2 and 3.

4 Distribution of Articles

The year wise count of the articles is presented in Fig. 4.
Table 1 gives the references of research articles by operational issues, and Table 2

gives the references of research articles by ESO techniques. These tables also
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1. Science Direct
2. IEEE Xplore
3. Springer
4. ACM DL
5. Wiley Online Library
6. Taylor and Francis Online
7. IGI Global
8.  Informs

ONLINE DATABASES 

Preferences 
1. Journals
2. Book Chapters
3. Proceedings

Operational 
Issues

Evolutionary
Algorithms 

YES

YES

YES

ACCEPT REJECT

1. Portfolio optimization, 
2. Bankruptcy prediction, 
3. FOREX rate prediction, 
4. Gridlock resolution,
5. ATM cash replenishment, 
6. ATM/Branch location prediction, etc.

1. Genetic Related Algorithms
2. Swarm Related Algorithms
3. Foraging Related Algorithms
4. Nature Inspired/Process Inspired Algo.'s
5. Local Search Algorithms
6. Artificial Immune Systems

NO 

NO 

NO 

Fig. 1 Flowchart of review methodology

provide a count of research articles by operational issues and by ESO techniques
(Figs. 5 and 6).
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Table 1 Distribution of
research articles by
operational issue

Operational issue References Count

Portfolio optimization [11, 24–31] 9

Bankruptcy prediction [12–15, 32–35] 8

FOREX management [16–18, 36–38] 6

Gridlock resolution [19, 20] 2

ATM cash replenishment [21, 22] 2

Table 2 Distribution of
research articles by
techniques

ESO technique References Count

Genetic algorithm (GA) [12, 14, 17, 18, 24, 27,
28, 31, 32, 35, 37]

12

Genetic programming
(GP)

[13, 16, 29, 33, 36] 5

Particle swarm
pptimization (PSO)

[24, 34, 35] 3

Strength pareto
evolutionary algorithm-2
(SPEA-2)

[25, 26, 30] 3

Genetic network
programming (GNP)

[27–29] 3

Ant colony optimization
(ACO)

[15, 34] 2

Non-dominated sorting
GA (NSGA-II)

[25, 26] 2

Simple
multi-objective-PSO
(SMPSO)

[26, 30] 2

Bacterial foraging (BF) [24] 1

Tabu search (TS) [34] 1

Memetic algorithm (MA) [10] 1

Vector evaluated GA
(VEGA)

[30] 1

Multi-objective GA
(MOGA)

[30] 1

General differential
evolution-3 (GDE3)

[26] 1
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Portfolio 
optimization

Bankruptcy
prediction

FOREX 
Management

Gridlock 
Resolution

ATM Cash 
Replenishment

ATM/Branch 
Location 
Prediction

Operational
Issues 

Considered

Fig. 2 Types of operational issues considered

5 Review of Articles

The current study focuses on five operational issues in banks listed below in five
subsections with a review of articles in each subsection.

5.1 Portfolio Optimization

Portfolio optimization (PO) is the problem of allocation of the budget for various
assets to maximize expected return on the assets and minimize corresponding finan-
cial risk.

First, the portfolio optimization algorithm has been solved using MOEA, namely,
VEGA, MOGA, SPEA-2, NSGA-II with cardinality constraints, floor constraints
and round lot constraints [30]. In the proposed work one of the objective is the maxi-
mization of the expected yield of the portfolio and at the same time the other objective
is the minimization yield variance subject to the above-mentioned constraints. The
inclusion of the above constraints makes the portfolio more realistic apart from the
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Hybrid ESO Techniques
in Multi Objective 
Framework

Hybrid ESO Techniques
in Single Objective 
Framework

Standalone ESO
Techniques
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Fig. 3 Types of ESO techniques applied

Fig. 4 Distribution of
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complexity it brings into solving the portfolio problem. The use of Pareto front-based
MOEA techniques is that they give flexibility in choosing the optimal solutions on the
Pareto front according to the decision makers choice. Results show that MOGA and
SPEA-2 perform comparatively better than other utilized MOEA techniques though
both the above ESO techniques are complex. SPEA-2 performs better in terms of
smaller number of generations and also better Pareto fronts.

Another facet is GNP, where a multi-brands portfolio optimization algorithm uti-
lizing GNP with control nodes (GNPcn) was proposed in [28]. The application of
GNP over Neural Network (NN) is that NN cannot give us the relationship between
inputs and outputs. This disadvantage of NN, which are black-boxes, made the
authors of [28] choose GNP, which is an extended method compared to GA. GNP
with control nodes gives efficient trading rules apart from the optimal solution. The
proposed method also has higher profitability compared to GNP, GA, and the Buy
and Hold methods for the portfolios generated.
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Fig. 5 Distribution of papers by operational issues

Fig. 6 Distribution of ESO
techniques
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Also, a time adapting GNP (TA-GNP) proposed [27] to solve portfolio optimiza-
tion and compared with the traditional GNP, GA, and the Buy and Hold methods.
First, TA-GNP has many control nodes and each group of control nodes assigned
to each a stock brand. Second, TA-GNP can adapt to changing stock prices. By the
above two, effective portfolios are generated and are better than the compared meth-
ods. The main advantage of TA-GNP is that it evolves through time, i.e., as markets
change it also adapts through the changing markets.

Next, a large-scale portfolio optimization problem has been solved using Genetic
Relation Algorithm with guided mutation (GRA/G) as an operator [29]. The guided
mutation is performed based on the average value of the correlation coefficient of the
individuals of the offspring. The effectiveness of the portfolio generated has been
confirmed by comparing with the GNP. The advantage of utilizing the GRA/G is
faster convergence and increased profits than Buy and Hold. Another advantage is
that large-scale portfolio optimization problems can be solved with GRA/G.

Portfolio optimization is basically nonlinear, NP-hard and also has a lot of local
optima. The recent ESO techniques have become very strong and versatile and one
out of this family is BFO. Though BFO has many parameters, it tends to converge
to the optima very fast and is also very robust to multiple local optima. Therefore, a
bacterial foraging optimization (BFO) basedESO technique has been applied to solve
the portfolio optimization model by introducing a factor called liquidity risk [24]. By
considering liquidity risk, the PO problem becomes even more complex where the
use of BFO makes it solvable even with the high complexity. In solving the portfolio
optimization problem, a variant of BFO with linearly decreasing chemotaxis (BFO-
LDC) is incorporated. The proposed BFO-LDC [24] outperforms BFO, PSO, and
GA-based portfolio optimizationmethods in terms of less iterations and better fitness
values in terms of more yield as well as less risk.

Further, the portfolio optimization problem was considered by applying with
greedy coordinate mutation (GCM) operator on GA with the inclusion of the trading
volumes [31]. The proposed method uses a real as well as binary representation of
the individuals. The objective function used is Sharpe’s Ratio which mathematically
combines risk and return. The proposed method also incorporates trading volumes
by which the news (e.g., Political news) can be also be taken into consideration.
Trading volume captures the prices of the assets. The proposedmethodwas compared
with the simple GA, and the proposed method is better than the simple GA and
portfolio without news in terms of less number of assets with significant weights.
The advantage of theGCMoperator is that it acts as local search by applyingmutation
in two stages.

Furthermore, the age-based third objective for the solution obtained is included,
which has to be maximized apart from the two objectives namely the return and the
risk maximized and minimized, respectively [26]. For solving the above portfolio
optimization problem NSGA-II, GDE3, SMSPO, and SPEA-2 are utilized. The data
is resampled at each time frame and applied to the MOEA. The reason is for using
the above approach is to capture dynamic and real-world scenarios. The results
were compared in both, without time-stamped and with time-stamped models. The
time-stampedmodel gave better results thanwithout time-stampedmodels. Themain
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advantage of using standardMOEA techniques is that they aremore stable and robust.
Also, a different Pareto front validation measures have been utilized like estimation
error, stability, extreme risk and unrealized returns which make the solutions more
robust.

On the other hand, a ProbeGuidedMutation (PGM)Operator proposed for solving
the cardinality constrained portfolio optimization problem [25]. The PGM operator
is an extension of the Polynomial Mutation (PLM) in the MOEA setting. The pro-
posed method outperforms earlier polynomial mutation operator in Multi-Objective
Evolutionary Algorithm (MOEA) setting, with NSGA-II and SPEA-2 utilized. The
PGM performed better than PLM in terms of the runtime of convergence. Also, the
PGMoperator performed better than PLMoperator, and exact efficient pointmethods
of Mixed-Integer Quadratic Program (MIQP), CPLEX in terms of approximate effi-
cient point generated. The MOEA solutions generated are evaluated using standard
metrics, i.e., Hypervolume, Spread, and Epsilon Indicator.

In addition, a memetic approach has been proposed [10] to solve portfolio opti-
mization problem of the standardMarkowitz’smean-variancemodel with constraints
on the limit of investment of assets andwithminimum trading restrictions. The above-
described problem transforms into amixed-integer quadratic problem as transactions
costs and limit of some assets is considered. For solving this mixed-integer quadratic
problem a memetic technique which combines GA and quadratic programming was
considered. The proposed technique is comparedwith other investment strategies like
passive management, the equally weighted portfolio management, minimum vari-
ance portfolio management and optimal portfolios without cardinality constraints
ignoring transaction costs or obtained with L1 regularization. It is concluded that
stable and robust portfolios have been obtained compared to other compared meth-
ods (Table 3).

In summary, we observe the following:

• GA along with various operators has often been utilized in solving the portfolio
optimization.

• The above ESO techniques are compared with conventional (like Buy and Hold)
as well as other ESO-based techniques such as GA, GNP, etc.

5.2 Bankruptcy Prediction

Bankruptcy prediction of the firms, whether corporate or public is of increasing
interest to the investors, borrowing firms, creditors and governments alike. In time
identification of the firms which are going to get bankrupt is indeed very desirable.

There are many quantitative data mining approaches for bankruptcy prediction
and very few on qualitative decision rules. Especially, qualitative decision-making
approach for bankruptcypredictionhas beenproposedusingGA insteadof the quanti-
tative approaches in [12]. In this proposedmethod [12] rules are generated apart from
reporting the performancemetrics. TheGA-based approach comparedwith inductive



42 G. J. Krishna and V. Ravi

Table 3 Comparison of ESO techniques (Portfolio optimization)

References ESO technique applied, objective function utilized,
results

Comparison with
techniques, results

[30] • VEGA, MOGA, SPEA-2, NSGA-II
• Maximize portfolio expected yield minimize
portfolio variance of the yield Subject to:
1.

∑n
i�1 xi and xi ≥ 0 where x’s are ‘n’ assets

2. Cardinality constraint (Maximum and mnimum
no. of assets)
3. Floor constraints (Lower limit of the assets)
4. Round lot constraint (Making multiple of normal
trading lot)
• SPEA-2 gave better results

Not compared with
conventional techniques

[28] • GNP with control nodes (GNPcn)
• Maximize profit
• GNPcn (4,262,714 Yen)

Technique (Avg. Profit)
• GNP-RL (292,716
Yen)

• GNP-Candlestick
(98,302 Yen)

• GA (−41,585 Yen)
• Buy and hold
(−136,500 Yen)

[27] • Time adapting—GNP (TA-GNP)
• Maximize profit
• TA-GNP (6,962,135 Yen)

Technique (Avg. Profit)
• GNP-RL (292,716
Yen)

• GNP-Candlestick
(98,302 Yen)

• GA (−41,585 Yen)
• Buy & Hold
(−136,500 Yen)

[29] • GRA/G & GNP
• Maximize profit
• GRA/G & GNP (5,275,248 Yen)

Technique (Avg. Profit)
• Buy and hold
(3,566,217 Yen)

[24] • BFO-LDC, BFO, PSO, and GA
• Minimize

λ

[

2.33

√∑n

i�1

∑n

j�1
xi x j σ i j −

∑n

i�1
xi r i

+ 0.5

(

W AV + 2.33

√∑n

i�1

∑n

j�1
xi x j σ

′
i j

)]

− (1 − λ)
∑n

i�1
xi r i

Subject to:∑n
i�1 xi and xi ≥ 0 where x’s are ‘n’ assets

• BFO-LDC gave good results

Not compared with
conventional techniques

(continued)
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Table 3 (continued)

References ESO technique applied, objective function utilized,
results

Comparison with
techniques, results

[31] • GA-GCA, GA-GCA with no news, simple GA
• Maximize sharpe ratio
• Dow-Jones: number of assets with significant
weights (Technique)

1. 5 (GA-GCA)
2. 5 (GA-GCA with no news)
3. 10 (Simple GA)
• NASDAQ: number of assets with significant
weights (Technique)

1. 12 (GA-GCA)
2. 14 (GA-GCA with no news)
3. 21 (Simple GA)

Not compared with
conventional techniques

[26] • SPEA-2 (R+T), SPEA-2, NSGA-II (R+T),
NSGA-II, SMPSO (R+T), SMPSO, GDE3, GDE3
(R+T)

• Optimize estimation error, stability, unrealized
returns, extreme risk
• SPEA-2 (R+T) gave good results

Not compared with
conventional techniques

[25] • SPEA-2 (PGM, PLM), NSGA-II (PGM, PLM)
• Optimize hypervolume, spread, and epsilon
indicator
• PGM operator gave good results for both SPEA-2
and NSGA-II

Not compared with
conventional techniques

[10] • Combines GA and quadratic programming
• Maximize: turnover, returns, sharpe ratio
• Proposed hybrid yield good results

Compared with:
• Minimum variance
portfolio

• No cardinality
constraints

• LASSO
• With and without
transaction costs

learning (IL) and neural network (NN) based approaches. GA-based approach per-
formed better than the remaining two compared approaches. Less number of rules are
generated by the proposed approach than the IL and the NN-based approaches. Also
the accuracy of the proposed GA-based technique is better than IL and NN. This kind
of rule-based decision-making approach aids the decision makers in making better
decisions.

One main advantage of using GP is that it generates a GP-tree for the individual
representation which is flexible for the rule representation. Several mathematical
operators can be incorporated into the tree by which better search space traversing
can happen. However, in the proposed approach, the Spanish companies’ data has
been utilized to predict bankruptcy using GP, and the proposed technique compared
with the SVM [33]. The proposed method [33] outperforms the compared SVM-
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based method with many hits, true positive rate and true negative rate. The main
advantage of the proposed approach is that it can be applied highly unbalanced
databases.

Corporate bankruptcy prediction will be helpful to the governments, investors as
well as creditors, etc., because predicting firms which will get bankrupt in future will
help all the interested in the firm alike awarning sign. Here, in the proposed technique
for bankruptcy prediction [13], GP was utilized for prediction of the bankruptcy
of Iranian firms, as the GP-tree produced generates the discriminating rules. The
proposed method [13] compared with Multiple Discriminant Analysis (MDA), and
the proposed method performs better than the compared method with pretty good
metrics. The MDA generates a linear discriminating equation for bankrupt and non-
bankrupt firms which are compared with the rules from GP and GP produces better
prediction accuracies than MDA.

Apart from GA and GP, there are other good ESO metaheuristics that can be
applied to the task of bankruptcy prediction. In the proposed method [34], ACO
and PSO were utilized for the bankruptcy prediction. Also, feature selection was
performed on the financial task of credit risk assessment using theACOandPSO [34].
Feature selection helps in the process of finding important and useful features from
large number of feature set. Apart from the above, feature selection also improves the
metrics considered for the evaluation. The metrics used for comparison are overall
classification accuracy, root means square error and an average number of features.
The proposed methods are in turn compared with TS and GA, and the proposed
methods outperformed the comparedwith the above-mentionedperformancemetrics.

Due to the banks’ preference toward a cost-sensitive classifier which is much in
demand and also classifier friendly to the decision makers, the discussed approach
is very useful. So, GA was utilized simultaneously for obtaining optimal features
as well as parameter estimation of the model considered for bankruptcy prediction
with the cost consideration [14]. In cost-sensitive learning approach, the weights of
vector quantization are optimized along with minimal feature length. The proposed
methodology [14] obtained optimal features with better performance in terms of
expected misclassification cost. Further, the advanced genetic operators can be used
along with ensemble-based methods to improve the proposed method.

In addition, a GA-based coverage optimization is utilized for the ensemble of
classifiers on bankruptcy data of the Korean firms [32]. The diversity problem of
ensemble learning is addressed using GA with summation of coverage rate of the
classifiers as the objective with Variance Inflation Factor (VIF) as the constraint, to
addressmulti-collinearity among the picked classifiers. Themodel is generated by the
method compared with the stand-alone Decision Tree (DT), Neural Network (NN),
and Support Vector Machine (SVM). The proposed ensemble of classifiers using GA
performs comparatively better than the stand-alone machine learning techniques.
The advantage is that bagging and boosting of ensemble learning is improved using
a GA-based ensemble.

Further, a hybrid method combining adaptive PSO with SVM was proposed on
American banking industry data [35]. The proposed hybrid outperforms the tra-
ditional machine learning techniques compared in the research article in terms of



Evolutionary Computing Applied to Solve … 45

accuracy, sensitivity, specificity, and F-measure. The compared techniques include
Logistic Regression (LR), Naïve Bayes (NB), Decision Tree (DT-ID3, C4.5), ANN,
etc. Also, various inertia weight variants of PSO were compared like Adaptive Iner-
tia Weight (AIW), Fixed Inertia Weight (FIW), Linear Decreasing Inertia Weight
(LDIW), and Nonlinear Decreasing Inertia Weight (NDIW). Out of all the com-
pared variants of inertia weight, AIW gave good results on the standard optimization
benchmark function.

On the other hand, ACO has been used with weighted fitness function of both
Accuracy (ACC) and Area Under the Curve (AUC) for the bankruptcy prediction
[15].ACOwas used to develop a discriminationmodelwhich canwork on continuous
data without the use of data discretization. The proposed method compared with var-
ious Machine Learning (ML) techniques like Random Forest (RF), J48, Multi-Layer
Perceptron (MLP), etc. The devised technique outperformed the above-mentioned
conventional machine learning techniques in terms of both performance metrics, i.e.,
AUC and ACC. The above ACO-based model was run on top of various attribute
selection techniques like Gain Ratio-based, Chi Square-based, Correlation-based,
Wrapper-based, etc. When compared with the above attribute selection methods,
ACO-based technique outperformed all the compared ML techniques (Table 4).

In summary, we observe the following:

• GA has often been utilized to solve the bankruptcy prediction problem.
• The above ESO techniques are compared with conventional (like MDA, RF, J48,
MLP, SVM, etc.) as well as ESO-based techniques such as ACO, PSO, etc.

5.3 FOREX Management

Two main aspects where optimization can be employed is in finding optimal trading
rules for the FOREX market and FOREX rate prediction.

Initially, GP was utilized in combination with trigonometric operators and high-
order statistics [16]. The performance was compared with GP, traditional function
sets, stand-alone ARMA models and the Buy & Hold on the performance metrics
like mean square error (MSE), hits, profit, etc. The proposed method gave compar-
atively better results than the compared in terms of better profit percentage, high hit
percentage and less MSE.

In addition to the above, the effect of foreign exchange management on the firm’s
performance is analyzed using GA and user has to specify various criteria like Value
at Risk (VaR), FOREX trading condition, conditions on dealing amount, and GA
operator as well as penalty [37]. Management of FOREX risk is involved when trad-
ing in different currencies by the firm. VaR depicts the maximum potential loss for
a given period. Various conditions like Non-constraint condition, maximum hold-
ing condition and maximum VaR (currency are sold when maximum criteria are
reached) are considered in the proposed approach. The proposed approach provides
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Table 4 Comparison of ESO techniques (Bankruptcy prediction)

References ESO technique applied, objective function utilized,
results

Comparison with
conventional techniques,
results

[12] • GA
• Maximize (Predictive accuracy (Rule)+Coverage
(Rule))
• Technique (Number of rules, coverage %, average
accuracy %, overall accuracy %) GA (11, 18.5,
93.3, 94.0)

Technique (Number of
rules, coverage %,
average accuracy %,
overall accuracy %)
• IL (16, 15.3, 87.7,
89.7)

• NN (12, 15.6, 88.4,
90.3)

[33] • GP
• Fitness: Maximi ze

∑n
i�1 U i

1 for correct classification and 0 for wrong
classification
• Technique (Data) (Overall: hits %, TP %, TN%)
• Best-GP (1999) (79.44, 81.48, 79.32)
• Avg-GP (1999) (83.94, 62.04, 85.28)
• Best-GP (2000) (79.44, 81.48, 79.32)
• Avg-GP (2000) (83.24, 62.33, 84.63)

Technique (Data)
(Overall: hits %, TP %,
TN%)
• Best-SVM (1999)
(68.74, 92.59, 62.27)

• Avg-SVM (1999)
(68.80, 91.48, 67.41)

• Best-SVM (2000)
(69.10, 93.33, 67.68)

• Avg-SVM (2000)
(67.95, 91.00, 66.41)

[13] • GP
• Fitness: maximize number of hits
• Holdout: accuracy (Bankrupt %, non-bankrupt %)
GP- (95, 84)

• Holdout: accuracy
(Bankrupt %,
non-bankrupt %)
MDA- (71, 74)

[34] • ACO, PSO, GA, TS
• Fitness: maximize overall accuracy and minimize
root mean square error
• ACO and PSO performed better

Not compared with
conventional techniques

[14] • vGA
• Fitness: reduce estimated misclassification cost
• GA performed better than ML techniques

• J4.8, MLP, SVM, KNN

[32] • GA
• Fitness: maximize coverage rate with VIF as a
constraint
• Coverage optimized bagging and boosting
(Accuracy)

• DT (76.20, 76.00)
• NN (76.92, 76.52)
• SVM (77.23, 77.53)

• Individual, bagging and
boosting (Accuracy)

• DT (70.30, 75.78,
75.10)

• NN (71.02, 73.97,
73.10)

• SVM (72.45, 72.85,
73.07)

(continued)
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Table 4 (continued)

References ESO technique applied, objective function utilized,
results

Comparison with
conventional techniques,
results

[35] • Adaptive PSO—SVM
• Fitness: overall accuracy, precision, F-measure are
all maximized
• Adaptive PSO-SVM (96.97, 94.44, 97.14)

Technique (overall
accuracy, precision,
F-measure)
• LR (72.73, 75, 72.72)
• NB (78.79, 81.25,
78.78)

• DT (78.79, 77.77. 80)
• ANN (75.76, 82.35,
77.77)

• SVM (81.82, 83.33,
83.33)

[15] • ACO
• Fitness: maximize C1 ∗ ACC + C2 ∗ AUC
• Dataset (AUC, ACC)
• Dataset-I (97.14, 89.2)
• Dataset-II (88.81, 77.2)
• Dataset-III (91.28, 81.5)

• Compared with random
forest (RF), MLP, NB,
J48, etc. Apart from
Dataset-I especially in
case of RF, the results
of the compared are
better for other datasets

realistic dealing history conforming to the company’s financial circumstances and
also compatible with the user’s requirements.

Next, GA has been used to find the optimal set of trading rules for the FOREX
market [17]. Various technical indices like Relative Strength Index (RSI), Moving
Averages (MA) and ExponentiallyWeightedMovingAverages (EWMA) are utilized
to generate the trading rules for the FOREX market. The trading rules are optimized
using GA. The performance metric is profit, and the proposed method has measured
significant profit for the test time series. The proposed method was also compared
with NN and NN-based trading rule generator was inferior to the GA-based trading
rule generator. It is also compared with standard methods like Buy and Hold and no
Leverage and GA-based method outperformed the compared.

Apart from the above ESO techniques, a Linear GP (LGP) is used to find the
optimal currency trading in the foreign exchangemarketwith consideration of trading
strategies, trends, and profitability [36]. The advantage of using LGP over GP is that
it is not tree-like (i.e., linear) and easy to use than traditional GP. The analysis of
profitability shows that LGP system achieves both by buying in profit and prevent
selling loss. The advantage of this model is in terms of maximizing profits, i.e.,
maximizing drawdown and less emphasis on winning trades. The implementation
will be useful in multiple prior day trading.

Also, Mendel’s principle-based GA is used to determine exchange rates under
uncertainty [38]. The fitness function used is coefficient of determination of the
regression analysis. The use of Mendel’s operator after selection is to boost the local
search capability of the GA by amplifying unstable solutions generated from the
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mutation process, i.e., where good solutions are not lost by the mutation operation.
By using this above principle convergence happens at faster rate as good solutions
are not lost. The Mendel-GA compared with Standard GA (SGA) and Ordinary
Least Squares (OLS), and Mendel-GA outperformed both the compared regarding
the exchange rate determination.

Moreover, FOREX trading rules generated with a profitability measure using GA
and the proposed technique compared with a Neural Network (NN) based trading
rule generator [18]. In the proposed approach each solution represents ten set of
trading rules (5 representing opening position+5 representing closing position) with
31 parameters encoded as genes. The fitness function used in the proposed approach
is Stirling’s Ratio. The profit and risk associated with the trading rule is assessed
using the fitness function considered. The proposed method outperforms NN-based
trading rule generator regarding profitable trading rules (Table 5).

In summary, we observe the following:

• GP and GA are often utilized to solve the FOREX Management problem.
• The above ESO techniques are compared with conventional techniques (like
ARMA, Buy and Hold, NN, VaR).

5.4 Gridlock Resolution

Interbank payment clearance also called Gridlock Resolution is the hot topic where
ESO techniques find a potential application.

Initially, interbank payments clearing system modeled as discrete optimization
algorithm where clearing volumes are the objective function and deposits of partic-
ipants are the limiting resources [20]. Though ESO technique has not been utilized,
the way of modeling is a good candidate for applying ESO technique. Later, inter-
bank payment clearing system is developed using discrete optimization using a fast
heuristic [19] where ESO finds a potential application area.

5.5 ATM Cash Replenishment

ATM cash replenishment is also a hot topic where ESO can be applied. It is where
the optimal amount of money to be replenished in ATMs give banks a potential lift as
interest paid to the replenishing company will be reduced, and more importantly, the
customer dissatisfaction levels reduced as there will be fewer ATMs with the money
depleted.

The ATM cash replenishment problem addressed in [21, 22] but not in ESO-
based approach. These research articles provide a basis for the objective function
formulation and the application of ESO techniques.
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Table 5 Comparison of ESO techniques (FOREX management)

References ESO technique applied, objective function utilized,
results

Comparison with
conventional techniques,
results

[16] • GP with trigonometric operators and high-order
statistics

• Fitness: minimize MSE
• Proposed method:
(MSE, hits %, Profit %)
British Pound (0.2434, 55.23, 88.78)
Japanese Yen (0.2215, 53.00, 79.78)

(MSE, hits %, profit %)
• ARMA
British Pound (–, 50.98,
14.83)
Japanese Yen (–, 49.41,
−19.63)
• Buy and hold
British Pound (–, –,
12.15)
Japanese Yen (–, –,
−20.71)

[37] • GA
• Fitness: maximize sum of exchanged amount at the
last business day
• Compared with various user-selected criteria

Not compared with
conventional techniques

[17] • GA
• Fitness: technical indices like RSI, MA, EWMA
used to maximize profit
• GA-based method gave better profit percentage than
the compared

• Compared with NN,
buy & hold, no
leverage

[36] • Linear GP (LGP)
• Fitness: maximize drawdown
• LGP-based method compared with various fitness
cases

Not compared with
conventional techniques

[38] • Mendel’s GA, SGA
• Minimize: coefficient of determination
• Better results than the compared

Means of the two
datasets are compared
with OLS. Mendel’s GA
outperforms OLS

[18] • GA
• Fitness: maximize stirling ratio
• Results are compared with the rolling
window-based technique’s results

Not compared with
conventional techniques

5.6 ATM/Branch Location Prediction

No work is reported in the area of ATM/Branch location prediction in the journals
or publishers considered for the review. This also indicates that it is a fertile area for
research.
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6 Discussion and Future Directions

In the following, the discussion of the review and future directions is presented as
follows:

• It is observed that numerous operational issues are solved using GAs. Therefore,
other ESO techniques can be explored for solving the operational issues listed
above.

• The operational issues listed above are not exhaustive. Other operational issues
such as interest rate prediction and ATM/branch location prediction can be solved
in future using ESO techniques.

• ESO techniques obviously take more computational time because of parameter
tuning for the ESO techniques and repeated runs required to nullify the effect of
randomization. However, the optimal or near optimal results obtained by ESO
techniques make them more attractive for the firms than conventional techniques.

• There are some operational issues like ATM cash replenishment, gridlock resolu-
tion, etc., where ESO techniques were least exploited. Therefore, in these areas,
ESO techniques find an immediate application, as these are primarily optimization
problems.

• The newer realm of techniques such as quantum-inspired Evolutionary techniques
to find a lot of promise to solve these problems.

• Further, many of these problems can be formulated asmulti-objective optimization
problems, which will pave the way for the immediate adoption of evolutionary
multi-objective (EMO) algorithms to these areas.

• Fuzzy optimization finds a direct application as some of these problems can be
reformulated to model the inherent fuzziness in the objectives and/or constraints.

• The Return on Investment (ROI) of the banks/financial firms will increase as seen
in the above review work by considering profitability as one factor.

• This survey shows that conventional techniques which include machine learning
based techniques, expert-based techniques, statistical-based techniques, age-old
practices etc. which can be replaced with ESO techniques which offer global
optimal or near-global optimal results.

• The survey also shows the utilization of optimization operators alongside the use of
ESO techniques. These operators like greedy coordinatemutation operator, guided
mutation operator, trigonometric operators, etc., speed up the execution time and
in future, even better operators can be proposed with the ESO techniques.

• The trend of application of ESO techniques to the operational issues considered
has gone up in 2009 and 2012 (in Fig. 4). This trend will increase in future as
researchers and practitioners are moving toward ESO techniques for solving their
problems.

• In the age of automation, ESO-based techniques provide a good way of automat-
ing the conventional methods. ESO techniques are a part of broad areas of soft
computing and AI. Although many believe that ESO-based automation of the
operational issues (e.g., ATMCash Replenishment, Gridlock Resolution, FOREX
Management, etc.) will be detrimental for the employability of humans but, it
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offers a greater depth into the profitability of the firms and also in making reliable
decisions for the banks/financial firms.

• ESO techniques can be employed to generate rules which is not possible in case of
some conventional black-box techniques (e.g., Artificial Neural Networks, Deep
Learning, etc.) of machine learning.

• ESO-based techniques tend to increase the managerial satisfaction levels of
banks/financial firms, by offering the best-fit solutions to the operational issues.
Examples of these can be seen in the operational issues of ATM Cash Replenish-
ment, Gridlock Resolution, ATM/Branch Location prediction, Interest rate predic-
tion, etc. In all the above operational issues, the customer satisfaction levels also
improve greatly with the use of ESO techniques.

• This survey presents some objective function formulations which may be utilized
in the future with even better, strong and versatile ESO techniques.

7 Conclusions

In this article, we present a survey of applications of ESO techniques for solving
the operational issues of the banks such as Portfolio Optimization, Bankruptcy Pre-
diction, FOREX rate prediction, Gridlock resolution, ATM cash replenishment, etc.
Current review work would be very useful to the bankers, financial firms as well as
academicians and researchers working in the domains of Banking, Financial Ser-
vices, and Insurance.
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Evolutionary Computation for Theatre
Hall Acoustics

Cemre Cubukcuoglu, Ayca Kirimtat, Berk Ekici, Fatih Tasgetiren
and P. N. Suganthan

Abstract Architectural design is a process that considers many objectives to satisfy.
In general, these objectives are conflicting with each other. On the other hand, many
design parameters are associated with these conflicting objectives, too. Therefore,
architectural design is described as a complex task. To handle the complexity, com-
putational optimization methods can be employed to investigate architectural design
process in detail. This paper focuses on investigatingPareto-front solutions for theatre
hall design using multi-objective evolutionary algorithms. To formulate the theatre
hall acoustic design problem, we consider three objectives. Two objectives are mini-
mization of both reverberation time, and total initial cost whereas the third objective
is the maximization of seating capacity. In addition, several designs and acousti-
cal performance constraints are defined. To tackle this problem, a multi-objective
self-adaptive differential evolution algorithm (JDEMO) is proposed and compared
with a well-known non-dominated sorting genetic algorithm-II (NSGA-II) from the
literature. Computational results show that the proposed JDEMO algorithm achieves
competitive results when compared to the NSGA-II.
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1 Introduction

Acoustics is an important building performance aspect in the conceptual design
phase of theatre halls. The reason is that well-performing acoustic design provides
a pleasant hearing quality to audiences. On the other hand, insufficient acoustic
design may cause an unfavorable experience during a lecture or a classical music
composition.

From small to large scale, acoustic performance can be applied to different build-
ing types in the field of architecture. Because of this reason, different design param-
eters can be associated with the acoustic performance.

In the literature, there exist several studies to explore design parameters in acous-
tic performance for different building types in recent years. For instance, Chiang and
Shu [1] studied how architectural design is affected by acoustical measures through
computer simulations. Martin and Arana [2] presented vital parameters for sym-
phony hall acoustics using two different simulation softwares, where several design
parameters were investigated for the acoustic performance of symphony hall. On the
other hand, Cerda et al. [3] also studied parameters, related to acoustic performance,
which are intelligibility, spaciousness, and strength. They presented results for nine
different halls with different shapes and functions. Another study [4] focused on
large-scale halls by considering acoustic parameters based on the characteristics of
the layout configuration. Moreover, Brothánek et al. [5] assessed the acoustics per-
formance of a concert hall considering monaural and binaural parameters. Briefly,
vital parameters for acoustic performance can be summarized as follows [6]:

• Layout configuration of the rooms within the building,
• Avoiding sound transmissions for the surfaces, which are adjacent,
• Sound generated by service spaces,
• Shape and size of the space,
• Furniture and equipment placed in the room.

In order to explore a most suitable set of parameters, there are several imple-
mentations based on parametric modeling and computational optimization in the
literature as well. For instance, Sato et al. [7] investigated near-optimal parameter
set based on Genetic Algorithms (GAs). This study considered a shoebox-shaped
hall’s ceiling and fan-shaped outdoor theatre. Authors presented satisfactory results
by making a discussion over the complexity of the problems. In another study, Sato
et al. [8], considered a shoebox hall to optimize the proportions of the shape and
layout plan, respectively. For both cases, authors formulated the problem as single
objective and employed GA. Another study [9] focused on several methods used for
evaluating acoustic performance. These methods are real-time computer modeling,
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iterative design, computational optimization methods, and auralization. The role of
computational and optimization design tools for the acoustic performance is clearly
underlined as an important future direction in their study. According to the reviewed
literature, we can summarize several gaps in computational optimization for building
acoustic performance, as follows:

• Most of the published studies are formulated as single objective problems to assess
acoustics performance.

• Multi-objective optimization approaches has not discussed yet for acoustic per-
formance.

• Only a single objective GA has developed and implemented as a computational
optimization method to tackle building acoustic in the theatre hall design.

This study deals with the optimization of the acoustic performance of theatre hall
design. For this reason,we extended our previous published paper [10] by considering
three objective functions and different multi-objective algorithms in the theatre hall
design model. The model presented in this paper considers the following additional
features:

• Anadditional conflictingobjective function,which is seating capacity of the theatre
hall design presented.

• We employed a sine function to differentiate the extrusion of each sidewall module
in the theatre hall design.

• With new features, total amount of decision variables are increased up to 17, hence,
the complexity of the optimization problem is increased as well.

• We present NSGA-II and JDEMO algorithms to obtain non-dominated Pareto-
front solutions.

Multi-objective problems (MOPs) are studied for many years. In order to solve
these problems, multi-objective optimization algorithms are proposed. Evolutionary
algorithms (EAs) are usually employed to solveMOPs in the literature. EAs are in use
to solve the MOPs, denoted as Multi-Objective Evolutionary Algorithms (MOEAs).
In particular, NSGA-II [11] and SPEA2 [12] are one of the most studied ones, which
are capable of solving difficult engineering and benchmark problems.

Differential evolution (DE), suggested by [13, 14], is another EAwidely employed
in the current literature [15]. In DE, crossover rate (Cr), and mutation factor (Mr)
have an enormous influence on the algorithm’s performance. An improved version
of DE, self-adaptive DE (jDE) was presented to update Mr and Cr values in each
generation [16, 17]. Such a small modification on DE made the jDE a very efficient
algorithm. As a multi-objective version of jDE, DEMOwSA is proposed in [18]
using the properties of DEMO for MOPs [19, 20]. In this paper, we propose JDEMO
with self-adaptive parameter setting proposed in [16, 17]. Then, we compare with
well-known NSGA-II in order to present desirable design alternatives to decision
maker.
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Following sections are as follows: Sect. 2 presents the definition of the problem on
hand. Section 3 explainsMOEAs in order to gather non-dominated Pareto-front solu-
tions. Section 4 shows how we develop algorithmic form finding model. Section 5
presents computational results. Finally, Sect. 6 discusses final remarks and conclu-
sions.

2 Problem Definition

This study aims at discovering a set of alternatives by consideringmultiple objectives
for theatre hall design. Objective functions of this problem areminimization of rever-
beration time and total initial cost; and, maximization of the seating capacity. Besides
boundary constraints of decision variables, the design problem includes additional
constraints as well. These are stage visibility, undesirable floor intersections, and
convenient range for reverberation time. In addition, decision variables control the
number of seats and arrangement of both seats and platforms, the movement of the
stage, and the configuration of absorbing panels on sidewalls of the hall. In Table 1,
the design variables of the problem on hand are listed in detail.

2.1 Objective Functions and Constraints

In the problem on hand, three objective functions subject to several constraints are
formulated in the mathematical model as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Minimize f1(x) � RT

Minimize f2(x) � TC

Maximize f3(x) � Scap

Subject to As �� Bs �� Cs

Sstage ∩ SA � ∅
1.5 ≤ RT ≤ 2.5

RINT � ∅

where RT is reverberation time, TC is total initial cost, Scap is seating capacity.
AS ,BS , and CS are the number of seating capacities of A, B, and C-type seats,
respectively. Moreover, Sstage is the area covered by the stage platform where SA
is the area covered by A-type seats. Finally, RINT is an intersection set of visibility
rays belonging to each seat in the hall.

As the first objective, we calculate RT for each generated design in order to assess
acoustical performance. RT is one of the most popular acoustic measurement factors
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Table 1 Design variables of the design problem

Decision variable Notation Unit Var. type Range

x1 Quantity of platforms TP Piece Integer [4, 12]

x2 Platforms angle PA Degree Real [18, 90]

x3 Height of the platform-A Ah Meter Real [0.1, 1.0]

x4 Height of the platform-B Bh Meter Real [0.5, 1.5]

x5 Height of the platform-C Ch Meter Real [0.8, 1.8]

x6 Stage height SH Meter Real [0.5, 1.5]

x7 Location of the stage in X-axis SM Meter Real [10, 20]

x8 # of seating A As Piece Integer [18, 36]

x9 # of seating B Bs Piece Integer [18, 36]

x10 # of seating C Cs Piece Integer [18, 36]

x11 Variable a in sine function of
panels for side wall 1

a Variable Real [0.1, 1.5]

x12 Variable b in sine function of
panels for side wall 1

b Variable Real [0, 10]

x13 Variable c in sine function of
panels for side wall 1

c Variable Real [5, 10]

x14 Variable a in sine function of
panels for side wall 2

a’ Variable Real [0.1, 1.5]

x15 Variable b in sine function of
panels for side wall 2

b’ Variable Real [0, 10]

x16 Variable c in sine function of
panels for side wall 2

c’ Variable Real [5, 10]

x17 Shoebox movement factor f Meter Real [−15, 15]

in the field of architecture. This measurement is calculated in seconds. In fact, RT is
evaluated in time, which takes for a signal to drop by 60 dB [21].

RT is conflicting with Scap and TC. In other words, as seating capacity increases
total amount of absorbing elements, it improves acoustical performance. However,
havingmore seating capacity leads to an increase inTC. Therefore,we try tominimize
RT and TC whereas we try to maximize Scap. Sabine [21] examined the relationship
between absorption and the reverberation time with the following formula in Eq. (1):

RT � 0.161 ∗ V
∑

S∗ ∝ (1)

where V is the volume of the room (m3), and S is the total area of the surface (m2),
and∝ is the coefficient of the sound absorption for elements used in the space. In the
Eq. (2), the absorption coefficient of materials varies with absorption characteristics.
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∑
S∗ ∝ � [(

Sfloor∗ ∝floor
)
+ (Ssidewalls∗ ∝sidewalls) + (Sbackwall∗ ∝backwall)

+
(
Sfrontwall∗ ∝frontwall

)
+

(
Sceiling∗ ∝ceiling

)
+

(
Sseatings∗ ∝seatings

)

+
(
Splatforms∗ ∝platforms

)
+

(
Spanels∗ ∝panels

)]
(2)

For the second objective function, TC is a summation of seats cost (SC), platforms
cost (PC), stage cost (STC), and absorbing panels cost (AC) as follows:

TC � SC + PC + STC + AC (3)

where SC,PC, STC are calculated as follows:

SC � (
Scap

) ∗ chairs unit cost (4)

PC � (The platforms surface area) ∗ unit cost (5)

STC � (Stage of the theatre hall surface area) ∗ unit cost (6)

Regarding AC, side walls are other important components in the cost calculation.
Extrusions of these panels support the acoustical performance.However, havingmore
sidewall elements causes an increase in TC. Extrusions of these panels are produced
by the sine function as in Eqs. (7) and (8). In this way, more design variations in
the theatre hall are achieved. Since we have two different sidewalls on the right and
left sides, Eq. (7) corresponds to the right panels, while Eq. (8) matches for the left
panels as follows:

a ∗ sin(c ∗ x + b) (7)

a′ ∗ sin
(
c′ ∗ x + b′) (8)

where “a” refers to the depth of the panels belonging to each sidewall, variable “b”,
and variable “c” refer to the configurations of the box panels. The use of sine function
for the panel extrusions is illustrated in Fig. 1. The calculation of AC is presented in
Eq. (9).

AC � (total surface area of absorbing panels) ∗ unit cost (9)

As the third objective, we calculate Scap. Different combinations of chairs on
different types of platforms directly control this objective. The calculation of this
function is presented in Eq. (10).

Scap � AS + BS + CS (10)

As can be shown in the mathematical model above, the first constraint provides
diversity for each seating platform through a non-equal number of seating types.
Second, intersection between stage platform and front seating is avoided. Third, the
convenient range for RT is considered as between 1.5 and 2.5 [22, 23].
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Fig. 1 Extrusions with sine function

Visibility of the stage from audiences is one of the most important aspect, too.
Thus, we defined it as another constraint, which is related to different heights of the
platforms and stage. To calculate this constraint function, lines between stage and
chairs located on each seating group are generated as rays. Then, the intersection of
each ray belongs to different seating groups is computed as follows:

RINT � [(RA ∩ RB) ∪ (RA ∩ RC) ∪ (RC ∩ RB)] − 2(RA ∩ RB ∩ RC) (11)

where RA,RB, and RC are rays generated between seating groups A, B, C and stage,
respectively. Finally, black box constraints are defined in Table 1.

3 Multi-objective Evolutionary Algorithms

In this study, we addressed theatre hall problem by taking advantage of the MOEAs.
Three-objective functions subject to several constraints are considered. To tackle this
problem, we proposed JDEMO algorithm. Then, we compared results obtained by
JDEMO with well-known NSGA-II algorithm.

3.1 NSGA-II Algorithm

The NSGA-II algorithm is one of the most sophisticated multi-objective optimiza-
tion algorithms in the literature [11]. The NSGA-II is robust, elitist, and capable
to handle constrained problems as well. It is also capable to deal with real-world
multi-objective problems. As a result, the NSGA-II can distribute non-dominated
Pareto-front solutions homogenously.
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Fig. 2 Non-dominated sorting procedure [11]

Fig. 3 Crowding distance calculation

In our problem, the NSGA-II begins with an initial population gen-
erated randomly. The design variables are {TP,PA,Ah,Bh,Ch, SH , SM ,As,
Bs,Cs, a, b, c, a′, b′, c′, f }. Each individual represents 17 dimensions of decision
variables in the problem on hand. In other words, x1 � TP is the first dimension of the
first individual and so on. In order to generate offspring population,we employed sim-
ulated binary crossover (SBX) and polynomial mutation (PM). Then, we employed
the fast non-dominated sorting procedure in [11] to create non-dominated fronts as
shown in Fig. 2.

Another important feature of NSGA-II is the crowding distance. Given a non-
dominated set �. The crowding distance of �[i]dist is measured as in Fig. 3.
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3.1.1 Comparison Operators

The NSGA-II uses the crowded-comparison operator (≺) for unconstrained multi-
objective optimization. It directs the selection process at different steps of the algo-
rithm. Every individual i in the population has a crowding distance rank (idist) and a
nomination rank (irank). Crowded-comparison operator (≺) is defined as follows:

if (irank < jrank) then i ≺ j

or ((irank � jrank) and (idist > jdist))

It means that lower (better) rank is favored between two solutions according to
non-domination ranks. On the other hand, if both individuals have the same rank,
lesser crowded region is favored for the selection.

This situation is somewhat different for the constrained multi-objective optimiza-
tion when comparing two solutions. At this point, three cases can be observed: (1)
one individual is feasible, the other is not; (2) both individuals are infeasible; and (3)
both individuals are feasible. For the constrained multi-objective optimization, the
NSGA-II modifies the definition of domination between two solutions as follows:

An individual p is considered to constrained-dominate an individual q under the
following conditions:

(1) p is feasible, and q is infeasible.
(2) p and q are infeasible, but p has a smaller constraint violation.
(3) Both p and q are feasible and p has a smaller rank than q with crowded-

comparison rule as follows:

if (prank < qrank) then p ≺ q

or ((prank � qrank) and (pdist > qdist))

Now we are ready to outline the NSGA-II in Fig. 4. An example of NSGA-II for
multi-objective constrained benchmark problem is given in Appendix A.

3.2 JDEMO Algorithm

DE is an evolutionary algorithm proposed by Storn and Price [13, 14]. In DE algo-
rithms with each individual Pij with j � 1, . . . ,D dimensions, a random target
population (P) with size N � |P| is uniformly established within the boundaries of
each decision variable. In a very basic form denoted as DE/rand/1/bin, three individ-
uals are selected from the target population. The difference vector of two individuals
is multiplied by the mutation scale factor Mr and added to the a third individual to
generate mutant individual as follows:
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Fig. 4 NSGA-II outline

V t+1
ij � Pt

r1j +Mr ∗
(
Pt
r2j − Pt

r3j

)
∀i � 1, . . . , |P|;∀j � 1, . . . ,D (12)

Then, a trial individual can be generated from target and mutant individuals using
a binomial crossover operator as follows:

Qt+1
ij �

⎧
⎨

⎩

V t+1
ij if rij ≤ Cr or j � Dj

Pt
ij otherwise

∀i � 1, . . . , |P|;∀j � 1, . . . ,D (13)

where rij is a uniform random number in [0, 1] and Dj is a random integer in [1,D],
which makes sure that at least one dimension comes from the mutant individual.

In this paper, we propose a multi-objective DE algorithm denoted as JDEMO,
which is inspired from DEMO in [19, 20]. The only difference between them is to
employ the self-adaptive parameter updating of the jDE algorithm [16, 17]. As well
known, DE algorithms have two parameters: (1) crossover rate, Cr; (2) mutation
scale factor, Mr. These two parameters substantially affect the performance of DE
algorithms. In the jDE algorithm, these two parameters are updated at each gener-
ation. Initially, these parameters are assigned to Cri � 0.5 and Mri � 0.9 for each
individual in the population. However, with a small probability, these two parameters
are updated at each generation as follows:

Mrt+1i �
{
Mrl + r1.Mru if r2 < p1

Mrti otherwise
(14)
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Fig. 5 JDEMO Algorithm

Crt+1i �
{
r3 if r4 < p2

Crti otherwise
(15)

where rj ∈ {1, 2, 3, 4} are uniform random numbers in the range [0, 1]. t1 and t2
denote the probabilities to adjust the Mri and Cri values. They are taken as p1 �
p2 � 0.1 and Mrl � 0.1 and Mru � 0.9.

Since the NSGA-II is a very powerful algorithm with its unique non-dominated
sorting algorithm and crowding distance feature as well as constrained-dominate
rule, we employ these features in JDEMO algorithm too as explained in the previous
section. In other words, the NSGA-II employs SBX crossover and PM mutation
operators when it generates an offspring population. However, the JDEMOalgorithm
uses the DE mutation and crossover operators (Eqs. 12 and 13) when generating the
offspring population. Now, we are ready to outline JDEMO as given in Fig. 5.

4 Generative Model

In the generative model of the theatre hall building, a traditional shoebox model
for acoustical halls is concerned. This shoebox model was 50 m deep and length,
10 m height. The side walls are made of a painted concrete, with acoustical box-
shaped panels with absorbing material. The materials of each element in hall space
are presented as follows:
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Fig. 6 Representation of the theatre hall in concept design stage

• Rear wall: Fabric curtain
• Front wall: “¼” plate glass
• Side walls: Acoustical wall fabric
• Floor: Carpet
• Ceiling: Acoustical ceiling tiles
• Platform below seating: Carpet
• Performance Stage: Wood parquet.

For audience seating layout, there are three types of seating platforms. In the
newly developed model in this paper, distances between “stage and each platform”
determine a grouping strategy for platforms. Seating type A is the one, which has
a distance to the stage smaller than 6 m. On the other hand, distance to the stage
between 6 and 15 m corresponds to seating type B. Finally, the furthest seating type,
so-called type C, has larger than 15 m distance from the performance stage. This
configurational layout is illustrated in Fig. 6.

Each seating group has different height parameter as such Ah, Bh, and Ch. In
addition, density of the chairs on each platform type varies from each other. These
facts are much related with visibility of audiences on each platform group. On the
other hand, bigger platform height values give rise to increment of total cost, but
decrement of reverberation time. In addition, angles of each platform, which are
alike, are also design variables of this problem. In the new model, range of the
platform angle is larger than the previous model. By this way, platforms are capable
to open until 90°. The reason for this fact is the new theatre hall model that has a
larger volume than the previous one.
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Fig. 7 a and b Computer renderings of the theatre hall

Fig. 8 Computer rendering of theatre hall

Regarding the platform stage, the shape is defined as an ellipse with the radii of
10 m to 5 m. Moreover, stage height is another design variable. The ranges for stage
height and location of the stage are larger than the previous model. Renders of the
generative theatre hall model can be seen in Figs. 7 and 8.
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Fig. 9 Number of Non-dominated solutions during 100th generation

5 Computational Results and Discussion

In this paper, JDEMO algorithm is implemented to the multi-objective theatre hall
problem and then compared to the results gathered by the well-known NSGA-II.
In the early stage of the whole design process, we considered the acoustics perfor-
mance of the building on hand. During the optimization process, these algorithms
are separately run for a single replication on a computer, which has 2.6 GHz intel
core i7-6700HQ processor, 8 GB×2 DDR3 memory and 256 GB SSD. The popu-
lation size is fixed at 100. As a termination criterion, we run both algorithms for 100
generations. The number of non-dominated solutions of JDEMO and NSGA-II for
100 generations are given in Fig. 9. Although there is no significant change after 30th
generation for both algorithms as seen in this figure, we also analyzed the behavior
of fitness functions during 100 generations to determine the termination criterion.

The behavior of the fitness functions in terms ofminimum, average, andmaximum
values of non-dominated solutions in the population is analyzed in detail. After 80th
generation, the values of objective functions are not changing that much. In the
100th generation, we observed that fitness function values are converged. Thus, a
termination criterion is defined as 100th generation as shown in Figs. 10, 11, and 12.
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Fig. 10 JDEMO and NSGA-II Minimum, Maximum, and Average values for total initial cost

Fig. 11 JDEMO and NSGA-II Minimum, Maximum, and Average values for seating capacity
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Fig. 12 JDEMO and NSGA-II Minimium, Maximum, and Average values for reverberation time

Finally, the non-dominated solutions of JDEMO and NSGA-II after 100 gen-
erations are obtained as shown in Fig. 13 and Fig. 14, respectively. In the scatter
plot below, red dots correspond to the non-dominated individuals obtained from the
NSGA-II; blue dots represent the results obtained by JDEMO algorithm.

Both algorithms have presented very competitive results in terms of objective
function ranges. The JDEMOalgorithm achievesminimum reverberation time value,
which is very close to 1.4. On the other hand, the NSGA-II is slightly better in terms
of total cost objective because it reaches at the minimum value under 300,000 TL.
Nevertheless, both algorithms have presented very similar objective function ranges,
non-dominated solutions, and different decision variable combinations. This fact has
an apparent impact on the quality of the architectural design alternatives. To be more
precise, the direct influence of the design parameters on the building form makes the
changes in design parameters more important.

For the clarification of the previous statements, the interval plot of the decision
variables after 100th generation with 95% of confidence interval for the mean is
shown in Fig. 15. This plot is analyzed in terms of each algorithm’s performance on
the multi-objective theatre hall problem.

In Fig. 15, x coordinate shows the notations of each design variable belonging to
each algorithm; y coordinate shows the normalized data of the design variables’
ranges. In Fig. 15, we can easily summarize the difference between each algo-
rithm in terms of their results of decision variables. Based on this plot, we can say
that some decision variables are converged, while others are diverged. In particular,
x1, x3, x4, x5, x8, x9, x10 have the longest vertical lines for both algorithms. It means
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Fig. 13 Non-dominated solutions of JDEMO for 100th generation

that the decision variables pertained to seating units have a great impact on the objec-
tives. In addition, A-type seating platform group affected the results obtained by both
algorithms. B-type and C-type seating platform groups are not so much affected the
objectives asmuch asA-type. This can be explained by the closeness of A-type chairs
group to the stage causes a larger amount of A-type units produced. By this way,
A-type seating group absorb more sound (which is positive for reverberation time)
but cause more total initial cost at the same time. On the other hand, the variables
related to sidewalls acoustics panels, which are x11, x12, x13, x14, x15, x16, give an
interesting result on each algorithm. Although the ranges of the results are very sim-
ilar in both algorithms for both sidewalls, the minimum and maximum values of this
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Fig. 14 Non-dominated solutions of NSGA-II for 100th generation

results regarding to each sidewall are changing in between. Right side walls have
larger values as seen in the plot. It means that the right side walls’ panels have more
variation in the design of boxes. Moreover, some solutions have different charac-
teristics on two algorithms. For example, NSGA-II gives higher ranges in the most
cases than JDEMO. Another example is that JDEMO is capable to present better
ranges in the results for the decision variables x6 and x7. Therefore, it can be said that
JDEMO has more impact on visibility constraint than NSGA-II. On the other hand,
NSGA-II presents better combinations in the design of box panels which means that
the variables belonging to sine function are more changeable in NSGA-II.
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Fig. 15 Interval plot of decision variables in 100th generation

6 Conclusion

In this study, we proposed two different optimization algorithms, s-called NSGA-II
and JDEMO in order to get a Pareto front with various non-dominated solutions.
We achieved plausible theatre hall alternatives that may be considered as efficient
designs thatminimize total initial cost and reverberation time, andmaximize the seat-
ing capacity. Each algorithm converges very fast and both algorithms are capable of
presenting feasible design alternatives as well. However, with respect to the compu-
tational analysis, results differ from each other in terms of range of design/decision
variables. This fact directly influences the form of the architectural design. Finally,
it can be said that NSGA-II and JDEMO algorithms are competitive to solve the
multi-objective theatre hall-design problem.

7 Appendix A

For the SRN function in [11], we present the NSGA-II algorithm with Simulated
Binary Crossover (SBX), Polynomial Mutation (PM), and Non-dominated Sorting
algorithm. The population size is ten and we generate five offsprings in the example.

Problem    n      Variable Bounds Objective Functions Constraints
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Structural Optimization for Masonry
Shell Design Using Multi-objective
Evolutionary Algorithms

Esra Cevizci, Seckin Kutucu, Mauricio Morales-Beltran, Berk Ekici
and M. Fatih Tasgetiren

Abstract In this study, the implementation of evolutionary algorithms to the form-
finding problemofmasonry shellmodels is presented usingAutoclavedAeratedCon-
crete material. Regarding the significance of design decisions, the study is focused
on the conceptual stage of the design process. In this context, the applied method is
addressed asmulti-objective real-parameter constrained optimization. For the sake of
dealing with the shell design problem, two objective functions are considered: min-
imization of global displacement and minimization of mass. Two multi-objective
evolutionary algorithms, namely, Non-Dominated Sorting Genetic Algorithm II and
Real-coded Genetic Algorithm with mutation strategy of Differential Evolution
Algorithms are compared in terms of computational and architectural performance.
As a result, the solutions generated by these algorithms are found much competitive.
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Asymmetric shells structures

1 Introduction

The Masonry shells have an important place in the architecture over the years. They
are one of the most common buildings of the world’s architectural heritage. As of
today, masonry shells are still present in the agenda of contemporary architecture.
Nevertheless, the design of these structures is considered a complex task because
it requires deep structural knowledge [1]. Historically speaking, basic form-finding
methods, such as hanging chain, graphic statics, and physical modeling have been
influential but not an efficient approach for the form-finding task.

In the course of time, shell structures have become part of the landscape of build-
ings, and thus they are more familiar to human beings. By serving to complex pur-
poses, shell structures entail more requirements that make them even more complex
to solve. In order to deal with this associated complexity, the exploration of the
structural system within the shell geometry becomes the key to find answers. The
introduction of computational modeling techniques in the last two decades proposed
new approaches to the design of these structures in architecture [2–5].

Autoclaved Aerated Concrete (AAC) is a highly efficient material for application
and construction, in terms of compressive stress resistance, lightweight, porosity, and
heat impermeability. It is an alternative to materials such as stone and brick for the
masonry buildings, in terms of insulation and lightweight for architectural construc-
tions. Beyond being produced primarily as a brick with insulation properties, AAC
possesses interesting structural characteristics: it is lightweight, it provides efficiency
in materiality, and it presents potential for a trash-wise use, like pulverized fuel ash
[6]. Moreover, AAC is known as a high-quality material that has been extensively
used as walling element for residential, commercial, and industrial buildings. How-
ever, there are limited studies that have been made for ACC in the field of designing
or constructing shell structures [7–10].

Generally speaking, structures are designed to be safe, stable, economic, and if
possible, light. In stiffness-based design methods, the increase of stiffness is nec-
essary to reduce the structural response, e.g., displacements. Such an increase is
achieved at expense of increasing the size of structural elements, which in turn,
increases its mass. This means that while designing safer structures, they usually
become heavier. This extra mass will attract more load over the structure, hence
requiring more stiffness. So in order to find a balanced trade-off, these two conflict-
ing aspects should be considered within the optimization problem. The minimiza-
tion of both mass (m) and displacement (v) must be introduced then in the objective
function.
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This study focuses on understanding and evaluating the performance of the two
evolutionary algorithms in developing three different freeform masonry shells as
three different cases by using AAC blocks. Departing from vaults, which are self-
supporting systems and stable through their shape formed by funicular arches, the
question is how to link structural stability with geometry. Therefore, the main goal is
to present a set of alternatives for decision maker considering design of these funicu-
lar shells. To do this, the minimization of both v andm are considered as the objective
functions, subjected to constraints related with space quality and structural safety.
The study is framed as a problem onmulti-objective real-parameter constrained opti-
mization for the conflicting objectives. To copewith the problem,Real-codedGenetic
Algorithm with mutation strategy of Differential Evolution Algorithm (CGA_DE)
is proposed and compared with well-known Non-Dominated Sorting Genetic Algo-
rithm II (NSGA_II) .

The rest of the study is structured as follows: Sect. 2 explains the problem for-
mulation of the study including notations. Section 3 clarifies the development of the
model. Section 4 presents the twomulti-objective evolutionary algorithms (MOEAs)
used for the study. Section 5 remarks the computational results of each case study.
Section 6 clarifies discussion of the cases and finally Sect. 7 states the conclusion
and future remarks of the research.

2 Problem Definition

The aimof the study is to explore alternative funicular shell structures. For this reason,
two important objectives v and m are minimized under several load conditions for
three different masonry structure cases. By generating three different shell models
for three different cases, it is aimed to study the masonry shell optimization on more
than one architectural case and test the algorithms in variety of shaped models.

In case 1 (C1), the shell system has a projected triangular shaped topology on
the ground. For case 2 (C2), the topology is considered to be projected as rectan-
gular shaped. Consequently, in case 3 (C3), the topology is designed as a projected
pentagon. Points of the corners of these topologies are set and two directions of
each point are determined as decision variables. For the first direction, points are
denoted as P1,a, P2,a and so on, whereas for the second direction, notation is defined
as P1,b, P2,b and so forth.

By the arrangement of the directions and points, the pillars of the shell where they
stand on the ground are defined. Between each point located on the same direction,
catenary chains are assigned. The length LC and the rotation angle RC of these
catenary chains are determined as decision variables as well as the thickness of the
shell material MT . Due to different base geometries, different amount of decision
variables are assigned to each case study. There are 13 decision variables for C1,
17 decision variables for C2 and 21 decision variables for C3. By this way, opti-
mization problems, which present various complexities, are considered. Figure 1
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Catenary Points                Catenary Rotation       Catenary Length

Fig. 1 Funicular shell diagrams of each case

shows the illustration of decision variables explained above for each C1,C2, and
C3, respectively.

2.1 Objective Functions

Objective functions,which areminimizing both v andm subject to several constraints,
are formulated as follows:
Min (v, m)
where v and m are given by

v � F

K
(1)
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m �
b∑

a�1

W Ea (2)

where F is the loading force, K is the bending stiffness of the shell structure, WEa

is the specific weight of ath element of shell structure and b is total number of the
shell structure elements.

Subject to:

v ≤ H

50
(3)

H ≥ 2.5m (4)

Hi ≥ 2 and Hj ≥ 2 (5)

where H is the total height of the shell structure, Hi and Hj are the heights of two
catenaries in each case study. To calculate the first constraint in Eq. (3), first of all, the
distance of the highest point of the shell to the ground H is measured. Each generated
shell structure performing a v value. With this constraint it is defined to be 50 times
smaller than the H for each generated shell design alternative. In Eq. (4), a constraint
for the highest part of the shell structure H is also determined. The reason for this
is to propose livable spaces for human beings. Regarding this, another constraint
function is also considered. In Eq. (5) i and j correspond two different catenaries in
each case study. For i and j , minimum height is determined as 2 meters in C1, C2,
and C3, respectively, as follows:

i �� j, i � 1, . . . , 3 and j � 1, . . . , 3 for Case 1 (C1) (6)

i �� j, i � 1, . . . , 4 and j � 1, . . . , 4 for Case 2 (C2) (7)

i �� j, i � 1, . . . , 5 and j � 1, . . . , 5 for Case 3 (C3) (8)

Decision variables for each case C1, C2, C3 are given in Table 1.

2.2 Displacement Calculations of the Structure

In order to find the equilibrium state of the shell, the vector of v is calculated by the
help of Karamba [11], which is a 3D plugin tool that is helpful in finite elements
calculations of static problems in Grasshopper 3D (GH). The equation as follows is
used:

F � K × v (9)
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Table 1 Decision variables

Not. Explanation Type Range C1 C2 C3

P1,a First
direction
for Point 1

Real [0.30 m,
1.50 m]

✓ ✓ ✓

P1,b Second
direction
for Point 1

Real [0.30 m,
1.50 m]

✓ ✓ ✓

P2,a First
direction
for Point 2

Real [0.30 m,
1.50 m]

✓ ✓ ✓

P2,b Second
direction
for Point 2

Real [0.30 m,
1.50 m]

✓ ✓ ✓

P3,a First
direction
for Point 3

Real [0.30 m,
1.50 m]

✓ ✓ ✓

P3,b Second
direction
for Point 3

Real [0.30 m,
1.50 m]

✓ ✓ ✓

P4,a First
direction
for Point 4

Real [0.30 m,
1.50 m]

✓ ✓

P4,b Second
direction
for Point 4

Real [0.30 m,
1.50 m]

✓ ✓

P5,a First
direction
for Point 5

Real [0.30 m,
1.50 m]

✓

P5,b Second
direction
for Point 5

Real [0.30 m,
1.50 m]

✓

LC1 Length of
Catenary
Chain 1

Real [0.00 m,
10.00 m]

✓ ✓ ✓

LC2 Length of
Catenary
Chain 2

Real [0.00 m,
10.00 m]

✓ ✓ ✓

LC3 Length of
Catenary
Chain 3

Real [0.00 m,
10.00 m]

✓ ✓ ✓

LC4 Length of
Catenary
Chain 4

Real [0.00 m,
10.00 m]

✓ ✓

(continued)
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Table 1 (continued)

Not. Explanation Type Range C1 C2 C3

LC5 Length of
Catenary
Chain 5

Real [0.00 m,
10.00 m]

✓

RC1 Rotation of
Catenary
Chain 1

Real [0.00°,
20.00°]

✓ ✓ ✓

RC2 Rotation of
Catenary
Chain 2

Real [0.00°,
20.00°]

✓ ✓ ✓

RC3 Rotation of
Catenary
Chain 3

Real [0.00°,
20.00°]

✓ ✓ ✓

RC4 Rotation of
Catenary
Chain 4

Real [0.00°,
20.00°]

✓ ✓

RC5 Rotation of
Catenary
Chain 5

Real [0.00°,
20.00°]

✓

MT Shell
Thickness

Real [5.00 cm,
20.00 cm]

✓ ✓ ✓

Self-weight of all architectural elements used for the construction is the permanent
actions. Furthermore, imposed loads such as the pressure of the wind and the load
of the snow are variable actions. As reported in Eurocode EN 1990, general formula
for the action combinations is given as [12]:

∑

j

γG, j × Gk, j + γQ,1 × Qk,1 +
∑

i>1

γQ,i × Ψ0,i × Qk,i (10)

where Gk represents the permanent actions and Qk represents the variable actions
on structures. According to Eurocode, for the combination of Gk and Qk , partial
and reduction factors are defined based on the low chance of having, both wind and
snow action at full magnitude at the same time. The partial factor for Gk, is γ G,
the partial factor for Qk is γ Q and the combination factor is Ψ 0. Hence, numerous
combinations are probable for the loading of the construction. Qk,1 is considered as
the leading variable action and Qk,i is considered as the other variable actions.

For this study, the loads acting on the structure is considered as dead load (DL),
seismic load (E) and live load (LL) and the load combination is determined as follows:

F � (1.35 × DL) + (0.9 × L L) ± E (11)

Two different load combinations are considered due to two independent wind
directions. In order to calculate these load combinations, DL, E, and LL need to be
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Fig. 2 PDCD process [16]

estimated first. Considered DL of the structure is the AAC blocks material weight
times the volume of the structure (VS), which is retrieved from the computational
model for each generated shell design. As a conservative approach, LL for this
shell structure is taken 2 kN/m2 and E is accepted as 20% of DL of the structure.
Calculation of DL and E is presented as follows:

DL � V S ×
b∑

a�1

W Em (12)

E � 0.2 × DL (13)

3 Parametric Model

Parametric modeling is used for form-finding of the shell geometry. This model is
developed in Rhinoceros 3D [13, 14] modeling software with Grasshopper 3D (GH)
[15], which has a graphical algorithmic interface running as a plugin in Rhinoceros.
In this parametric environment, the shell models of each case have been generated in
three steps: form generation, performance evaluation and optimization. These are the
main phases of the study, which constitute the algorithmic design methodology and
cover an iterated loop. The method can be articulated as one of the essential manners
in the research field of computational designwhich is named as “Performance Driven
Conceptual Design” (PDCD) process [16]. Form generation is the first step and
includes the generative development of shell model. Performance evaluation is the
second step and contains objective functions and constraints. Finally, optimization
step is the third step and deals with the evolutionary computation. The method aims
to maximize the advantages and minimize the disadvantages of earlier assessments,
obtained in the conceptual period of the design. Figure 2 shows the loop of PDCD
process.

For the performance evaluation step of the design method, objective functions
and constraints are organized numerically. According to the working principle of
GH, outcomes of objective functions and constraints of shell design are based on all
decisionvariable combinations. For that reason, optimization step is performed tofind
an appropriate Pareto-front. For this reason, NSGA_II and CGA_DE algorithms are
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Fig. 3 Grasshopper model of the study

used to link the decision variables, constraints, and objective functions of the study.
The working environment is shown in Fig. 3.

4 Algorithms

The problem is addressed to find the Pareto-front set for shell design using computa-
tional optimization. Concerning this, twomulti-objective optimization algorithms are
performed to find the results. In the current literature, various studies are published
about multi-objective optimization problems (MOPs). Most of these problems are
tackled with evolutionary algorithms (EAs). In this field, NSGA_II [17] and SPEA-2
[18], denoted as MOEAs, are very popular to cope with MOPs. Generally, MOEAs
use EAs’ genetic operators to handle the problem.Moreover, MOPs are usually stud-
ied as benchmark, and real-world optimization problems in the engineering domain.
On the other hand, architectural problems [19–21] are also relevant as MOPs to use
MOEAs in recent years. In the following sections, proposed CGA_DE algorithm and
well-known NSGA_II algorithms are explained in detail.

4.1 Real-Coded Genetic Algorithm with Mutation Strategy
of Differential Evolution (CGA_DE)

Genetic Algorithms (GAs), which are well-known heuristic search methods, are
inspired from the biology [22].Most important operators of GAs are natural selection
and evolution. In GAs, individuals in D dimensions are defined as chromosomes
to generate an initial population. Two individuals are chosen and mated from the
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Fig. 4 GA procedure

Fig. 5 Arithmetic crossover
operator

population at each generation. Afterward, new individuals are generated (called child
or offspring) using crossover operator. In addition, to escape from local minima and
maxima, some individuals aremutated. Finally, new generated population (offspring)
is added to previous population (parent) for selecting new individuals for the next
generation. The overall scheme of the GA is presented in Fig. 4.

Real-coded GA needs a crossover and mutation operators. For crossover, sim-
ple arithmetic crossover operator is employed to generate offspring Qg

i . In other
words, two individuals, Xa and Xb, are selected from the parent population. There-
after, each dimension value of the offspring is taken from the first individual with a
C Ri rate whereas from the second individual with a (1 − C Ri ) rate. The outline of
the crossover operator is given in Fig. 5.

The real-codedGAmentioned above is actually for single objective real-parameter
optimization problems. To handle multi-objective shell design problem, this algo-
rithm is extended to MOEA. In the following lines, a self-adaptive real-coded GA
with Differential Evolution mutation operator (CGA_DE) is proposed for the prob-
lem on hand.

In CGA_DE, initial population is constructed uniformly and randomly within the
given boundaries for 13, 17, and 21 dimensions in C1, C2, and C3, respectively. The
arithmetic crossover operator is used to generate offspring population as in Fig. 5.
For the mutation operator, a distinct strategy is proposed by employing the mutation
operator of DE/rand/1/bin. To do that, three individuals are randomly chosen from
the parent population. Thereafter, uniform random number r between 0 and 1 is
multiplied by the difference of two individuals in order to add to another individual
randomly chosen as in Eq. (14).

Q j,g+1
i � X j,g

a + r ×
(

X j,g
b − X j,g

c

)
(14)
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In the CGA_DE, some new random individuals into the parent population are
immigrated with an amount of M Ri × ∣∣Pt

∣∣. This means that if the M Ri is equal to
0.02 with the population size

∣∣Pt
∣∣ � 100, two individuals are generated by Eq. (14)

in order to randomly immigrate into parent population.
Brest et al. [23] proposed self-adaptive procedure inDEalgorithms. In this chapter,

the same idea is considered to propose CGA_DE. Initially, C Ri and M Ri values are
assigned to 0.5 and 0.01, respectively. Afterwards, these values are updated at each
generation g for each individual i as in Eqs. (15) and (16).

M Rg+1
i �

{
M Rmin + r1.M Rmax i f r2 < p1

M Rg
i otherwise

(15)

C Rg+1
i �

{
C Rmin + r1.C Rmax i f r2 < p1

C Rg
i otherwise

(16)

where r j ∈ {1, 2} are uniform random numbers in the range [0, 1]. p1 denotes the
probability to adjust the C Ri and M Ri values. Parameters are taken as p1 � 0.1,
C Rmin � 0.1 and C Rmax � 0.9. In addition, M Rmin and M Rmax are taken as 0.01
and 0.05.

Concerning multi-objectivity, we take advantage of non-dominated sorting pro-
cedure and constrained-domination rule of the NSGA-II algorithm [17] for proposed
CGA_DE. The non-dominated sorting procedure is given in Fig. 6.

Another key feature of the NSGA-I I algorithm is the crowding distance. Suppose
that a non-dominated set δ is obtained. The crowding distance of δ[i]dist is calculated
as in Fig. 7.

For unconstrained multi-objective optimization, crowded-comparison operator
(≺) is used to direct the selection process at the numerous stages. Every individual
i in the population has a domination rank (irank) assigned in non-dominated sorting
procedure and a crowding distance rank (idistance) calculated as in Fig. 7. Based on
these two, crowded-comparison operator (≺) is defined as follows:

i f (irank < jrank)then i ≺ j

or ((irank � jrank) and (idistance > jdistance))

This means that lesser (better) rank is preferred between two individuals with
different non-domination ranks. On the other hand, if both individuals have the
same non-domination rank, individual with smaller crowded region is preferred. For
the constrained multi-objective optimization, NSGA_II modifies the definition of
domination between two solutions as follows:

An individual i is considered to constrained-dominate an individual j under the
following conditions:

1. Individual i is feasible and individual j is infeasible.
2. Both individuals are infeasible, but individual i has a smaller constraint violation.
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If  dominated 
Add to the set of solutions dominated by 

Increment the domination counter of 
belongs to the first front

  Initialize the front counter

  Used to store the members of the next front

belongs to the next front

Fig. 6 Non-dominated sorting procedure

Fig. 7 Crowding distance calculation

3. Both individuals, i and j are feasible and individual i dominates individual j
with crowded-comparison rule as follows:

i f (irank < jrank)then i ≺ j

or ((irank � jrank) and (idistance > jdistance))

The outline of the proposed CGA_DE algorithm is described in Fig. 8.
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1.
2.

3.
4.
5.

6.
a.
b.

7.

8.

9.

Fig. 8 CGA_DE algorithm

4.2 Non-dominated Sorting Genetic Algorithm II (NSGA_II)

NSGA_II is a well-known MOEAs developed by [17]. The power of NSGA_II is
coming from the unique properties of elitism, superiority of feasibility and non-
dominated sorting. Thus, it is presenting homogenously distributed Pareto-optimal
solutions. The main approaches of NSGA_II algorithm are presented as follows:

• O (MN2) sorting algorithm to obtain non-dominated solutions.
• Estimation of “CrowdingDistance” subject to cuboid volumebetweenneighboring
elements, which have the same rank value.

• Application of crowding distance, superior of feasibility, as well as ranking for
diversity preserving through binary tournament selection.

• Elitism strategy by combining offspring members and elite parents.
• Application of genetic operator “Simulated Binary Crossover (SBX)”.
• Finally employing polynomial mutation operator (PM).

The process of the NSGA_II is shown in Fig. 9:
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1.
2.

3.
4.
5.

6.
a.
b.

i. ,
ii. ,

 to . 
7.

.
8. Apply 

. 
9.

Fig. 9 NSGA_II algorithm process

5 Computational Results

CGA_DE and NSGA_II algorithms were run on a computer, which has Intel I7 at
4.4 GHz with 16 GB Ram and 250 GB solid-state drive, to cope with the problem
on hand. For all optimization runs, population size was taken as 100.

For generating one individual in the computer, required time was between 2.5
and 5.0 s depending upon the complexity of the geometry in each case. Karamba
3D evaluate structural performance of shell geometries using mesh surface. Such a
smooth geometry needs toomanymesh surfaces. For this reason, high computational
time was required for not only generating but also evaluating large amount of shell
meshes.

In order to define the termination criterion, non-dominated solution size in the
search space was obtained at every 10 generations. Moreover, minimum, maximum,
and average, values of m and v objective functions were recorded as well. By this
way, the behavior of objective functions in each case was observed. Based on non-
dominated solution size and behavior of objective functions, termination criterion
was defined in each case. Afterwards final set of Pareto-fronts were presented. In
order to give a better insight, minimum, maximum, and average values of decision
variables for the solutions in Pareto-fronts were also reported as tables.

For the sake of computational performance, Hypervolume (HV) was considered
as performance metric [24, 25]. HV is a common metric to assess the volume of
non-dominated solutions with respect to the reference point. HV also was known as
convergence-diversity metric [26] because it evaluates both closeness to the utopic
point as well as distribution through the Pareto-front with a various solutions. Fol-
lowing equation was used to calculate HV for each Pareto-front in case studies:
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Fig. 10 Number of non-dominated solutions in Case 1

H V (P F, R P) � volume

( |n|⋃

i�0

ui

)
(17)

where PF is the Pareto-front, RP is the reference point, n is the number of solutions
on PF, ui is the volume of the space defined between the solution i and RP. In
each case study, RP was defined as point dominated by all non-dominated solutions
in the search space. All these aforementioned analyses are presented for each case
including detailed results in the following sections.

5.1 Case 1

Number of non-dominated solutions during the optimization process for C1 is illus-
trated in Fig. 10. According to this figure, NSGA_II algorithm found 100 Non-
dominated solutions after 50 generation. On the other hand, CGA_DE reached 100
non-dominated solutions after 80 generation. It was clear that NSGA_II converged
faster than CGA_DE algorithm for C1.

Behavior of m objective function for C1 is presented in Fig. 11. It was clearly seen
that maximum value for m presented no alteration through the optimization process
of NSGA_II. On the other hand, CGA_DE suggested different results at the early
generation. After 80th generation, CGA_DE started to present very similar results,
as well. At 100th generation NSGA_II reached 1168.76 kg as maximum m value,
whereas CGA_DE discovered as 1409.89 kg in the Pareto-front.
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Fig. 11 Mass fitness function behavior of NSGA_II and CGA_DE in Case 1

Concerning average m values, both algorithms started from approximately
1000 kg. During the optimization process, CGA_DE and NSGA_II algorithms pre-
sented very similar results, which were around 800 kg. It was also seen that after 80th
generation, algorithms suggested very similar results. At 100th generation average
value suggested by NSGA_II was slightly smaller than CGA_DE.

From the standpoint of minimum m values, CGA_DE found the minimum value
after 30th generation. However, NSGA_II reached the minimum value at 40th gen-
eration. At 100th generation, CGA_DE presented 373.78 kg as minimum m value,
while NSGA_II found 310.49 kg. Generally speaking, for all values shown in Fig. 11,
NSGA_II discovered smaller values than CGA_DE.

Behavior of v objective function for C1 is presented in Fig. 12. After 60th
generation, CGA_DE presented same results for the maximum v. On the other
hand, NSGA_II suggested similar results after 60th generation. At 100th genera-
tion, CGA_DE found maximum v value as 0.026 m whereas, NSGA_II reached
0.050 m.

For the average values, both algorithms started fromapproximately 0.02m.During
the optimization process, average v value decreased in optimization process of both
algorithms. After 70th generation, it was seen that average results were converged. At
100th generation, NSGA_II solutions were presented slightly bigger v values than
CGA_DE. However, it was observed that both algorithms presented very similar
behavior during the 100th generation.

Likewise the average values, both algorithms presented very similar behavior for
the minimum v values. At the 10th generation, it was noted that both algorithms
suggested very similar results. After the 60th generation, NSGA_II and CGA_DE



Structural Optimization for Masonry Shell Design … 101

Fig. 12 Displacement fitness function behavior of NSGA_II and CGA_DE in Case 1

presented slightly different results. At 100th generation, it was seen that NSGA_II
suggested 0.004 m as minimum v, whereas CGA_DE found 0.003 m.

To sum up, non-dominated solutions of both algorithms presented same results
after 80th generation. In addition, m and v objective functions presented very similar
behaviors for minimum, average, and maximum values between 80th and 100th
generations. Due to these facts, termination criterion was defined as 100th generation
for C1.

As result of optimization process for C1, Pareto-fronts at 100th generation for
CGA_DE and NSGA_II are presented in Fig. 13.

Minimum, maximum, and average values of decision variables belong to Pareto-
fronts of C1 are given in Table 2. Regarding these values, it was seen that P1,a, P1,b,
P2,a, P2,b, P3,a, P3,b, LC1, LC2, LC3, and RC1 presented narrow ranges for both
NSGA_II and CGA_DE solutions. On the other hand, RC2 for CGA_DE and RC3

for NSGA_II suggested wider range. However, it was observed that MT presented
wide range. It can be said that this variable had a great impact for the presented
Pareto-fronts belong to both algorithms.

As final analysis for C1, HVs were calculated in accordance with Eq. (17). For
100th generation, HV was computed for CGA_DE as 0.95 and for NSGA_II as
0.92. As a result, computational performance of CGA_DE was slightly better than
NSGA_II for C1.
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Table 2 Decision Variable
Values for C1

C1

CGA_DE NSGA_II

Min Max Avg Min Max Avg

P1,a 0.86 0.90 0.87 0.70 0.72 0.71

P1,b 0.58 0.67 0.60 0.50 0.53 0.52

P2,a 0.87 0.88 0.88 0.89 0.94 0.90

P2,b 0.75 0.79 0.77 0.86 0.88 0.87

P3,a 0.71 0.76 0.74 0.43 0.48 0.45

P3,b 0.72 0.74 0.73 0.61 0.66 0.63

P4,a

P4,b

P5,a

P5,b

LC1 8.09 8.13 8.10 8.61 9.00 8.66

LC2 8.16 8.25 8.19 8.52 8.62 8.53

LC3 7.92 8.06 7.96 8.20 8.24 8.24

LC4

LC5

RC1 9.69 10.76 9.89 19.12 19.53 19.19

RC2 14.21 17.37 14.88 16.85 16.87 16.86

RC3 9.17 10.90 10.08 16.97 18.04 17.51

RC4

RC5

MT 5.00 18.31 9.01 5.00 19.23 10.86

5.2 Case 2

Number of non-dominated solutions during the optimization process for C2 is illus-
trated in Fig. 14. According to this figure, NSGA_II and CGA_DE algorithms found
100 non-dominated solutions after 60 generation. Last 40 generations both algo-
rithms kept the same non-dominated solution size.

Behavior of m objective function for C2 is presented in Fig. 15. From the stand-
point of maximum m values, it can be said that both algorithms presented high values
at 10th generation. Afterwards, maximum m value started to decrease until the 40th
generation. NSGA_II reached to 3214.39 kg at 100th generation. On the other hand,
CGA_DE presented the same results between 80th and 100th generations.Maximum
m result was found by CGA_DE as 3569.3 kg at 100th generation.

Regarding average m values, both algorithms presented very similar behavior
during the 100th generation. At 10th generation, it was observed that NSGA_II
presented higher average m value than CGA_DE. After 70th generation, average m
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Fig. 13 Pareto-front of Case 1 at 100th generation

Fig. 14 Number of non-dominated solutions in Case 2
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Fig. 15 Mass fitness function behavior of NSGA_II and CGA_DE in Case 2

values ofCGA_DEwas higher thanNSGA_II results. At 100th generation, CGA_DE
reached 1983.30 kg whereas, NSGA_II presented 1802.20 kg.

Concerningminimumm values, both algorithms presented approximately 1650 kg
at 10th generation. During the 40th generation, NSGA_II and CGA_DE started to
decrease these values with a similar behavior. At 50th generation, both algorithms
founded minimum m values in the optimization process of C2. At 100th generation,
it was observed that NSGA_II founded 814.90 kg forminimumm.On the other hand,
CGA_DE suggested minimum m value as 916,05 kg at the same generation.

Behavior of v objective function for C2 is presented in Fig. 16. Between 20th and
80th generations, both algorithms presented similar behavior. However, during the
last 20 generations, maximum v values of NSGA_II started to increase, whereas v
value ofCGA_DEdecreased. Even different results,maximum v values between 80th
and 100th founded by both algorithms were slightly different. At 100th generation,
CGA_DE found maximum v value as 0.044 m whereas, NSGA_II reached 0.052 m.

For the average values at 10th generation, NSGA_II and CGA_DE algorithms
presented 0.037 m, and 0.030 m, respectively. During the optimization process, it
was observed that average v values were decreased. Moreover, both algorithms pre-
sented similar behavior during the decrement. After 90th generation, it was seen that
both algorithms presented no alteration. At 100th generation, NSGA_II suggested
0.0182 m as average v value, whereas CGA_DE found 0.0155 m.

For the minimum v values, both algorithms presented very similar behavior start-
ing from the 10th generation. After 70th generation, behavior of NSGA_II and
CGA_DE slightly differentiated from each other. At 100th generation, NSGA_II
suggested 0.009 m, while CGA_DE found 0.008 m for average v value.
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Table 3 Decision Variable
Values for C2

C2

CGA_DE NSGA_II

Min Max Avg Min Max Avg

P1,a 0.95 0.97 0.96 0.43 0.54 0.52

P1,b 0.92 0.96 0.93 0.83 0.94 0.85

P2,a 0.80 0.84 0.82 0.83 0.86 0.84

P2,b 0.90 0.92 0.91 0.83 0.86 0.85

P3,a 0.84 0.87 0.85 0.70 0.70 0.70

P3,b 0.81 0.89 0.84 0.55 0.79 0.62

P4,a 0.84 0.88 0.86 0.65 0.83 0.80

P4,b 0.91 0.94 0.93 0.82 0.83 0.83

P5,a

P5,b

LC1 6.90 6.95 6.93 7.46 7.48 7.47

LC2 6.66 6.89 6.78 7.17 7.53 7.26

LC3 6.94 7.01 6.98 7.17 7.36 7.19

LC4 7.13 7.18 7.15 7.14 7.15 7.15

LC5

R C1 7.24 7.89 7.43 19.50 19.51 19.51

RC2 13.39 13.72 13.55 18.55 19.91 19.28

RC3 11.23 13.32 12.13 19.90 20.00 19.95

RC4 13.34 14.66 14.37 16.25 17.10 17.04

RC5

MT 5.00 19.37 10.77 5.00 19.69 11.03

Briefly, both algorithms founded 100 non-dominated solutions at 60th generation
and kept the same size until 100th generation. Moreover, NSGA_II and CGA_DE
showed no alteration between 90th and 100th generations for minimum, maximum,
and average m and v objective function values. Therefore, termination criterion was
defined as 100th generation for C2.

According to the termination criterion for C2 explained above, Pareto-fronts at
100th generation for CGA_DE and NSGA_II are presented in Fig. 17.

Decision variables of reported Pareto-fronts for C2 are given in Table 3. Based on
these values, it was observed that P1,a, P1,b, P2,a, P2,b, P3,a, P3,b, P4,a, P4,b, LC1, LC2,
LC3, LC4, and RC1 suggested narrow ranges for both Pareto-front sets. On the other
hand, RC2, and RC4 presented wide ranges for NSGA_II. In addition, CGA_DE
presented wide range for RC3. However, it was seen that MT provided widest range
amongst all decision variables. Likewise the C1, MT variable had a great impact for
the Pareto-front sets belong to both algorithms.
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Fig. 16 Displacement Fitness Function Behavior of NSGA_II and CGA_DE in Case 2

Fig. 17 Pareto-front of Case 2 at 100th generation



Structural Optimization for Masonry Shell Design … 107

Fig. 18 Number of non-dominated solutions in Case 3

Last but not least, HVs were calculated based on Eq. (17) for this case, as well.
According this, HV was computed for CGA_DE as 0.88 and for NSGA_II as 0.86.
From the standpoint of computational performance, CGA_DE was slightly better
than NSGA_II for C2.

5.3 Case 3

Non-dominated solution size during the optimization process for C3 is illustrated
in Fig. 18. According to this figure, NSGA_II found 100 non-dominated solutions
at 70th generation, whereas CGA_DE algorithm reached the same size at 80th gen-
eration. During the last 20 generations both algorithms kept 100 non-dominated
solutions in the Pareto-front sets.

Behavior of m objective function for C3 is presented in Fig. 19. For maximum
m values, both algorithms suggested the highest values at 10th generation. There-
after, these values decreased until 50th generation. During the last 50 generations,
values of CGA_DE were higher than values of NSGA_II. In addition, both algo-
rithms presented no significant alteration after 50th generation. NSGA_II reached to
5837.45 kg, whereas CGA_DE founded 6160.95 kg at 100th generation.

Similar to maximum m behavior, the highest average values were founded at 10th
generation. Until the 80th generation, both algorithms decreased these values. During
last 20 generations, average m results of NSGA_II and CGA_DE algorithms were
slightly different. At 100th generation, NSGA_II presented 3758.47 kg whereas,
CGA_DE reached 3733.14 kg.
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Likewise the maximum and average m values, both algorithms presented highest
values at 10th generation, aswell. Until 70th generation, these valueswere decreased.
In the last 30 generations, significant alteration was not observed. At 100th genera-
tion, NSGA_II founded 2049.81 kg as minimum m value for C3. On the other hand,
CGA_DE suggested minimum m value as 1816.72 kg at the same generation.

Behavior of v objective function for C3 is presented in Fig. 20. Both algorithms
offered highest values at 10th generation for maximum v. At 40th generation, it
was observed that NSGA_II decreased maximum v to 0.036 m, whereas CGA_DE
decreased the same value to 0.052m. It was also seen that highest difference between
values of both algorithms presented at 40th generation. 30 generation later, maxi-
mum v values of both algorithms were slightly different from each other. At 100th
generation, with no significant alteration, NSGA_II presented maximum v value as
0.064 m, and CGA_DE suggested maximum v value as 0.068 m.

For the average values, both algorithms presented highest values at 10th genera-
tion, as well. Until 40th generation, average v values were decreased with a similar
behavior. Afterwards, these results were increased when the optimization process
reached to 90th generation. Last 10 generations, it was observed that NSGA_II and
CGA_DE algorithms presented no significant difference. At 100th generation, aver-
age v value was founded by NSGA_II as 0.034 m, whereas CGA_DE suggested as
0.035 m.

For the minimum v values, it was observed that minimum v values decreased with
a similar behavior during the optimization process. At 100th generation, NSGA_II
and CGA_DE founded 0.021 m, and 0.020 m, respectively.

To sum up, between 90th and 100th generations no substantial alteration were
observed in terms of non-dominated solution size, minimum,maximum, and average
objective function values. Therefore, algorithmswere terminated at 100th generation.

Based on previous analysis of termination criterion, Pareto-fronts of C3 at 100th
generation for CGA_DE and NSGA_II are presented in Fig. 21.

Decision variables of reported Pareto-fronts forC3 are given in Table 3.According
to these values, P1,a, P1,b, P2,a, P2,b, P3,a, P3,b, P4,a, P4,b, P5,a, P5,b, LC1, LC2, LC3,
LC4, LC5, RC1, RC2, RC3, and RC4 suggested narrow ranges for both Pareto-front
sets. On the other hand, RC5 presented wide range for both NSGA_II, and CGA_DE
algorithms. However, likewise the previous observations in C1, and C2, it was seen
that MT provided widest ranges for both Pareto-front sets (Table 4).

Finally, according to Eq. (17) HVs were calculated. For CGA_DE HV was com-
puted as 0.71 and for NSGA_II HV was computed as 0.78. As a result, it can be said
that optimization performance NSGA_II was slightly better than CGA_DE for C3.

6 Discussion

In order to discuss the results, initial and optimized values of the shell design problem
were compared. For this reason, it was required to select one solution in the Pareto-
front for each MOEAs in all cases. The importance of each objective function varies
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Fig. 19 Mass fitness function behavior of NSGA_II and CGA_DE in Case 3

Fig. 20 Displacement fitness function behavior of NSGA_II and CGA_DE in Case 3
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Fig. 21 Pareto-front of Case 3 at 100th generation

in accordance with the decision maker (designer). In this study, weighted summation
(WS) [27, 28] was calculated by giving equal weights for each objective function in
C1, C2, and C3 as follows:

FW S(x) � 1

2

2∑

i�1

fi (x) − fi (x)min

fi (x)max − fi (x)min (16)

where f1(x) and f2(x) are m and v, respectively. After calculation of WS, the ones
with smallest values were picked due to the optimization problem defined as mini-
mization for both objectives. Selected solutions from each case belong to NSGA_II
and CGA_DE algorithms are presented in Fig. 22.

Before the optimization process, the initial parameters and corresponding fitness
values for each case were saved. Initial and optimized values for decision variables
and objective functions are compared in Table 5. Selected alternatives and their initial
states are presented in Fig. 23, 24 and 25.

Concerning the Table 5, it can be noted that while the areas of the shells enlarged
from C1 to C3, the values of objective functions also increased. In addition, this fact
caused to increment of the weights of shell structures. Moreover, due to the huge
area covered by shell geometries, optimized v values of C3 were bigger than C2,
and C1. On the other hand, optimized v values of C1 observed as the smallest value
amongst all cases. Regarding the pillars of the shell structure, decision variable of
points close to 0.30 m suggest smaller support surface. Oppositely, larger support
surface is provided when points close to 1.50 m. Consequently, it was seen that the
values of points increased starting from C1, C2, and C3. This means that while the
mass of the shell increased, the pillars of the shell became larger.
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Table 4 Decision Variable
Values for C3

C3

CGA_DE NSGA_II

Min Max Avg Min Max Avg

P1,a 1.01 1.06 1.03 1.18 1.19 1.18

P1,b 1.07 1.08 1.08 0.93 1.01 0.96

P2,a 0.86 0.89 0.88 0.31 0.40 0.31

P2,b 0.97 0.98 0.98 0.30 0.31 0.31

P3,a 0.72 0.72 0.72 0.45 0.57 0.47

P3,b 0.70 0.76 0.73 1.18 1.22 1.19

P4,a 0.96 0.98 0.97 0.36 0.43 0.38

P4,b 1.01 1.03 1.01 0.31 0.54 0.43

P5,a 0.69 0.81 0.74 0.86 0.94 0.91

P5,b 0.84 0.87 0.86 0.82 0.92 0.86

LC1 5.29 5.40 5.34 4.94 4.97 4.95

LC2 5.83 5.92 5.86 6.44 6.56 6.48

LC3 6.72 6.78 6.76 5.92 5.96 5.95

LC4 6.09 6.14 6.11 7.51 7.54 7.51

LC5 6.51 6.59 6.53 7.26 7.28 7.27

RC1 13.62 14.19 13.89 11.42 11.76 11.66

RC2 14.12 14.86 14.59 16.65 17.19 17.03

RC3 10.18 10.56 10.40 16.73 17.25 17.07

RC4 19.57 20.00 19.96 16.10 16.24 16.17

RC5 9.37 10.50 9.96 16.21 18.28 17.31

MT 5.94 20.00 12.19 7.14 20.00 12.97

According to Table 5, the length of the catenaries decreased from C1 to C3. For
each case, catenary chains were rotated in order to achieve smaller v values using
smaller m. Related to this observation, it was seen that rotation values of catenaries
were more than 10 degrees in most of the cases. Besides, there was an increment on
the thickness of the shell system from C1 to C3. This means that while the topology
surface became larger, the material thickness increased, accordingly.

From the standpoint of results achieved at the end of optimization process, signif-
icant enhancement observed for all cases. For C1 and C2, while NSGA_II presented
smaller m for optimized solutions, CGA_DE suggested smaller v values. However,
for C3, this situation was observed in the opposite way. Based on these results,
the appropriate approach to optimize shell structure problem is to employ different
heuristic optimization algorithms due to No Free Launch Theorem [29]. By this way,
designer can compare results belong to different algorithms in order to give the most
adequate final solution.
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Fig. 22 Selected solutions after computational optimization

Fig. 23 Visualization of initial and selected solutions for C1
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Fig. 24 Visualization of initial and selected solutions for C2

Fig. 25 Visualization of initial and selected solutions for C3
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7 Conclusions

This study presents the application of NSGA_II and CGA_DE for shell structures
form-finding problem in terms of multi-objective real-parameter constrained opti-
mizations. In this context, three cases including 13, 17, and 21 decision variables
were considered for minimization of m and v objectives. According to the results
obtained after 100 generation, both NSGA_II and CGA_DE algorithms presented
set of desirable shell design solutions. Using the HV as optimization performance
metric, CGA_DE provided slightly better non-dominated solutions than NSGA_II in
the first two cases. However, NSGA_II slightly outperformed CGA_DE in the third
case.

Amongst final solutions belong to CGA_DE and NSGA_II, preferred alternatives
from the point of designer are shown in Fig. 26. Even though CGA_DE presented
higher HV results for C1 and C2, alternatives discovered by NSGA_II are more
satisfactory. The reason for this is proportions of shell geometries suggested by
NSGA_II are more desirable than CGA_DE. On the other hand, proportions of
shell geometries presented by CGA_DE are more desirable while NSGA_II founded
higher HV.

In conclusion, it can be said that results support the statement that design decisions
considered in the conceptual phase take a substantial role for architectural design pro-
cess. Designers and architects are advised to handle these decision variables and its
constraints for the sake of reaching desirable objectives. EAs present a systematic
method to deal with complex design problems. Nevertheless, the use of different
algorithms may lead to different structural performances. Thus, a comparative study
between different algorithms is highly needed in this context. Simultaneously, archi-
tects and engineers are encouraged to consider more than one algorithm for their
design scenario.

Regarding theAACmaterial, beyond being a dividingwall, a new application area
is proposed. For further studies, more complex shell geometries can be used, whereas
the enclosed areas and spans are extended. AAC type, block sizes, and shapes can
be considered as decision variables of new research studies, thereby efficiency of
the material usage can be thoroughly examined. Finally, extended objective func-
tions, such as surface pattern, topography, energy performance, and economics of
the generated geometry can be taken into account to developed enhanced designs.
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Fig. 26 Designer’s choice from selected solutions for C1, C2 and C3
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23. Brest, J., Greiner, S., Bošković, B., Mernik, M., & Zumer, V. (2006). Self-adapting control

parameters in differential evolution: A comparative study on numerical benchmark problems.
IEEE Transactions on Evolutionary Computation, 10, 646–657.

24. Bader, J., & Zitzler, E. (2011). HypE: An algorithm for fast hypervolume-basedmany-objective
optimization. Evolutionary Computation, 19, 45–76.

25. Zitzler, E., & Thiele, L. (1999). Multiobjective evolutionary algorithms: a comparative case
study and the strength Pareto approach. IEEE Transactions on Evolutionary Computation, 3,
257–271.

26. Jiang, S., Ong, Y.-S., Zhang, J., & Feng, L. (2014). Consistencies and contradictions of
performance metrics in multiobjective optimization. IEEE Transactions on Cybernetics, 44,
2391–2404.



Structural Optimization for Masonry Shell Design … 119

27. Delgarm, N., Sajadi, B., Delgarm, S., & Kowsary, F. (2016). A novel approach for the
simulation-based optimization of the buildings energy consumption usingNSGA-II: Case study
in Iran. Energy and Buildings, 127, 552–560.

28. Delgarm, N., Sajadi, B., Kowsary, F., & Delgarm, S. (2016). Multi-objective optimization of
the building energy performance: A simulation-based approach by means of particle swarm
optimization (PSO). Applied Energy, 170, 293–303.

29. Wolpert, D. H., & Macready, W. G. (1997). No free lunch theorems for optimization. IEEE
Transactions on Evolutionary Computation, 1, 67–82.



Evolutionary Algorithms for Designing
Self-sufficient Floating Neighborhoods

Ayca Kirimtat, Berk Ekici, Cemre Cubukcuoglu, Sevil Sariyildiz
and Fatih Tasgetiren

Abstract Floating neighborhoods are innovative andpromisingurban areas for chal-
lenges in the development of cities and settlements.However, this design task requires
a lot of considerations and technical challenges. Computational tools and methods
can be beneficial to tackle the complexity of floating neighborhood design. This paper
considers the designof a self-sufficient floatingneighborhoodbyusing computational
intelligence techniques. In this respect, we consider a design problem for locating
each neighborhood function in each cluster with a certain density within a floating
neighborhood. In order to develop a self-sufficient floating neighborhood,we propose
multi-objective evolutionary algorithms, namely, a self-adaptive real-coded genetic
algorithm (CGA) as well as a self-adaptive real-coded genetic algorithm (CGA_DE)
employingmutation operator of differential evolution algorithm. The only difference
between CGA and CGA_DE is the fact that CGA uses random immigration of cer-
tain individuals into the population as a mutation operator whereas in the mutation
phase of CGA_DE algorithm, the traditional mutation operator DE/rand/1/bin of DE
algorithms. The arrangement of individual functions to develop each neighborhood
function is further elaborated and formed by using Voronoi diagram algorithm. An
application to design a self-sufficient floating neighborhood in Urla district, which
is on the west coast of Turkey, İzmir, is presented.
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1 Introduction

In the past decades, relevant and innovative solutions for cities have been exploring
among researchers, city planners, as well as engineers. The reason is to tackle envi-
ronmental problems caused by rising sea levels, natural disasters, and harmful effects
of human activities. It is predicted by researchers that sea levels will continue to rise
around the world [1]. For these reasons, we will see to face the problem of land short-
age in the near future. In addition, extraordinary natural events such as earthquakes
and heat waves will occur more frequent and more intense in the future. Many of the
vulnerable cities, which are often in coastal locations, can be unpleasantly affected
by problems mentioned above. In addition, a large number of world population is
living in the coastal areas. For this reason, we have to consider the challenges in the
development of cities and settlements to save humanity and our future life. Some of
European and East Asian cities such as Tokyo, Shanghai, London, Rotterdam, and
Hamburg take precautions against those challenges [2]. However, more advanced
design solutions are still being sought in the world. Regarding this, floating settle-
ments have emerged as new promising urban areas. Since the oceans are technically
seen as international zones, they are defined as our last chance to remain in life on
the earth [3]. In opposition to the traditional land renovation methods, floating set-
tlements provide an exciting and environmentally friendly solution for land creation
[3]. They have many advantages in terms of various aspects stated as follows:

• Protecting the marine eco-system,
• Construction on the sea is fast and easy,
• Easily removed or expanded,
• Durable against the seismic shocks,
• Presenting economical solutions especiallywhen the sea depth is high or the seabed
is very soft [4].

There are relatively few examples of floating settlements, such as

• A collaborative design of The SeaSteading Institute with Delta Sync [3],
• Floating city design proposal of AT Design Office in China [5],
• A concept design proposed by Baca Architects [6].

In the examples mentioned above, most of them deal with structural aspects,
energy-efficiency, self-sufficiency, growth, movability, seakeeping, safety, water
experience, and cost-efficiency. Based on these approaches, we aimed to consider
both architectural and engineering design goals. We foresee that combining these
two disciplines in the conceptual phase can play a key role in the development of
future floating settlements.
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Fig. 1 Project region: Urla, İzmir, Turkey

As an extension of [7], this paper develops a novel design methodology for the
design of a self-sufficient floating neighborhood through implementations of evo-
lutionary algorithms. Briefly, we combine knowledge from Floating Settlements
Design practice with Computational Intelligence. Regarding the formulation of the
complex problem in our study, we start with clustering the proposed site region into
different zones. Then, we focus on locating each neighborhood function in each clus-
terwith certain percentages. The neighborhood functions are residential, agricultural,
public, and green areas. We aim to fit 30.000 people in this floating neighborhood.
In the problem of distribution of the neighborhood functions in each cluster, inputs
are the percentages of each function in each cluster and the cluster capacities. On the
other hand, objective functions are to ensure walkability, scenery of the residents,
as well as to enable the design to be cost-effective. We aim at finding desirable dis-
tributions of the functions in each cluster that contribute the self-sufficient design
of floating neighborhoods. To solve this complex problem, we applied two different
evolutionary algorithms, namely CGA and CGA_DE. The arrangement of individual
functions to develop each neighborhood function is further elaborated and formed by
using Voronoi diagram algorithm. An application to design a self-sufficient floating
neighborhood in Urla, which is a coastal region located on the west of Turkey, İzmir
is presented. So-called project region can be found in Fig. 1.

The rest of the paper is organized as follows: Sect. 2 introduces the designmethod-
ology and problem formulation developed in this chapter. Section 3 presents the
evolutionary algorithms that have been applied in this chapter. Section 4 discusses
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Fig. 2 Floating neighborhood design workflow

the computational results. Section 5 presents the form-finding step. Finally, Sect. 6
gives the conclusions.

2 Design Methodology

In this section, we introduce our proposed self-sufficient floating neighborhood
design and its fundamentals. The design process consists of several steps as shown
in Fig. 2.
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2.1 Design Concept

The design concept is in relation with proposed project region. According to our
preliminary site analysis, the urban area is required for further investigation in the
conceptual phase. Thus, the design concept for the floating neighborhoods involves
the following features:

• Proposed design should be self-sufficient. The food will be provided from the
neighborhoods themselves by the help of agricultural areas.

• Distances between each function should bewalkable. There will be fewer vehicles
for transporting from one function to another.

• Scenic view should be desirable for both the residents in the project region and in
the proposed floating neighborhood.

• The construction on the sea should be cost-efficient and required low budgets.

2.2 Design Rules

We infer the design rules through “if-then” statements, which is a common approach
for representing design knowledge. In this approach, the design inferences are based
on a process of obtaining new knowledge through existing knowledge. We could
rather define them as our propositions, too. The design rules are mainly related
to seabed characteristics of the project region, construction budget for residential
areas, distances among the neighborhood functions and some specific proximity
requirements. “if-then” rules considering in this study are listed as follows:

• If (sea depth is very shallow), then it is not proper for any neighborhood.
• If (sea depth is shallow) and (budget for residential function is low), then total
budget is cost-effective.

• If (agricultural functions are very close to each other), and (residential functions
are far from each other), then it is scenic for Urla people.

• If (green area functions are very close to each other), and (residential functions
are far from each other), then it is scenic for Urla people.

• If there is a (very short distance between public and residential functions), and
(very short distance between residential function and agricultural function), then
it is a walkable city.

• If there is a (very short distance between residential function and public function),
and (very short distance between residential function and green function), then it
is a walkable city.
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Fig. 3 Placements of 16
clusters on the intervention
area

2.3 Sea Space Analysis

Sea space is analyzed to determine the proper intervention area for the location of the
floating neighborhood. This decision is related to the water depth information. We
selected the intervention area along the coastline that has water depths in between 5
and 20 m. Selected area is also based on our “if-then” rules stated above. As shown
in Fig. 3, we divided the intervention area into 16 zones, so-called clusters where we
distribute each neighborhood function in them.

2.4 Rule-Based Decision-Making

Rule-based decision-making is a way to determine which neighborhood function
will be placed in which cluster with how much density. In other words, the decisions
regarding the distribution of the neighborhood functions are based on “if-then” rules
considering design goals, which are scenery, walkability, and cost-effectiveness. For
instance, one cluster can separate its functions as 35% of green areas, 45% of resi-
dential areas, 20% of agricultural areas, and 0% of public areas. On the other hand,
another cluster’s percentages could be divided as 0% of green areas, 20% of resi-
dential areas, 40% of agricultural areas, and 40% of public areas. These percentages
directly affect the performance of the design alternatives.
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2.5 Problem Formulation

In this section, we explain the mathematical model of our proposed floating neigh-
borhood design problem. Notations of decision variables, objectives, and constraints
are given in Table 1.

According to the notations above, the mathematical model is described as

min
(

1
Ec ,

1
Sc ,

1
Wa

)

subject to

100, 000m2 < aa < 120.000m2

(1)

0 < pxy < 1 (2)

ra ≥ 300, 000m2 (3)

ca ≥ 900, 000m2 (4)

Decision variables of the floating neighborhood design problem consist of 64
variables, which are percentages to distribute four functions into 16 clusters.

Cost-Effectiveness, denoted as Ec, is one of the problem objectives as given in
Eqs. (5)–(9). There is a close relationship between water depths and budget require-
ments. Locating the neighborhoods on shallow sea depths is an economical solution
for settlements on the sea. Due to the cost-effectiveness priority, clusters are forced
to locate on sea depth with (0–5 m) or (5–20 m). On the other hand, this objective
aims at keeping total budget of the floating neighborhood between 1 million TL
and 1.5 million TL for residential areas because of the highest budget requirements
of them. These cost values are measured based on the proposed number of 30,000
people living in the neighborhood.

ss � max

(
0,min

(
1,

sd − 20

5 − 20

))
(5)

su � max

(
0,min

(
1,

sd − 5

0 − 5

))
(6)

abl � max

(
0,min

(
1,

db − 1.5

1 − 1.5

))
(7)

where

db � ra ∗ cu (8)

Max Ec � ss + su + abl (9)

Scenery objective consists of two main criteria: scenery for the residents in the
floating neighborhood (Sc f ) and scenery from Urla to floating neighborhood (Scu).
In order to achieve Sc f part of this objective, we aim at keeping all functions close
to the agricultural and the green areas to enable more sea view for residents in the
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Table 1 Problem notations

Notations Descriptions

pxy Density of function (x) in cluster (y)

x Index of functions x �1, …, 4

y Index of clusters y �1, …, 16

aa Capacity of each cluster

sd Sea depth (m)

Ec Cost-effectiveness

Sc Scenery

Wa Walkability

ss Shallow water

su Shallow water

db Total budget for residential areas

cu Unit cost of residential areas
(
cost
m2

)

ra Total area of residential functions
(
m2

)

ca Total area of agricultural functions
(
m2

)

abl The degree of low budget satisfaction

Sc f Scenery for residents in floating neighborhood

Scu Scenery for Urla people

Ox x coordinate of offshore

Oy y coordinate of offshore

Cx x coordinate for coastline of Urla

Cy y coordinate for coastline of Urla

Rx x coordinate of residentials

Ry y coordinate of residentials

Ax x coordinate of agricultural areas

Ay y coordinate of agricultural areas

Gx x coordinate of green areas

Gy y coordinate of green areas

Px x coordinate of public areas

Py y coordinate of public areas

Wxix j Walkability between functions xi and xj
1: residential, 2: agricultural, 3: green, 4: public

DR,O Manhattan distance between residential and offshore

DA,C Manhattan distance between agricultural and coast

DG,C Manhattan distance between green and coast

DR,C Manhattan distance between residential and coast

DR,G Manhattan distance between residential and green

DR,A Manhattan distance between residential and agricultural

DR,P Manhattan distance between residential and public
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floating neighborhood.Regarding the Scu part of this objective,we aimat locating the
residential areas more close to the water shore, in contrast, locating the agricultural
and green areas more close to the Urla coastline. To assess the distances between
functions and other places, wemake use ofManhattan distance calculations as shown
in Eqs. (10)–(13). After the distances are calculated, we aim at keeping those distance
values in a certain interval as stated in below equation from (14) to (17). This interval
is in between300 and1500mfor DA,C , DG,C , DR,C .On the other hand, the acceptable
range for the distance between residential and offshore is 0–1500 m.

DR,O � |Rx − Ox | + |Ry − Oy| (10)

DA,C � |Ax − Cx | + |Ay − Cy| (11)

DG,C � |Gx − Cx | + |Gy − Cy| (12)

DR,C � |Rx − Cx | + |Ry − Cy| (13)

0 < DR,O < 1500 (14)

300 < DA,C < 1500 (15)

300 < DG,C < 1500 (16)

300 < DR,C < 1500 (17)

Mathematical expressions that aim at keeping the distances between ranges are
given from Eqs. (18)–(22).

d1 � max

(
0,min

(
1,

DR,O − 1500

0 − 1500

))
(18)

d2 � max

(
0,min

(
1,

DA,C − 1500

300 − 1500

))
(19)

d3 � max

(
0,min

(
1,

DG,C − 1500

300 − 1500

))
(20)

d4 � max

(
0,min

(
1,

DR,C − 1500

300 − 1500

))
(21)

max Sc �
(

1

min(d1, (min(max(d2, d3), d4))

)
(22)

Walkability is another objective of this design problem. Numerical walkability
scores that assigned to each location according to their proximity related features
are gathered from walk score. Walk score website [8] searches for walkable cities
based on easy access to public transit, better commutes, and proximity to the people
and places you love. Based on this approach, equation from (23) to (27) show the
calculations of distances between functions. Then, we try to keep those distances in
a walkable range.

DR,G � |Rx − Gx | + |Ry − Gy| (23)
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DR,A � |Rx − Ax | + |Ry − Ay| (24)

DR,P � |Rx − Px | + |Ry − Py| (25)

300 < Dxi,xi < 1000 i � 1, . . . , 4 and j � 1, . . . , 4 (26)

maximizeWxi,x j � max
(
0,min

(
1, Dxi,x j−1000

300−1000

))

f or ∀ xi and x j.
(27)

Problem Constraints are categorized into three parts as “Cluster Capacity Con-
straint”, “BlackBoxConstraint” and “Functions’Areas Constraint”. Cluster capacity
constraint is given in Eq. (1), black box constraint is given in Eq. (2) and area con-
straints for neighborhood functions are given in Eqs. (3) and (4).

3 Proposed Evolutionary Algorithms

In this chapter, we present multi-objective evolutionary algorithms to solve the float-
ing settlement design problem. Evolutionary algorithms (EAs) are popular opti-
mization algorithms since they have been implemented to multi-objective problems
(MOP). For this reason, they are entitled as multi-objective evolutionary algorithms
(MOEA) . Amongst them, NSGA-II [9] and SPEA-2 [10] are the most studied ones
to deal with MOPs in the literature. As an extension of [7], CGA and CGA_DE are
developed and implemented in order to solve the complex floating neighborhood
design problem.

Genetic algorithms (GA) are search heuristics based on the biological process
of natural selection and evolution [11]. In GAs, individuals with decision variables
in D dimensions are encoded into chromosomes to obtain an initial population that
should be evolved over generations. At each generation, two individuals are chosen
and mated from the population. Then, two individuals are crossed over to generate
new solutions called offspring or child. Some individuals are mutated to escape from
local minima. Ultimately, offspring population is added to parent population in order
to select new individuals for the next generation. Figure 4 shows the overall scheme
of the genetic algorithm (GA).

Real-codedGAneeds a crossover andmutation operators.As a crossover operator,
we employ a simple binomial crossover operator to generate offspring Qt

i . In other
words, two individuals, Xa and Xb, are selected from the parent population. Then,
each dimension of the offspring is either taken from the first or second individual
with a certain crossover probability CRt

i . The outline of the crossover operator is
given in Fig. 5 to generate offspring Qi as well as an example is given in Table 2.

Regarding the mutation operator, some dimensions of offspring Q j,t+1
i can be

mutated or perturbed with a small mutation probability as shown in Table 2.
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Fig. 4 GA procedure

Fig. 5 Crossover operator

Table 2 Binomial crossover and mutation operator

1 2 3 4 5

0.70 0.70 0.70 0.70 0.70

0.80 0.25 0.92 0.67 0.11

0.15 0.70 0.35 0.45 0.95

0.65 0.75 0.10 0.25 0.05

0.65 0.70 0.10 0.45 0.95

0.80 0.01 0.18 0.75 0.15

0.02 0.02 0.02 0.02 0.02

0.65 0.32 0.10 0.45 0.95

3.1 CGA and CGA_DE Algorithms

The real-coded GA mentioned above is actually for single objective real-parameter
optimization problems. Now, in this section, we extend it to multi-objective float-
ing neighborhood design problem. We propose a self-adaptive real-coded CGA and
CGA_DE algorithms for the problem on hand. In both algorithms, initial popula-
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tion is constructed uniformly and randomly within the given boundaries for each of
64 dimensions. The binomial crossover operator is used in both algorithms to gen-
erate offspring population. The difference between two algorithms comes from the
different mutation operators used. In the CGA, we immigrate some random new indi-
viduals into the parent population with an amount of MRi ×

∣∣Pt
∣∣. It means that if the

MRi is equal to 0.02 with the population size
∣∣Pt

∣∣ � 100, two individuals selected
from the population are randomly and uniformly regenerated within the boundaries
of each dimension. On the other hand, we employ the traditional mutation operator
DE/rand/1/bin of DE algorithms. In other words, a certain percent of the offspring
population randomly goes under a mutation operator, after generating the offspring
population. For the mutation operator, we propose a distinct strategy by employing
the mutation operator of DE. Three individuals are randomly chosen from the parent
population. Then, the difference between two individuals is multiplied by a uniform
random number r between 0 and 1 in order to add to another individual randomly
chosen as in Eq. (28).

Q j,t+1
i � X j,t

a + r ×
(
X j,t
b − X j,t

c

)
(28)

Self-adaptive procedure in DE algorithms is first proposed by Brest et al. [12, 13].
We employ the same idea in this paper. Initially, CRi and MRi values are assigned
to 0.9 and 0.05. These values are updated for each individual I at each generation t
as in as in Eqs. (29) and (30).

MRt+1
i �

{
MRmin + r1 · MRmax i f r2 < p1

MRt
i otherwise

(29)

CRt+1
i �

{
CRmin + r1 · CRmax i f r2 < p1

CRt
i otherwise

(30)

where r j ∈ {1, 2} are uniform random numbers in the range [0, 1]. p1 denotes the
probability to adjust the CRi and MRi values. Parameters are taken as p1 � 0.1,
CRmin � 0.1, and CRmax � 0.9. In addition, MRmin and MRmax are taken as 0.01
and 0.05.

For both algorithms, we take advantage of non-dominated sorting procedure and
constrained-domination rule of the NSGA-II algorithm [9], which is one of the most
sophisticated multi-objective algorithms in the literature. The non-dominated sorting
procedure is given in Fig. 6.

However, we employ the fast non-dominated sorting algorithm to create non-
dominated fronts in both algorithms proposed in this paper.

Another key feature of the NSGA-II algorithm is the crowding distance. Suppose
thatweobtained a non-dominated set δ. The crowding distance of δ[i]dist is calculated
as in Fig. 7.
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  If  dominated 
  Add  to the set of solutions dominated by 

 Increment the domination counter of 
 belongs to the first front 

     Initialize the front counter 

    Used to store the members of the next front 

 belongs to the next front 

Fig. 6 Non-dominated sorting procedure

Fig. 7 Crowding distance calculation

3.1.1 Comparison Operators

For unconstrained multi-objective optimization, the NSGA-II employs the crowded-
comparison operator (≺). It directs the selection process at various stages of the
algorithm. Every individual i in the population has a nomination rank (irank) and a
crowding distance rank (idistance). It defines a crowded-comparison operator (≺) as
follows:

i f (irank < jrank)then i ≺ j

or ((irank � jrank) and (idistance > jdistance))
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Fig. 8 CGA and CGA_DE algorithm

Itmeans that lower (better) rank is preferredbetween two individualswith different
non-domination ranks. On the other hand, if both individuals have the same rank, it
prefers individual with lesser crowded region.

Regarding the constrained multi-objective optimization, when comparing two
individuals, the situation is somewhat different. Three cases can be observed: (1)
one is feasible, the other is not; (2) both are infeasible; and (3) both solutions are
feasible. For the constrained multi-objective optimization, NSGA-II modifies the
definition of domination between two solutions as follows:

An individual i is considered to constrained-dominate an individual j under the
following conditions:

(1) Individual i is feasible and individual j is infeasible.
(2) Both individuals are infeasible, but individual i has a smaller constraint violation.
(3) Both individuals, i and j are feasible and individual i dominates individual j

with crowded-comparison rule as follows:

i f (irank < jrank) then i ≺ j

or ((irank � jrank) and (idistance > jdistance))

Now we are ready to outline the CGA and CGA_DE algorithms in Fig. 8.
As mentioned before, the difference between two algorithms comes from the

different mutation operators used in step 2 and step 8 in Fig. 8. In the CGA, we
immigrate some random new individuals with an amount of MRi × ∣∣Pt

∣∣ into the
parent population. If the mutation rate MRi is equal to 0.02 with the population size∣
∣Pt

∣
∣ � 100, two individuals chosen from the population. Then, these individuals are

regenerated randomly and uniformly within the boundaries of each dimension. In
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case ofCGA_DEalgorithm,we employ the traditionalmutation operator (rand/1/bin)
of DE algorithms. In other words, after generating the offspring population, a certain
percent of the child population randomly goes under a mutation operator. Again, if
the mutation rate, MRi is equal to 0.02 with the population size

∣∣Pt
∣∣ � 100, two

individuals will be immigrated into the parent population. For each one, we randomly
select three individuals from the parent population. The difference of two individuals
is taken, multiplied by a uniform random number. r between 0 and 1 in order to add
to the third individual as in Eq. (28).

4 Computational Results

In this study, we proposed CGA and CGA_DE algorithms to deal with a multi-
objective problem of self-sufficient floating neighborhood design. These algorithms
are run for five independent replications on a computer, which has 2.6 GHz Intel core
i7-6700HQ processor, 8 GBx2 DDR3 memory and 256 GB SSD. The population
size is taken as

∣∣Pt
∣∣ � 100. As a termination criterion, each algorithm was run for

100 generations. Initial values of the parameters are assigned to CRi � 0.9 and
MRi � 0.5. With the self-adaptive procedure, we update these values with Eqs. (29)
and (30) at each generation.

In Fig. 9, the standard deviations of five replications of the non-dominated solu-
tions for each algorithm are shown. The standard deviation refers to the number of
non-dominated solutions for each of 25 generations until 100th generation. From
this graph below, we observe that there is no significant change after 75th generation
until 100th generation. We observe zero standard deviation in this generation range
for both algorithms. Thus, we determine the termination criteria as 100th generation
for both algorithms.

Regarding the problem objectives, we analyzed minimum, average andmaximum
values of each objective function for each algorithm as can be found in Fig. 10, 11, 12,
13, 14, and 15. As it is seen from those graphs, each objective function has different
characteristics in terms of their minimum, maximum, and average values generated
by each algorithm.

Behaviors of cost-effectiveness are presented in Figs. 10 and 11. Until 50th gen-
eration, CGA and CGA_DE algorithms have presented different behavior in terms
of average values. However, after 50th generation, both algorithms have generated
similar results for the cost-effectiveness objective function.

Related to scenery objective function’s results presented by both algorithms, max-
imum and average values are very similar as shown in Figs. 12 and 13. However,
CGA_DE investigates a larger rangeof solutions, i.e., the results that aremorediverse.
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Fig. 9 Standard deviation graph for CGA and CGA_DE
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Fig. 10 Cost-effectiveness values of CGA during the 100th generation

In terms of walkability objective, CGA_DE again presents larger range of results
as shown in Fig. 14 and 15. CGA is able to achieve 0.25% in maximum value at
100th generation. In addition, the maximum values presented by CGA were almost
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Fig. 11 Cost-effectiveness values of CGA_DE during the 100th generation
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Fig. 12 Scenery values of CGA during the 100th generation

the same in each generation. On the other hand, CGA_DE reaches 0.40% maximum
value andpresents changing results,which is an advantage for the design optimization
problems.
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Fig. 13 Scenery values of CGA_DE during the 100th generation
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Fig. 14 Walkability values of CGA during the 100th generation

Finally, the non-dominated solutions of CGA and CGA_DE after the 100th gen-
eration are given in Fig. 16. In the 3D scatter plot below, red dots correspond to
the non-dominated individuals gathered from the CGA_DE; blue dots refer to the
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Fig. 15 Walkability values of CGA_DE during the 100th generation

Fig. 16 Non-dominated solutions in the 100th generation for CGA and CGA_DE

results obtained by CGA algorithm. The Pareto front approximation in both cases
is investigated for all three objectives, supporting the claim of the objectives being
conflicting with each other.
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Fig. 17 Interval plot of decision variables for residential areas

From the scatter plot above, it can be seen that solutions present very similar
performances but different compositions of 64 design variables. With regard to the
architectural qualities of the solutions, we need to analyze the influence of those
64 decision variables on each objective function for each algorithm. In this respect,
we generated interval plots for each decision variable category considered in the
optimization problem. By this way, we present behavior of each design variable
for both CGA and CGA_DE algorithms. Thus, architectural specifications can be
better discussed. All interval plots for different decision variable combinations are
given in Fig. 17, 18, 19, and 20. In these figures, x1–x16 represents the densities
of the residential areas in each cluster from one to sixteen. The percentages of the
agricultural areas are represented by y1–y16. We used the notations of z1–z16 for
public areas and t1–t16 for the percentages related to green areas.

As can be seen in Fig. 17, the percentages related to residential areas are almost
the same in the clusters that are close to the coastline. In addition, the corresponding
decision variables x1, x2, x3, x4, and x5 present lower results for CGA_DE algorithm
thanCGAalgorithm. The percentages of residential areas in the clusters that are close
to the offshore, in contrast, are higher in both algorithms. In few cases of decision
variables with regard to the offshore clusters, the percentages are not as high as
expected. This situation can be explained by the limited cluster capacities or the
limitations caused by walkability objective.

The decision variables related to the agricultural areas present the highest per-
centages compared to the densities of other neighborhood functions. This can be
explained by the high impact of the agricultural areas on both scenery objective and



Evolutionary Algorithms for Designing Self-sufficient … 141

Algorithms

y1
6

y1
5

y1
4

y1
3

y1
2

y1
1

y1
0y9y8y7y6y5y4y3y2y1

10101010101010101010101010101010

1,0

0,8

0,6

0,4

0,2

0,0

D
ec

is
io

n 
V

ar
ia

bl
e 

V
al

ue

0:       CGA
1: CGA_DE

Algorithms

95% CI for the Mean
Interval Plot of Decision Variables for Agricultural Areas

Fig. 18 Interval plot of decision variables for agricultural areas
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Fig. 19 Interval plot of decision variables for public areas
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Fig. 20 Interval plot of decision variables for green areas

problem constraints. From the point of algorithm comparison, CGA_DE presents
more uniform results than CGA. As can be seen in Fig. 18, CGA picks the percent-
ages of the agricultural areas in some cases.

The percentages of public areas consist just in walkability objective as control-
lable variables. In contrast to the agricultural areas, public areas have the lowest
percentages in total compared to the percentages of other areas as shown in Fig. 19.

The occupancy rates of green areas in clusters that are close to the coastline are
higher than in the cluster that are close to the offshore. It means that the effect of
green areas on scenery is relatively high. For the decision variables related to green
areas, CGA presents more changing results than CGA_DE as shown in Fig. 20.

5 Generative Model and Form-Finding

Generative model of the floating neighborhood problem has been created in the
Grasshopper algorithmic modeling environment [14]. Grasshopper is a plug-in for
Rhinoceros, which is a well-knownCADprogram. This section consists of two parts,
which are parametric definition of functions’ distributions based on rules and form
generation of the chosen result.



Evolutionary Algorithms for Designing Self-sufficient … 143

Fig. 21 Representation of info graphics for each cluster

5.1 Parametric Definition

In the parametric definition of floating neighborhoods, the percentages of each neigh-
borhood function in each cluster are generated based on rule-based decision-making.
In order to represent densities, we use info graphics. The info graphics are illustrated
in the Rhino model with four different colors in Fig. 21. This figure belongs to one
design alternative gathered after optimization, which presents both walkable and
scenic characteristic. In so-called infographics, pink, purple, yellow, and green col-
ors correspond to residential areas, public areas, agricultural areas, and green areas,
respectively.

5.2 Form Generation

In this section, we explained how the form of floating neighborhood is generated in
relationwith infographics.Voronoi diagramalgorithm is used for further elaborations
of the floating neighborhood. As can be seen in Fig. 22, each cluster has different
sizes based on their different capacities.
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Fig. 22 16 clusters with
different sizes [7]

Fig. 23 Voronoi diagram for
each cluster [7]

After determination of clusters’ sizes, Voronoi diagram algorithm [15] divides
each cluster into parts that each one corresponds to each neighborhood function.
Figure 23 shows the Voronoi diagrams within the floating neighborhood.

After the final adjustments on the generative model, computer rendering are get
prepared. As can be seen in Figs. 24, 25 and 26, final self-sufficient floating neigh-
borhood design is indeed plausible.
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Fig. 24 Computer rendering from general view to floating neighborhoods [7]

Fig. 25 Computer rendering from agricultural areas
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Fig. 26 Computer rendering from residential and public areas

6 Conclusion

In this study, two different evolutionary algorithms, namely CGA and CGA_DE
are implemented to solve the complex design problem of floating neighborhoods.
The design goals consist of both architectural and engineering aspects, which are
cost-efficiency, scenery and walkability. These objectives are conflicting. Thus, the
design methodology combines the floating structures design practices with compu-
tational intelligence and utilizes computational design strategies. The comparison
of algorithms is performed through graphical representations. Both algorithms have
presented competitive results. However, CGA_DE found more spread-out solutions
than CGA for this multi-objective constrained real-parameter floating neighborhood
design problem. In addition to objective function analysis, we also discussed the
results of decision variables to analyze architectural qualities of the solutions. As
a result, we achieved Pareto front approximations for both algorithms with non-
dominated individuals, and both feasible and indeed plausible architectural design
solutions.
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Driving Assistance for Optimal Trip
Planning of Electric Vehicle Using
Multi-objective Evolutionary Algorithms

M. Khanra, A. K. Nandi and W. Vaz

Abstract This chapter proposes a novel strategy (the so-called Driving Assistance
system for Optimal Trip Planning, DAOTP) for electric vehicles (EV), which works
based on a multi-objective optimization approach. DAOTP provides an optimal driv-
ing strategy (ODS) corresponding to minimum energy consumption, travel time, and
discomfort. Since these objectives are conflicting with each other, a multi-objective
optimization tool is adopted to solve the problem. Based on the current trip informa-
tion, first a set of Pareto-optimal solutions (ODSs) is obtained, and then a preferred
ODS is selected from them corresponding to a higher level information or using
problem-specific multi-criterion aspects for implementation. DAOTP works using
route information obtained through GPS (Global Positioning System), Internet, etc.
Route information includes the road surface type, weather conditions, trip start and
end points, etc. In this chapter, the DAOTP system architecture, concerned MOOP,
and the related EV models are presented in details. A brief explanation of multi-
objective genetic algorithm that solves the present MOOP is given. The operation
of DAOTP is elaborately presented with an application in a simple urban micro-
trip planning. After that, the application of DAOTP for highway and complex trip
planning are presented. The DAOTP results found in high-speed driving cycles are
analyzed. The effectiveness of DAOTP is presented considering some sample trips,
and its results are analyzed with varied route characteristics and trip complexity.
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1 Introduction

As the time passes, research efforts are bringing more and more improvements to the
vehicular sector. These improvements are broadly classified into two categories. One
involves the hardware of the vehicle. Other improvements, which belong to the Intel-
ligent Transportation System domain, are for driver assistance. The primary goal is to
ease the driving experience and properly manage available resources. Some aspects
are automatic fixed-distance following navigation and route guidance, operational
cost reduction, obstacle avoidance, maintaining the lane, parking assistance, improv-
ing comfort and safety, and so on. Some of the various strategies and initiatives that
were adopted in the past are described as follows.

In the Automated Highway Systems (AHS), multiple vehicles are coupled elec-
tronically for controlling them automatically toward driving at the same speed and
safe following distances [81, 91]. AHS forms a semi-autonomous platoon by con-
trolling the vehicles longitudinally as well as tangentially [7]. In a semi-autonomous
platoon, one vehicle (preferably which is in the front) is driven actively, and the other
vehicles are followed automatically. Under the project KONVOI, funded by Ger-
man’s Federal Ministry of Economics and Technology, an Advanced Driver Assis-
tance System (ADAS) was developed to automatically control the longitudinal and
lateral movement of the vehicles behind the actively driven preceding vehicle [57].
ADAS includes six primary components: GPS (Global Positioning System) [41],
UMTS (Universal Mobile Telecommunications System) for vehicle–infrastructure
communication [91], DIS (Driver Information System) [93], AG (Automated Guid-
ance) [75], WLAN (Wireless Local Area Network) for vehicle–vehicle communica-
tion [45], and ACC (Adaptive Cruise Control) [99]. All these modules are connected
to a central server. Details of various AHS and ADAS forms and related undertaken
projects can be found in [5]. Such systems are primarily suitable for traffic control
and safety. AHS and ADAS do not focus on any direct energy management of the
vehicle, and can be adopted irrespective of the vehicle type.

There are various navigation systems that help drivers by providing an eco-driving
or eco-routing functionality. Vexia’s ecoNav solution [94] assists the driver by prov-
ing the fuel consumption rate that is determined based on the characteristics of vehicle
and driving behavior. Garmin’s ecoRoute software [38] finds a fuel-efficient route on
the basis of road information and vehicle characteristics. The Freightliner Predictive
Cruise Control [86] minimizes the fuel consumption rate by fine-tuning the vehi-
cle speed corresponding to the route driving cycle. Like AHS, the above navigation
systems can be adopted irrespective of vehicle type.

Traditionally, routing has focused on exploring shortest paths in a network based
on the costs of positive and static edges that represent the distance between two nodes.
Contrary to other vehicles, solving routing problems for EV is a challenging work
because of the negative edge cost due to regenerative braking, vehicle weight, and
limited battery capacity (resulting in the cost of a path being no longer just the sum of
its edge costs). Considering these challenges, an attempt was made in [30, 76] to find
a solution for energy-optimal routing for EVs. Recently, a few industrial initiatives
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were undertaken to deal with the routing issues of EV [13]. NAVTEQ ADAS [69]
deals with finding routes that can minimize ICEV fuel consumption and EFV energy
consumption by considering additional route information such as altitude, slopes,
and curves.

A European Commission-sponsored research project called “Intelligent Dynam-
ics for fully Electric Vehicles” (ID4EV) [77] was initiated to establish an intelligent
system which is most energy-efficient and HMI (Human–Machine Interface) capa-
bility, and safe braking and chassis systems as well as intelligent functionalities and
new Human–Machine Interface (HMI) concepts for the needs of EVs, as for such
system it is important for FEVs to have wide acceptability [48]. Various aspects of
ID4EV projects can be found in [106].

Another way of driving assistance is the adoption of cooperative driving (a type of
AHS), where a flexible platooning is formed among the vehicles which are available
within a short distance over a couple of lanes [53]. The cooperative driving technology
is based on two studies: Super Smart Vehicle System (SSVS) [87] and inter-vehicle
communications with infrared rays from [35]. This driving assistance is primarily
focused on the compatibility of safety and efficiency of road traffic.

Similar to other vehicles, EVs possess an inadequate energy storage that results
in a short driving range. Moreover, refueling of EV is time consuming due to the
long charging time of the battery. In addition, inadequate battery charging stations
in contrast to fueling stations of Internal Combustion Engine (ICE)-based vehicles
is a critical issue for EVs. As a consequence, efficient usage of battery energy is
crucial for EVs. On the other hand, that is not so important for ICE vehicles. Thus,
in order to extend the EV range by minimizing energy consumptions, it is required
to adopt an optimal driving strategy (ODS) during driving. Additionally, due to the
above-stated shortcomings, an appropriate trip plan corresponding to the present
battery state-of-charge (SOC) is required prior to the journey start. Many times, due
to unanticipated circumstances, deviation from the previous trip plan is happening.
The driver needs to deviate from the preplanned trip during the journey. In such
conditions, an online assistance is helpful to the drivers toward replanning the rest
of the journey. Various issues are required to consider during trip planning such
as whether with the remaining battery charge can reach to destination or not [96],
what driving strategy to be followed corresponding to the road type for comfortable
journey and minimum battery charge depletion [40, 42] and shortest trip duration
[60], and what extent the trip expenditure (e.g., cost of charging) can be reduced
[82].

A driving strategy refers to the value(s) of all or any of the parameters, namely,
speed, acceleration, acceleration duration, deceleration, and deceleration to be
applied by the driver during running a vehicle. In order to maintain the above issues,
drivers are required to assist during trip performing by suggesting the optimal driving
strategy to be followed and corresponding EV range and trip end battery SOC to be
expected. An optimal driving strategy can be determined by taking into considera-
tion concurrently three conflicting objectives such as minimum energy consumption,
minimum trip time, and maximum driving comfort.
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In this regard, the above-stated driving assistance systems are useful but not suf-
ficient for an EV to compete or become comparable to the other vehicle types. In
addition to knowing that an EV is a zero emission vehicle and comparatively more
efficient such a driving assistance for optimal trip planning is extremely necessary
to instill more confidence in EV drivers and to increase the interest of the general
public in EVs. From a psychological standpoint, a reliable trip plan with accurate
range estimation provided to drivers may bemore significant than actually increasing
the range of an electric mobility system [34]. Realizing such motivation, researchers
propose various new methods and intelligent strategies. For example, due to the lim-
ited battery capacity, the driver was assisted by providing a locality-based optimal
charging station planning. In [32], the number of charging stations was estimated
using a weighted Voronoi diagram compliant with a conventional standard charg-
ing station capacity. An optimum charging method was proposed in [84], which
includes an individual charging plan for each vehicle while reducing the electric-
ity cost, avoiding distribution grid congestion, and fulfilling the individual vehicle
owner’s necessities.

With the intention of increasing the EV energy efficiency and range autonomy,
Demestichas et al. [25] introduce an autonomous route planning method based on
advanced machine learning techniques which monitors the energy consumption con-
tinuously. An EV suitability ADAS was designed for traffic estimation and selection
of optimal route in [25, 26] suitable for EVswas designed and implementedwith traf-
fic estimation and optimal route selection capabilities. It helps the driver to make an
appropriate routing decision so as to energy saving and residual range enhancement.

In order to find the best route, a fleetmanagement planning for EVwas proposed in
[63]. It considers energy consumption based on the road architecture, environmental
conditions, vehicle characteristics, driving behavior, traffic situations, and locations
of electric charging stations. An advanced EV fleet management architecture was
presented in [63], where the best routewas decided based on electric power consump-
tion considering information about the road topology (elevation variations, source,
destination, etc.), weather conditions, vehicle characteristics, driver profile, traffic
conditions, and electric charging station locations. A generalized multi-commodity
network flow (GMCNF) model analogous to space exploration logistics [50] was
proposed in [17] for finding the best route on the basis of energy consumption and
battery charging time.

However, from the previous studies in the literature, it was found that majority of
driving assistance systems deal with energy consumption. In most of the systems,
energy consumption and trip time are treated separately, and a correlation between
them was tried to establish [27]. An energy-driven and context-aware route planning
framework for EV is found in [95]. An optimal route is decided here by minimizing
the cost function which comprises the trip time and energy consumption. However,
there is no such driving assisting systems that consider energy consumption, trip time,
and driving comfort simultaneously. In [28], the authors made an attempt to find a
driving strategy for ICE vehicles by simultaneous consideration of total travel time,
and fuel consumption, and driving discomfort. Indeed, consideration of these three
factors is important. The present chapter explores the need for and the requirements of
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considering these three aspects simultaneously for optimal trip planning. It describes
the related problem and a possible way of implementing in practical application for
an EV. A novel framework, Driving Assistance for Optimal Trip Planning (DAOTP),
is proposed to guide the driver for trip planning and to drive the EV in an efficient
manner. The framework of DAOTP is context-aware as well as energy-efficient since
it incorporates real-time traffic and route data, and accounts for multiple driving
aspects including trip time, comfort driving, and energy efficiency.

The present DAOTP system first finds a set of Pareto-optimal solutions (ODSs)
to the driver after solving a multi-objective optimization problem based on the cur-
rent route and environmental data. The trip end battery SOC and total trip time
corresponding to those optimal driving strategies for a specified trip length are also
shown.

ApreferredODS is selected from themcorresponding to a higher level information
or using problem-specific multi-criterion aspects for implementation.

2 Proposed System of Driving Assistance for Optimal Trip
Planning (DAOTP) for an EV

An EV driving assistance system is proposed here. The system presents a number of
optimal driving strategies to the driver along with the corresponding driving range,
trip end SOC, and total trip time [52]. It works based on a multi-objective concept,
where multiple conflicting objectives are considered simultaneously to fix the opti-
mal decision variable(s). Figure 1 demonstrates the architecture of DAOTP system.
The system consists of two modules namely HMI (Human–machine interface) and
DAOTP. HMI is used to interface between the driver and the DAOTP system with
the help of GPS/Internet or other media.

DAOTP assists the driver by endowing with the following information regarding
ODS at the time of executing and prior to a trip.

1. Reference acceleration(s)/deceleration(s)
2. Reference trip speed
3. Predicted range corresponding to the present battery SOC
4. Predicted Battery SOC and time at trip completion

The EV trip has three modes: acceleration, constant speed, and deceleration.
DAOTP system deals with the first two zones. Since during deceleration, there is a
gain of energy through the regenerative system finding an optimal driving strategy
for deceleration is not considered here. There is an availability of many studies [15,
16, 100] suggesting how to regenerate maximum energy during deceleration of an
EV. Such strategies can be easily incorporated into DAOTP system. In the present
study, the electric motor brakes the EV at a constant rate that has a weak dependence
on the vehicle speed. In order to estimate trip time prior to the trip, it was required
to pick a constant deceleration value for different speed zones.
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Fig. 1 Schematic layout of DAOTP system architecture

2.1 Working Methodology of DAOTP System

According to the driver’s trip start and end locations, the HMI in association with
GPS and Internet finds different routes if they exist. The HMI can be attached to
the dashboard or mobile through a wireless link like a smartphone. Unless there is
a specific choice by the driver, an optimum route is generally selected based on less
number of stops, short route distance, good road conditions, less traffic at the time of
journey, etc., and such information may be obtained based on past statistical data of
route traffic and present traffic conditions. There are separate transportation studies
(scheduling and routing problems) [10] that consider how to select an optimal route
corresponding to multiple stops, time scheduling, multiple vehicles, etc. The present
chapter does not include such optimization problems. The objective of the proposed
DAOTP is different from that of scheduling and routing problems. Once a route is
specified, DAOTP receives various route data through GPS and/or other resources
using HMI. Additionally, the system receives the current battery SOC, EV auxiliary
load, etc., with the help of appropriate measuring devices [73] and data acquisition
system. Execution of DAOTP is carried out by solving the associated MOOP based
on the received data for the chosen route. Once the DATOP execution is completed,
a set of solutions (ODS) and corresponding various predicted information (such as
range, trip end SOC, and trip time) is presented to the driver for making a suitable trip
planning. The driver may choose an appropriate ODS from the solution set based on
the present circumstances or his desire. Otherwise, any decision-making technique
may be adapted to select a preferred one. The driver is recommended to follow
the preferred ODS for driving to the further ODS as evaluated in the subsequent
DAOTP execution. The subsequent execution of DAOTP is performed on the basis
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of current route data corresponding to the original or updated trip start/end location
(destination) and battery SOC.

Various higher level information may be considered by driver for making a deci-
sion to choose a preferred solution, such as remaining trip length, trip time, road
condition(s), speed limit(s), traffic clogging, etc. Prior knowledge of the range and
total trip time for multiple ODSs provides enough flexibility to the drivers to adopt
a most suitable ODS that consumes minimum energy resulting in a better range. It
is particularly beneficial in a circumstance of low battery change where the driver
wants to get to a charging station. Therefore, the key motivation behind DAOTP
development is to predict the EV range and trip time for optimal speeds.

During the running of the EV, DAOTP collects various data from different sources
after a certain time step. It does so repeatedly considering that trip conditions may
change quickly and unpredictably. Based on these updated data, DAOTP executes
again and presents a new set of solutions for the rest of the trip. If there are no
considerable changes, these solutions would be almost identical to that suggested
in the previous time step. That new solutions assist the driver to drive the vehicle
accordingly so that he/she can complete the entire trip in an efficient manner while
accounting for continuously changing trip conditions. This online functionality of
DAOTP accounts for any unanticipated driving circumstances and any variation from
the current ODS.

Various inputs to be provided by the driver to DAOTP are as follows:

• Immediate destination.
• Either select a route after getting a feedback from GPS for different possible
routes depending on his/her choice or allow the system to choose the route having
a shorter distance, less traffic congestion, and fewer stops.

• Maximum allowable trip time.
• Information on auxiliary energy consumption.
It may be noted that certain data, such as auxiliary energy consumption, are relayed
directly to DAOTP and do not require active input from the driver. The driver may
choose to increase or decrease the auxiliary energy consumption before DAOTP,
like switching the air conditioning off, in order to see what effect it has on the
solutions, and he/she may increase or decrease the auxiliary energy consumption
during the trip.
Various step-by-step roles of HMI through GPS/Internet in DAOTP are presented
as follows:

• Identify the present location of EV, and then suggests different possible routes to
reach the destination.

• Calculate the number of stops in the entire trip for the chosen route and other related
route information such as trip distance, traffic congestion, weather condition (wind
velocity and direction, rainfall or others), and road conditions (road gradient and
quality).

• Based on route information, divide the entire trip into smaller “micro-trips”. Iden-
tify different parts of each micro-trip based on the upper and lower speed limits
associated with each part. The upper and lower speed limits already take into con-
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sideration the road type and profile (e.g., sharp bending, steep gradient, etc.). The
magnitude of upper and lower speed limits can be used to define the driving cycle
type.

For ease of understanding, the working method of DAOTP is described for a
micro-trip. The range and trip time calculations on a trip are described in Sect. 5.

3 Micro-trip and Route Characteristics

A micro-trip may be defined as an excursion between two successive locations of
travel route at which the vehicle is definitely stopped [3, 44]. In general, an entire trip
comprises several micro-trips. The length (range) of a micro-trip is defined by the
distance covered the two stop points of vehicle, and may be called the start and end
points of that micro-trip, respectively. A typical micro-trip consists of the following
modes or phases:

(i) Initial acceleration phase—acceleration(s) to change speed from vref_previous_trip
(end reference speed of the previous micro-trip) to vref1_micro - trip (reference
speed of the current (first part) micro-trip) if vref_previous_trip < vref_micro - trip.

(ii) Constant speed change—keep runningwith vref_micro - trip, whichmust bewithin
the speed limit.

(iii) Speed limit change—if there is a change in the speed limit during the micro-
trip (in case of multiple parts, as shown in Fig. 2), then deceleration(s) to
change speed from vref1_micro - trip (reference speed of the first micro-trip part) to
vref2_micro - trip (reference speed of the second micro-trip part) before the vehicle
reaches the new speed limit zone if vref2_micro - trip < vref1_micro - trip, and continue
to drive vehicle at vref2_micro - trip during the speed limit zone or acceleration(s)
to change speed from vref1_micro - trip to vref2_micro - trip after the vehicle reaches
the new speed limit zone if vref2_micro - trip > vref1_micro - trip.

(iv) Final deceleration phase—deceleration from vref2_micro - trip (reference speed of
the current (end part) micro-trip) to vref_next trip (reference speed at the starting
of next micro-trip) if vref_micro - trip > vref_next_trip.

According to safety and differentiation of the type of trip, micro-trip comprises
one or multiple types of road. Based on the lower and upper speed limits, roads are
classified into four different types [8, 74] namely neighborhood (8–40 km/h), urban
(40–56 km/h), highway (56–88.5 km/h), and interstate (88.5–112.6 km/h). The min-
imum and maximum speed limits of each driving cycle need to be strictly followed
by the driver. Thus, the proposed DAOTP system must provide valid solutions for
each driving cycle. Accordingly, its performance for each driving cycle was studied
independently.

Figure 2 demonstrates the velocity profile of a typical complex micro-trip that
consists of three parts. The first and third parts of the micro-trip correspond to a low-
speed driving cycle and the second part corresponds to a high-speed driving cycle.
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Fig. 2 Velocity versus distance plot of a typical micro-trip

The vehicle reference speeds, vref1_micro - trip and vref3_micro - trip, belong to first and third
parts of the micro-trip, respectively, whereas vref2_micro - trip is the reference speed
associated with the part of the micro-trip. According to the definition of a micro-trip,
vref_previous_trip and vref_next trip in Fig. 2 are zero. According to the rule of traffic lights,
at each light, the vehicle has to stop at a red signal light until the signal becomes green.
Points A and B (in Fig. 2) are considered as two successive red signals. They could
also represent a stop sign. Besides the driving strategy characteristics (DSC) such as
speed, acceleration(s), and the respective durations, other environmental and physical
factors (information thatmaybegleaned throughvariousHMI inputs) associatedwith
micro-trip route are the route characteristic parameters (such as road gradient, quality
of road surface, air density, wind velocity and its direction, etc.), passenger weight,
auxiliary load, start and end location of the micro-trip, road speed limits, initial SOC,
etc. The route characteristic parameters are normally defined based on the distance
covered and can be obtained through GPS or Internet sources. The other parameters
are case-based depending on the driver’s desire. For example, a road gradient varies
with road length. To determine its value at a particular location on the road, one has
to refer to how much distance is covered by the vehicle from a reference point, in
general, the start point of micro-trip. Other parameters are dependent on the driver’s
desires. For example, the driver decides when the air conditioning is running and
when it is not.

4 Control System

The control system is the interconnection of components that gives the desired output.
Driving a car with the desired speed is the example of closed-loop control system.
Here the system (presented in Fig. 3) compares the speed of the car with the desired
speed. If any deviation in speed from desired speed, then the controller may increase
or decrease the speed so that the deviation becomes zero. The sensor is used to
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Fig. 3 Basic block diagram of EV speed control system

measure the controlled variables of the system and fed to the input. Then the control
system compares the reference inputs (speed/acceleration) with a present output,
which is fed by the sensor from the output.

The PI (proportional and integral) controller is used to control the EV acceleration
and also maintains a constant speed of EV. The PI controller works during accelera-
tion of EV for changing the speed and when the desired speed is reached, the integral
action is switched off. Then only proportional action is activated and maintains a
constant speed. The reference speed (vref) and the reference acceleration (aref) are
used as the input of the controller. The output speed (v) and acceleration (a) are fed
back to the input of controller in opposite phase to get desired output and stabilize
the system.

5 Range and Trip Time Calculation

Asmentioned previously, knowing the range, trip time, and final SOC value is essen-
tial for the driver to properly plan a trip. Existing methods for range calculation are
summarized as follows. Battery State-of-Charge methods primarily concentrate on
precisely calculating the battery SOC (which is similar to the fuel gage on a ICE
vehicle) so as to find an estimation of how much battery charge remains. The range
to be completed by the residual battery energy can be approximately determined
based on the previous knowledge of what distance was covered by depleting how
much battery charge. Various studies on battery SOCmethod based range estimation
[6, 14, 29, 46, 80, 83, 85, 101] are found in the literature. This information, while
important, is inadequate by itself since the battery’s residual energy can be utilized
in many different ways according to the driver’s preferences. However, it should be
optimally utilized to accomplish the driver’s purpose. No such appropriate driving
strategy is available to the driver to properly utilize the residual battery energy. In
addition, since road conditions may vary in course of trip performing, the existing
methods are unable to capture such changeable effects as they are intrinsically aver-
aging methods. Energy-based methods calculate the energy utilization based on the
current or recent trip and vehicle data Based on the amount of energy consumption
rate, the EV range is predicted for the remaining battery charge. An approach to
predict the residual driving range and driving time of ICE vehicles using Artificial
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Neural Network (ANN) was found in [20]. In that approach, fuel capacity (remain-
ing fuel), engine speed, vehicle velocity and weight, and road slope were considered
as the inputs. Though this approach offers valuable information in the course of trip
performing based on instantaneous driving parameters, the anticipated range is not
known to the driver prior to trip started. Moreover, that approach does not suggest
any optimum trip parameters. In [79], an ANN based technique was proposed to
calculate the energy utilization for both pure and plug-in hybrid EVs in real-world
driving situation. This technique considered various inputs such as average speed,
average acceleration, total distance traveled, total duration, etc., to envisage the road
category and traffic congestion and, finally the predicted EV energy consumption rate
was found to deviate from themeasured value y in the range of 20–30 to 70–80%. The
authors recommend that as the energy consumption rate and total available energy
are known, an accurate EV range prediction can be made using this technique. Once
more, the driver does not have knowledge of the anticipated range for the specified
conditions stated in the article to devise a driving strategy. An approach to envis-
age the power for the instant future requirement in EV was proposed in [54]. This
approach considers the data from previous power consumption history, acceleration
and speed, and road information obtained from a pre-downloaded map. Though the
primary motivation of this study was the safety of battery, value of immediate power
requirement could be used to calculate the range as well. But this approach is a
passive method as the power requirement prediction depends on the driver’s actions,
and it does not suggest how to formulate a driving strategy.

There are three driving modes in which a vehicle can travel a distance. Two are
during the vehicle’s acceleration and deceleration and the other is when the vehicle
is running at a constant speed. The methodology of finding the estimated distance
traveled by a vehicle in these driving modes is presented in the following.

The range (distance) that can be traveled by an EV during constant speed mode is

Rg � vre f × Tv (1)

where vref is the (uniform) speed at which the vehicle is moving and Tv is the corre-
sponding duration. But, in practice, it is very difficult to maintain the vehicle’s real
speed exactly at vref , always. Thus vref is also considered as the commanded/desired
speed. Once the accelerator is pressed and its position maintained, it takes some time
(acceleration period) for the real vehicle speed, v, to get to vref . Thus, the instanta-
neous speed error is calculated as

ev � vre f − v (2)

In steady state, vref and v are close enough to be considered equal from a vehicular
standpoint. These two parameterswere inputs to the speed controller. Now to cover an
Rg with less stored battery energy consumption per unit time, the value vref becomes
low.But, it results in a highT to obtain the same range.On theother hand, a decrease of
T means consuming more energy. Thus to find an optimal vref to cover Rg efficiently,
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two contradictory objectives namely minimization of total energy consumption and
driving time are required to be solved simultaneously [89].

On the other hand, the range that can be covered by an EV during acceleration is

Rg � vinit Ta +
1

2
are f × T 2

a (3)

where aref is the (uniform) acceleration (also called commanded or desired acceler-
ation) at which the vehicle speed increasing to vref and Ta is the driving time during
which aref can be plausibly retained by the battery. The instantaneous acceleration
error is defined as the difference between the commanded acceleration and the real
vehicle acceleration, a

f � are f − a (4)

Both aref and a were inputs to the acceleration controller. Like optimal velocity,
to find optimal acceleration(s), both the acceleration time and energy consumed for
the acceleration are required to be minimized concurrently [68], and after solving
suchMOOP, it was revealed that a better optimization result is noticed usingmultiple
accelerations compared to a single acceleration. Such analogous results were also
observed in [49, 62]. Besides the above objectives, it is necessary to have sufficient
comfort during driving. A discomfort journey may result in various health problems
[42].

The range covered by an EV during deceleration is

Rg � vre f Td − 1

2
adec × T 2

d . (5)

where Td is the duration for vref to reach a termination value (normally a low value,
say 1 m/s). The EV deceleration was controlled by the speed controller rather than
the acceleration controller.

In practice, a trip consists of several such driving modes. The total range (R)
overcome by an EV in a typical trip is the summation of all Rg in these three driving
modes and the total trip time is the summation of all corresponding T . In order to
maximize the EV range and minimize the trip time by means of efficiently using
the stored battery energy, the primary concern is to identify the optimal values of
vref , aref , and adec. Various extraneous driving-specific parameters that affect vref , aref ,
and adec can be categorized into three groups: dynamic parameters, static parameters,
and navigation control parameters [106]. For the sake of simplicity and reducing the
model complexity, inherent model-specific parameters such as driveline dynamics,
etc., were not considered, whereas route specific parameters that tend to change
during a trip (gradient, elevation, wind, and road surface) were considered in this
study. Neglecting these latter parameters can lead to large error in the results due
to their more significant contribution to the overall energy consumption [40, 59, 97,
103].
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6 Multi-objective Optimization

Optimization is one of the most frequent and persistent problems in real-world sys-
tems including engineering. Through this technique, one can reach to an extreme
solution corresponding to either maximum or minimum of any objective subject to
certain constraints. Contrary to single objective optimization, MOO plays an impor-
tant role in decision-making toward making a preference among several options
related to multiple contradictory objectives. Multiple contradictory objectives are
normally found in most of the real-world problems. If all objectives are equally
important, extreme value principle (as used in single objective optimization) cannot
be adopted to arrive a solution. In such case, a number of solutions may be created
based on a negotiation among the objectives. Such negotiation does not allow to
consider a solution that is optimal corresponding to simply one objective. Thus, it is
required to obtain a set of solutions, among them the designer is allowed to choose
one that will fulfill the original intention. Selection of a solution among multiple
availabilities is also known as multiple criterion decision-making (MCDM). Thus,
the primary motivation for solving truly MOOPs is to find a set of non-dominated
solutions. The front formed by the optimal non-dominated solutions is called Pareto-
optimal front. The Pareto-front is formed by the solutions in which any change in
any of the decision variables aimed at improving a particular performance index will
produce deterioration in some of the other performance indices.

In general, a multi-objective problem (MOP) comprises of n number of input
parameters (called decision variables, x1,…,n), k number of objective functions
(y1,…,k), m inequality constraints, and j equality constraint. Objective functions and
constraints are functions of the decision variables. The optimization goal is as fol-
lows:

Maximize/minimize y � f
(
x1,...,n

) � (
f2

(
x1,...,n

)
, f1

(
x1,...,n

)
, . . . , fk

(
x1,...,n

))

(6)

subject to e
(
x1,...,n

) � (
e1

(
x1,...,n

)
, e1

(
x1,...,n

)
, . . . , em

(
x1,...,n

)) ≤ 0,

h
(
x1,...,n

) � (
h1

(
x1,...,n

)
, h1

(
x1,...,n

)
, . . . , h j

(
x1,...,n

)) � 0,

where x1, x2, . . . , xn ∈ X

y � (y1, y2, . . . , yk) ∈ Y

x L
i ≤ xi ≤ xU

i , i � 1, 2, . . . , n

The decision space and objective space are denoted by X and Y , respectively. x L
i

and xU
i are the lower and upper bounds of each decision variable, xi which form

X. The feasible solutions must satisfy the variable’s upper and lower limits and the
constraints, e(x) and h(x).
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Even though it is sufficient to know the objective ranges and Pareto-optimal shape
in order to make a decision, it is essential to select a distinct preferred solution since
it will be ultimately used for execution in a driving condition, and the corresponding
task is very crucial. According to the categorization made by Veldhuizen and Lamont
[92], the articulation of preferences may be carried out either before (a priori) or after
(a posteriori) or during (progressive) the optimization search. In this work, two a
posteriori-based MCDM techniques were adopted. Reference point based technique
[64] identifies a preferred solution based on a reference point. Whereas in the second
technique, first a knee-zone [11] on the Pareto-front is identified on the basis of trade-
off among the objectives, then based on the higher level information, a preferred
solution is selected from the knee-zone.

Various characteristics relating to theproblemdomainmaybe considered todecide
the reference point. Ideal point is widely used as a reference point in many multi-
objective problems. The set of optimal values obtained through optimization process
considering each objective independently is referred to the ideal point which is con-
sidered here as a reference point in decision-making process. In the present work,
a preferred solution among the Pareto-optimal set is identified on the basis of the
minimum (Euclidean) distance from the reference point. Sometimes it is noticed that
there is a typical portion of the Pareto-optimal front where a small improvement
in one objective would lead to a large deterioration in any of the other objectives
is treated as the knee-zone. The knee-value of the ith solution in the knee-zone is
mathematically defined by Eq. (7) for a MOOP having two conflicting objectives.

κi �
f (i−1)
1 − f (i)1

f (i−1)
2 − f (i)2

+ f (i+1)2 − f (i)2

f (i+1)1 − f (i)1

2
(7)

where the objectives f 1 and f 2 are considered to be maximized and minimized,
respectively.

A solution is said to a stronger knee point if its knee-value is higher than that
of the others and vice versa. It is obvious that the knee-zone is most likely to be
interesting to the decision maker exclusive of any user’s preferences knowledge.

6.1 Non-dominated Sorting Multi-objective Genetic
Algorithm (NSGA-II)

Nowadays interest in using of EAs in solving MOOP is increasing by realizing that
classical methods possess number drawbacks. Some classical methods are unable to
generate the Pareto-front with all possible solutions, particularly in nonconvex-type
problems. Sometimes in-depth problem information is needed which is difficult to
acquire. Moreover longer computational time for repeated simulation run to iden-
tify the Pareto-optimal solution independently is an inherent difficulty of classical
methods.
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Fig. 4 A schematic presentation of NSGA-II [24]

In contrary, Evolutionarymethods are population-based algorithms and have been
successfully implemented inmany real-world problems having intrinsic complexities
in calculating the analytical Pareto-optimal fronts. Earlier efforts of EA implemen-
tation in the field of present application [12, 39, 72] confirm its efficacy. In various
other real-world problems, EAs are also found to be successfully implemented [22,
28–32, 65, 67, 71, 78]. By realizing that, in the present work, a well-established evo-
lutionary algorithm (EA),NSGA-II (a non-dominated sortingmulti-objective genetic
algorithm) [24] is considered and its working principle is presented as follows.

Figure 4 demonstrates the working principle of NSGA-II considering binary-
coded genetic algorithm (GA). The present demonstration assumes a population size
equals six. Present NSGA-II architecture considers crowded tournament selection,
polynomialmutation scheme, and simulated binary crossover (SBX). After eachGA-
generation, six new non-dominated solutions are created. A solution treated as the
winner in the tournament should have either lowest rank or larger crowding distance
in case of multiple solutions of the same rank.

A generation is started by creating an offspring population Qt based on the parent
population Pt. After that, a collective population, Rt of size 2N is created by combing
Pt and Qt. Rt is then allowed for non-dominated sorting for solution classification
based on their ranks. A front is formed by the solutions having the same rank. Figure 4
demonstrates such kind of three fronts (F1, F2, and F3). As the constant population
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Fig. 5 A schematic representation of a crowding distance sorting approach [24], b clustering
approach [105]

size (= 5) is required to be maintained, forming of the new population (Pt+1) is
carried out by picking solutions from the different fronts one-by-one starting with
the lower rank. The fronts from which no solution is picked are just removed. It may
happen that there is a possibility of having more solutions in the final front than the
number of solutions just required to reach the population size (= 5) of Pt+1. Such a
condition happens with F2 as shown in Fig. 4. In that situation, a niche-preserving
strategy (namely crowding distance sorting and clustering approach) is applied to
select the required number of solutions from the last front. Considering Pt+1 as the
parent population, Pt, next Qt was created using the genetic operators, and the same
iteration (generation) is allowed to continue until the generation number reaches to
a designer specified value.

The crowding distance of an individual is calculated by determining the cuboid
length which is equivalent to the summation of the distances of two neighboring
solutions from the individual in each objective as demonstrated in Fig. 5a. The
mathematical expression to calculate crowding distance (cdi) is presented in Fig. 4,
where M is the number of objectives (f i,…,M). Preference of an individual is made
with higher crowding distance value.

A schematic representation of the clustering technique is presented in Fig. 5b.
In this technique, initially, each solution of the front is treated as the center of the
individual cluster. Then two clusters whose distance (which is the Euclidean distance
between their centroid) isminimum among that of all cluster pairs aremerged to form
a single larger cluster, and thereby reducing a cluster from the previous ones. The
same procedure of merging two clusters is continued until the number of clusters
reaches to the desired number of solutions. For a larger cluster, the solution closest
to its centroid is considered and all others are removed.

7 Formulation of Multi-objective Problem for Optimal
Trip Planning

Different issues that come to driver’s mind while trip planning using EV are men-
tioned in Sect. 1. In order to know whether EV can reach the destination, an accu-



Driving Assistance for Optimal Trip Planning … 165

rate range prediction is necessary. Without considering other reasons (such as EV
mechanical structure, road condition, weather, etc.), jerk is responsible for a com-
fortable journey, and it is required to be minimum during the course of the journey.
To reduce the trip time, speed and rates acceleration/deceleration are to be kept high.
Reduction of journey cost is achieved byminimizing the overall energy consumption.

Previous studies [9, 18, 55] reveal that deriving harshness have a significant effect
on fuel consumptions. In [33], the authors suggest that appropriate changing of
driving behavior can reduce the energy consumption considerably. In another study
[37], it was suggested that improvement of regenerative braking energy can also be
possible by adopting an appropriate deceleration rate.Moreover, the deceleration rate
also influences the regenerative braking energy [37]. In some recent works [48, 51,
62, 89], it was revealed that energy requirement during speed changes with constant
acceleration rate is found to be more compared to that with multiple acceleration
rates. But, the use of multiple acceleration rates increases the jerk that leads to the
discomfort [28].

From the above discussions, it is understood that speed, acceleration/deceleration
rates, and their durations are the controllable parameters involved to design a trip
planning. Whereas, the output parameters (objectives) which are depended on the
controllable parameters are cost (energy consumption), range (distance traveled), trip
time, and journey comfort. Variousworkswere carried out considering theminimiza-
tion of trip time as the main objective [60]. A method for prediction of short-term
travel duration was proposed based on sensor data from the road in [104]. More-
over, an appropriate driving strategy which highly depends on the road condition is
also imperative and it is realized from various studies [9, 18, 33, 55, 88]. Moreover,
in order to properly utilize the EV battery’s stored energy, it is important that the
formulated driving strategy negotiates the predicted range in an optimal manner.

Thus, the driving notion of the driver would be to accelerate the vehicle to reach
a speed in the shortest time with adequate comfort while expending the minimum
amount of energy possible. In other sense, it indicates that driver would like to
accelerate the EV comfortably to a chosen speed with both minimum energy and
minimum time. But, these objectives are contradictory to each other, meaning that
the improvement of one objective deteriorates the other and vice versa [27, 28].

7.1 Problem Definition

The corresponding MOOP that arises is defined as follows:

Minimization of trip time
(
TT rip

) � fT
(
vre f , are f , kp, ki

)
(8)

Minimization of Energy consumsion (E) � fB
(
vre f , are f , kp, ki

)
(9)

Minimization of average jerk
(
JAvg

) � f JT otal

(
a1,2,...,K

re f , t1,2,3,...K−1, kp, ki

)
(10)
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subject to

vdc
min ≤ vre f ≤ vdc

max (11)

amin ≤ a1,2,...,K
re f ≤ amax (12)

0.01 ≤ kpa ≤ 0.3 (13)

0.01 ≤ kia ≤ 3.0 (14)

0.01 ≤ kpv ≤ 0.3 (15)

vdc
min and vdc

min are the minimum and maximum EV speed (v) limits, respectively.
Speed limits depend on the driving cycle (dc) that is currently followed [74] and
various safety issues concerning traffic congestion, road condition, weather, location
importance such as school, hospital, etc., and so on [2, 56, 66]. amin and amax
are the minimum and maximum allowable EV accelerations, a related to the EV
specification, traffic congestion, road condition, weather, etc. Depending on the EV
model type considered, amin and amax are taken as 0.1 and 3.0m/s2, respectively. kpa

and kia are the proportional and integral gains, respectively, of acceleration controller.
kpa was considered to vary in the range 0.01–0.3 and kfa is in the range 0.01, 3.0.
The lower and upper values of kpv, velocity controller proportional gain are taken as
0.01 and 0.3, respectively.

In this chapter, the present optimization problem is solved using NSGA-II con-
sidering crowding distance approach as a niching strategy discussed in Sect. 6 in
finding optimal driving strategies for EV. Since the present application is a con-
strained optimization problem, the non-dominated solutions are identified based on
the superiority approach of the feasible individuals [23].

8 Formulation of Objectives

The proposed DAOTP system is formulated here considering EV model topology
introduced in [36, 58, 100]. For the sake of reducing complexity, a simplified model
was used. The EV model comprises three major related components: electric motor,
battery, and the vehicle dynamics. The acceleration and speed of electric motor were
controlled using a proportional–integral (PI) controller and a proportional controller,
respectively. The EV model takes the inputs, reference acceleration, aref , and speed,
vref . The model outputs the objective values after performing several iterations with
a certain time step in a simulation process. The simulation was terminated when
the reference speed, vref , was zero indicating the completion of trip, corresponding
to n loop iterations. Various model parameters considered for the present study are
enlisted Table 1.
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Table 1 EV model parameters

Type DC brushed

Electric motor

Motor moment of inertia coefficient, I 0.05

Copper losses, kc 0.3

Iron losses, ki 0.01

Windage losses, kw 0.000005

constant electronics losses, Conl 600

Proportional controller gain for speed, KP 2.0

Critical motor speed, wc (rpm) 733

Maximum motor speed, wmax (rpm) 1326

Battery

Capacity, Cap (A h) 53

Initial state-of-charge, SOCinit 1.0

Number of cells in parallel, NP 1

Number of cells in series, NS 76

Type Lithium-Ion

Voltage, VP (V) 394

Battery efficiency, bateff 0.99

Battery long transient capacitance, CTransient_L
(MF)

0.22375

Battery long transient resistance, RTransient_L
(m�)

0.9968

Battery short transient capacitance, CTransient_S
(MF)

0.03518

Battery short transient resistance, RTransient_S
(m�)

0.9338

Battery series resistance, RSeries (m�) 1.4932

Vehicle

Air density, ρair (kgm3) 1.143

Frontal Drag coefficient, CD 0.19

Back Drag coefficient, CD_back 0.3

Frontal area, Af (m2) 1.8

Back area, Ab (m2) 1.4

Gravitational acceleration, g (ms2) 9.81

Mass including passengers and drivers, m (kg) 1460

Overall gear ratio/tire radius, G (m−1) 37

Rolling resistance coefficient, μ 0.014

Transmission Single-speed

transmission efficiency, geff 0.95

Regenerative braking factor, Rgen 0.5
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8.1 Electric Motor Model

The motor model’s inputs Various parameters such as battery voltage, VP, reference
acceleration, aref , vehicle real acceleration, a, reference speed, vref , vehicle real
speed, v, and rotational speed, w, are considered as the inputs to the motor model.
The outputs are the battery current, IP, and electric motor torque, τ .

The speed error defined in Eq. (2) is rewritten for the ith loop iteration as

e(i) � vre f − v(i) (16)

The acceleration error defined in Eq. (4) is rewritten for the ith loop as

f (i) � are f − a(i) (17)

The switching function, SF of the motor is determined as follows:

SF(i) � kp f (i) + ki fint(i), if e(i) < fsa · vre f

SF(i) � K P · e(i) and fint(i) � 0, otherwise (18)

where f sa, switching factor from speed to acceleration controller was taken to be 0.02.
fint(i) is the integral of acceleration error which is defined by fint(i − 1) + f (i) ∗ dt
and fint(0) � 0.

The switching function value found using Eq. (18) is saturated as follows to
calculate the motor torque.

SF(i) �
1

−1
SF(i)

⎫
⎪⎬

⎪⎭

if SF(i) > 1

if SF(i) < −1

otherwise

(19)

The torque needed from the motor is

τ (i) � SF(i) · τmax(i) (20)

where τmax is the maximum torque that can be safely developed by the motor and its
value is decided according to Eq. (21).

τmax(i) � 140

τmax(i) � 9.1274

τmax(i) � 102000
w(i−1)

⎫
⎪⎪⎬

⎪⎪⎭
if

w(i − 1) ≤ wc

w(i − 1) ≥ wmax
wc < w(i − 1) < wmax

(21)

The units are N-m. The motor current, IM (i) is

IM (i) � τ (i) · w(i)

VP (i − 1)
(22)
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Now, the motor efficiency, effmotor, is calculated by Eq. (23).

e f f motor (i) � τ (i) · w(i)

τ (i) · w(i) + τ (i)2 · kc + w(i) · ki + w(i)3 · kw + Conl
(23)

The above-calculated motor efficiency was saturated as follows:

e f f motor (i) �
1

−1
e f f motor (i)

⎫
⎪⎬

⎪⎭

if e f f motor (i) > 1

if e f f motor (i) < −1

otherwise

(24)

The effective motor current IM_e f f (i) is derived from the motor current, IM (i) and
considering the effmotor and conveff (converter efficiency), as follows:

IM_e f f (i) � IM (i)
conve f f ·e f f motor (i−1)

IM_e f f (i) � IM (i) · conve f f · e f f motor (i − 1) · Rgen

⎫
⎪⎬

⎪⎭
if

SF(i) > 0 and vre f �� 0

SF(i) < 0
(25)

The regenerative braking factor, Rgen, is the fraction of the total available regen-
erative energy that is converted to battery energy.

8.2 Battery Model

The lithium-ion battery model presented in [19] is adopted here. Battery current, IP,
is the input of batterymodel. Themodel’s outputs areVP, and battery state-of-charge,
SOC.

Considering the maximum and minimum limits of battery current, the battery
current to be calculated using the revised motor current is as follows:

IP (i) �
IM_max
IM_min

IM_e f f (i)

⎫
⎪⎪⎬

⎪⎪⎭

if IM_e f f (i) > IM_max

if IM_e f f (i) < IM_min
otherwise

(26)

Here, IM_max and IM_min are considered as 400 and −400 A. Considering the
battery efficiency and mode of EV speed change (acceleration/deceleration), the
effective battery current, IP_e f f (i) can be derived from battery current, IP (i) defined
in Eq. (26) as follows:

IP_e f f (i) � IP (i)
bate f f

IP_e f f (i) � IP (i) · bate f f

⎫
⎬

⎭
if

SF(i) > 0

SF(i) ≤ 0
(27)
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The current flowing through an individual cell is

Icell (i) � IP_e f f (i)

NP
(28)

The battery SOC is calculated as

SOC(i) � SOC(i − 1) −
∫

Icell (i)

Cap
dt (29)

The initial value of SOC(i) is the so-called initial state of charge of the battery,
SOCinit . The battery voltage is

VP (i) � NS Vcell (i) (30)

where Vcell is the voltage of an individual cell. Based on the Kirchhoff’s Current
Law, the voltage of CTransient_L is calculated as

d

dt

(
VC_L (i)

) � Icell (i)

CT ransient_L
− VC_L (i)

CT ransient_L RT ransient_L
(31)

and the voltage of CTransient_S is

d

dt

(
VC_S(i)

) � Icell (i)

CT ransient_S
− VC_S(i)

CT ransient_S RT ransient_S
(32)

The open-circuit voltage is calculated as

VOC (i) � −1.031e(−35SOC(i)) + 3.685 + 0.2156SOC(i) − 0.1178SOC(i)2 + 0.3201SOC(i)3 (33)

The voltage of an individual cell is determined as

Vcell (i) � VOC (i) − VC_S(i) − VC_L (i) − Icell (i)RSeries (34)

8.3 Vehicle Dynamics Model

The electric motor torque, τ , the model input, and the model’s outputs are a, v, and
R, and the rotational speed, w. The aerodynamic drag force acting on the EV is

FD(i) � 1

2
ρair A f CDv(i)2 (35)

The frictional force between the road and wheel is

Frr (i) � μmg (36)
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The traction force supplied by the motor is

Ft (i) � τ (i)G · ge f f (37)

Force caused by road gradient is

Fgra(i) � sin

(
grad · �

180

)
· mg (38)

Force caused by the vehicle inertia is

Finertia(i) � I · m · a(i) (39)

Considering thewind velocity and its direction (with respect to vehiclemovement)
effect into the drag force [40], and assuming all the braking force come from the
electric motor, the acceleration is

a(i) �
τ (i) · G · ge f f + 1

2 ρair AbCD_back

(
v(i) − vwind·cos(θwind

)
)2 −μmg − sin

(
grad·�
180

)
· mg − I · m · a(i)

m
,

if vwind > v(i) and 270◦ < θwind < 90◦ (40)

a(i) �
τ (i) · G · ge f f − 1

2 ρair A f CD

(
v(i) − vwind·cos(θwind

)
)2 −μmg − sin

(
grad·�
180

)
· mg − I · m · a(i)

m
,

Otherwise (41)

where θwind (in degree) (0◦ < θwind < 360◦) is the wind velocity angle measured
with respect to the EV movement direction, grad (in degree) is the road gradient (it
becomes negative if the road is downhill, and positive if the road is uphill), ρair is
the air density at the EV’s current location.

The EV speed can be calculated using.

v(i) � vi−1 +
∫

a(i) dt (42)

ω is given by

ω(i) � v(i)G (43)

The distance traveled by EV, x(i) is given by

R(i) � R(i − 1) + v(i) dt (44)

The objective functions are defined as follows:

TT rip � n · dt (45)
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E �
n∑

i�1

IP (i)VP (i) (46)

ji � a(i + 1) − a(i)

dt
(47)

JAvg �
∑nd

i�1 ji
nd

(48)

where ji is the jerk experienced for a time step, dt due to change of acceleration. JAvg

is the average jerk value calculated based on jerks (ji) that are found to be greater
than the desired value, Jdesire (i.e., ji > jdesire). This automatically excludes very low
values of jerk due to controller or simulation conditions.

8.4 EV Simulation

The EV simulation is carried out starting from its present speed (vinit) with multiple
accelerations for a time period (Dacc) to reach to the desired reference speed (vref ).
Once the speed reaches close to vref (say 99%), switching fromacceleration controller
to speed controller is made, and vice versa depending on the driving mode. The EV
jerkwas recorded at the end of each time interval. The EV energy consumption (Eacc),
total jerk (JTotal), trip time, TTrip and range (Ra) were calculated at the simulation
end. By plotting the values of different objectives, a non-dominated front (i.e., Pareto
front) was obtained. The termination criteria of the EV simulation was to satisfy any
one of the following:

SOC ≤ 0.2

x ≥ RangeT rip − 10

vEnd of trip ≤ 5 kph

⎫
⎪⎬

⎪⎭
(49)

According to the Road Safety Authority (RSA), to stop or slow down a vehicle,
braking should be applied while accounting for a minimum stopping distance from
the stopping point or from the location of the start of a speed limit lower than the
present one. The total stopping distance (TSD) is normally the summation of the
driver’s reaction distance and the braking distance, and it also depends on the dryness
or wetness of the road surface [31]. TSD increases exponentially with the current
vehicle speed. For the sake of simplicity, a linear relationship is considered here.
In the present context, when the residual trip distance is less than a minimum TSD
(Trip End Safety Distance for braking (TESDB) approached to stop the vehicle), the
current EV speed reference becomes vEnd of trip. TESDB is calculated using Eq. (50).

T E SDB � dec_ f actor_sa f ety
v2ref_trip end

2 · adec
(50)
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where adec (m/s2) is calculated using Eq. (51) based on vdi f f _dec (m/s), the dif-
ference between the desired speed after deceleration and the current EV speed.
dec_factor_safety is the safety parameter used during deceleration mode to ensure
that the vehicle slows down or stops within the allowable distance. The deceleration
(adec) was assumed depending on vdiff_dec as follows:

adec � 2.3

adec � 2.25

adec � 2.35

if

⎧
⎪⎪⎨

⎪⎪⎩

100 ≤ vdi f f _dec ≤ 129

50 ≤ vdi f f _dec ≤ 100

0 ≤ vdi f f _dec ≤ 50

(51)

According to the micro-trip presented in Fig. 2, vref_trip end in Eq. (50) refers to
vref3.

9 Results and Discussions

9.1 Neighborhood Micro-trip Planning

The results of the DAOTP system in the present work are presented based on a few
assumptions as follows. The speed limits are chosen only based on the correspond-
ing driving cycle followed by EV. The safety factors such as safe following distance,
etc., related to traffic congestion, road condition, weather, location importance, etc.,
are not considered while fixing the EV speed limits for the sake of simplicity. Other
assumptions concerning accelerations limits, model parameters, etc., have beenmen-
tioned in the previous sections. In this study, other trip parameter values considered
are depicted in Table 2.

Moreover, the applied micro-trip is simple in the sense that it follows only one
driving cycle type for the entire trip length. The velocity profile versus distance of
a simple micro-trip consisting of one driving cycle type is presented in Fig. 6. The
simple micro-trip consists of one acceleration mode followed by a constant speed
model within the speed limits of the driving cycle, and after that, the EV comes to a

Table 2 Values of different
parameters considered during
simulation process

Parameters Value

dt (in, s) 0.01

Auxiliary load (in, J/s) 10500

SOCinit 1.0

Jdesire 1.0

K 2

dec_factor_safety 1.25
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Fig. 6 Velocity versus distance plot of a simple micro-trip consisting of one driving cycle

Table 3 Values of GA parameters

GA Parameters Value

N 250

Mutation probability 1/length of chromosome

Crossover probability 0.985

No. of bits used for each variable 20

Random seed 0.4

Number of generation 100

stop during the deceleration mode. The values of GA parameters presented in Table 3
are used for MOO process throughout this chapter unless otherwise stated.

In an urban area, depending on the vehicle speed limits, two driving cycle types,
neighborhood (verf is varying from 8 to 40 km/h), and urban (vref is varying from 40
to 56 km/h) are applicable.

Figure 7 presents the Pareto fronts achieved by DAOTP after solving the MOOP
(defined in Sect. 7) for minimization of energy consumption, trip time, and average
jerk in the neighborhood driving cycle are presented in Fig. 7. In this figure, the
Pareto fronts are shown for six different trip lengths (ranging from 0.5 to 20 km)
keeping the other parameters related to the route (presented in Table 4) fixed. The
wind angle is measured based on the same coordinate system as followed by the
vehicle. That is, if the direction of the wind and the vehicle are the same, the wind
angle equals zero.

In Fig. 7, Pareto front spans in all three objectives (energy, trip time, and average
jerk) were observed to be dissimilar for dissimilar trip length, as anticipated. With
increasing the trip length, the Pareto fronts are found to be migrated gradually move
away from the origin. Among the six chosen trip lengths, some optimal solutions of
trip lengths especially, 5, 8, and 10 km are found to be of a very low average jerk
(less than 4 m/s3), longer trip time and more energy consumption. On the other hand,
few solutions of trip length (in particular, 0.5 and 5 km) possess a very high average
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Fig. 7 Pareto-optimal fronts obtained in solvingMOOP defined in Sect. 7 in neighborhood driving

Table 4 Route characteristic data

Sr. No. Distance Route characteristic parameters

Road gradient

From To Value Angle (°)

1 0 Trip end 0 –

Rolling frictional coefficient of
road surface

2 0 Trip end 0.015 –

Density of air

3 0 Trip end 1.143 –

Wind velocity (km/h)

4 0 Trip end 0 0

jerk value (more than 100 m/s3) with short trip time and low energy consumption.
It is obvious that such kind of solutions having extreme objective values is not to
be attractive to the driver. By realizing this, Pareto-optimal solutions are screened
by limiting the average jerk values in the range, 4–100 m/s3, and the revised fronts
are shown in Fig. 8. It is interesting to observe that as the trip length increases,
less number of solutions outside the above mentioned average jerk limit belong to
the Pareto front. This is to be expected since the definition of average jerk involves
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Fig. 8 Revised Pareto-optimal fronts based on average jerk limits (4m/s3 <average jerk<100m/s3)
in neighborhood driving cycle for different simple micro-trip length

dividing by the number of times (nd) the jerk exceeds a certain limit (Jdesire) according
to Eq. (48). Since there is only one acceleration mode for all the micro-trips in Fig. 8,
the average jerk is expected to generally decrease as the trip length increases. nd

increases, but ji is found to be low when the EV runs at a constant speed.
The amount of energy stored in a battery is realized by knowing its SOC, and

it can easily measure and presented to the driver through a suitable device based
on based on multi-modal electrochemical impedance spectroscopy [73] and also
easily interpreted by the driver. Thus, instead of actual energy utilization, it is more
expedient for a driver to know the associated residual battery SOC. For that reason,
the optimization results are discussed here in terms of SOC value at the end of the
trip (SOC) and the trip time.

In Fig. 9, plot of SOC versus trip time for the 0.5 km micro-trip is presented.
It is observed that after a certain trip time, SOC is found to be decreasing with
increasing trip time because of a low jerk. It is evident that though the average jerk
is low, such kind of solutions is not attractive at all. Instead solutions with a high
SOC or a low trip time will be more interesting. A dotted ellipse in Fig. 9 shows
the most attractive portion of the SOC-trip time plot and the corresponding solutions
are replotted in Fig. 10. Though these solutions are non-dominated with respect
to the original (three) objectives, are not non-dominated with respect to SOC and
trip time. As a result, a one-to-one SOC-trip time plot is not anticipated. Figure 10
shows that SOC decreases with increasing time because the energy consumption is
inversely varying with time. The variation of energy consumption with SOC is also
demonstrated in Fig. 10. The energy consumption is found to be linearly varyingwith
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Fig. 9 Variation of end SOC with trip time in 0.5 km range

Fig. 10 Range-SOC-time plot corresponding to a micro-tip of 0.5 km

SOC with a gradient of −15.6. The empirical linear equation with a corresponding
the coefficient of determination (R2) value is depicted in the Fig. 10.

Similar studies on the variation of SOC with trip timewere conducted for the other
trip lengths. Figure 11 is similar to Fig. 9 except that the solutions correspond to the
5 kmmicro-trip. Considering the interesting part of the plot based on the relationship
between SOC and time, the trip end SOC (SOC) versus trip time plot is presented in
Fig. 12. It also shows the energy consumption of the interesting solutions. The linear
relationship of energy with SOC is depicted in the Fig. 12 and has a high R2 value,
just like Fig. 10. Moreover, after analyzing the energy and trip end SOC relationships
of trip lengths 0.5 and 5 km as shown in Figs. 10 and 12, as well as that found in
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Fig. 11 Variation of trip end SOC with trip time for 5 km trip

Fig. 12 Energy–SOC–time plot corresponding to a micro-tip of 5 km

other trip lengths, it was found that the slopes and intercepts are very close up to
a trip length of 10 km with standard deviations, 0.22 and 0.20, respectively. After
taking a mean value of both slope and intercept, a generalized linear relationship
among (kWh) and SOC (0–100%) the optimal solutions defined in Eq. (52) may be
applicable up to 10 km trip length for the present EV model.

E � −15.4245SOC + 15.464 (52)

After 10 km trip length, the slope and intercept were found to be different and
less than that in Eq. (52).

Figure 10 and Fig. 12 present the initial twenty knee-points evaluated using Eq. (7)
for the trip lengths 0.5 km and 5 km, respectively. The reference point based preferred
solutions for these trip lengths are also depicted in Fig. 10 and Fig. 12, respectively.
The ideal (reference) point based preferred solution is found to be one of the twenty
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knee points, and it is observed in both the trip lengths. However, it is not always true.
An example is the case of 8 km trip length (not shown in the chapter).

Values of the three objectives, decision variables, and SOC are shown in Table 5.
As mentioned in Sect. 8, a deceleration safety factor (presented in Table 2) was
considered during braking the EV to ensure that the vehicle stopped before or close
to the trip end location. Now, depending on the EV speed the TESDB is varied. Thus,
instead of the same trip length (assumed prior to the trip), each solution possesses
a different distance but always close to the desired trip length. The actual range
covered corresponding to the optimal solution is also enlisted in Table 5. Prior to the
initiation of the journey, DAOTP evaluates the optimal driving strategies in different
driving modes for the entire trip in an offline mode based on the route information
and battery SOC. According to the DAOTP predictions, the driver makes a decision
for his/her trip planning. After starting the trip, DAOTP begins evaluating the new
(revised) optimal driving strategy in every (certain) time interval according to the
current EV state and route characteristic data in online mode till the trip ends. This
online suggestion of DAOTP accounts for any deviation from the initial optimal
driving strategy due to unforeseen circumstances or a lack of concentration by the
driver. In such circumstances, the driver will be notified right after a time interval
by comparing the previous and present DAOTP predictions. The subsequent driving
strategies will be very similar to the previous strategy if the deviation applied driving
strategy from the predicted is minor.

In both the trip lengths (0.5 and 5 km), it was found that the optimal speed is close
to the maximum speed limit of neighborhood driving cycle (40 km/h). The variation
of EV speed with trip end SOC of the Pareto-optimal solutions found in 0.5 km
trip is presented in Fig. 13. About 94% of the solutions possess the speed around
40 km/h, which is the speed limit. From Table 5, it was noticed that in both trip
lengths, the first acceleration value is found to be higher than the second acceleration
value. On the other hand, the first acceleration’s duration was found to be lower than
that of the second acceleration. The variations of EV accelerations and acceleration
durations with trip end SOC found in the 0.5 km trip length are presented Fig. 14.
In Fig. 14, the first accelerations of nearly all Pareto-optimal solutions are observed
to be similar, and possessed a high value (close to the upper limit of the acceleration
range presented in Eq. (12)). On the other hand, the second acceleration is increasing
with increasing the trip end SOCwith a second-order polynomial relationship (with a
coefficient of determination, R2 �0.9773) defined byEq. (53). Similarly, the duration
of first acceleration of the Pareto-optimal solutions was found to be a constant value
close to 1.65 s and that of the second acceleration to be varying with trip end SOC
according to Eq. (54) with a coefficient of determination, R2 �0.95.

a2 � 5.279 × 106SOC2 − 1.051 × 107SOC + 5.236 × 106 (53)

t2 � 1.01 × 108SOC2 − 2.01 × 108SOC + 9.99 × 107 (54)

After conducting the similar innovation study for trip length 5 km, it was observed
that the first acceleration value and corresponding duration of the Pareto-optimal
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Fig. 13 Variation of EV speed with SOC in 0.5 km range

Fig. 14 Variations of EV accelerations and acceleration durations with SOC in 0.5 km range

solutions are found to be the same as observed in the case of trip length, 0.5 km. The
relationships of the second acceleration and its duration with trip end SOC are also
found to be a second-order polynomial defined by Eqs. (55) and (56) corresponding
to the coefficients of determination (R2), 0.9865 and 0.9826, respectively. The differ-
ence between the coefficient values of the corresponding relationships of trip length
0.5 and 5 km are found to be negligible. This suggests that the acceleration strategies
are found to be almost similar nature irrespective of the trip length in neighborhood
micro-trips. This implies that the migration of the Pareto fronts in Fig. 9 that was
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Fig. 15 Variation of kp with trip end SOC in 0.5 km range

alluded to previously in this section is solely due to the duration of constant speed
mode dictated by the trip length.

a2 � 6.458 × 106SOC2 − 1.246 × 107SOC + 6.007 × 106 (55)

t2 � 1.046 × 108SOC2 − 2.016 × 108SOC + 9.715 × 107 (56)

After analyzing the variations of kp and ki with trip end SOC, as presented in
Figs. 15 and 16, respectively, it was noticed that most of solutions are lie within a
particular region. In the case of trip length 0.5 km, kp is varying from 0.2 to 0.25
and ki, from 0.3 to 0.8; 67% and 62%, respectively, of the entire solutions are within
these ranges. Similarly, kp and ki values of most of the Pareto-optimal solutions
obtained in higher trip lengths vary with certain ranges. However, from Table 5, a
comparatively high value of both kp and ki was found in the preferred solution with
higher trip length.

Table 6 shows the energy savings that are achieved on various trips. The % energy
savings are evaluated based on the minimum and maximum energy consumptions of
the interesting solutions as found after optimization process. Such energy savings can
be obtained by sacrificing the corresponding trip duration. The maximum and mini-
mum energy consumption, the lowest value of trip end SOC, and its effective range
found among the optimal solutions corresponding to a trip length are also enlisted
in Table 6. Like energy saving, the % trip time in the fourth column of Table 6 are
also calculated corresponding to the minimum and maximum time required to com-
plete the trips. From Table 6, it was observed that the energy saving reduces with
increasing the trip length. However, the energy saving per unit trip time lost is getting
more as the trip length increases (e.g., 0.46 and 1.06, in trip length 0.5 and 10 km,
respectively). The following describes a scenario that highlights the versatility of the
proposed DAOTP system and possible energy savings among the obtained Pareto
front solutions in exchange for sacrificing trip time. For the sake of demonstration,
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Fig. 16 Variation of ki with trip end SOC in 0.5 km trip length

Table 6 Energy saving corresponding to time lost for different neighborhood micro-trip length

Trip length
(km)

Maximum
energy con-
sumption
(kwh)

Minimum
energy con-
sumption
(kwh)

Energy
saving (%)

Trip time
lost (%)

Lowest
SOC (%)

Effective
SOC range
(%)

0.5 0.07326 0.06507 12.581 27.14 99.5062 0.1022

1 0.13717 0.12221 12.237 21.14 99.1587 0.0986

2 0.25265 0.23817 6.078 9.76 98.464 0.096

5 0.60166 0.58616 2.644 40.22 96.3635 0.1034

8 0.96582 0.93420 3.385 2.67 94.169 0.1985

10 1.23428 1.16499 5.947 5.59 92.5536 0.4233

the solutions having maximum energy consumption are supposed to be suboptimal,
considered to be obtained without DAOTP. On the other hand, the solutions hav-
ing minimum energy consumption are considered to be the best DAOTP solutions.
This demonstration should not be confused with selection criteria (decision-making
techniques/driver preference) of a DAOTP solution for implementation.

In a downtown area where the neighborhood driving cycle is normally followed,
the vehicle is required to stop frequently due to more traffic congestion and traffic
lights. As a result, to cover a trip length, the vehicle breaks the entire trip length into
multiple micro-trips, the beginning and end of which correspond to two successive
stops. After analyzing the data presented in Table 6, it was found that there will
be 6.82% (= (0.07326×2 − 0.13717)×100/0.13717) more energy consumption if
the EV runs 1 km with a stop after every 0.5 km compared to traveling the same
distance at a stretch without adopting the optimized driving strategy. This energy
consumption can be reduced to 5.12% ((0.06507×2 − 0.13717) ×100/0.13717) if
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DAOTP results are followed during the journeywith breaks. So, there will be a saving
of up to 1.70%. (=6.82–5.12). For more number of stops in a trip length, the saving
is more. For instance, the extra energy loss to travel 5 km distance with a stop after
every 0.5 km traveled instead of a continuous journey and without adopting DAOTP
results is 21.76%. This excess energy consumption comes down to 8.15% if DAOTP
results are adopted and the saving of energy will be up to 13.61%. corresponding to
2.722% per km. If in both cases (continuous and journey with stops) DAOTP results
are utilized, the amount of energy loss will be reduced from 21.76% to 11%, and
6.82% to 6.48%, for trip lengths 5 km and 1 km, respectively, with a stop after every
0.5 km. The above study reveals that the benefits of adopting DAOTP system during
performing a trip with EV.

9.2 Urban Micro-trip Planning

Similar studies were conducted on DAOTP application in urban micro-trips (speed
range 40–56 km/h) for the same six trip lengths as considered in neighborhood
driving cycle. The nature of Pareto fronts found was found similar to that of the
neighborhood driving cycle. The interesting solutions in a Pareto frontwere identified
following the concept based on the problem-specific information that was adopted
in the neighborhood driving cycle. The relationship between E and SOC was found
to also be linear. The generalized linear relationship derived after averaging the
slope and intercept found in six trip lengths is presented in Eq. (57). The standard
deviations of the slope and intercept in different trip lengths were found at 0.25 and
0.24, respectively. These are slightly lower than the slope and intercept values for
neighborhood trips.

E � −14.871SOC + 14.995 (57)

The preferred solution was found out using the reference point technique based
on the ideal point. In Table 7, values of optimum decision variable of the preferred
solutions found in urban micro-trips of lengths 0.5 and 5 km, along with the cor-
responding objectives, actual range covered and the respective ideal point used are
listed. After comparing the data of Tables 5 and 7, a similarity in the optimization
results was for the optimal speed, both the acceleration values and the first accel-
eration duration for both the trip lengths. However, in urban driving cycles, it was
found that for the 0.5 km trip length, the optimal value of the second acceleration
duration is low compared to that in the neighborhood driving cycle. This happens
because since the trip length is short so that before reaching the optimal speed, the
EV covers the trip length. Due to this reason, a smooth plot of the second accelera-
tion duration with trip end SOC (as seen in the neighborhood driving cycle, Fig. 14
corresponding to trip length, 0.5 km) may not be expected through a similar nature
of the relationship of the second acceleration value with trip end SOC was observed.
As the trip length increases, similar results as observed in the neighborhood driving
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cycle can be anticipated in the urban driving cycle as well. Moreover, a significant
difference in the kp and ki was found. In the higher speed driving cycle, the optimum
values of those variables reduce with increasing trip length.

The above DAOTP results are found based on the route characteristic data pre-
sented in Table 4 and considering an initial battery SOC of 100%. Changes of route
characteristic parameters and a different initial battery SOC may affect the DAOTP
results. The effectiveness of route characteristic parameters, such as road gradient,
road surface condition, wind velocity, elevation, and battery initial SOC on DAOTP
results are investigated in highway micro-trips planning.

9.3 Highway and Interstate Micro-trip Planning

Results for high-speed driving cycles are presented here for seven trip lengths ranging
from 1 to 50 km. The trips are considered based on the structure of a simple micro-
trip as shown in Fig. 6. The same EV model and related model parameter values
as mentioned above are adopted here. By solving the associated MOOP (presented
in Sect. 7 of the first part), a smooth Pareto front surface was found for each trip
length in both high-speed driving cycles, highway and interstate, as shown in Figs. 17
and 18, respectively. This is unlike the results found in Figs. 7 and 8 for low-speed
driving cycles. During the optimization process, the same GA parameters presented
in Table 2 along with the other mentioned assumptions are also considered. From
these figures, it was observed that the span of each objective (the difference between
the minimum and maximum values) such as TTrip, E, and JAvg in the Pareto fronts
are increasing with increasing the trip length.

In the Pareto fronts found in low driving cycles, it was observed that there exist
many solutions having a low average jerk value (less than 4 m/s3) that corresponds
to a high trip time and energy consumption or a very high average jerk value (more
than 100 m/s3) with a low trip time and energy consumption. Moreover, by plotting
the trip end SOC (SOC) with the TTrip of optimal solutions, even after sorting based
on the restricted average jerk values (4 m/s3 <JAvg <100 m/s3), it was noticed that
after a certain trip time there were some solutions in the Pareto-optimal set that pos-
sess an uninteresting feature, i.e., the battery SOC is decreasing with increasing trip
time. The presence of such uninteresting features was observed for even higher trip
lengths, till 10 km. However, for higher trip lengths, the number of such solutions
reduces significantly. Such adverse characteristics were not found in the optimal
solutions obtained after MOO (multi-objective optimization) for high-speed driving
cycles, according to Figs. 17 and 18. Figure 17 and Fig. 18 present the Pareto fronts
obtained by the minimization of trip time, energy, and average jerk for a simple
micro-tip with different lengths for highway and interstate driving cycles, respec-
tively. Therefore, for high-speed driving cycles, Pareto-optimal solutions after MOO
do not require any such sorting based on problem-specific higher level information.
The SOC versus TTrip plots are drawn directly after optimization as shown in Figs. 19
and 20 corresponding to the highway and interstate driving cycles, respectively. From
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Fig. 17 Pareto-optimal fronts obtained in solving MOOP defined in Sect. 7 in highway driving

Fig. 18 Pareto-optimal fronts obtained in solving MOOP defined in Sect. 7 in interstate driving

Figs. 19 and 20, it was noticed that the lowest Pareto front SOC of any driving cycle
is always found to be higher with higher trip length. Contrary to that, the lowest
Pareto front trip time of a driving cycle is always noticed to be lower with higher trip
length. Such finding is evident since the time requirement and energy consumption
are required to be more for a longer trip. This observation suggests the obtained opti-
mization results are meaningful and realistic. In order to demonstrate the optimized
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Fig. 19 Variation of trip end SOC with trip time for a highway driving cycle

Fig. 20 Variation of trip end SOC with trip time in interstate driving cycle

driving strategy characteristics (DSC), a simple micro-trip consisting of one driving
cycle (whose velocity profile versus distance is demonstrated in Fig. 6 is considered
here. The plots of trip end SOC and trip time for the simple micro-tip of 20 km for
highway and interstate driving cycles are shown in Figs. 21 and 22, respectively.
Both the figures also demonstrate the corresponding energy consumption, E. The
first few best knee-points and the preferred solution obtained using reference point
based DM technique are pointed out in the SOC-TTrip plot.

As in low-speed driving cycles, a linear relationship between E and SOC for both
highway and interstate driving cycles is found and these are defined in Eqs. (58) and
(59), respectively.
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Fig. 21 Energy-trip end SOC–Trip time plot corresponding to minimization of trip time, energy
and average jerk in a simple highway micro-tip of 20 km length

Fig. 22 Energy-trip end SOC–Trip time plot corresponding to minimization of trip time, energy
and average jerk in a simple interstate micro-tip of 20 km length

E � −14.35SOC + 14.594 (58)

E � −13.782SOC + 14.164 (59)

The slope and intercepts of Eq. (58) are calculated by taking the mean of the slope
and intercept values found for different trip lengths in Fig. 17. The corresponding
STDs (standard deviations) are 0.198 and 0.215, respectively. Similarly, the slope
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and intercepts of Eq. (59) are determined for Fig. 18 and the corresponding STDs are
0.220 and 0.172, respectively. Comparing the relationships between E and SOC for
all four driving cycles, it was found that both the slope and intercepts of the linear
(average) empirical relation are decreasing with increasing EV speed (vref). Such
findings suggest that in low-speed driving cycles, the SOC decreases with respect to
energy consumption at a lower rate compared to that in high-speed driving cycles,
which follows typical battery discharge characteristics [4, 61]. This confirms the
reliability and meaningful nature of optimization results expected from the proposed
DAOTP system.

In Table 8, the values of objective functions (energy consumption, trip time, and
average jerk) corresponding to the preferred solutions (representing the optimal driv-
ing strategy) obtained through the DAOTP system for high-speed driving cycles for
a trip length of 20 km are presented. Table 8 also shows the values of related decision
variables (driving characteristics namely EV speed, acceleration(s) and correspond-
ing duration(s), and controller gains), and SOC. Here, two acceleration rates (k=2)
are assumed during acceleration mode. In contrast to low-speed driving cycles, the
optimal speeds were not found to be very close to the upper driving cycle speed limit.
Here, it is interesting to note that the optimal speed has a tendency to lie close to
the upper driving cycle speed limit as it is varying from high to low. The motivation
of such findings can be enlightened by taking into consideration the dependency of
motor power and efficiency on speed is explained in [58, 90]. At a low speed, the
electric motor efficiency is very low. At medium speeds, it is almost as a constant.
At high speeds, the efficiency starts to deteriorate. In order to minimize the trip
time, the EV speed is required to be high. Coincidentally, the upper speed limit of
a low-speed driving cycle is positioned in the EV speed range that yields the max-
imum motor efficiency. On the other hand, since power consumption increases in a
quadratic manner with EV speed (v) and the maximum speed of a low-speed driving
cycle is not too high, MOGA selects the optimal speed closer to the upper limit of
the low-speed driving cycle. On the other hand, at high EV speeds, though the trip
time reduces, the motor shows low efficiency in addition to the power consumption
being extremely high as it is a function of v2. Therefore, solutions close to the upper
limit of the high-speed driving cycle are not selected by MOGA. For these reasons,
it is observed that the optimal solution is found further and further away from the
upper speed limit of a driving cycle when it changes from low to high speed. As in
low-speed driving cycles, a high value of the first acceleration (a1) is also observed
in high-speed driving cycles. On the other hand, for low-speed driving cycles the
value of the second acceleration (a2) was found to be significantly lower than a1.
Though the same result was observed for a highway driving cycles, the a2 value in
the interstate driving cycle was found to be comparatively higher than that in low-
speed driving cycles (sometimes, close to a1). But in those cases, t2 was found to
be opposite in nature. The above findings on optimal DSC are only based on the
route characteristic parameters depicted in Table 4. Such findings may be different
according to the changes of route characteristic parameters and initial battery SOC.
In the following, variations of DAOTP results with these parameters are analyzed for
the same trip and driving cycle.
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10 Effect of Initial SOC on DAOTP Results

Trip planning is carried out based on the initial battery SOC�1.0. The EV can
attain its maximum range with an optimal driving strategy since the battery energy
is maximum. Therefore, a driver can plan a trip with greater confidence, especially
if the trip length is below the maximum range. In certain situations, a full battery
SOC before starting a trip may not be possible. Besides this, the study of the effect
of initial SOC on DAOTP results [52] is important in the sense that if the vehicle
is unexpectedly required to stop or to modify the original trip plan or due to some
unforeseen reason, the original DAOTP results may no longer be valid. In that case,
the remainder of the tripmust be planned oncemore based on the current SOC, which
would be different from the initial SOC before the trip was initiated. This scenario is
not to be confused with the general operation of DAOTP, which continuously updates
itself. That is, once the trip is planned, DAOTP updates itself after each time interval,
but the optimal driving strategy remains the same provided the route characteristics
also remain the same.

The battery energy depleted in terms of SOC difference between before and after
the trip performed is presented in Figs. 23 and 24 in highway and interstate driving
cycles, respectively. The results are taken considering a trip length of 20 km. From
both the figures, it was observed that the rate of decreasing SOC is more when the
initial battery SOC is low compare to high initial SOC irrespective of driving cycle
type. For instance, to complete the 20 km interstate trip in 800 s, the SOC drops are
found to be 44.565%, 29.288%, 21.356%, and 16.480% corresponding to the initial
battery SOCs 0.4, 0.6, 0.8 and 1.0, respectively as found in Fig. 24. Considering
the same trip length and initial SOC values (0.4, 0.6, 0.8 and 1.0), the SOC drops
are found as 39.47%, 25.825%, 18.96, and 14.54%, respectively, for a highway for
a trip time of 900 s, as shown in Fig. 23. These results offer the conclusion that
SOC significantly depends on the initial battery SOC. The amount of SOC dropped
with initial battery SOC follows an intricate relationship which is not studied here.
Moreover, a unique relationship does not exist for all driving cycles. The width of the
Pareto-optimal front corresponding to both SOC and trip time in a driving cycle does
vary with the initial SOC value. Figures 23 and 24 also show the distance (range)
covered by EV with initial SOC�0.4. It is observed that all the solutions in the
Pareto front are found to cover the 20 km trip length for a highway driving cycle.
However, for the interstate driving cycle, some solutions are found that are not able
to complete the entire trip. The SOC values of those solutions with trip time less than
600 min decrease below the limiting SOC value of 0.2 (a typical value to protect
the battery and it offers a safety factor) before completing the desired trip length of
20 km. The above findings argued that an averagingmethod (a naive predictor) on the
basis of previous experiences of past trip may suggest incorrect results where SOC
consumption in concerned, specifically if it is a different driving cycle type. For most
of the cases, the initial SOC of the present trip may not be the same as adopted in the
previous trip. Moreover, changing the route characteristic information increases the
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Fig. 23 SOC change with trip time for a highway driving cycle

Fig. 24 SOC change with trip time in interstate driving cycle

probability of yielding inaccurate trip planning results. These issues are discussed in
the subsequent section.



194 M. Khanra et al.

Table 9 Road gradient distribution of the micro-trip route

Sr. No. Distance (km) Gradient

From To

1 0 2 0

2 2 8 Gradient value

3 8 12 0

4 12 18 −Gradient value

5 18 20 0

11 Influence of Route Characteristics on DAOTP Results

The influences of various route characteristic parameters on the DAOTP results are
presented here [52]. Among various route characteristic parameters, the present study
considers the most influential and common ones. These are the road gradient, wind
velocity and direction, road surface, and air density due to change of elevation.

11.1 Road Gradient

In order to investigate the road gradient influence on DAOTP results, eight different
road gradient values ranging from 0 to 3° are taken. The route architecture cor-
responding to each micro-trip follows the road gradient distribution presented in
Table 9. Each route consists of both road gradient effects that may be encountered
during a trip, uphill and downhill, denoted by positive and negative signs, respec-
tively, in Table 9. Each gradient zone extends for an equal length, 6 km, in the trip.
This is representative of a round trip, wherein the driver ends up at the starting point
after trip, meaning there is no net change in elevation due to the road gradient.

Figure 25a, b demonstrate the influence of road gradients on DAOTP outcomes
for highway and interstate driving cycles, respectively. It is quite obvious that more
energy is consumed to maintain a constant vehicle speed in a road with positive
gradient. In contrast, brakingmay be required in a roadwith negative gradient to keep
a constant speed. However, during braking, there is a scope to recover the EV kinetic
energy to some extent through regeneration techniques. The energy recuperation
efficiency of a regenerative braking system depends on many factors such as vehicle
speed, battery SOC, battery temperature, motor available braking torque, braking
force, braking behavior [37], etc. and has a complex nature [43]. In the present study,
the regenerative braking factor, Regen (defined by the fraction of the total available
regenerative energy that is converted to battery energy), is considered as 0.5, which is
a typical value for EVs. The deceleration rate is considered according to the vehicle
speed defined in Eq. (51).

Although the positive and negative road gradient exist for the same fraction of
the trip, the DAOTP results with the road gradient effect are found to be different
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Fig. 25 Variation of trip end SOC with trip time for different road gradients to cover a trip length
of 20 km in a Highway and b Interstate driving cycles

from that with zero gradient for both the driving cycles. For the highway driving
cycle, a small gradient (≤2°) improves the trip end SOC, except very small gradient
(0.1) or without any gradient. For high gradients (>2°), the trip end SOC deteriorates
significantly,meaningmore energy consumption during positive gradient than energy
recovery through regeneration during negative gradient. These results highly depend
on the regenerative braking system used and road gradient distribution of the rout.
The influence of road gradient on network-wide vehicle energy consumption can be
found in [59]. The same effects on the DAOTP results with road gradient were found
for the interstate driving cycle.However, thePareto front characteristic corresponding
to different road gradient with respect to that of zero road gradient is not similar for
highway and interstate driving cycles.
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11.2 Wind Speed and Its Direction

In order to demonstrate the wind effect on DAOTP results, two wind speeds (10
and 30 km/h) blowing in two different directions (0° and 135° with respect to the
EV driving direction) are considered. The results obtained with wind are compared
with those obtained without wind. The Pareto fronts are presented in Fig. 26a, b.
Figure 26a, b show the comparative results for highway and interstate driving cycles,
respectively.

Generally, an energy saving is anticipated when the wind blowing in the direction
of vehicle speed. In contrast, high energy consumption is needed while the wind flow
is against the vehicle speed. A similar notion is also observed in the results presented
in Fig. 26. However, the effect of wind on energy consumption variations follows
a complex relationship. Various parameters such as vehicle speed, wind speed, and
its direction, vehicle driving modes, etc. have an effect on the energy consumption.
After analyzing the results, it was observed improvement rate of energy consumption
is comparatively less than the deterioration rate of that. The reason behind such kind
of phenomenon is that drag force is proportional to the squared of vehicle effective
speed, as shown inEq. (35). However, an unexpected observation for highway driving
cycles was noticed in the casewhen thewind is in the same direction as the vehicle, as
shown in Fig. 26a. It was noticed that some solutions in the Pareto front, particularly
those having a high trip time, exhibit a trip end SOC that is less than that found
without any wind. Moreover, as the wind speed increases, more solutions are found
to follow this behavior. Through further simulations (not presented in this chapter),
it was found that when the wind speed is very high (>50 km/h), the solutions follow
the behavior as observed in Fig. 26b. Similar findings were noticed in low-speed
driving cycles. The reason may be due to the fact that wind in the same direction as
the vehicle speed reduces the net drag force. As a result, it accelerates the vehicle
more per unit time step which yields more jerk. In the present MOOP, one of the
objectives is to minimize the average jerk (calculated using Eq. (48)), so MOGA
does not select those solutions experiencing more jerk. In low-speed driving cycles
(low vref ), the acceleration duration is shorter than that in high-speed driving cycles
and a short acceleration duration yields a comparatively a high average jerk. For this
reason, such results are observed in the optimal solutions when applying the DAOTP
system to low-speed driving cycles.

Practically, wind follows a turbulent behavior in on-road environment. Due to that
the wind effect on energy consumption becomes complicated in nature [97]. Thus,
the nature of the results considering wind turbulence effects is difficult to predict
[21, 98].
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Fig. 26 Effect of wind on DAOTP results to cover a trip length of 20 km in a Highway and b
Interstate driving cycles
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Table 10 Road surface rolling frictional coefficient distribution of the micro-trip route

Sr. No. Distance (km) Friction coefficient of
road surface

From To

1 0 10 0.015

2 10 20 M

11.3 Road Surface

The properties of the road surface that affect the objectives, trip time, energy con-
sumption, and jerk, are surface irregularity and rolling friction coefficient, μ [48].
So far, the above studies were carried out for a constant road surface with μ = 0.015.
The factor, irregularity, particularly restricts the speed limit of a route with the goal
of avoiding jerk and accidents. This results in affecting the vehicle energy consump-
tion. The effect of this factor can be simply tackled by constraining the speed limit
of a route before finding optimum driving strategy. Thus, the influence of road sur-
face irregularity on the DAOTP results is not investigated here. The effect of the
rolling friction coefficient on the DAOTP results is investigated by comparing the
SOC with respect to trip time plot found for six different friction coefficients. This
study is carried out with a micro-trip of length 20 km having the first 10 km length
with μ=0.015 and the remaining 10 km length with a different μ value, as shown in
Table 10. Figure 27a, b demonstrate SOC with the trip end time for highway and inter-
state driving cycles, respectively, for different μ values. From these figures, it was
noticed that SOC was found to be reduced as rolling frictional coefficient increases.
Furthermore, it was noticed that for low value of μ (0.015), a little increase in μ

results to a high loss of SOC. But, when μ is 0.02 or above, a uniform loss of SOC
with increasing μ was found.

The friction coefficient between the tire and the roadway depends on the mate-
rial used to make the road (such as asphalt, basalt, concrete, epoxy, etc.), the road
surface condition (such as dry, wet, etc.), and the natural deterioration of the road
surface roughness due to traffic and climate [47]. There are well-established meth-
ods to measure the road surface friction coefficients [1]. A detailed study on vehicle
fuel consumption due to friction resistance can be found in [70]. These studies are
applicable for any vehicle type.

11.4 Elevation

The elevation primarily affects the temperature and pressure of air at that location.
This results in changing the air density thereby affecting the drag force acting on
the EV. A high elevation with respect to sea level decreases the air density. The
above studies were carried out for a constant air density, ρair �1.143 kg/m3. In
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Fig. 27 Effect of road rolling friction coefficient on DAOTP results to cover a trip length of 20 km
for a Highway and b Interstate driving cycles

order to analyze the effect of air density on the DAOTP results, a micro-trip is
considered where the ρair of a part of the route is varied, as shown in Table 11. In
order to understand the effect of road elevation only, the road gradient is assumed
here constant, though normally in a trip, the elevation effect is always present in
association with road gradient. The results for three air density values are presented
in Fig. 28a, b for highway and interstate driving cycles, respectively. In both high-
speed driving cycles, an improvement in trip end SOC was observed by reducing the
air density. The effect of air density was not found to be more significant comparing
to other route parameters.

As the elevation increases, the air becomes thinner. Since air is needed for com-
bustion, and due to the unavailability of air at higher altitudes, diesel engine produces
a lesser amount of power. For, In high altitude in theory gasoline engines requires less
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Table 11 Air density distribution of the micro-trip route

Sr. No. Distance (km) Density of air (due to
elevation)

From To

1 0 2 1.143

2 2 18 ρair

3 18 20 1.143

fuel due to lower throttle friction fromwider throttle opening. In [103], a study on fuel
consumption due to the impact of elevation of a gasoline passenger car was carried
out. It was found that the reduction of energy consumption was different in different
driving cycles and different elevations. Moreover, the impact of higher elevation was
not apparent and there is not always a decrease in fuel consumption, as also observed
in Fig. 28a. Interestingly enough, EVs (powered by batteries and electric motors)
are nearly immune to power losses due to elevation in this respect. Moreover, as air
gets thinner at higher altitude, the drag force reduces, and corresponding the energy
consumption.

12 Influence of Micro-trip Complexity on DAOTP Results

A complex micro-trip is defined as a micro-trip consisting of two or more driv-
ing cycles. Here, the DAOTP results are investigated for a complex micro-trip that
consists of two neighborhood portions and one highway portion. The influence of
micro-trip complexity on DAOTP results are analyzed by comparing the trip end
SOC versus trip time of optimal solutions from a complex micro-trip with those
found in simple micro-trip consisting of either a neighborhood or a highway driving
cycle. The positions and lengths of the different portions are shown in Table 12,
keeping the total trip length at 20 km. Figure 29 presents the demonstrative DAOTP
results for the different complex micro-trips. These are formulated by considering
different lengths of the highway portion in order to know how complex micro-trip
results vary with composition. In the Fig. 29 legend, the first and last entries corre-
spond to purely neighborhood and purely highway micro-trips, respectively, based
on the formulas used in Table 12. From Fig. 29, it was found that as the length of
the highway portion increases, the Pareto front width in terms of both objectives is
expanded. The trip end SOC is found to be increasing in both directions whereas the
trip time always decreasing as the highway portion’s length increases. Using the ideal
point based reference point technique of a finding preferred solution, the optimal trip
end SOC are 0.855346, 0.856298, 0.858101, 0.863259, and 0.865352 for highway
driving cycle lengths 0, 5, 10, 15, and 20 km, respectively. There is a polynomial
relationship observed between the trip end SOC and the highway portion length.
Such a relationship is not applicable to any kind of complex micro-trip. Practically,
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Fig. 28 Effect of air density
on DAOTP results to cover a
trip length of 20 km in a
Highway and b Interstate
driving cycles

depending on the complexity, the types of driving cycle involved, their lengths, and
their positions in the micro-trip, this relationship changes.

The DAOTP system presented in this chapter directs the driver not only for
proper driving but also it allows the EV to function each components efficiently
with their highest efficiency level. Consequently, it lowers the energy consumption
and enhances the service life of EV components and safety as well. Thereby, EV
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Table 12 Architecture of complex trip

Sr. No. Micro-trip distance (km) Driving cycle

From To

1 0 (Total trip length −
Length of highway)/2

Neighborhood

2 (Total trip length −
Length of highway)/2

Length of highway Highway

3 (Total trip length −
Length of highway)/2

Total trip length Neighborhood

Fig. 29 Variation of trip end SOC with trip time for different complex micro-trips

operating costs becomes reduced. Moreover, the overall driving experience is also
improved by adopting the assistances offered byDATOP system. Present driver assis-
tance systems (DAS) may offer useful energy utilization for EVs through finding a
low cost path to the destination but they do not assist the driver how to operate the
EV components competently. The most significant benefit of DAOTP compared to
existing ADAS is that it assists the driver by supporting an optimal driving strategy
to follow throughout the entire trip. By doing so, it can guarantee the trip completion
without of the possibility of exhausting the battery energy unexpectedly before the
trip is completed. Otherwise, it gives a caution prior to the trip or well before the
complete battery charge depleted to a take an alternative decision such as to find a
charging station. Consequently, a high level of assurance towards successfully per-
forming the trip is built up in driver’s mind. Thus, use of DAOTP certainly promotes
the popularization of environmentally friendly EVs by growing the reliability of EVs
in the public’s perception, which is not found so far.
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In the present article, jerk that hinders the comfortable journey is assumed to be
generated due to changes of acceleration/deceleration rate. Besides this, there are
other causes of experiencing jerk, such as driveline dynamics, indiscretion of road,
variation of wind speed, etc. that are not considered here. Jerk generated due to such
causesmaybeminimizedby takingprecautions such as restricting the speed limit, etc.
The proposed DAOTP can be integrated with existing DAS such as AHS (Automated
Highway Systems), ADAS (Advanced Driver Assistance System), Navigation and
Routing devices [102], etc.

13 Summary and Conclusions

A novel and easy to implement driving assistance strategy for EVs, DAOTP is pre-
sented here. The proposed DAOTP approach is unique and is superior to existing
methods because of its multi-faceted approach. It is model-specific, which means it
considers all the characteristics of the vehicle in question and ensures that the hard-
ware such as the electric motor is operated in the most efficient regime. If there are
conflicts amongst different hardware regimes, the algorithm chooses a globally opti-
mal solution on the basis of efficiency trade-offs amongst all the hardware involved.
This means that the stored energy is used in an efficient manner making DAOTP an
energy management strategy as well. The key feature of DAOTP is trip planning:
providing the driver with several optimal driving strategies to negotiate a trip so as
to optimize various conflicting objectives such as minimum discomfort, energy con-
sumption, and time. Not only does this provides an efficient and comfortable ride,
but also instills some measure of confidence in the driver that the EV will be able
to reach the destination given the current SOC status. The multi-objective approach
gives the driver the ultimate freedom to decide which objectives are more important.
This choice is bound to vary from driver to driver and DAOTP takes this into con-
sideration. Finally, DAOTP is an online system, which means not only does it give
the driver prior knowledge about the driving strategy for a given trip, it also updates
itself based on current road and trip conditions, some of which may be unforeseen.
The result is that the driver always has knowledge of the optimal driving strategy
for the remainder of the trip, which may be different from the first predicted driving
strategy prior to the commencement of the trip.

In the present chapter, the proposed DAOTP architecture for an EV and the role of
each component associated with this system are described. The DAOTP executes by
solving a multi-objective optimization problem involving minimizations of trip time,
energy consumption, and average jerk. The models of these objectives are presented
considering the three EV components, battery, electric motor, and vehicle dynamics.
A multi-objective genetic algorithm is utilized to solve the multi-objective problem.
The DAOTP system is applied first in low-speed driving cycles considering a simple
micro-trip. Trip planning, starting from identifying a route based on trip starting point
and destination, how to receive the route characteristic data through HMI using GPS
and Internet, utilizing these data, producing a set of Pareto-optimal solution after
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solving the multi-objective problem, then identifying the set of interesting solutions
based on a sorting process using problem-specific information, and finally select-
ing a preferred solution based on a decision-making technique or driver’s choice
for implementation, is systematically presented. It has been observed that an opti-
mized driving strategy may substantially reduce EV energy consumption. Analyzing
DAOTP results for low-speed driving cycles in different trip lengths clearly indicates
its importance for implementation in EV.

The results of the DAOTP system for a micro-trip in high-speed driving cycles
were presented later. The optimal driving strategies were determined through amulti-
objective optimization of minimizing total trip time, energy consumption, and the
average jerk during speed changing. The influence of various route parameters and
the initial SOC on the DAOTP results were investigated through the analysis of the
trip end SOC with respect to the trip time of the optimal solutions obtained after the
optimization process.

Effects of initial battery SOC, wind, road gradient and elevation on energy con-
sumption, trip time and jerk are carried out here, and the research findings suggest that
based on the naïve predictors that use previous trip performing experience planning
of current trips may not be an optimum one. Moreover, naïve predictors are unable to
provide energy-driving parameters. The present DAOTP systems considers the route
characteristics and driver’s preference while providing an optimal driving strategy
that leads to an energy-efficient trip with minimum trip time and discomfort. Exten-
sive analysis of the results suggests that the proposed approach is reliable as well as
efficient. It is concluded that approaches based on previous experience is not suffi-
cient for EV trip planning, and the present DAOTP system is a substitute to address
this necessitate.
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Abstract Various methods and models are used to optimize the different aspects of
blast furnace iron-making process involving the quality of hot metal, productivity,
and the cost of production. Analytical models which are used to solve such problems
are often not adequate to obtain the optimized results. Nowadays data-driven models
are used effectively for this purpose. In this chapter, various soft computing tech-
niques, with a special emphasis on evolutionary computation methods are presented
to elaborate their implementation in different areas of blast furnace iron making. The
input–output data models and simulation results are discussed with respect to vari-
ous aspects of ferrous production metallurgy like sintering process, gas scheduling,
prediction and process control of hot metal, temperature prediction of hot metal, sil-
icon content in the hot metal, burden and gas distribution, carbon dioxide emission,
performance of rotary kiln, coal injection, biomass injection, and many objective
optimization problems, etc. The results and comparison between various models are
thoroughly analyzed and a discussion regarding these data-driven models and their
influence in the blast furnace iron-making process is presented in a comprehensive
manner.
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1 Background

The iron and steel industry brought revolution in world’s economy after the Second
World War. The industrial revolution started in the mid of the nineteenth century
and the per capita consumption of steel is one of the major indexes of the industrial
achievement till date. About 5.63% of earth crust is actually Fe [1]. The most of
it are the two oxides, hematite (Fe2O3), and magnetite (Fe3O4). Iron also exists as
hydroxide in the crust. Pure iron is very soft and very prone to oxidation; there-
fore, it needs to be alloyed with other elements to enhance its properties as per the
desired requirements. Traditionally iron making is conducted in the iron blast fur-
naces, where the carbon monoxide is formed through a gasification process [2] and
is used as a reducing agent for the extraction of metallic iron from these iron. The
carbon-saturated iron, which contains several other alloying elements that come out
of the blast furnace is known as the hot metal. By controlling alloying elements,
carbon being the primary one, through an oxidation process, the steel making is
done subsequently [2]. C, Mn, Si, P, and S are common elements present in steel.
For special engineering applications many other alloying elements, e.g., B, Cr, Ni,
Pb, Mo, Al, Ti, Cu, Co, V, and W are added. World crude steel production reached
1630 million tons (Mt) for the year 2016 [3]. World average steel use per capita has
been increasing steadily. In the last decade, it has been increased from 184.2 kg in
2005 to 246.8 kg in 2014 [3]. In India, 2014, per capita consumption of steel was
only 59.4 kg as against the world average of 216.6 kg [4]. Using of iron and steel
in various applications throughout the world is increasing significantly. The steel
market is highly competitive at the moment, efficient production and lower price
remain the key to success for any steel company. On both counts, rigorous optimiza-
tion of the existing processes is absolutely necessary. Currently, iron making is an
extremely competitive industrial process and in order to stay afloat, the steel compa-
nies require improvements in areas like quality increment, cost reduction, efficient
productivity, and process optimization. These lead to some challenging problems
requiring advanced optimization knowledge. To carry out such optimization tasks in
the traditional blast furnaces (BF) is difficult as the reactor is both cumbersome and
complicated. The chemical processes and transport phenomena which occur inside
the furnace also warrant some very advanced domain knowledge. Using analytical
models, justice often cannot be done to such complexity [5]. As an effective alternate
strategy, data-driven models using the actual plant data are now quite successfully
used to study and optimize blast furnaces [5]. Through this approach, it is actu-
ally possible to solve some blast furnace optimization problems that are intractable
through the conventional strategies based upon thermodynamic or kinetic models.
Now, the advent of the nature-inspired computing [6] has contributed significantly
in this area. In recent times, nonlinear and noisy data from the blast furnace [7]
are modeled and optimized through different types of evolutionary algorithms. Few
examples include, genetic programming (GP), artificial neural networks (ANN) ,
support vector method (SVM), etc. This chapter aims at providing a comprehensive
critical review of such work.
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This chapter is organized as follows. Iron-making process is explained in the next
section. After that a brief description of blast furnace with various units in the iron-
making processes are discussed. Next, various optimization processes associated
with iron making are explained. Subsequently, it is followed by a brief application
of evolutionary computation methods contributing to different components of blast
furnace iron making, such as burden distribution, production rate, gas flow and gas
flow rate, tuyere velocity, heat loss, coke rate, carbon rate, chemical composition,
chemical reaction, etc. The prime intention of this chapter is to show the real picture
of data-drivenmodels applied in these areas and to examine how it is actually helping
to solve the real-world problems related to iron and steel making industry. Finally,
conclusions are drawn with respect to the studies of various aspects of iron making
and some future aspects are highlighted at the end.

2 Iron-Making Process

2.1 Development in Iron Making

The iron and steel industry started to grow in the late nineteenth century. There were
significant developments that took place in the field of design and engineering. In
this period, there was no change in the process technology, the reasons behind were
as follows [2]:

• Knowledge regarding physiochemical and metallurgical aspects of blast furnace
reaction was limited. The application of thermodynamics toward blast furnace
started around 1930. The kinetics behavior and reaction involved in transport
phenomenon were in elementary stages. It behaves like a black box in which
internal state is not known; only input and output information carried out the
operation.

• The physical and chemical study took place around 1950. In Japan, a running blast
furnace was rapidly solidified by the help of liquid nitrogen. Then, the furnace
was cut into various sections and samples were collected from various zones for
physical and chemical analysis.

The basic changes that took place up to 1950 led to various stages which are as
follows [2]:

• More powerful blowing machine,
• Higher blast temperature during operation,
• Bigger size furnaces,
• Better charging equipment and necessary machinery,
• Improve raw material storage,
• Use better refractory and improve the design of the furnace lining, and
• Quick measurements of input and output temperatures.
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Since 1950, significant changes have taken place in the field of blast furnace
iron making, producing tremendous effect in the field of world economy. Major
improvements happened due to better understanding of the science and innerworking
process of the furnace, which was initially difficult for the metallurgists to figure out.

The major developments after 1950 are as follows [2]:

• Burdens are used in the form of sinter and pallets,
• Better quality coke with proper size was maintained,
• Injection of liquid fuel, gas, and pulverized solid hydrocarbons through the tuyeres,
• Large furnace volume,
• Higher blast furnace temperature inside furnace,
• High top pressure,
• Oxygen enrichment of the air blast,
• Better burden distribution, and
• Computer added process control.

2.2 Modern Iron Making

The reduction of iron ore is carried out through two alternative routes. First one
is smelting route in which, first, the ore is reduced to Fe, and then melted in the
furnace and tapped. Subsequently, the hot metal is delivered to the steel-making
shop. Alternately, without using the blast furnace, it is possible to carry out the iron
reduction directly at a low temperature using reducing gases. This is known as the
direct reduction process and the iron produced this way is called directly reduced iron
(DRI). Even 500 years after its initiation, 70% of the iron steel industries follow the
blast furnace route. Blast furnace has grown considerably in size during the twentieth
century. In earlier days’, furnace had a hearth diameter of 3–4 m and were producing
100,000 tons hot metal per year but nowadays the hearth diameter of the furnace
is kept between 14 and 15 m and are producing 4–5 MT per year [8]. The size of
the blast furnace is often expressed as the working volume. The working volume
is the volume of the blast furnace that is available for the process. The production
of steel in 2003 was 669 million tons. This was increased to 1630 million tons
[3] in 2016. The most important reason for the success of increase in production
of steel is due to the improvement in the process of iron making. The efficiency,
productivity, and scalability are improving continuously in the iron-making field.
There are about 21 furnaces in the world having volume more than 5000 mt3. Some
larger scale production units in the world are Baosteel (China, producing 37 million
metric tons per year), POSCO (South Korea, producing 35.4 million metric tons per
year),Nippon steel (Japan, producing 35millionmetric tons per year), andTATAsteel
(India, producing 23.2 million metric tons per year) [8]. To increase the production
rate new alternative processes like COREX, FINEX, and Hismelt are being used to
produce liquid iron from the ore. Remaining 30% of the steel production mostly
uses recycle steel scrap or DRI as feed material. Midrex, HYL, and rotary kiln are
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the most important DRI process to produce steel. Globally, the DRI plants produced
around 7257million tons of iron as reported byMidrex Technology for the year 2015
[9].

3 Process Units

3.1 Blast Furnace

Iron blast furnace is a vertical shaft, which is used to melt the iron ore and to produce
hot metal by heat exchange and chemical reaction. The burden charge consisting
of iron oxide, flux and coke and it provides through the throat from the top of the
furnace. The iron oxide is reduced to hot metal by receiving heat from the ascending
hot blast (oxygen, nitrogen) and injection (oil/pulverized coal) supply from the bosh
region. Below the throat, there is an increase in diameter to some extent known as the
shaft after which the furnacemaintains a constant diameter cylindrical section known
as the belly. Just below it, there is a decrease in diameter known as bosh region, where
the blast enters the furnace through the surrounding tuyeres. A tuyere is a cooled
copper conical nozzle having 12 numbers of tuyeres in small furnaces and up to 42 in
bigger furnaces. The preheated air (1000–1300 °C) is blown through it. The oxygen
of the blast burns coke to CO and several combustion zones, one in front of each
tuyere, exist in the tuyere zone. The hearth zone is the bottom-most region, where
the hot metal and slag are stored. The inside volume of the blast furnace is divided
into different zones according to the physical significance and the chemical reactions
occurring inside the furnace The top portion of the furnace is named as lumpy zone;
burden enters and stacks layer by layer as solid. The reduction of the iron oxide takes
place in the cohesive zone. Hematite (Fe2O3) is converted into magnetite (Fe3O4),
subsequently to wüstite (FexO) by the ascending reducing gas containing carbon
monoxide, producing carbon dioxide as reaction product. The iron ore begins to
soften and melt in the cohesive zone and at the lower end iron melts and disperses
through the solid coke layers. Below the cohesive zone the raceway starts: here, the
coke is burnt to carbon monoxide, which consists of oxygen and some inert nitrogen.
At the center of the bosh lies closely a packed stack of unreacted coke known as
the dead-man zone. The last zone is known as hearth zone where slag floats on the
surface of the hotmetal and is separated away. A schematic diagram of a blast furnace
is shown in Fig. 1.

3.2 Process Description

In the upper part of a hearth about half meter below the edge of the bosh, opening
spaces are provided throughout the periphery of the hearth through which heated air
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Fig. 1 A schematic
representation of the various
regions of an iron blast
furnace [7]

is blown by means of the tuyeres. The hot blast gasifies coke and other carbon-based
materials injected through the tuyere, which are usually coal, natural gas, and oil.
In this process, the oxygen in the blast is transferred into gaseous carbon monoxide.
Coke (Ck) which together with other raw materials descends from the throat into
the hearth and comes in contact with the hot blast in the oxidation zone in front of
individual tuyeres, where intensive combustion of the coke carbon takes place.

Ck + O2 � CO2

As there is surplus carbon in the hearth, carbon dioxide is reduced to carbon
monoxide. Carbon monoxide, thus, always escapes from the oxidation zones as a
product of coke combustion.

Ck + CO2 � 2CO

In areas with lack of oxygen, the carbon of coke is burnt imperfectly to CO.

Ck + 0.5O2 � CO
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The raw materials iron ore, coke, and limestone are charged into the furnace from
the top through the throat. The iron oxide (ore) Fe2O3 is reduced mainly by the
ascending CO. The reduction of the iron ore takes place and is converted into final
hot metal.

Fe2O3 ⇒ Fe3O4 ⇒ FexO ⇒ Fe

The layered structure of raw materials forms inside the shaft, which consists of
ore, flux, and coke, which are melted, in the lower part of the furnace and burden
layers gradually move downward. The burden distribution plays an important role
for smooth operation of the furnace [10]. The charging equipment manipulates the
burden distribution. Modern equipment gives better option for the distribution of
burden effectively.

4 DRI

Direct reduction consists of family of processes where iron ore reduction with neg-
ligible melting takes place using solid or gaseous reducing agents. Natural gas or
noncoking coal is used as reductant as well as primary source of energy. The product
of this process is a solid one and is used in the steel making along with scrap.

4.1 Rotary Kiln

In thismethod, the reduction process requires iron ore and coal, which are transported
through a moving bed inside a rotary kiln. It is an efficient heat exchanger with a
complex structure, usually 1.5–3 m in radius and between 50 and 225 m in length.
It can handle a charge up to 3000 tons. The kiln acts as a solid and fluid transporter,
where it effectively mixes the reacting to facilitate the reduction of iron oxides.
Combustion of fixed carbon and the release of the volatile matter from the noncoking
coal also takes place in this reactor [11].

4.2 Process Description

In all coal-based DR processes using rotary kilns, the inlet end is used to feed sized
lump iron ore and relatively coarse fraction of noncoking coal. Coal not only acts as
a reducing agent but it also supplies heat required for maintaining the temperature
profile of the charge inside a kiln. Inside the rotary kiln, iron oxide is reduced to
metallic iron at a temperature close to 1000 °C, the reducing gases are generated to
control the combustion of coal. The product discharges into a rotary cooler, where
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Fig. 2 Rotary kiln line diagram

continuous spraying of water over the rotary shell is provided to maintain the tem-
perature of the DRI less than 100 °C. The discharged product from the rotary cooler
is passed through a mechanical screen and magnetic separators to ensure the product
specifications and then stored in the storage bins. The Fe2O3 used in this process
undergoes a stage-wise reduction and gets converted into Fe3O4, followed by FexO,
and finally the metallic iron forms. The process is schematically shown in Fig. 2.

5 Process Optimization

The structure of the blast furnace is quite cumbersome and the process is very compli-
cated and complex due to existing chemical reaction and transport phenomena. This
complexity of the system is a major bottleneck that often hindered further improve-
ments of the process. The potential improvements of the process and their effect on
overall performance can be analyzed by the help of mathematical and data-driven
modeling. Today, the global demand of high-quality steel leads to increase in the
material cost and brings in various challenges pertinent to steel quality. To address
it, optimization now plays an important role in the iron-making process, which helps
to achieve an efficient production of good quality steel. In earlier stage, linear pro-
gramming was used for optimizing the production sequences in an integrated steel
plant [12] and several other improvised strategies were followed [13]. Until 1950,
very little was known about the condition inside a blast furnace during an operation.
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The major breakthrough took place in 1950 when a group of Japanese researchers
did dissection of a running furnace after it has been solidified with the help of liquid
nitrogen passing through the tuyeres, which led to the deeper understanding regard-
ing physical and chemical processes inside the furnace [9]. Initially, this helped to
develop a large number of mathematical models [14] and later on the focus shifted
toward the data-driven models [5].

The blast furnace process was treated as an entity in the early days and the initial
mathematical models are known as the zero-dimensional models. There the blast fur-
nace was split into different regions based upon the distinct reactions and phenomena
taking place in them. The thermodynamic relations were used in the calculation of
thermal and chemical reactions [15]. One-dimensional models were introduced sub-
sequently to predict the variation of gas and solid temperatures and also the chemical
composition of the charge along the height of the furnace [16]. In 1-D models, the
furnace was discretized into finite sections. For the calculation of temperature and
composition in these sections, the heat and mass transfer equations and the standard
equations for the rates of chemical reactions were used in the model. This concept
was later extended in two-dimensional [17–20] and three-dimensional models using
computational fluid dynamics (CFD) and the associated strategies [21–23]. As indi-
cated before, the process chemistry and transport phenomena of the blast furnace are
often very complex, therefore, using such analytical models, the result one obtained
is often just approximate and the interpretation of data is seldom at the expected level.
In the current approaches, determining the accurate values of the model parameters
using the data and mimicking the physics of the process, also using it in tandem with
their thermodynamic and transport equations lead to a more reliable strategy.

In early stage, numerous soft computing techniques such as fuzzy logics and artifi-
cial neural networkwere used to describe the iron-making process. Thesemodels pro-
vided a usefulway to find out the decent results andwere computationally fit to satisfy
the desired requirements, and furthermore they could address the nonlinear problems
[24]. An accurate model is, however, always crucial for understanding the furnace
operation. In the latter part of the twentieth century, the computational hardware
grew tremendously and became readily available in the research and development
domain, and computationally demanding optimization techniques like evolution-
ary algorithms started being increasingly used to solve various industrial problems.
Evolutionary algorithms provide a distinct advantage over many other optimization
techniques due to their simplicity and versatility. The problem behind gradient-based
method [25, 26] is that by contrast to evolutionary algorithms they do notwork,where
non-differentiable objective functions exist. Evolutionary approaches may also be
used very effectively to solve multi-objective optimization problems related to the
domain of iron making. Recently, genetic algorithms (GAs) have been applied in
different areas related to the various activities of blast furnace [5]. GAs are flexible
enough to accommodate any process model or data available a priori. One need not
change the basic algorithm to deal with a different process, even though the basic
physics may be entirely different. These models can be rapidly executed and such
optimization strategies can also be used to simultaneously change the input variables,
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in order to find out a desired state where an objective is minimized or maximized,
satisfying certain goals [10].

6 Soft Computing Techniques

Many researchers have developed computationally expensive analytical models
based on the theoretical approach to solve optimization problems belonging to blast
furnace iron making. Due to highly noisy and nonlinear nature of the blast furnace
data, it was difficult to resolve the blast furnace problems through these analytical
models. These models depend upon large number of parameters which are difficult
to know exactly and often there is a complex interaction between them, which cannot
be precisely determined in the tough working situation of the blast furnace, where
the operating temperature is more than 1500 °C. To overcome this problem, the soft
computing technique comes into picture which is flexible in nature to incorporate
imprecision, noise, and uncertainty and can generate results close to the practical
requirements. The idea of soft computing was developed in 1981 by Zadeh [27].
He defined soft computing as an integration of fields like neural networks, fuzzy
logics, probabilistic computing, and evolutionary computing. These methodologies
are used to develop models, allowing solution to the real-world problems which are
not modeled or too difficult to model analytically. The major role of soft comput-
ing is to exploit the tolerance of uncertainty, approximate reasoning, imprecision,
and partial truth which resemble with human decision-making. Now, this technique
is used in numerous fields like quality improvement, maximization of productivity,
process optimization, and cost minimization, all of which need some complicated
optimization process.

6.1 Fuzzy Logic

Fuzzy logic is an expansion of Boolean logic that consists of fuzzy sets, where
classical set theory plays an important role and explains details. Modern fuzzy logic
was introduced by Zadeh [28]. In fuzzy logic, which is also named as diffuse logic,
continuum truth value and alternative solutions are taken as logical proposition. For
example, a proposition (A) has the truth value 0.3 and its complement (Ac) has the
truth value 0.6. The negation operator is applied, so that the addition of both the truth
values must not be necessarily one. Fuzzy logic is used as an interpretation process
to explain the properties of neural networks, in which performance is described
precisely. The fuzzy logic provides to build an inference process in which actions are
often flexible, nonlinear, and discontinuities which are close to the human activity.
It can accommodate a certain degree of uncertainty which is generated due to large
number of factors such as randomness, ignorance, complexity, and imprecision. Such
problems are easily and effectively handled by Fuzzy systems.
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Fig. 3 The schematic
arrangement of a typical
feed-forward neural network

6.2 Artificial Neural Network

Artificial Neural Networks [29] are computational techniques based on the biological
nervous system, where neurons are acting as decision-makers. ANN can be used as
function approximation, data processing, pattern recognition, and a very good tool
for creating data-driven computational models of the complex system. This network
consists of units or nodes (the circle) and connection (the arrow). Each connection
is stated by a number (weight), which indicates the strength of the connection. Con-
nection with the +ve weights are known as excitatory, the ones with –ve weights
are known as inhibitory. The architecture generates by nodes and connection with
suitable weights form the topology of the network. In a feed-forward network con-
nection, the information is directed only one way from top to bottom without loops.
On the other hand, in a layered structure, the nodes are arranged in several layers
to carry out the information. The schematic arrangement of a typical feed-forward
neural network is presented in Fig. 3.

In a natural process, neurons produce electrical pulses along with their connec-
tions and transfer information to the neighboring neurons. It expresses as neuron (i)
transmit a signal (Xi), which is a function of accumulated incoming signal (Yi). This
is mathematically represented by

Yi � f(Xi)

where input is the waited sum of external input or output from the nodes.

Xi �
n∑

j�0

WijZj

Weights of an input Zj to node i are denoted byWij. The activation function fj may
be any function, i.e., linear, piecewise linear, sigmoidal, etc. All these information
are represented mathematically in Fig. 4.
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Fig. 4 Mathematical
representation of signal flow
in a network

The output from a node can serve as output from the system to the environment
or as an input to a node in the next layer. The input and output layers correspond to
the set of nodes which receive the input signals and generate the output signal for the
system. The layers between these two layers communicating with the environment
are called “hidden layers.” Each such layer receives the signal as input which is the
output of the previous layer and transmits the output to the next layer. The number
of nodes in the hidden layers, as well as the number of hidden layers, are internal
model parameters which affect the performance of the network. The weights of all
the connection functions and biases of all nodes together define the artificial neural
network.

6.3 Genetic Algorithms

Genetic algorithms (GA) were one of the pioneering evolutionary algorithms devel-
oped by Holland [30]. Holland has explained the idea of adaption behavior of the
genetic algorithm. GA is an efficient evolutionary computing inspired by Darwin’s
theory “Survival of the Fittest.”

Genetic algorithm treats a variable of the problem as gene, and the juxtaposition
of such genes for all the variables leads to an individual. A group of individuals or
candidate solution is known as the population of the problem. The initial population
is randomly generated. The genetic information evolves in a bit string of a fixed
length. A fitness value is used to calculate the strength of individual. The success of
the solution and the survival depends on the fitness of individual. Three operators:
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selection, crossover, and mutation are used in GA search process for each step called
generation. In each generation, individual is evaluated by the fitness value, which
defines the individual strength in the solution resolved through these three operators.
The fitness members of the population are selected and produce offsprings for the
next generation. The individuals having minimum fitness values are not selected in
next generation and replaced by new offspring.

Crossover is the major genetic operator in GA, where a position along the bit
string is randomly selected and the parent chromosome is divided into two sections,
then each section is swappedwith the same kind of another parent. The new offspring
consists of a different part fromeach parent and there by inheriting bits fromboth. The
crossover is carried out at a higher probability rate. The second major GA operator is
the mutation. Mutation can alter the bit at lower probability rate. Crossover extends
new areas in search process, i.e., excel optimum, whereas mutation provides existing
area toward a near optimal solution. The newly generated offsprings are then placed
back into the population and the process is repeated formany generations until a user-
defined termination criteria are satisfied. After defined generation, the individuals
who have the best fitness value can survive and evaluate the optimal solution. GA
is an important tool to handle complex problems, where conventional methods have
failed.

6.4 Evolutionary Neural Network Algorithm

Evolutionary neural network algorithm (EvoNN) [7, 31, 32] solves complex problem
having nonlinearity and discontinuity in the objective functions, which is impossible
to solve by other algorithms. Starting from a noisy dataset, it is able to create a set
of distinct and optimized networks serving as the surrogate models of the system,
where the objective functions are subsequently optimized. The corrected Akaike
information criterion (AICc) [31] is used to identify a suitable model from this
optimum set. Evolution is carried out in the lower part of the network by which
flexibility is provided throughnumbers ofweights and hidden nodes.Apredator–prey
multi-objective genetic algorithm [7] is applied in the lower part of the network to
produce training data, which makes it separate from conventional neural network.
In EvoNN, the available dataset is subdivided into a number of overlapping sub-
datasets, in order to help in better training and testing of the data. The evolution
starts with a random population of networks each having separate architecture and
set of weights. The crossover operation in the algorithm involves swapping of two
similarly positioned hidden nodes of two randomly selected individualswith a certain
probability. It is shown in Fig. 5. The mutation of any weight Wijm of a population
member result in

Wijmμ � Wijm + λ
(
Wijk − Wijl

)
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Fig. 5 Crossover operation in an evolutionary neural network

where Wijmμ is the mutated weight and k and l are randomly chosen population
members.

The number of prey that survives after given number of generations of predators’
attack is ranked by applying the Fonseca scheme [7]. Here, individual (i) is noted as
rank (Ri) and computed as

Ri � 1 + θi

where θi shows the number of individual dominating the individual (i), as per the
weak dominance condition [32]. The set of best individual that emerges from this
procedure, with a rank of one, approximate the Pareto frontier.

A fitness function (∅p, q) is computed for predator q evaluating a prey p to decide
on its survival in the next generation.

∅p, q � αq Ep + (1 − αq)Np (1)

where Ep is the training error of the ANN and Np is the number of active links
between input layers and the hidden layers. In Eq. (1), αq is a weight value attributed
randomly to the predator q such that αq� [0, 1].

EvoNN uses linear transfer function for output nodes. The top portion above the
hidden layer is trained by a linear least square (LLSQ) algorithm [32]. The optimized
input from the lower portion significantly improves the output by gradient-based
solver procedure. Using LLSQ, mathematical convergence is possible at the output
stage.
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6.5 Genetic Programming

Genetic programming (GP) [33, 34] refers to the class of genetic algorithm where
the binary string is replaced by a tree structure encoding. The concept of using a
population, fitness, selection, and crossover exists here but used in a different way.
The total population is represented by a tree structure where recombination occurs
by exchanging the sub-trees and mutation by a random change in the tree structure.
The most important feature of GP is that it is capable of providing mathematical
expression for a given dataset connecting the input and the output. The function set
which defines the total structure consists of mathematical operators like addition,
subtraction, multiplication, square root, and division is used along with a terminal
set of the variables and constants. In tree encoding, the operators are set at the nodes
and terminals and are set as leaves. Crossover is applied between two randomly
picked parent trees and they produce the offsprings, which are then muted. Often,
the recombination is carried out at a prescribed depth of the participating parents.
At the same time, various types of mutations are also used in the process. In some
cases, a sub-tree can be eliminated and grown again randomly (standard mutation),
or an operator in the terminal set can be replaced by another of the same arity or two
sub-trees of a unique parent could be swapped (monoparental exchange). Often, the
nodes are derived from the given functional set and they reach the maximum depth
by adding terminal nodes. This is known as the full process. On the other hand, in the
growing process it is possible that both functional and terminal nodes are selected
and added till the tree reaches the prescribed maximum depth. The third alternate,
the so-called ramped half and half process is achieved by mixing both the strategies.
Nowadays, ramped half and half type of initial population is used everywhere in GP
as it maintains maximum diversity.

GP provides a suitable data-driven model just like a neural network. The GP is a
heuristic search technique successfully applied to solve many real-world problems
fromdifferent fields.While solving the real-world problem, a number of observations
are to be considered, if the ith tree corresponds to a function fi(x) and tested against a
known output yi, then its fitness is calculated by the root mean square error (RMSE)
[33]. Figure 6 presents a simplemathematical function f (x1, x2)� (1+x2)/x1 evolved
through GP. It requires only addition and division to define the function set in this
simple example.

6.6 Bi-objective Genetic Programming (BioGP)

A traditional GP algorithm is used to lower the RSME values for the population
members and usually at the end of the prescribed number of generation, it would
pick up a member with lowest error. This lowest error offspring may often generate
overfitting problem in the data while selecting another with larger error would under
fit it [33]. In BioGP an evolutionary method is used to solve complicated problems
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Fig. 6 A simple GP tree

by constructing a Pareto [34] trade-off between complexity and prediction accuracy
of a family of GP trees. Initially, for a few generations fixed by the user, BioGP
gets trained like the conventional GP through the minimization of the training error,
before it transfers to the bi-objective mode. It is more efficient than the regular GP
on a number of aspects. Here, one can get a number of Pareto optimal models in
their unique tree structures, each showing the best trade-offs between the accuracy
and complexity. In BioGP, a linear node is placed from which the other nodes are
extended [35]. The user defines the number of roots during the operation. Individual
root represents a tree according to a nonlinear problem. The linear part then generates
a weighted sum of the outputs, coming from the various roots. In BioGP, a bias value
is also applied to a linear node, which has a typical neural net structure. Here, the
linear least square technique is used to evaluate the weights and the bias values, same
as upper portion of an EvoNNmodel. The fitness is also calculated from a root mean
square error. Here, also a predator–prey [36] genetic algorithm is used to optimize
the problem. A common problem that occurs in the conventional GP is known as
bloat [37], where the tree structure grows to be very large and after that any extra
growth or a small reduction in it does not improve the fitness value. BioGP handled
such difficulty by growing a number of sub-tree separately, before integrating them
through a bias. To detect and cure any rogue branches, an error reduction ratio is
used. At the end, BioGP generates a Pareto frontier and each individual of the frontier
defines a separate GP-based optimized model.

7 Commercial Software Kimeme

Kimeme is a commercial software to solve multi-objective and multidisciplinary
problems that exist in the optimization field. It has been developed and marketed by
the Italian company,CyberDyneSrl [38]. It is used to design data-driven optimization
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Fig. 7 A typical user interface of KIMEME

problems related to various fields and analysis is provided through a large repertory
of algorithms, which are incorporated inside the Kimeme interface. Here, a network
infrastructure is used to share the computational load. Different types of critical
evaluation can be achieved using this software. The mutually conflicting problems
are easily tackled using the built-in estimate managers and the existing algorithms.
Figure 7 shows a typical user interface of the Kimeme software.

8 Soft Computing Techniques Applied to Iron and Steel
Making

The soft computing technique applied to different components of blast furnace iron
making such as burden distribution, production rate, gas flow and gas flow rate,
tuyere velocity, heat loss, coke rate, carbon rate, chemical composition, chemical
reaction, etc. Many models have been developed to solve problems of these critical
areas belonging to blast furnace iron making. These are discussed below briefly and
highlighted the research work in present modeling processes.
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8.1 Optimization of Sintering Process

In many integrated steel plants, iron ore is sintered before it is used in the blast
furnace. To fulfill the requirement of the sintering process, chemical and physical
parameters, e.g., basicity and product diameter need to be within preset target values.
The blending yard and dosing plants carry out mixing of the raw materials required
to produce sinters of acceptable quality. Advanced control models and systems are
used for the production of sinters of optimum size and quality.

An ore blending optimization model was developed by Wu et al. [39] for the iron
ore sintering process. This was based upon the characteristics of iron ore. Both two-
step method and simplex method have been used to build the model. This allowed
distinguishing the calculation of optimized blending proportion of iron ores from that
of other sintering materials, leading to improved calculation efficiency. This model
has been successfully applied in the practical field. Umadevi et al. [40] worked on
optimization ofwüstite in the sinter plant at JSWsteel limited in India. The productiv-
ity, strength reduction degradation index (RDI), reducibility, and the microstructural
phases were examined in their evaluation process to produce sinter. Their analy-
ses have indicated that the sinter with wüstite content between 8.5 and 10% shows
higher productivity, higher strength, and lower RDI. Zhang et al. [41] developed a
multi-objective optimization and analysis model of sintering process based on back
propagation (BP) neural network. Themodel has been used to optimize sintering pro-
cess and the production cost, the energy consumption, the quality, and the output are
considered at the same time. Using a genetic algorithm and BP neural network, it has
been found that simulation is consistent with the production of the sintering process.
Nath et al. [42] developed a model for optimization of the suction pressure for iron
ore sintering where GA was used. For the smooth operation and higher productivity
of blast furnace, the quality of sinter is important as it improves the permeability and
reducibility of burdenmaterials. The operating condition of suction pressure has been
evaluated by applying GA at different bed positions, optimum quality, productivity,
and thermal efficiency of the process. The optimum input parameters and control
parameters are evaluated through this tool effectively. In another study, Nath et al.
[43] also presented mathematical modeling and optimization of a two-layer sintering
process. The purpose was to improve the quality of the sinter and also to increase
fuel efficiency. Both genetic algorithms and computation fluid dynamics were used in
tandem to achieve this. The two-layer sintering process has been analyzed by CFD-
based model and optimum coke rate is evaluated by GA optimization technique. The
two-layer sintering process led to more acceptable results in all aspects, including
the quality of sinter, reduction of return fines, and also for the reduction of coke
rate. Mitra [44] proposed an evolutionary surrogate optimization model based upon
ANN to solve complex sintering process during burden charge distribution. In this
process along with the computationally expensive original model, a relatively less
expensivemetamodel was built using the data provided by the original model. During
the optimization running the metamodel significantly reduced the overall computa-
tion burden. These models were used in two-layer sintering process, in which the
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optimization decides the individual thicknesses of the layers alongwith the coke con-
sumption in the process. Using the metamodels, the execution time apparently was
brought down to the 60 percent of the original and it improved the decision support
system utilization without compromising the quality of the optimized solution.

8.2 Gas Scheduling Optimization

A multilayer encoding GA-based granular fuzzy inference for blast furnace gas
scheduling was developed by Wang et al. [45]. In this approach, the fluctuation
characteristics of flow of the by-product gas user are considered for varying length
of data separation. Also, the time warping normalization is used to equalize the
partition data into the granules with the uniform length.

A sophisticated multi-input and multi-output blast furnace gas system (BFG)
consists of blast furnace transportation network and a series of gas users. The mini-
mization of production cost, resources waste, and the environment pollution control
can be possible by this system automatically. The fuzzy rules established on the
basis of data granulations of gas users and the system adjustment amount by clus-
tering the granular-based simple set of the adjust moments. Then, fuzzy reference
model is established to evaluate system adjustment. In BFG system, performance
of the granular process depends on various gas users, who produce different influ-
ences on the gas-scheduling procedure and the numbers of clustering required in
the system. A multilayer genetic algorithm based parameter selection was used by
these researchers to figure out an optimal subset of gas users and also to optimize
the parameters related to the granulation process. Here, the front level acts as a layer
of feature selection and cluster number of each gas user is optimized through the
optimization process. Single point crossover was adopted to the population of the
primary level, while a multipoint crossover scheme was employed in the secondary
level where a real encoding was used. This search procedure improved the strength
of the algorithm.

Wang et al. [45] have checked the efficacy of their approach using data from actual
plant operation. They have randomly analyzed information available for a period of
25 days. Out of total of 250 entries in the dataset, 200 were used for training, 30
were used for validation, and the rest were set aside as test set, where the situations
of gas supply surplus and shortage were both considered. This model was capable
of selecting the adjustable users and also could calculate the scheduling timing with
an accuracy above 85%. In the scheduling process, adjustable gas users play an
important role in order to make the energy system stable and assuring safety during
the plant operation. The results indicate that the model still needs to improve its
prediction accuracy, in order to be applied with a minimum human interaction.
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8.3 Prediction and Process Control of Hot Metal

In this modeling processes, the basic things which are focused in the blast furnace
are melting rate (tons of hot metal produced per hour), the carbon content in the
hot metal, and the specific amount of oxygen per ton of hot metal. The melting rate
is largely determined by the qualities of the hot blast (in particular, the amount of
oxygen in the hot blast) that directly influence melting rate in the blast furnace.

Theblast furnace hotmetal production and the related processes are simulatedwith
various mathematical models [46–48]. Analyses have been used for the prediction
and control of the hot quality metal production in the blast furnace through various
data-driven approaches like artificial neural network, fuzzy logic, Bayesian network,
and genetic programming and support vector method [49–53].

The genetic programming has been used to model and optimize various aspects
of the blast furnace iron making and the results were pitted against other modeling
strategies like linear regression and support vector regression [54]. In this analysis,
three different models are constructed to obtain results. These models address to
various issues of the blast furnace process: the required specific amount of oxygen,
the metal carbon content in the hot metal, and the melting rate. The dataset used for
all numerical experiments consists of hour-wise evaluated values of the blast furnace
variables for a particular time schedule. The data of injected hot blast strongly related
to the prediction of the melting rate of the blast furnace. The result is that the melting
rate is significantly influenced by the hot blast and the amount of oxygen injected
into the blast furnace. It was significantly difficult to predict the amount of oxygen.
The model analysis ensured that cooling losses and the weight of the coke dump
in the lower area of the blast furnace have a greater impact on the specific amount
of oxygen. The prediction of the carbon content is a prime factor of the hot metal
because it directly influences the quality of hot metal produced. The model shows
that the carbon content is strongly linked with the other alloys (Si, Mn, and Ti) in
the hot metal which is confirmed from a variable impact analysis. Consequently, the
inter-relationship between different variables can be properly explored through such
models to obtain a better insight of the process.

Adynamic regional viscosity predictionmodel of blast furnace slagwas developed
by Guo et al. [55]. Their model was based upon various metallurgical properties. For
example, the slag viscosity prediction model was based upon discrete viscosity point
data. It leads to the following problems. In the initial case, there is a systematic
error among the sets of the measured viscosity data and in the second case, the
prediction accuracy is affected by applying the traditional fitting algorithms to all
known viscosity data. The establishment of the numerical viscosity model depends
on the selection of exact amount of reference points obtained from the dataset and
the optimization was carried out between the slag components and the slag viscosity.

This study had aimed on the prediction of viscosity of blast furnace slag and
successful implementation of the dynamic regional blast furnace viscosity prediction
model. The information of the independent system was produced through the partial
least square regressionmethod. It also described the dependents and eliminated noise
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interference in the system.Here, themodel results were validated using viscosity data
of both the actual and synthesized blast furnace slags from a Chinese steel plant. In
this work, the average prediction error was calculated as 6.82% and the mean value
deviation was quite low. This corroborated the model predictions.

8.4 Predicting Hot Metal Temperature Using Neural
Networks

Blast furnace hot metal temperature prediction plays an important role in this field.
It controls and helps the operators to make the system faster and accurately run.
In this field, lots of development took place and various models are developed to
compute the temperature inside the furnace, which are also capable of calculating
the hot metal temperature.

Some inner regions of the blast furnace remain unreachable by the furnace probes
but an approximate information of their behavior is possible to obtain by mathemati-
cal models. Hot metal temperature is one of the major parameters, which needs to be
handled properly during the operation. It should be maintained at a set point in order
to provide a stability to the furnace, needed to produce a homogeneous quality of
pig iron. Parametric models are developed to achieve this goal. In this methodology,
few selected parameters will able to determine the relationship between the system
inputs and outputs [56]. The artificial neural network (ANN) is robust against the
noise and easily adapt to the changing condition. A model based on fuzzy logic
tools to compute the temperature of hot metal in a blast furnace was developed by
Martin et al. [57]. Here, the input variables in the model use the control variables
of a running blast furnace, for example, the amount of pulverized coal injection,
moisture, the level of oxygen addition, blast volume, and the mineral/coke ratio, and
using these parameters the model predicted the hot metal temperature. Jeminez et al.
[58] discussed the neural network based methods which enable to help temperature
forecasting of the hot metal.

In BF operation, numerous process variables are routinely recorded. The process
variables which influence the hot metal temperature are blast temperature, blast
moisture, blast volume, oxygen enrichment, ore to coke rate, pulverized coal injection
rate, etc., which are selected as input parameters. Hot metal temperature measure
at the iron runner, i.e., at the outlet of the tap hole is considered as output variable.
The structure chosen for the model belongs to a class of NARX model (nonlinear
autoregression model with exogenous input) [59]. The model is as follows:

Ẏ � F(y(k − 1), y(k − 2) . . . , y(k − p), u(k), u(k − 1) . . . , u(k − q)) (2)

Here, forecast value of the variable is y considered for sampling schedule k, p
is the previous sampling schedule variable, and u is the input variable at previous
sampling schedule q.
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The model structure is represented by two steps. Firstly, input variable time aver-
age (ta) is usedwhich is evaluated by taking the values of each variable from schedule
ta at which hotmetal temperature is considered and examined backward until a period
of two times to the estimated response (2Ʈ) of each variable has been covered. Sec-
ondly, the average value with this procedure (ũi) is employed as input for the model.

(3)

Here, t represents the schedule at which ui was collected.
Equation (2) is rewritten with respect to the specific requirement of the model just

described.

(4)

Here, thc (elapsed time between tapings), tic (elapsed time from the beginning
of the taping until hot metal temperature was measured), tta (elapsed time since the
previous temperature measured), and T (hot metal temperature was taken one step
backward).

In the next step, the function is defined in Eq. (2) from which an artificial neural
network was chosen. Here, a multilayer perception was introduced with a single
hidden layer.

Once the structure of the neural network was established and its training con-
cluded, the input variable sets were used to compare their predictions with the per-
formance of the actual operational blast furnace. In the first step, the neural network
was introduced to exhibit a NARXmodel described in Eq. (2). This model should be
able to generate the values for the next hot metal with regards to the given input data
and the best hot metal temperature evaluated at the blast furnace. There are many
possible paths to generate models that are capable of predicting the temperature of
hot metal. In current scenario, data-driven model plays an important role to find out
the result very close to the physical interference.

8.5 Modeling of Silicon Content in Hot Metal

The product quality and thermal states of the blast furnace in iron-making processes
are directly influenced by the silicon content [Si]. It acts as an important index of
the quality of the liquid metal and is directly related to its thermal state. Silicon
enters the blast furnace as an impurity in iron ore and coke, mainly in the form of
silicates. The percentage of silicon in the sinter is up to 3.5% and in pellet it is 2%,
and in coke it is about 5–6% as a main component of ash is silicon [5]. High silicon
content leads to a higher amount of slag and this would eliminate the P and S in
the hot metal. Generally, Si content should be controlled in the range of 0.5–0.7%.
Therefore, optimum operation requires low hot metal Si content. The hot metal Si
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control is a very difficult task, as no direct measurements of the conditions inside the
hearth are actually possible.

Predicting the Si content of the hot metal is one of the major concerns of the
researchers in this area. Castore et al. [60] discussed various facts related to control
of hot metal Si content and indicated few challenging steps encountered in automatic
control. Phadke and Wu [61] established a closed loop strategy for the prediction
and control of hot metal Si content. In their method, a feedback system leads to a
time lag of a minimum of one-time step. Their first study [62–65] had considered a
liner problem with time series analysis and subsequently it was followed by vector
autoregressive moving average with exogenous inputs (VARMAX) and state-space
modeling [66, 66]. For further details of this strategy, the readers are referred to
the original articles. Östermark, and Saxén [66] have also used a VARMAX mod-
eling approach for predicting the hot metal Si content. Chung et al. [68] used an
autoregressive with exogenous input (ARX) model, detailed in their paper. There a
dynamic data system method was applied to predict the Si content in the hot metal.
The inputs consist of temperature and moisture content, blast volume, ore to coke
ratio, oil injection, burden decent rate, average coke temperature, adiabatic flame
temperature, permeability of the bed, and the initial level of Si content. Some old
analyses were used along with these information, and it gave rise to an efficient
model. Zeng and Gao [69] expressed the importance of attribution and detection of
large fluctuation in the blast furnace data to predict the hot metal Si content. This
strategy could determine the missing values of attribution and led to a satisfactory
prediction of the Si level. In the time series approach model, [53] also consider the
input values of previous time steps. This is very important in silicon prediction as
the system consists of large number of complex processes. In this case, silicon level
is given by

Si(t) � f(x(t), x(t − 1) . . . x(t − n)) (5)

where t − 1, t − 2, t − n are the processing time steps.
Sheel and Deo [70] created a linear fuzzy regression model on blast furnace data,

applying a genetic algorithm to determine the fuzzy coefficients of the linear equation
describing the silicon content. Lue et al. [71] carried out optimization of Si content
in the hot metal using data of an operational plant using a fuzzy C-means clustering
algorithm. The clusteringmodel was successfully utilized to predict the conditions of
higher production and minimum cost. It could produce a good selection of Si content
around the mean value of Si content calculated from the operational history of the
furnace. Nonlinearmethodology has been utilized in the process as well and achieved
only a limited success despite continued efforts for over 20 years. ANN [29], SVM
[72], and other related data-driven approaches, thus,were not fully effective to predict
the Si content in the hot metal. Chen [73] presented a model to predict the Si content
in the hot metal using ANN and qualitative reasoning. Here, he could identify ten
principal variables which included pressure losses, temperature, burden variables,
and also the blast parameters. A sampling time of 48 minutes was selected in view of
the average tapping time. This analysis produced accurate prediction for a period of
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600 taps. Chen et al. [74] introduced a combined strategy, where an ANN based GA
was used to predict the Si content in the hotmetal. They used a total of 11 independent
variables. Previously, tapping result of Si was also included in the list of inputs. Saxén
et al. [75] developed a method, where a bi-objective ANN based GA model was
constructed for the calculation of Si content. Saxén and Pettersson [76] developed an
ANN pruning technique to evaluate the major input parameters and their significant
time lags. By the help of this methodology, the inputs were successfully ranked and
the proper time lags were determined. These researchers found that the specific blast
volume, tuyere heat loss, and a gas resistance index with a time lag between two to
three hours were the most important input parameters. Nurkkala et al. [77] generated
a data-driven nonlinear model for selecting the best pruning results and reported a
Pareto front between modeling error and the complexity of the model [7]. These
models typically correlate the hot metal silicon with inputs such as blast volume,
blast temperature, pressure, coal injection, ore to coke ratio, overall pressure loss,
hydrocarbon injection rate, etc. The problem of selectingmodel complexity and input
variables were thus handled properly and results were satisfactory. A self-organizing
ANN was used by Saxén et al. [78], which also utilized a linear switching strategy
for the prediction of Si content in the hot metal of a commercial blast furnace. This
strategy was efficiently used to determine the exact process parameters.

8.6 Modeling of Burden and Gas Distribution

The burden and gas distribution play an important part in the improvements in a blast
furnace process and it was studied by many researchers [79–92]. The productivity
and effectiveness of blast furnace solely depend upon the way of iron ore reduced and
drop through the upper part of the furnace. In most of the industrial blast furnaces,
hopper systems are utilized for the storage of the granular raw materials. First, the
materials are weighed in the surge hopper, and then a conveyor belt is used to carry
them to top bunker. The iron bearing materials containing sinter, pellets, and coke are
dumped layer-wise through the throat. The radial distribution of the charge plays an
important role as it directly affects the reducing process in the furnace [79, 80]. The
blast furnaces utilize the movable armor position, bell-type charging devices, various
tilting angles, and the rotating chute in furnaces with bell-less top to directly adjust
the charge distribution. The other parameters like dump size, charging sequence, gas
flow, and the stock level are also known to influence the distribution [80]. A typical
bell charging equipment and movable armor are shown in Fig. 8.

Charging in bell-top furnaces: In this type of furnaces, bell andhopper are provided
at the top. By raising the bell up, the hopper is blocked and by lowering the bell down
materials are charged inside the furnace. Inmany cases, a sealed double bell technique
is used instead of a single bell to eliminate the gas loss. This arrangement is very
efficient in nature but on the other hand, it is not much flexible for the operators
in order to come up with the required burden distribution. Most of the times the
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Fig. 8 A schematic
representation of the bell
charging equipment and the
movable armor [90]

raw materials are dumped close to the wall. To move the charge toward the center,
movable armor positions are set by the blast furnace operators.

Bell-less top: Bell-less top charging system is relatively recently used in the blast
furnace raw material charging process. This was developed by Paul Wurth and was
successfully applied in the industrial blast furnaces in the year 1972. In this technique,
a gated hopper along with a rotating chute, revolving around the axis of symmetry,
controls the charge distribution as per requirement. This arrangement provides higher
flexibility for the blast furnace operators, as they can control the inclination angle of
the chute in order to decide on the size and position of the charged material. Due to
higher flexibility, bell-less charging is considered better than the bell-top charging.

A number of techniques are used to measure the burden distribution. For example,
mechanical profile meters are applied to locate the charge stock line in the furnace
[81] noncontact techniques utilizing radar microwaves [82] or laser [83] infrared, or
gamma radiation are also used routinely and the depth of the burden layer is often
determined using magnetometers. Most of the techniques, which are mentioned are
expensive in installation and maintenance of the equipment. A number of models
for indirect measurement of the charge distribution have also been proposed to cir-
cumvent the problem of direct measurements inside the furnace owing to its adverse
environment and wear that often takes place there. The flow and the burden distri-
bution which needs to be considered is quite expectedly complex.

The various methodologies and models have been developed to improve the pro-
cess and increase the productivity effectively. Mitra and Saxén [84] used an evolu-
tionary approach for computing the faster charging programs in the blast furnace.
The model describes the burden formation and descent procedure in the blast furnace
and can be used for charging design. Many recent models are based on discrete ele-
ment modeling or computational fluid dynamics. Zhoe et al. [85] developed both 2-D
and 3-D discrete element methods (DEM) and applied them to calculate the stress
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distribution between the solids. They also successfully simulated the solid flow, com-
puted the particle velocities, and determined the streamlines for the flow. Porosity
of the blast furnace was also estimated. Natsui et al. [86] examined the variation of
descending velocity in the packed bed configuration existing inside the blast furnace
and compared the results with the help of a discrete elemental method, as well as a
cold model satisfying the similarity criteria. Xu et al. [87] explained the cylindrical
fluctuation and formation of gas flow by the help of continuum model and also a
2-D discrete element strategy. These models provide very elaborate results but have
limited application to control due to prohibitive computational requirements.

Pettersson, et al. [88] proposed a GA-based charging program by which the
required radial ore and coke distributions can be determined. In their method, they
were able to handle complex and non-differentiable optimization problems, offer-
ing additional flexibility. Their algorithms have evolved various charging programs
satisfying the practical constraints. They were able to significantly reduce the dif-
ferences between the target and the computed charge distributions. The charging
program consists of two coke dumps followed by a pallet dump and coke mixture.
The dump size and the armor position were stated using a simple genetic algorithm.
A significance problem has occurred during above approach because during charg-
ing not only burden distribution but also gas distribution plays an important role.
As the gas temperature is measured radially in or above the burden surface their
measurements are controlled by the operators. Mitra and Saxén [89] developed a gas
distribution model based on the burden distribution in the furnace. Here, they have
attempted to determine the radial temperature profile at the burden probe level by
simulating a charging program. This is followed by applying a GA that makes an
effective search to suggest the proper dumping sequence and the corresponding chute
setting. It has demonstrated that the algorithm effectively could produce a charging
program andmeet the target. The gas distribution alongwith burden distribution have
also given significant results and brought additional advantages as compared to the
burden distribution model.

In another approach for modeling burden layer formation, Hinnela [90] used an
ANN model for the thickness of burden layers in the iron-making blast furnace
process. Feed-forward and recurrent neural networks were used in his studies. A
cross-validation procedure is used for the selection of network size. The evolved
data-driven model was initially studied and different inputs were predicted. This
model was used to analyze the formation of different layers in the furnace, and also
to study the stock level. Also, it could ascertain the impact of changing the movable
armor settings; the burden descend rate was also evaluated and compared with the
actual plant practice. The comparison result is shown in Fig. 9.

Pettersson et al. [91] developed an evolutionary algorithm to estimate the layer
thickness of the charged layer in a furnace. This eliminates the dependence on math-
ematical models and these researchers have used data-driven model successfully for
these processes. Mitra et al. [92] developed a charging optimization process using
multi-objective evolutionary and genetic algorithms. The charging programproduces
the required charge and gas distribution in the iron-making blast furnace which are
evolved using a multi-objective GA-based optimization strategy. Here, the concept
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Fig. 9 Operational layer thickness ( ) compared with the predictions of a feed-forward ( )
and recurrent ( ) network. The burden level and the movable armor settings were the external
outputs [90]

of k-optimality [93] criteria have been used to solve this type of complex problem
and developed a significant improvement over earlier strategies. In this paper, nine
objectives are considered with 15 input variables, out of which four pallet dump
masses are continuous, while the rest are discrete. For optimization work, surrogate
models have been developed using EvoNN [7]. Through this model, a total of 10055
input vectors are generated of which 2264 are found to be valid and are used for
training the network. The model accuracy is expressed in terms of root mean squire
errors (RSME), which varies with the magnitude of the parameter k used in the for-
mulation. The model is used in this burden distribution program to optimize desired
gas flow distribution characterized by temperature profiles at in burden probe of the
shaft. The result indicated that using k-optimality, selection criteria moved the pop-
ulation toward the optimal, which is efficient and evolve interesting solutions. The
final Pareto front is analyzed and discussed and concluded that the charging program
evolves for the targeted temperature profiles which are reasonable and partly novel.
The result is shown in Fig. 10.
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Fig. 10 Top: Target gas temperature distribution with respect to a central temperature (dashed
line) and resulting gas temperature (solid line). Bottom: Cross section of the blast furnace shaft
with burden distribution [92]

8.7 Optimization of Carbon Dioxide Emission

Carbon dioxide emission in the blast furnace is a serious issue in every steel industry.
Global warming is a common threat to all the countries and the steel industry is a
known polluter. It is found that around 1.7 tons of CO2 are emitted during every ton
of hot metal production [5]. In the steel industries, a large amount of fossil fuel is
absorbed as reducing agents. Gases emitted by the blast furnace are transferred to
the downstream process as supplementary energy source. The absorption of reducing
elements in the upstream process is a principal source of the C input. Reduction of
CO2 emission is an important part of the energy balance in the steel works and it
is directly connected with the energy saving. The environmental restriction on the
emission through fossil fuel is one of the important concerns pertinent to CO2 emis-
sion in steel industries. The replacement of the blast furnaces is a major challenge to
the world steel industry, which is impractical and not likely in the present scenario.
A much more sensible option is to modify the operation and the system as and when
possible. In this scenario, the feasibility of recycling the top gas after CO2 strip-
ping needs to be thoroughly examined to determine some more efficient operational
strategies.
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Japanese researchers [94, 95] have recently conducted simulation studies of blast
furnace top gas recycling process. Austin et al. [95] developed a simple recycling
method of using cold gas with O2 addition and reduction of CO2 stripped hot gas
after heating it alongwith an oxygen blast. Nagami et al. [96] studied plastic injection
inside the furnace alongwith top gas recycling and an injection ofO2, while fixing the
main conditions at the high-temperature zone. Murai et al. [97] proposed the option
for minimization of CO2 emission through an efficient recycling of blast furnace top
gas. They have recommended tuyere and shaft injections along with a very large
amount of plastic injection to effectively minimize the amount of CO2 emission.

Researchers mentioned in this discussion have proposed the requirement of a
thorough analysis of the material and energy transfer inside the furnace. This leads
tofinding the economic advantages of the proposed novel process of emission control.
Recently, Helle et al. [98] examined the condition in which a large amount of oxygen
enrichment of blast and top gas recycling would be economically possible through an
optimization of the recycle process.Wang et al. [99] considered basically a simulation
of the entire plant. His study considered the sinter plant, coke oven, blast furnace
along with hot stoves and the tripping unit, basic oxygen furnace (BOF) for steel
making and also the associated power plant, employing an elaboratemodel. Ghanbari
et al. [100] used an optimization strategy to recycle and gas utilization process to
reduce the carbon dioxide emission. In this study, the prime emphasis is given to
the steel producing industry for their future existence and sustainability, for which
the application of numerical methods was deemed to be crucial. In this work, blast
furnace processmethodologywas reexamined through carbon computing by utilizing
its various units, whichwere subsequently recombinedwith a polygeneration process
to produce distinct heat, methanol, and electric energy in addition to the ferrous
products. Their model used a super structure, where optimization is carried out to
minimize the residual gases, the internal energy required under a target operating cost
as well as the investment cost for the new process units. Using an optimal design
along with a flexible operating system, these researchers were able to bring down
the level of CO2 emission by approximately 30%.

To study such processes related to blast furnace, Pettersson et al. [101] have used
a linear model developed from the first principle of thermodynamics model [102] to
get a cost function F1 and emission function F2

F1 � 1/ṁhm(ṁ i ci + Max{ṁhmF2 − A,0})
F2 � 1/ṁhm

∑

i

ṁiei

Here ṁi is the mass flow rates for resource i, ci, and ei are the corresponding cost
and emission terms. ṁhm is the hot metal production rate, and A is the legal emission
allowance. The authors used the predator–prey genetic algorithm [36] to obtain a
Pareto front describing the best combination for the cost and emission for different
production rates.
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The linear model has described the normal blast furnace process but the top gas
recycling process introduces severe nonlinearity in the system. Therefore, solving
the problem in a linear way generates an error at the end point of the objective
space, where the optimum lies. To get accurate result, Mitra et al. [103] handled this
nonlinearity using a genetic algorithm and obtained the Pareto frontier solutions for
different top gas recycling conditions. Agrawal et al. [104] used the evolutionary
neural networks to create the model of the carbon dioxide emission and productivity
using actual data from the blast furnace. The neural networks used are Bayesian,
Akaike [31], and corrected Akaike criteria [31] along with predator–prey algorithm
used earlier by Petterson et al. [7]. This is used to compute the various Pareto fronts
at the different silicon levels. Jha et al. [105] performed a useful comparison between
different algorithms. BioGP, EvoNN, and the NSGAII algorithms [106] were exten-
sively studied by them, along with two commercial optimization softwares, Kimeme
[38] and modeFrontier [107]. Data-driven models described by these investigators
were applied to CO2 emission, silicon content in the hot metal and also the produc-
tivity for an operational blast furnace. The idea was to compute the optimal trade-off
between the extent of CO2 emission and productivity at different silicon levels in
the hot metal. They have used a predator–prey genetic algorithm [36] for computing
the Pareto optimality. Mohanty et al. [93] used a multi-criteria approach to study the
top gas recycling process in a blast furnace. Their method involved the notion of
k-optimality [103] implemented in a multi-objective GA, which allowed simultane-
ous optimization of a large number of objectives following an evolutionary way. The
results appeared to be quite important considering the CO2 reduction requirements
that are currently implemented in the steel industry.

The top gas recycling practice in the furnace reduces the emission of CO2, and
reduces the production cost, which is a very difficult task. Various authors describe
many processes technologies to control and optimize the system to get the best
result. The advantage of GA-based Pareto optimization is now fully established in
the metallurgical domain, and is being used efficiently for solving many nonlinear
problems in the field.

8.8 Optimization of the Performance of a Sponge Iron Rotary
Kiln

Coal is used in the rotary kiln operations for producing sponge iron through a gas—
solid reaction. This is one of the principal sectors in the current practice of iron
making. A large number of concepts have been developed till date for this process
which are playing an important role in the ferrous production industry. The quality
of directly reduced iron produced by rotary kiln is generally expressed through its
metallic iron content. The iron content and the rate of sponge iron production are the
functions of different operating parameters like iron ore quality, particle size and feed
rate, coal quality and kiln rotation speed, etc. Various models have been developed
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Fig. 11 Rotary kiln Pareto
trade-off curve for an air
input range of 2000–2200
Nm3 (ton of iron ore)−1

[112]

and processes are studied as well as designed to produce the optimum quality of iron
metal at the output.

Haywood et al. [108] developed one-dimensional kiln model to evaluate design
process. This model has been used for a number of pyro-metallurgical processes.
The one-dimensional kiln model was based on a FORTRAN program. It provided
computed data on the solid and gas temperature profiles in the kiln, the extent of
reduction as a function of time and also the gas composition. Gasevic et al. [109]
introduced amodel that explains the characteristic of a rotary kiln systemwith respect
to its variables. Stander and Craig [110] introduced a domain reduction model which
could correlate the performance of the combined blower, the outlet gas temperature,
flow rate, and the maximum temperature of the solid bed inside the kiln. Croft et al.
[111] introduced a three-dimensional CFD model to evaluate various design options
to make the flow control inside the rotary kiln more efficient.

Mohanty et al. [112] studied and explained how an ANN is used to model the
production rate and metallic iron content data from an actual industrial rotary kiln
operation. They have used predator–prey genetic algorithm [36] to perform a con-
strained optimization to examine the quality and quantity of the product. A typical
result of the optimization study is presented in Fig. 11, which shows the Pareto front
corresponding to an air input range between 2000 and 2200 Nm3 . (ton of iron ore)−1.
The second Pareto front shown in Fig. 12 corresponds to an air input range between
1800 and 2000 Nm3 . (ton of iron ore)−1. The second Pareto front is produced to
examine the benefits of reduction of air input on the objectives considered in this
study.

In the rotary kiln, the direct reduction process is utilized in less number of areas
which are covered by this modeling process for optimization work. This is a key area
to allow data-driven modeling process to optimize the various processes as well as
the process parameters.
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Fig. 12 Rotary kiln Pareto
trade-off curve for an air
input range of 1800–2000
Nm3 (ton of iron ore)−1

[112]

8.9 Modeling of Coal Injection

Coal is injected into the blast furnace as a cheap fuel which produces heat as well
as used as a reductant inside the blast furnace. The coal injection is economically
more feasible process than those using 100 percent coke. It increases the production
rate by reducing the production cost. After the injection of coal into the raceway
through the tuyeres, it combusts first, then produces heat and carbon monoxide in the
reduction process. Therefore, it is desirable to optimize the coal injection to increase
the reduction rate and the evolution of heat in an economic way. Various models have
been developed to configure the coal injection system which are suitable for the iron
and steel making.

Hunty et al. [113] explained the combustion condition and also the mechanism of
combustion of coal in the blast furnace and established various attributes influencing
coal combustion, for example, type of the coal used, rate of injection, location of
the injector, and also the blast parameters. They had presented some mathematical
description of coal/coke combustion in the blast furnace. Chen [114] presented a
3-D transport model based upon the CFD software PHOENICS. They attempted
to simulate the trajectory of coal injection in the tuyere with two types of lance
design for the pulverized coal injection (PCI) process. Shen et al. [115] produced a
3-D mathematical model of the combustion of coke and pulverized coal. The model
is utilized in the region of lance–blow pipe–tuyere–raceway–coke bed to simulate
furnace phenomena of pulverized coal. In another study, Shen et al. [116] developed
a CFD model of the flow and combustion of powdery coal in a packed bed of coke.
It has been applied to simulate the impact of PCI in the raceway and the surrounding
coke bed. Using such models, often it is very difficult to predict or simulate the blast
furnace phenomena realistically, as the process is very complex and nonlinear in
nature. Giri et al. [35] handled this problem and found acceptable results using both
EvoNN and BioGP algorithms. Figures 13 and 14 show the Pareto frontiers for the
solutions maximizing coal injection and minimizing solution loss.



Evolutionary Computation in Blast Furnace Iron Making 243

Fig. 13 Pareto frontier
between solution loss and
coal injection computed
using BioGP [35]

Fig. 14 Pareto frontier
between solution loss and
coal injection computed
using EvoNN [35]

8.10 Optimization of Operating Condition of an Integrated
Steel Plant Using Biomass Injection

In Steel industry, iron ore reduction is a very intensive energy utilization process,
which largely depends upon the fossil fuels which produces carbon dioxide emission.
The CO2 emission can be reduced by replacing a part of the fuel or reductants with
biomass. Now biomass is used as a secondary ingredient of fuel charge harvested
in a sustainable way. It contains renewability and partial CO2 neutrality. Now, quite
a few steel plants have shown interest to minimize production cost by applying
biomass injection and the suitable state of the blast furnace for its implementation is
determined through optimization.

Lacroix et al. [117] given a significant flexibility to economics and emission by
adding varying amount of biofuel and the charging ratio of coke and coal. Norgate
and Langberg [118] investigated the optimal balance between charcoal and coal,
which is directly influenced by emission caps and carbon tax. As the caps decrease
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and the taxes increase and thus flexibility is now key to the competitive steel making.
Wiklund et al. [119] attempted to optimize a hypothetical steel plant process under
biomass injection. Their optimization considered energy, raw material, and emission
costs and a likely credit for the sold power and heat. A piecewise linearized model
was used by them to decrease the computational requirement for determining the
minimum production cost of a steel plant. Helle et al. [120] have also developed a
mathematical model to optimize iron production with biomass injection in the blast
furnace. The injection of pulverized coal has been studied for long using experiments
and efficient transport models based upon computational fluid dynamics technique
[21–23]. However, the potential improvement in this field is limited. Wiklund et al.
[121] studied the resource allocation problem in an integrated steel plant using the
blast furnace. The nonlinear optimization problem formulated by them has been
solved using GA. Their findings suggested that applying a nonuniform distribution
of the resources may lead to some economic advantages. Final convergence of their
model could not be guaranteed by solving it in a linear way, and therefore the evo-
lutionary approach was necessary. Nowadays, many researchers have adopted the
biofuel injection as an alternative way to make the process utility economic and try
to solve it by the help of data-driven modeling. Till date, only a handful of research
work has been processed for the biofuel injection modeling and optimization that
have used the evolutionary algorithm.

8.11 Many Objectives Optimization Problem Related to Blast
Furnace

Chugh et al. [122] developed a metamodel using an operational blast furnace data to
addressmany objective problems pertinent to that reactor. An inference vector guided
evolutionary strategy has been successfully introduced in this study to construct
surrogate models to optimize multi-objective problem formulated by them. Their
formulation consists of eight objectives and a total of 12 decision variables as shown
in Table 1. Handling such large number of objectives was previously not possible by
other methods. The result produced is more precise and efficiently optimized the hot
metal production process.

The challenge in the optimization of the blast furnace is that it involves multiple
conflicting objectives, leading to multi-objective optimization problems with many
objectives [104]. The reference vector based evolutionary algorithm is very suitable
for solving such problems. Previously, it was difficult to solve the multi-objective
problems of more than three objectives, such handicap no longer exists in an evo-
lutionary approach. Recently, Wang et al. [123] have categorized data-driven opti-
mization into two types; online and off-line. In online optimization, a small amount
of new data is required and in off-line optimization, no extra data other than those
are available in hand are required. Data-driven evolutionary algorithm conducted
off-line with a small amount of information must address two challenges: firstly,
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Table 1 Process variables
and objectives used in the
surrogate model

Process variables

Pellet (%) –

Specific flux consumption (Kg/thm) –

Limestone (Kg/thm) –

Dolomite (Kg/thm) –

LD slag (Kg/thm) –

Quartz (Kg/thm) –

Manganese (%) –

Alkali additives (Kg/thm) –

Alumina additives (Kg/thm) –

wüstite (%) –

SiO2 (%) –

CaO (%) –

Cost functions Task

Tuyere cooling heat loss (GJ/h) Minimization

Total BF gas flow (NM3/hr) Maximization

Tuyere velocity (m/s) Maximization

Heat loss (GJ/hr) Minimization

Corrected productivity (T/mt3/day) Maximization

Coke rate (Kg/thm) Minimization

Plate cooling heat loss (GJ/hr) Minimization

Carbon Rate (Kg/thm) Minimization

how to construct a reliable surrogate model based on the limited amount of data in
hand and how to emerge the surrogate without a true objective function. Secondly,
how to handle the several objectives simultaneously and efficiently to obtain a set
of Pareto optimal solutions. Recently, an algorithm called K-RVEA [124] has been
used to advent the scope of the surrogate-assisted optimization in many objective
problems to solve computationally expensive objective function. The RVEA algo-
rithms have adopted to optimize problems where objective functions are built using
kriging method.

In this study, a running blast furnacewas regularlymonitored and informationwas
collected on numerous process parameters. It is not readily known which parameters
significantly influence the objectives. Therefore, initially significant process variables
are identified. There is a conflicting nature between the various objectives having
different ranges of values. It is visualized from the objectives, when productivity
increases and coke rate decreases, in the same time there is an increase in the blast
furnace gas flow. Here, surface plots are shown in Figs. 15 and 16, which define the
relationship between various objectives.
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Fig. 15 A surface plot showing relationship between total blast furnace gas flow (f2) and there
three objectives, namely, corrected productivity (f5), coke rate (f6), and tuyere heat loss (f1) [122]

Fig. 16 A surface plot showing relationship between, namely, corrected productivity (f5) and there
three objectives, namely, tuyere velocity (f3), heat loss (f4), and carbon rate (f8) [122]

The present approach uses simple surrogate model with 12 most significant pro-
cess variables in the same time a very large possible of alternatives that most relevant
to minimization or maximization with eight objectives. Surrogate approach makes
the optimization very fast and quite acceptable and accurate.
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9 Conclusion and Future Prospects

The chapter has reviewed papers on optimization of various processes and input
parameters in the field of iron making. Till the date, very less number of papers are
there, which are related to this principal area but it can explain magnificently many
aspects of the topic pertinent to complex modeling and optimization problem and
this can be considered as a very important emerging area in the present-day iron
making. Evolutionary algorithms have clear advantages in nonlinear optimization
and these methods are used to solve multi-objective problems. This chapter has
highlighted the quality scientific research employing a wide range of evolutionary
computational methods contributing to different aspects of blast furnace iron making
as well as the DRI process. However, real-world applications are few, probably due
to the complexity of the process phenomena.

In the future, attention should be focused on the use of evolutionary algorithms in
each and every aspect of iron-making field to evaluate result in a faster rate. So, faster
algorithms need to be developed, which would require less calculation to reach the
optimum. It should be helpful in system control and decision-making of iron-making
process.
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Data-Driven Design Optimization
for Industrial Products

Swati Dey, N. Gupta, S. Pathak, D. H. Kela and Shubhabrata Datta

Abstract Prescriptive data analytics along with optimization techniques in complex
industrial processes lead to extraction of useful knowledge from the data, mapping
of the relation between the inputs and outputs of the products and/or processes,
product quality improvement, cost reduction, process simplification and designing
new product with improved performance. There are several statistical methods and
soft computing techniques, which are useful to generate the objective functions for
optimization from industrial data. In this chapter, a case study is discussed where
ANNmodelwith desirability function forms the objective function. GA-based search
is employed to get the optimized solutions, and to find the behaviour of the alloying
elements in steel with desired performance.

Keywords Data-driven design · Statistical methods · Artificial neural network
Desirability function · Genetic algorithm · Industrial application

1 Introduction

Applications of optimization techniques in complex industrial processes and prod-
uct qualities are often restricted due to unavailability of suitable mathematical model
correlating the independent variables with the dependent variables, which can be
utilized as the objective function. In case of a highly multivariate situation involving
non-linear relationship among the inputs and outputs, the analytical models in many
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cases are not adequate to serve a purpose, as these typemodels involvemany assump-
tions. Such assumptions lead to poor predictions, not acceptable for many industrial
applications. In such cases, data-driven models may provide the ideal solution. Huge
improvement in the field of data mining or data analytics in the recent years has
developed several tools to extract useful knowledge from the data, as well as to
map the relation between the inputs and outputs of the products and/or processes.
There are several statistical methods, e.g. regression analyses, which are used for
this purpose long time for different industrial processes, particularly in metallurgical
industries [1]. Later newer techniques, grouped in the name of machine learning,
soft computing, artificial intelligence or computational intelligence are developed
[2]. These techniques have better capability to handle complex, non-linear multi-
variate systems. In the industrial case study cited in this chapter, one of most widely
used tool in the above group, viz. artificial neural network (ANN) [3–5], is used to
developmodels using industrial data for predicting themechanical properties of steel
used for some special purposes. These ANNmodels constitute the basic components
for the formation of the objective functions, leading to an amalgamation of data-
driven modelling and design optimization concepts. Industrial requirements for the
materials properties are most of the time quite stringent and must be within a narrow
allowable limit. To achieve the combination of properties with such stringent limits
in the most viable way, optimization techniques could be employed. In the present
work genetic algorithm [6–8], the most widely used global optimization technique,
is used for the optimization. But to find suitable combinations of composition and
processing parameters, in this case, the heat treatment parameters, for which all the
properties will fit within the desired range, the problem could not be formulated as a
simple optimization process in a single or multi-objective mode. Because none of the
properties here are being minimized or maximized in this work. So, in this unique
approach of design optimization of the composition of the steel to achieve certain per-
formance level, where the properties of the steel are mapped with the input variables
through ANN models, the ANN outputs are converted between 0 and 1, depending
on its closeness to the desired value, through desirability function [9]. If the output
is exactly the desired value then its desirability is 1, and the desirability is reduced
on either side of the desired value. To get the overall desirability of the performance
of the steel, all the desirability values of the individual properties are converted to
composite desirability, which is the geometric mean of all the desirability values.
Finally, the composite desirability is optimized using GA.

2 Data-Driven Design and Prescriptive Analytics

The concept of data analytics (DA) leads to a method called data-driven design
(D3) of products. DA is the process of investigating data sets in order to conclude
regarding the information contained in it. Continuous improvement in the compu-
tational techniques particularly in the domain of artificial intelligence and machine
learning has made DA an extremely effective tool. DA techniques are widely used
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nowadays in commercial industries to enable the organization make more-informed
business decisions. Four types of DA are commonly used, viz. descriptive, diagnos-
tic, predictive and prescriptive data analytics [10]. Descriptive analytics is a method
for answering ‘what has happened’. Several basic statistical analyses, along with
decision tree, cluster analysis, support vector machine can be used in this level of
data analytics. In the next stage of analysis, called diagnostic analytics, the ques-
tion ‘why’ is addressed. In industrial situations, analysis of the cause of defects in
any product may be an ideal example. Principal component analysis and rough set
analysis are some of the tools capable of executing such type of analysis. Predictive
analytics is nothing but the well-known approach of developing correlations among
the dependent (output) and independent (input) variables. All techniques capable of
generating data-driven models, e.g. multiple linear/non-linear regression, artificial
neural network, neuro-fuzzy inference system, etc. The last stage of data analytics
is the prescriptive analytics, through which the solution of the problem may be sug-
gested. Optimization techniques like genetic algorithm, andmethods ofmulti-criteria
decision making may be used for searching such solutions.

In the case of industrial products, the concept of prescriptive analytics and the tools
used in the process can lead to design optimization of the product. The industrial data
used for such designing of the products with improved performance can be called as
the data-driven design (D3).

2.1 Sources of Data

In case of data-driven design for industrial products, the best source of data should be
the data generated from the particular setup itself. In that case, the plant constraints
will be reflected in the data and incorporating such constraints and limitations in
the design process will be obvious. The availability of data in the industrial scenario
depends on the level of automation of the plant. It can vary frommanual record keep-
ing to comprehensive digital data warehousing. A systematic and dependable record
keeping system for the whole production process will be handy for the above data
analytics. It can help improving the product quality, reducing the defects, decreas-
ing the production cost and even designing a new product. Sometimes designing a
whole new product may need a research and development set-up of the industry,
which can use this data analytics method for designing and in the process reduce
the number of trials, and thus the expenditures in term of time and money. In such
product design even data published by others, including academic researches may
also be incorporated.
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2.2 Statistical Methods—Examples in Materials Design

In case of materials design, statistical models are used by researchers for many
decades. These models are mostly multiple linear (pseudo-linear) regression (MLR)
models. The Hall–Petch relation describing the effect of grain size on the strength of
an alloy is the most popular example. Other than that, there are many other models
describing the transformation temperatures of alloys, mostly steel, which are useful
for designing the composition and the heat treatment schedule [11]. These models
include transformation temperatures during continuous cooling (and heating) in steel
and isothermal transformation start temperatures in steel. There are models of car-
bon equivalent in steel and molybdenum equivalent in titanium alloys also. Several
researchers have even developedMLRmodels for strength (and hardness) prediction
for alloys.

2.3 Soft Computing Methods—Examples in Materials Design

In case of designing materials, soft computing techniques are being used frequently
during the last few decades [12, 13]. The tools used most frequently are ANN [14,
15] and GA [16, 17]. Other than those two, fuzzy inference systems [18], rough
set analysis [19, 20] and genetic programming [21] are also used quite frequently.
The purpose of using such tools, considering the outcome, is different in most of
the cases. The requirement from the data and approach for designing the product
decides the selection of the tools. Developing data-driven model using ANN and
using those models for GA-based optimization is an effective approach for handling
industrial data for designing.ANNmodels can capture the non-linearity of the system
quite easily and map the input–output relationship of a highly complex materials
system, and thus gaining popularity in the domain of materials engineering. GA
being an established optimization tool can handle the ANNmodels effectively as the
objective functions in case of materials design optimization, in single-objective or
multi-objective optimization problems.

3 Case Study

In this book chapter, a case study of the method of materials’ designing is reported in
the following sections, where ANN and GA has been used in tandem, as mentioned
above, to design steelwith specific performance level for specific applications.Before
the results are discussed the methods of ANN and GA are briefly discussed.
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Table 1 The range of values of the composition and process variables along with the applications
and desired values of the properties

Grade Steel A Steel B Steel C Steel D

%C 0.28–0.33 0.2–0.3 0.32 max 0.26–0.32

%Mn 0.8–0.10 0.6–1.1 1.85 max 1.4–1.7

%Si 0.40–0.60 0.3–0.5 1.5 max 0.35–0.8

%S <0.03 <0.03 <0.03 <0.03

%P <0.03 <0.03 <0.03 <0.03

%Ni 0.5–0.6 – – –

%Cr 0.5–0.8 – – –

%Mo 0.15–0.25 – – –

%Al 0.03–0.05 0.03–0.05 0.03–0.05 0.03–0.06

Heat treatment Normalizing,
quenching and
tempering

Normalizing Normalizing and
tempering

Normalizing,
quenching and
tempering

Component Coupler
component

Side frame,
bolster

Pivot Draft gear

Physical
properties

UTS: 828 MPa
YS: 690 MPa
%El: 14
%Ra: 30
BHN: 241–311

UTS: 505 MPa
YS: 303 MPa
%El: 20
%Ra: 30

UTS: 621 MPa
YS: 414 MPa
%El: 22
%Ra: 45
BHN: 179–241

UTS: 655 MPa
YS: 448 MPa
%El: 10
%Ra: 25
BHN: 217–289

3.1 Materials and Objectives

In this work, four grades of steel were considered. They are Steel A, B, C and D,
with a total number of data for these four grades were 1152, which are completely
generated in the producing plant in their testing facility. Table 1 gives the range of
compositional and processing parameters for the steel grades. It also includes the
application of the steel with their target properties.

The primary objective of the present work is to develop ANN models for the
mechanical properties of the steel (all four grades), viz. yield strength (YS), ultimate
tensile strength (UTS), percent elongation (%El), percent reduction in area (%Ra) and
hardness (expressed as BHN). These models will be able to predict the strength (YS
and UTS), ductility (%El and %Ra) and hardness of the steel, when the composition
and processing parameters are provided. The user will get a prior assessment of the
properties before the heat treatment of steel, or even plan tomodify the heat treatment
schedule a priori. Then GA is used to search the composition of the steel to achieve
a target property. Here, ANN is combined with desirability functions to make the
objective functions for achieving targeted level of properties. Finally, in this chapter,
some arbitrary performance level is set to extract knowledge from the database and
how the composition and other variables are behaving in such situation is studied,
purely from an academic perspective. The database includes nine compositional and
two processing parameters as inputs and five properties as outputs.
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3.2 Artificial Neural Network

ANN used here is feed forward multilayered perceptron backpropagated with scale
conjugate gradient algorithm. The normalization of the inputs and outputs is done
using the relation shown in Eq. (1).

xN � 2(x − xmin)

xmax − xmin
− 1 (1)

where the normalized value of a variable x is xN . Themaximum andminimum values
of x are xmax and xmin.

Hyperbolic tangent transfer function is operated on the weighted combination of

the inputs
(
xN
j

)
as shown in Eq. (2) to create the output of the hidden neurons (hi ).

The suffixes ‘i’ and ‘j’ are used to denote the input and hidden neuron numbers,
respectively.

hi � tanh

⎛
⎝∑

j

w(1)
ij xNj + θ

(1)
i

⎞
⎠ (2)

The output is then calculated through a linear weighted summation of the outputs
of the hidden units, as given in Eq. (3):

y �
∑
i

w(2)
i hi + θ(2) (3)

In the above equations, y�output, xN
j �normalized inputs, hi �output from

hidden units,wi j ,wi �weights and θ �bias. Different outputs can be obtained by
changing the weights wi j in Eqs. (2) and (3). The weights and biases are optimized
by backpropagation of the error.

3.3 Genetic Algorithm

Genetic algorithm (GA) is a nature-inspired computing technique, where the Dar-
winian concepts of natural selection are followed to find the optimum solution
through population-based searching. It is basically stochastic global search method,
which produces better solutions using the principle of natural selection and survival
of the fittest. A new set of solutions is created by this process at each generation,
where the individuals are selected according to their level of fitness. Then breeding
of the fit solutions is done using operators named selection, crossover and muta-
tion. This process leads to the evolution of populations of individuals that are better
suited to their environment than their predecessors, just as in natural adaptation. The
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process starts with initializing random population consisting of potential solutions
called chromosomes representing individuals. The fitness is obtained from the eval-
uation of the solution through objective function. Once the fitness value is evaluated,
the population goes through the selection process. Then the crossover operator is
employed on selected solutions to generate new solutions or individuals. It is basi-
cally a process of reproduction where two solutions swap their partial structure. As
a result, a pair of offspring solution is created. The mutation operator is applied to
supply diversity in the solution set.

3.4 Desirability Function

Desirability scale converts the actual attribute value to a dimensionless scale, d. The
method is used for the optimization of a multiple response system. The desirability
function generating any value lesser the highest or desired value indicates possibility
of improvement of the product quality. In a two-sided desirability function, the target
is bound between the lower and upper limits. Equation (4) shows the formulation.

d �
[
Y−Ymin
T−Ymin

]r1

, Ymin < Y ≤ T

�
[
Ymax−Y
Ymax−T

]r2
, T < Y ≤ Ymax

� 0, Y
〈
YminorY

〉
Ymax

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(4)

where d is the desirability (0≤d≤1), Y is the actual performance, Ymax and Ymin
are the maximum and minimum values and T is the most desirable value or the target
value (Ymin ≤T≤Ymax). The general form of functional relationship between
‘output’ values (y) and desirability scale is shown in Fig. 1. In the figure, the following
five points in the x-axis are shown.

yLSL: Lowest specification of y
yUSL: Highest specification of y
yT: Most desirable value (target) of y
yLSL-SR: Lowest specification of y for a given target
yUSL-SR: Highest specification of y for a given target

The desirability function for ith variable, lying between 0 and 1, is then calculated
by the set of Eq. (5).
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Fig. 1 The desirability
function and output variables

di �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 i f yi < yLSLSRi
or yi > yUSLSRi

f (yi )− f
(
yLSLSRi

)

f (yTi )− f
(
yLSLSRi

) i f yLSLSRi
≤ yi < yTi

f (yi )− f
(
yUSLSRi

)

f (yTi )− f
(
yUSLSRi

) i f yTi < yi ≤ yUSLSRi

1 i f yi � yT

(5)

A composite desirability function was framed taking the geometric mean of the
desirability values of each of the requiredmaterial properties to be achieved as shown
in Eq. (6):

Dc � n
√
D1 × D2 × · · · × Dn (6)

Here, Dc is the value of the composite desirability function while D1, D2, …, Dn

are the value of the desirability functions of the different properties. The objective
function of the optimization process is the maximization of Dc.

3.5 Results and Discussion

Five ANNmodels were developed considering one output variable at a time. Table 2
presents the total number of data used for modelling and the number of hidden nodes
used to get a good fit between target and achieved values of the output variables. The
number of hidden nodes in the ANN models with single hidden layer are selected
through trial with varying number of nodes in a wide range.

The scatter plots showing the target versus the achieved values are given in Fig. 2.
The database having four grades of steel having four different levels of strength
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Table 2 Data count and the number of hidden nodes used for modelling

Output
variable

YS UTS %Elongation %Reduction
in area

Hardness

Total number
of data

1147 674 1098 745 304

Number of
hidden nodes

6 6 6 16 9

together, and thus the target as well as achieved values form four distinct clusters in
the plots for the strengthmodels (Fig. 2a, b). In the case of hardnessmodel, the number
of clusters is three (Fig. 2c), as the Steel B did not have the data for hardness. In case
of the plots from the ductilitymodels (Fig. 2c, d), the clusters are not that distinct. The
ANNmodels provide good prediction of the properties of all the grades of steel. But in
order to design the composition and/or heat treatment parameters towards achieving
some target properties, theANNmodels are combinedwith desirability functions and
used as objective functions in the optimization process. The methodology adopted
is discussed here in detail.

The requirement of the industry may vary from achieving a predefined range of
any property to achieving targeted overall performance of the steel consisting of
more than one property. In such cases, the requirement is to design the composition
of the steel along with the processing. Sometimes, the searching may be more con-
strained, where the steel is given and only the suitable heat treatment route needs
to be designed. All these designs need to be done keeping the mill constraints in
consideration. Thus, the work must be such a way that it must be able to decide
either ways, i.e. if the inputs are known then the output can be told and vice versa.
Here, we bring in the concept of desirability function which is very much useful for
industry situations. A desirability value between 0 and 1 gives a chance to improve
the product quality. For solving multiple performance characteristics optimization
problemswhen all the objectives are required to attain a specific goal simultaneously,
their desirability function approach can be a potent solution. Amultiple performance
optimization problem can be converted to optimization of a single response problem,
as the objective function is the generated through composite desirability. In this work,
the outputs of the ANNmodels describing the properties of the steel are converted to
individual desirability values. The limits of the desirability functions are set as per
range of properties predefined by the industry, as described in Table 1, GA can be
used to optimize the desirability value and the solutions will provide parameters to
achieve the desired properties. In case of achieving certain levels in more than one
property, the composite desirability is calculated combining the individual desirabil-
ity values, as mentioned in Sect. 3.4. The desirability concept is incorporated in the
SGA code for single objective optimization developed by IIT Kanpur Genetic Algo-
rithmLaboratory, with necessary additions andmodifications. Individual desirability
values are calculated for the outputs YS, UTS, %elongation, %Ra and hardness. The
composite desirability is the geometric mean of the desirability of the individual
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Fig. 2 Scatter plots showing the prediction capability of the ANN models predicting different
properties, viz. a YS, b UTS, c %El, d %Ra and e Hardness
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ANN model for YS

ANN model for UTS 

ANN model for 
Hardness

Desirability function

ANN model for %RA

ANN model for %El

Desirability function

Desirability function

Desirability function

Desirability function

Composite 
Desirability

GA based 
optimization

Fig. 3 Scheme of computation using ANN, Desirability function and GA in tandem

attributes. The objective function is the maximization of this composite desirability.
The scheme of the computational approach is shown in Fig. 3.

The method adopted for searching the optimum solutions with maximum desir-
ability or composite desirability is found to be efficient enough for computing all
types standard requirement of the industry. But to find the efficacy of the method
for finding the arbitrary combination of properties, several experimentations on the
computer program are executed. In all the studies, the modelling approach are found
within acceptable error level, and also found to be following the fundamentals of
physical metallurgy principles. These findings gave the opportunity to use the com-
putational approach for extracting further knowledge from the given dataset. In an
attempt to get deeper understanding of the four steel grades and their behaviour,
the method is applied for finding the desirability values of the steel properties for
increasing the desired ductility of the steel keeping the desired YS and UTS fixed
(Fig. 4). The procedure is implemented for all four grades of steel separately, and
the desired YS and UTS are kept as the corresponding values for those grades, as
mentioned in Table 1. Figure 4a shows the variation of desirability values of YS, UTS
and%El for varying desired values of %El for Steel A. It is seen that for this grade of
steel, it is easier to achieve the desired strength values for all desired ductility values.
But lower ductility could not be achieved through the GA-based searching maintain-
ing the strength level same. Presumably the achieved strength level corresponding to
such low desired values of ductility is quite high. Thus the compromised solutions the
searching process could produce, particularly for the strength properties, had lower
desirability values compared to those in higher ductility. In the case of Steel B, the
situation is different (Fig. 4b). Here, it could be seen that for the optimum solutions
of %El (nearest to its desired values), the desirability values of UTS is quite high.
But both YS and %El have moderate desirability values. For Steel C, the desirability
values of both strength properties are comparatively high (Fig. 4c). But in Steel D,
the desirability value of ductility improves gradually with higher values of desired
ductility (Fig. 4d). Here also, it seems that at lower ductility, searched solutions had
more strength than their desired values. Thus, this process could search the possible
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Fig. 4 The optimum
desirability values of YS,
UTS and %El achieved for
varying desired %El in a
Steel A, b Steel B, c Steel C
and d Steel D

solutions which are better than the desired properties set by the industries. These
solutions with superior performance could be achieved through some modifications
of the compositions and processing.
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Fig. 5 Variation of the element concentrations in the solutionwith optimum desirability for varying
desired %El in a Steel A, b Steel B, c Steel C and d Steel D
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In order to see the variation in composition for the optimum solutions with the
variation of the desired %El, the elements’ weight percentages are plotted against
the desired %El in Fig. 5. Here, it is seen that only in Mn content, there is some
significant variation. Addition of other elements is almost the same in all cases.
The Mn content is reduced significantly for lower level of the desired ductility. This
may be due to the necessity of reducing the achieved strength level in the optimum
solutions as discussed above. The same trend is visible in all four cases. In some
cases, a decrease in Si content is evident at higher desirable values of ductility. This
may have been due to the fact that Si is a ferrite strengthener. Decreasing Si will lead
to softer ferrite and thus improved ductility.

4 Concluding Remarks

Themethod of prescriptive analytics using optimization technique can be used effec-
tively in solving diverse types of industrial problems. It can be used in the form of
data-driven design, where optimization techniques can play an important role to
design products with improved performance. Statistical methods and soft comput-
ing techniques are useful in this regard to generate the objective functions. In the
case study described here, ANN technique, in conjunction with desirability function,
is used as the objective function. GA is used successfully for not only getting the
optimized solutions but also to find the behaviour of the compositional variables in
searching the closest candidates for desired performance.
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Intuitionistic Fuzzy Approach Toward
Evolutionary Robust Optimization
of an Industrial Grinding Operation
Under Uncertainty

Nagajyothi Virivinti and Kishalay Mitra

Abstract The existence of uncertainty is inherent and unavoidable in process sys-
tems. The sources of it might be linked, though not limited, to the estimation of
model parameters through experimental/regression exercises and their related errors
apart from the regular variations in the process operations. Thus, the outcomes of an
optimization study by assuming uncertain parameters as non-varying one, as oppo-
site to the actual scenario, would prompt to incorrect results and sometimes even
infeasible solutions. One of the ways to handle such situations is by using intu-
itionistic fuzzy numbers (IFNs) to represent the uncertainty which considers both
the membership and the nonmembership degree and carry out the uncertainty anal-
ysis based on the intuitionistic fuzzy logic. In this study, the above approach has
been adopted to a real-life case study which contains highly nonlinear parameters
named industrial grinding process considering different moods of a decision-maker
under uncertain situations, i.e., optimistic, pessimistic, and mixed. Various sources
of uncertainties are categorized as uncertainties related to model parameters (e.g.,
tuning parameters inside the model) and operational parameters (e.g., feed stream
uncertainties), and their individual and amalgamated effects on the grinding process
which is a multi-objective optimization problem have been analyzed. A novel way of
determining the parametric sensitivity in presence of number of uncertain parameters
has also been proposed. Based on the extent of non-determinacy to be resolved, the
newly defined membership degree enables conducting comparative study of fuzzy
and intuitionistic fuzzy robust optimization under different scenarios. Additionally,
comparative analysis has been carried out for the proposed IFRO algorithm with the
benchmark robust worst-case formulation (Ben-Tal and Nemirovskii 2001) and it
has been observed that IFRO gives better results when compared with the worst-case
formulation.
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1 Introduction

Though uncertainty is inherently present in almost all systems, a common practice
while analyzing the performance of a system is to ignore them for the sake of simplic-
ity. Results obtained through this simplified process might enable the decision-maker
to decipher the embeddedmechanisms of a complex system; however, these oversim-
plified results might turn out to be unrealistic, sometimes infeasible and, therefore,
not of much use for implementation because the inherent sources of uncertainties
and their impacts on the system are ignored while generating the results. A real-life
optimization problem can have various sources of uncertainties such as uncertainties
related to the data, information, operation, etc., to name a few. The reasons for data-
related uncertainty could be attributed to the errors related to measurements while
performing experimentation; operation-related uncertainties could be attributed to
variation in the quality of raw materials received, whereas the information-related
uncertainties could be attributed to the mismatch in model assumptions. To elucidate
these facts further, one can imagine the situation when an optimization problem uti-
lizes a model of the process that is built on certain assumptions. In most of the cases,
despite sincere efforts, a modeler is not sure about the complete validity of these
assumptions, and therefore these models use certain empirical parameters which are
eventually tuned with the process data to musk any mismatch of model predictions
with the processes. However, as mentioned earlier, the data with which the entire
model prediction is matched is having its own uncertainties and one cannot disre-
gard the likelihood that even a little change in the abovementioned parameter values
canmake the obtained optimal solution infeasible since many times the optimal solu-
tion lies on the boundaries of the constraints. Similarly, a model tuned with a set of
input operational conditions might perform quite unsatisfactorily with a different set
of operational conditions. Under such scenarios, a decision-maker can customarily
prefer to have a solution not much sensitive to variations in the model and input
parameters. This is especially so important for an industrial scenario where under all
practical uncertain situations, the industry has to produce a series of products with
specified quality consistently. Therefore, there exists a genuine need for developing
optimization techniques, under the broad theme of optimization under uncertainties,
which are equipped to generate robust solutions immunized against these sources of
uncertainties [1].

The general approach of developing optimization methodologies [1] to handle
uncertainties in the parameters is to convert the optimization under uncertainty
(OUU) problem (e.g., Min cx, Px ≤ q, where x is the set of decision variable and
parameters P, q, c are uncertain) into a deterministic equivalent formulation (DEF),
and that can be solved using standard linear/nonlinear programming techniques. DEF
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from OUU problem can be obtained by distinct philosophies existing in the litera-
ture. One class of popular approach assumes the uncertain parameters as random
and enough information is available to quantify as well as estimate the probability
distribution associated with the variation of the parameters. Robust optimization [2],
one such methodology, proposes to associate with an uncertain problem its robust
counterpart and to use the associated robust optimal solutions. The robust counterpart
is developed in such a way that the solutions which satisfy the constraints presented
in the original optimization problem are called as robust feasible solutions andworst-
case oriented philosophy is applied for objective function (best possible robust value
of objective function among all robust feasible solutions) which quantifies the quality
of robust feasible solution. The solutions obtained by robust counterpart are immu-
nized against uncertainty called as robust solutions and the optimal value is called as
robust optimal value. Along with robust optimization, there are some other method-
ologies which use probabilistic information of uncertain parameters [3]. Stochastic
programming (SP) with two stages [4] is one of the techniques in which decision
variables are divided into two stages depending upon the realization of uncertainty:
one, after the realization of uncertainty (second stage) and the other, before realiza-
tion of uncertainty (first stage). As a result, the second stage, unlike the first stage,
considers different scenarios of uncertain parameters and the objective function is
the sum of expected values of second stage components which are after realization
of uncertainty and first stage components. Several instances of uncertain parame-
ters are generated inside the uncertain space and are used to calculate the expected
objective function. However, in this approach, as the number of uncertain parameters
increases, the problem size increases exponentially which will lead to computation-
ally expensive problem. Not only the problem size explosion but also division of the
problem into two stages will be very difficult due to interconnections of the variables
present inside the problem.

To overcome the drawbacks of TSSP, chance constrained programming (CCP)
is introduced by Charnes and Cooper [5] which is advantageous with respect to
problem size explosion and execution time. CCP assumes that the constraint may
not be satisfied for all the possible instances of uncertain parameters and it is decided
by the confidence level of the decision-maker. Probability of constraint satisfaction
is used to represent the partial satisfaction of the constraints. CCP converts the OUU
problem toDEF using the probability of constraint satisfaction. Asmentioned earlier,
the DEF obtained by CCP is advantageous with respect to problem size with increase
in the number of uncertain parameters.

Expected value model (EVM) is another technique used to convert OUU prob-
lem to DEF by expected values of objective functions and the constraints. Expected
value model uses only expected values of objective function and the constraints but
it neglects the performance variability of objective function or constraint inside the
uncertain parameter space. Performance variability is one of the important factors
which decides the deviation of function value from the deterministic value. Perfor-
mance variability can be decided by standard deviation (SD) of objective function
and the constraints. Therefore, the robust optimization (RO) optimizes the expected
objective functions along with the minimization of performance variability. In this
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way, robust solutions are determined by robust optimization which will be hav-
ing minimum performance variability inside the uncertain parameter space. Several
researchers have applied the abovementioned uncertainty handling techniques (TSSP,
CCP, EVM, and RO) to several industrial problems like supply chain planning, pro-
duction scheduling, and bio-energy production [4, 6–8]. Nevertheless, for all these
techniques, the quantification of probability distribution function for a given set of
data is not less challenging and, if the quantification is possible, it can consume huge
amount of time as well as data which is unrealistic in many cases. Moreover, it is
often preferred that the probability distribution should be confined within certain set
of well-behaved and known probability distributions for ease in treating the problem
mathematically.

On the contrary, there are other methodologies, such as fuzzy, rough, vague, and
interval fuzzy set [9–12] based methods that are free from above shortcomings and
have been proposed and applied to solve many real-world problems considering
uncertainties. To describe the behavior of complex or imprecise systems, fuzzy set
(FS) theory, introduced by Zadeh [9] has been proved to be a perfect mathemati-
cal implement. The fuzzy number (FN) was defined by Zimmermann [13] and it
is a special kind of fuzzy set used to describe the uncertain value. Fuzzy set based
approaches use membership degree or function (MF), whose value lies between 0
and 1, which represents the degree of uncertainty in a parameter. The value of “1”
represents the complete MF, whereas the value of 0 represents the complete non-
membership function (NMF). The values in between 0 and 1 are used to represent
the intermediate degree of memberships. In between the two bounds of 0 and 1, the
MF can vary linearly or nonlinearly. This leads to various fuzzification approaches,
e.g., linear, Gaussian, trapezoidal, triangular, etc. MFs along with different fuzzy
measures can finally define a DEF to the original OUU problem. Dubios and Prade
[14] introduced the concept of possibility space and fuzzy variable and defined how
to map the possibility space to a real number enabling one to define DEF efficiently
using possibility measure. Based on FS theory, several uncertainties handling tech-
niques are developed, e.g., fuzzy chance constrained programming (FCCP), fuzzy
expected value model (FEVM), and fuzzy robust optimization (FRO) to name a few
[15–18]. CCP uses probability of constraint satisfaction, whereas probability of con-
straint satisfaction is replaced with possibility of constraint satisfaction in FCCP.
Along with FCCP, FEVM is another technique which is utilized to convert the OUU
problem into DEF and it replaces the uncertain objective functions and constraints
by expected values of objective function and constraints, and expected values can be
calculated using the possibility measures. Virivinti andMitra [15] have applied fuzzy
expected value model technique to a highly nonlinear model of industrial grinding
process (IGP). However, only the expected values of the uncertain parameters might
not be sufficient to handle the uncertain optimization problem. Hence, the concept of
fuzzy robust optimization, another way to handle uncertain optimization problems
which consider the variance arising due to uncertainty in parameters in addition
to their expected values, has been introduced. The importance of standard devia-
tion is such that it minimizes performance variability due to existence of uncertain
parameters. Fuzzy based approaches like FCCP and FEVM have been applied by
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several researchers in real-life applications [15–18] and the solutions obtained by
these approaches address the different aspects of uncertainties. However, as men-
tioned earlier, the solutions obtained with the abovementioned techniques may not
be robust solutions. Therefore, several researchers have used FRO technique to obtain
the robust optimal solutions. FRO is gaining prominent importance as it gives the
robust solutions in the presence of uncertainty. Applications of FRO are very few in
the literature [19–22].

As a generalization of FS, Atanassonav [23] proposed intuitionistic fuzzy set
(IFS), which considers both MF and NMF to represent the level of uncertainty. In
FS theory, NMF complements the MF as a fuzzy number can be either a member or
a nonmember. However, it may not always be the case because there may be degree
of hesitation, which should be considered in addition to MF and NMF. Considering
the three parameters, IFS came into realization where the sum of MF and NMF
might be less than or equal to unity. This can be explained by taking an example
of voting process. MF is used to represent acceptance which is the percentage of
electorates who have opted or voted for the corresponding government. In FS theory,
NMF can be calculated as the part of electorates who have not opted or voted for the
government. However, in IFS theory, NMF is used to represent the rejection part,
electorates who have not voted or opted for the government. Next, the percentage
of electorates who have not participated in electorate process is represented by non-
determinacy which is called as hesitation. Non-determinacy or hesitation degree can
be defined as complement of the sum of MF and NMF and this does not exist in the
FS theory. Hence, IFS is one of the mathematical implements which represents the
imprecise information using bothMF and NMF that FS alone is not able to represent.
IFS-based optimization of engineering processes has been gaining popularity in the
recent past [24]. Applications of intuitionistic fuzzy concept in different fields are
very few in the literature. Therefore, in this work, intuitionistic fuzzy concept has
been applied to FRO of a real-life case study: an industrial grinding process (IGP)
that faces extreme uncertainty in terms of model as well as operational parameters.

The role of RO as compared to the EVM and the generic nature of IFS have been
discussed earlier. The deterministic IGP has two conflicting objectives (simultaneous
maximization of throughput (Th) and midsize fraction (Ms), four control variables
(CV’s), and three manipulated variables (MV’s) that are part of a grinding model
consisting of 36 differential algebraic equations representing several states of the
process. However, each of these objective functions and constraints are functions of
several parameters which are uncertain in nature. These parameters are divided into
two categories: (1) Model-related uncertain parameters (e.g., grindability indices
(GI), grindability exponents (GE), and sharpness indices (SI)) which are obtained
by regression analysis of steady-state experimental data, and thereby subjected to
uncertainty involved in the regression or experimental procedures; (2) Operational
parameters such as five feed size classes (feed size distribution) are assumed as
uncertain parameters, as the IGP can handle varied range of feed sources. The OUU
problem has, therefore, been converted into aDEF using intuitionistic FRO technique
by assuminguncertain parameters as IFNs.As theOUUproblemcontains nonlinearly
related uncertain parameters, the extension of the DEF was not straightforward and
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the simulation-based intuitionistic fuzzy approach has been adopted to propagate the
effect of uncertainty in the objective functions and the constraints. The DEF contains
four objective functions which are expected values of the objective functions and SD
values of objective functions which will minimize the performance variability, apart
from the constraints that have also similar modified components. A well-developed
evolutionary algorithm, non-dominated sorting genetic algorithm-II (NSGA-II) [25],
has been used to observe the effect of uncertainty on the final Pareto solutions. A
novel way of performing sensitivity analysis of the uncertain parameters has also
been proposed. Finally, comparative analysis of IFRO with FRO and the benchmark
robust worst-case formulation has been carried out [2].

This chapter is organized as follows: Sect. 2 contains some introductory concepts
of intuitionistic fuzzy sets and robust optimization. In Sect. 3, optimization under
uncertainty formulation and deterministic equivalent formulation (DEF) of the IGP
have been presented. Section 4 discusses the results of application of IFRO on IGP.
Conclusions are presented in Sect. 5.

2 Preliminaries

Robust Optimization:
To explain robust optimization, we start with simple linear programming (LP) exam-
ple which is used in several applications. The structure of the linear problem is as
follows:

min
x

{
CTx : Px ≤ q

}
(1)

where C, P, q are the matrices containing numerical values which may not be certain
in all the cases. Hence, uncertain linear programming problem can be defined as

min
x

{
CTx : Px ≤ q

}
: (C,P, q) ∈ U (2)

It represents the uncertain LP problem as the collection of LP problems with
the (C, P, q) values varying in the uncertainty set U. A solution which satisfies the
constraint Px ≤ q, whatever may be the realization of uncertainty in U, is called
as robust feasible solution. At robust feasible solution, the objective function value
can be interpreted (uncertain) by worst-case oriented approach, which is used to
quantify the quality of robust feasible solution. The best robust feasible solution is
obtained by the following formulation:

min
x

{

sup
(C,P,q)∈U

CTx : Px ≤ q

}

: (C,P, q) ∈ U (3)
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The above is called as robust counterpart for Eq. (1). The robust optimal solutions
can be determined by the robust counterpart given above.Next, to explain the tackling
of uncertainty in nonlinear optimization problems, consider a nonlinear optimization
problem which has n objective functions and m constraints

Minimize f (x, ã) � (f1(x, a1), f2(x, a2) . . . fn(x, an))
T

s.t. gj(x, b) ≤ 0, j � 1, . . . ,m

xLi ≤ xi ≤ xUi , i � 1, . . . , k (4)

where a and b are uncertain parameter vectors. RO is one of the uncertainties handling
techniques which assumes that the uncertainty information of a and b are available
with the decision-maker or can be assumed based on the experience. Robust counter-
part of optimization under uncertainty problem is used to calculate the robust optimal
solution of the problem. ϕi � maxfi(x, a) ∀a ∈ U i � 1, . . . , n

ϕj � maxgj(x, b) ∀b ∈ U j � 1, . . . ,m (5)

For each of the objective function and the constraints, worst case is calculated by
the expressions given above. The robust counterpart of the optimization problem is
given by

minφi i � 1, . . . n

s.t.φj ≤ 0 j � 1, . . . ,m
(6)

The solutions obtained by the abovementioned robust counterpart are called as
robust optimal solutions and optimal value is called as robust optimal value.

Fuzzy Set: A fuzzy set F inD is represented by amembership degree (MF)μF (x).
Each point in D corresponds to a real number in the membership degree interval
[0, 1].

F � {x, μF (x)|x ∈ D} (7)

The values of μF(x) at x represent the grade of membership of x in F. Thus, the
nearer the value of μF(x) to unity, the higher the association of x in F.

Intuitionistic fuzzy set: An intuitionistic fuzzy set IF in D is represented as given
below:

IF � {x, μIF (x), νIF (x)|x ∈ D} (8)

where the functions μIF : D → [0, 1] and νIF : D → [0, 1] are the membership and
nonmembership degrees, which satisfy the constraint 0 ≤ μIF (x) + νIF (x) ≤ 1. The
non-determinacy can be defined as complement of sum of MF and NMF values.

πIF (x) � 1 − μIF (x) − νIF (x) (9)
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For ordinary fuzzy sets πIF (x) � 0 for each x ε D. These sets have the form
{x, μIF (x), 1 − μIF (x)|x ∈ D}.

With this background, Yager [26] initially defined the IFN as (μIF , νIF ) and later
it is modified as triplet by introducing non-determinacy term (μIF , νIF , πIF ) where
μIF + νIF + πIF � 1.

2.1 Intuitionistic Fuzzy Optimization (IFO)

Let us consider an OUU problem which contains some uncertain information (a and
b) in objective functions or constraints.

Minimize f (x, ã) � (f1(x, a1), f2(x, a2) . . . fn(x, an))
T

Subjected to gj(x, b) ≤ 0, j � 1, . . . ,m

xLi ≤ xi ≤ xUi , i � 1, . . . , p (10)

The OUU problem can be solved by calculating the membership and nonmem-
bership degrees using Bellmann and Zadeh [27] extension principle which is given
below:

μl(x) � min(μfk (x), μgj (x))

νl(x) � max(νfk (x), νgj (x)) (11)

The OUU problem can be converted into DEF by IFO theory which uses IFN to
represent the degree of uncertainty. The IFO formulationmaximizes themembership
degree which is acceptance degree and minimizes the nonmembership degree which
is rejection degree of the objective functions and the constraints [28].

maxα,minβ

α ≤ μl(x)

β ≥ νl(x)

α ≥ β

α + β ≤ 1

,where l � 1, 2, . . . ,m + n. (12)

where minimum acceptance level of objectives and the constraints is represented by
α, and β represents the maximum degree of rejection of objective function and the
constraints. The above equivalent deterministic optimization problem can also be
written as
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maxα − β

α ≤ μl(x)

β ≥ νl(x)

α ≥ β

α + β ≤ 1 (13)

Yager [26] found out some flaws in the above optimization formulation. Let us
consider two cases whose membership degree values are 0.4, 0 and nonmembership
degree values are 0.8 and 0. The α-β values for these two cases are −0.4, 0, respec-
tively. The IFO formulation given above selects the value which is having maximum
α-β values which are nothing but 0. But the MF value of that case is zero which is
not the right decision to consider. Hence, Yager [26] made some modifications in
the above optimization formulation by considering non-determinacy value which is
neglected in the above formulation. Hence, the new membership degree value can
be calculated by

μnew,k (x) � μk (x) + λπk (x) (14)

The value of λ can be selected based on how much non-determinacy can be
resolved which will be in between 0 and 1. λ = 0 uses only membership degree to
carry out the analysis and it does not resolve the non-determinacy term. The results
obtained with λ = 0, match with the results obtained with FRO which does not
consider the non-determinacy term. Hence, it is clear that IFRO is more generic and
FRO is a special case of IFRO.λ=1 considers complement of nonmembership degree
as a new membership degree to carry out the analysis. In our further discussion, λ =
0.5 will be used which is in favor of both membership and nonmembership degree
values and it resolves half of the non-determinacy value. However, the effect of λ on
the optimization results can be observed by changing the values of λ.

2.2 Intuitionistic Fuzzy Robust Optimization

Let us consider an OUU problem which has n objective functions and m constraints
as given in Eq. (10). Here, a and b are the uncertain variables involved in the objective
functions and constraints, respectively.

The OUU problem can be converted into DEF using RO technique which uses
expected values and standard deviation values of objective function and constraints.
The converted DEF is given below:
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MaximizeExp{f (X, ã)} � (Exp{f1(X, a1)},Exp{f2(X, a2)} . . .Exp{fn(X, an)})T
Minimize SD{f (X, ã)} � (SD{f1(X, a1)}, SD{f2(X, a2)} . . . SD{fm(X, am)})T

s.t.Exp{gj(X, b)} + κSD{gj(X, b)} ≤ 0, j � 1, . . . ,m

xLi ≤ xi ≤ xUi , i � 1, . . . , p

(15)

The expected values of objective function and constraints can be calculated using
expected value operator which will use possibility value to calculate the expected
value [29].

Exppos(f (X, a)) �
+∞∫

0

pos
{
f (X, a) ≥ r′} −

0∫

−∞
pos

{
f (X, a) ≤ r′} (16)

The possibility value can be calculated using the formula given here

pos
{
f (X,a) ≥ r′} � max

1≤L≤N

{
μL|

{
f (X, aL) ≥ r′}} (17)

The standard deviation value can be calculated using expected value calculated
above. The standard deviation can be calculated as

SD{f (X, a)} � √
Exp[(f (X, a) − e)2] (18)

where e � Exp{f (X,a)}.
As uncertain parameters are related in nonlinear fashion, expectation and stan-

dard deviation values can be calculated using fuzzy simulation approaches. Fuzzy
simulation approach to calculate the expected value of any function is given below:

Fuzzy Simulation Algorithm for calculation of Expected Value:

E � Exp{f (X,a)} orExp{g(X,b)}

Step 1: Let us assume e = 0;
Step 2: Generate N′′ random numbers (ζ) and μL and νL(L = 1, 2, …, N) from ε-set

of a or b, where ε is a sufficiently small number where μ and ν are the MF
and NMF values;

Step 3: Respective non-determinacy πL and modified membership function μnew

are calculated;
Step 4: Set the two numbers fmin � min(f (X, a1), f (X, a2), . . . , f (X, aN ′′ )) and

fmax � max(f (X, a1), f (X, a2), . . . , f (X, aN ′′ ));
Step 5: Randomly generate N ′ values of r′ between fmin and fmax;
Step 6: If r′ ≥ 0, then e � e + pos(f (X,ζ ) ≥ r′));

if r < 0, then e � e − pos(f (X,ζ ) ≤ r′));
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Step 7: Repeat the above two steps for N ′ times;
Step 8: Exp � max(fmin, 0) + min(fmax, 0) + e · (fmax − fmin)

/
N

′
.

In this manner, expected values and SD values are calculated and can be used in
the intuitionistic fuzzy robust optimization formulation. The IFRO formulation can
be solved for three different scenarios, namely, optimistic, pessimistic, and mixed
scenarios, reflecting three different moods of a decision-maker under different uncer-
tain situations.Membership degree calculation is the same for these three approaches,
whereas the calculation differs while defining the nonmembership degrees.

Consider the uncertainty on the lower and upper side of deterministic value a or
b. p > 0 is the tolerance of membership degree, which means that the value of a or
b can be relaxed by an amount p on either side. Then, the MF for upper and lower
side uncertainties can be defined as

μ(x) �

⎧
⎪⎪⎨

⎪⎪⎩

1,

1 + (x−a)
p ,

0,

x � a
a − r < x < a
x ≤ a − p

; μ(x) �

⎧
⎪⎪⎨

⎪⎪⎩

0,

1 + (a−x)
p ,

1,

x ≥ a + p
a < x < a + p

x � a
(19)

Similarly, determine the values ofNMF in such away that it satisfies the constraint
that the sum of both MF and NMF is less than or equal to one. The definition of
nonmembership degree and the construction of MF, NMF, and modified MF for
these three approaches is presented now [30].

Optimistic approach: Let us consider r > 0 is the tolerance for NMF means the
value of p is relaxed by certain amount r. The values between a + p and a + p +
r for upper side uncertainty, and a − p and a − p − r for lower side uncertainty
are not considered as feasible because the value of membership degree is zero and
at the same time they are not considered as infeasible because the value of NMF is
not one. The expressions for NMF of upper and lower side uncertainties are as given
in Virivinti and Mitra (2015). The new membership degree can be calculated using
Eq. (14) which does not neglect the non-determinacy term. The MF, NMF, and new
MF for optimistic approach is shown in Fig. 1.

Pessimistic approach: Let us consider s > 0 is the tolerance for NMF for pes-
simistic approach. The value of a is relaxed by an amount p to construct membership
degree. Similarly, for the construction of nonmembership degree, the value of r is
restricted by an amount s. The solutions between a + p and a + p − s for upper
side uncertainty, and a − p and a − p + s for lower side uncertainty are not fea-
sible (membership degree value is not one) and not considered as infeasible also
(nonmembership degree is also not one). The expressions to calculate the NMF for
the lower and upper side parameters is shown in Virivinti and Mitra (2015). The
membership and nonmembership degrees for the pessimistic approach are given in
Fig. 2.

Mixed approach: Let us consider u > 0, w > 0 are tolerances for nonmember-
ship degree for mixed approach. The value of a is relaxed by an amount p for the
construction of membership degree and the value of p is relaxed by an amount u and
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Fig. 1 Optimistic approach: membership degree (μ), non-membership degree (ν), and new mem-
bership degree (μnew)

Fig. 2 Pessimistic approach: membership degree (μ), non-membership degree (ν), and new mem-
bership degree (μnew)

restricted by an amount w. The solutions between [a + p, a + p + u] (Upper side
uncertainty) and [a − p − u, a − p] (lower side uncertainty) are not feasible (mem-
bership degree is equal to zero) and the solutions between [a + p + u − w, a + p]
(upper side uncertainty) and [a − p, a − p − u + w] (lower side uncertainty) are not
infeasible (nonmembership degree is not one). Hence, both the areas are considered
to carry out the analysis. The membership and nonmembership degrees for mixed
approach are shown in Fig. 3.

In this way, IFRO concept has been applied to an IGP using these three approaches
while considering the uncertainty in two sets of uncertain parameters for lower and
upper side uncertainties.
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Fig. 3 Mixed approach: membership degree (μ), nonmembership degree (ν), and newmembership
degree (μnew)

Fig. 4 An industrial grinding process flow diagram

3 Case Study: Industrial Grinding Process

3.1 Process Description

The IGP has been considered here which has the following four units: rod mill (RM),
ball mill (BM), numbers of sumps (PS, SS), and hydrocyclones (PC, SC). The fresh
feed along with water is fed to the rod mill initially. The slurry generated from rod
mill is sent to the series of sumps along with water, and thereby the mixture is fed to
a series of cyclones. The detailed description about the IGP can be found in Mitra
(2009). The schematic diagram of industrial grinding process is shown in Fig. 4.
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The unit operations used in the IGP are modeled using population balance meth-
ods and empirical correlations. Material and energy balances are modeled by the
population method and the breakage functions and sharpness indices are calculated
by empirical correlations The model equations for the grinding circuit goes like this.
Six differential equations for the rod mill which contains the overall mass balance
equation and equations for five individual size classes. Similarly, six equations will
be there for ball mill, primary sump, and secondary sump. In total, it will lead to 24
such differential equations. Next, in hydrocyclones, efficiency factors for five differ-
ent size classes are calculated by five corrected efficiency equations and will lead to
ten algebraic equations. For primary sump and secondary sump pump factor states,
two more algebraic equations have been added. The grinding circuit will lead to a
set of 36 differential algebraic equations.

The complete set of model equations will lead to a set of differential algebraic
equations and they can be solved using public domain software called differential
algebraic system solver (DASSL) [31]. The details about the grinding process and
the set of model equations can be found in [32] and not attached here for the sake of
brevity.

3.2 Deterministic Optimization Formulation

As mentioned earlier, the IGP under consideration has two objective functions and
four CVs and three MVs. The objectives of industrial grinding process are maxi-
mization of throughput (Th) and midsize fraction (MS). These two objectives are
conflicting in nature and do not contain a unique solution. All the control variables
(percent passing of coarse (CS) and fine (FS) size classes), percent solids (PS), and
recirculation load (RCL) are selected based on the upper bound constraint. The pro-
cess contains three MVs which are flow rates of water to both the sumps and the
fresh ore to the rod mill. With this background, the DEF of IGP is as follows:

Objective functions

Max
SR,Wps,Wps

TP(�,)

Max
SR,WPS ,WSS

MS(�,)

Subjected to

CS(�,) ≤ CSU

FS(�,) ≤ FSU
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PS(�,) ≤ PSU

RCL(�,) ≤ RCLU

Bounds on decision variables

SL
R ≤ SR ≤ SU

R

WL
PS ≤ WPS ≤ WU

PS

WL
SS ≤ WSS ≤ WU

SS (20)

The optimization formulation given above contains some parameters inside the
brackets which represent that the objective function and the constraints are func-
tions of the parameters (�,) which are uncertain in nature. Here, � is a vector
containing six uncertain parameters (φ1, φ2, φ3, φ4, φ5, φ6) related to model uncer-
tainty. These are grindability index of rod mill and ball mill (RMGI and BMGI), the
grindability exponents for the rod mill and the ball mill (RMExpo, BMExpo), and
the sharpness indices for the primary and secondary cyclones (PCSI, SCSI), respec-
tively. These parameters are assumed as deterministic or fixed in deterministic case.
However, these parameters may undergo experimental and regression errors as these
are obtained from regression analysis of experimental results. Hence, considering
them as certain would not be the correct approach. In the similar manner,  is a
vector which contains four uncertain parameters (ψ1, ψ2, ψ3, ψ4) which are four
size fractions fed to the rod mill and these are called as operational-related uncer-
tain parameters. The finest size fraction out of five size fractions can be calculated
by the complement of the sum of four size fractions. As the parameters are uncertain
in nature, these parameters are considered as IFNs which consider both MF and
NMF to carry out the uncertainty analysis. The OUU problem can be converted into
DEF by IFRO which uses expected values and SD values of objective function and
constraints. The results obtained by IFRO approach are compared with the results
obtained by robust optimization developed by Ben-Tal and Nemirovskii [2]. Before
going to the discussions of intuitionistic fuzzy robust optimization, let us formulate
the robust counterpart for industrial grinding optimization problem.
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3.3 Robust Counterpart for Industrial Grinding Optimization
Problem

As mentioned in the previous section, model and operational parameters are consid-
ered as uncertain. These uncertain parameters are assumed to vary 20% on the lower
side which defines the uncertainty space for the parameters. By this assumption,
robust counterpart for the industrial grinding problem can be written as

Objective functions

Max
S,W1,W2,U

{Min(TP(�,))} , (�,) ∈ U

Max
S,W1,W2

{Min(MS(�,))} , (�,) ∈ U

Subjected to

Min
(
CS(�,) − CSU

) ≤ 0, (�,) ∈ U

Min
(
FS(�,) − FSU

) ≤ 0, (�,) ∈ U

Min
(
PS(�,) − PSU

) ≤ 0, (�,) ∈ U

Min
(
RCL(�,) − RCLU

) ≤ 0, (�,) ∈ U

Decision variables bounds

SL
R ≤ SR ≤ SU

R

WL
ps ≤ Wps ≤ WU

ps

WL
ss ≤ Wss ≤ WU

ss (21)

The solution to the above worst-case robust counterpart can be compared with
solutions obtained with intuitionistic fuzzy robust optimization which is explained
in the next section.

3.4 Intuitionistic Fuzzy Robust Optimization

As mentioned earlier, these ten uncertain parameters are assumed as IFNs and OUU
problem can be converted into DEF which contains four objective functions maxi-
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mization of expected values of the objective functions (Th andMs) andminimization
of SD values of objective functions. The resultant DEF is shown below:

MaxE(TP(�,))

Min SD(TP(�,))

MaxE(MS(�,))

Min SD(MS(�,))

subjected to

E(PS(�,)) + κ[SD(PS(�,))] ≤ PSU

E(CS(�,)) + κ[SD(CS(�,))] ≤ CSU

E(FS(�,)) + κ[SD(FS(�,))] ≤ FSU

E(RCL(�,)) + κ[SD(RCL(�,))] ≤ RCLU

Decision variable bounds

SL
R ≤ SR ≤ SU

R

WL
PS ≤ WPS ≤ WU

PS

WL
SS ≤ WSS ≤ WU

SS (22)

The value of κ represents the relative weightage of expected value and SD com-
ponents in the constraints. The value of one is used for κ to convert the OUU problem
to DEF. The uncertain parameters in the model are related in nonlinear fashion and
uncertainty handling technique for such problems with intuitionistic fuzzy logic is
very rare in the literature. Fuzzy simulation based approaches are used to solve the
above DEF and it is mentioned in Sect. 2.2 and NSGA-II is used to determine the
Pareto optimal solutions.
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4 Results and Discussions

As mentioned earlier, the case study of the IGP has two objective functions, four
CVs, three MVs, and ten uncertain parameters. The aim is to identify the effects
of these ten uncertain parameters on the IGP multi-objective optimization prob-
lem. As the uncertain parameters belong to two different categories, operational
and model, the uncertainty analysis has been started first by considering the uncer-
tainty inmodel-related uncertain parameters which are followed by the uncertainty in
operational-related uncertain parameters. Next, uncertainty analysis has been carried
out by considering the uncertainty in both model- and operational-related uncertain
parameters.

Next, by considering the uncertainty in ten parameters, Pareto optimal solutions
have been determined in three different approaches, namely, optimistic, pessimistic,
and mixed. The construction of the MF is the same for these three approaches,
whereas the construction of the NMF is different and it is shown in Sect. 2.2. The
MF for these three approaches can be constructed by relaxing the uncertain parameter
by 20% of the certain value. The linear MF has been assumed and decision-maker
can select any other type of membership degree. These relaxation limits can be
obtained by analyzing the collected data of the data acquisition system present in
a plant, or by consulting several experienced operators/managers who have been
running or observing the plant for long time. In this work, second approach is used
to determine the fuzzy limits. The NMF for the optimistic approach can be fixed by
relaxing the uncertain parameter 5% further, which means NMF can be constructed
between the deterministic value and 25% deviated value either upper or lower side of
the deterministic value. Similarly, in pessimistic approach, NMF can be constructed
between 20 and 15% deviated values from the deterministic value either on the upper
or the lower side. In the mixed approach, the NMF can be constructed between 30
and 10% deviated values from the deterministic value. In this way, membership
and nonmembership degrees can be obtained and final membership degree can be
obtained using Eq. 14.

To observe the effect of first set of parameterswhich aremodel-related parameters,
uncertainty in six model parameters (φ1, φ2, φ3, φ4, φ5, φ6) are considered first. The
remaining operational parameters are considered as certain and their values are fixed
at deterministic values. The MF can be constructed by assuming lower and upper
side uncertainties in six parameters. The NMF can be calculated using pessimistic
approach in which uncertainty parameter is restricted. The finalMF can be calculated
using Eq. 14. Pareto optimal (PO) solutions for four objective optimization problems
are obtained by considering the uncertainty either on the lower (Type a) or the upper
(Type b) side of the deterministic value of the uncertain parameter in pessimistic
approach. By observing Fig. 5a, it can be inferred that Type b uncertain parameters
are giving better results based on the expected values of objective functions but SD
values of Th are high, whereas SD values of Ms are less. However, from Fig. 5a, it is
not that much clear to observe the Pareto front movement. Figure 5b represents PO
solutions with respect to expected values of objective functions. By considering the
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uncertainty on lower side (Type a) of uncertain parameters, movement of PO front
is in left downward direction, which means that for a fixed value of Th, there is a
decrease inMsvalues (since both the objectives aremaximizedhere). Similar analysis
has been carried out with the uncertainty on upper side of uncertain parameter and it
has been observed that there is a right upward movement in the Pareto front. Hence,
based on expected values, it can be concluded that upper side uncertain values will
result in the better PO solutions compared to deterministic and lower side uncertain
values. However, Fig. 5c shows that SD values of Th are high for upper side (Type b)
uncertain parameters. Since these SD values are of very small order of magnitude,
they can be neglected. At the same time, the SD values for MS are high for lower
side (Type a) uncertain values (Fig. 5d). Hence, it can be concluded that upper side
uncertain parameter values (Type b) provide better solutions,which has high expected
value and low SD values of objective function.

Next, the uncertainty is considered in operational parameters and all the model
parameters are at their deterministic values and assumed as fixed. Similarly, effect
of uncertain parameters has been determined for pessimistic approach by consider-
ing the uncertainty of Type a and Type b of the uncertain parameters one by one.
With Type a uncertain parameters, Pareto front is moving in right upward direction
(Fig. 6b). The newly evolved Pareto front is observed to be shorter in length due to the
control variable constraint violation of coarse size feed fraction. On the other hand,
with Type b uncertain parameters, a left and downward movement in the PO front
has been observed (Fig. 6b) with no change in the span of the Pareto front. Trends
in Fig. 6c show that the Pareto solutions obtained with Type a uncertain parameters
are associated with higher SD values of throughput. Since the magnitude of the SD
values of throughput is comparatively far less in order of magnitude, they can be
neglected. Similarly, the lower side uncertainty Pareto solutions are associated with
varied values of SD of midsize fraction, which is of the similar order of magnitude
with the upper side uncertainty (Fig. 6d). Hence, it can be concluded from Fig. 6 that
the uncertain values of the lower side give us relatively better Pareto solutions.

To see the behavior of optimization results in presence of all parameters, uncer-
tainties in both the sets of parameters (model related and operational related) are
considered together. Considering the uncertainties in all ten parameters simultane-
ously, PO solutions obtain Type a and Type b uncertain values. PO solutions between
expected values of Th and Ms are shown for Type a and Type b uncertain parameters
(Fig. 7b). Better PO front is obtainedwith values of uncertain parameters on the lower
side, whereas uncertain parameter values on the upper side give us the deterioration
in the Pareto front. Effect of SD values of the throughput can be ignored since the
standard deviation values are very low. Looking at the SD values of the midsize frac-
tion, both the upper and the lower side uncertain values provide equivalent nature of
solutions (Fig. 7d). Hence, it can be concluded that Type a uncertain parameters are
giving better Pareto solutionswhich are completely opposite to that of the uncertainty
in model parameters alone and matches with the uncertainty in operational parame-
ters. Hence, operational parameters are the dominating set of uncertain parameters
where slight change in value can lead to the change in the PO solutions.
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Fig. 5 Pareto optimal solutions with uncertainty in model parameters

Next, the effects of three different approaches such as optimistic, pessimistic, and
mixed on the optimization results are studied considering the presence of ten uncer-
tain parameters. From Fig. 8a, it can be observed that PO solutions by optimistic
approach are conservative in nature, whereas PO solutions obtained by pessimistic
approach are aggressive in nature. These three approaches are same in the definition
of MF and the definition of NMF is different. In the first approach, the parameter
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Fig. 6 Pareto optimal solutions with uncertainty in operational parameters

is relaxed further to construct the nonmembership degree which can bring more
opportunity into the system. Thereby, we call this approach as optimistic approach
though it gives conservative results which can be observed from Fig. 8a. Similarly,
in the second approach, the uncertainty in the parameter is restricted to define non-
membership degree. Hence, this approach is called as pessimistic approach and it
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Fig. 7 Pareto optimal solutions by considering the uncertainty in model- and operational-related
parameters

gives aggressive results (Fig. 8a). The third one, where the nonmembership degree
is constructed between relaxed and restricted values of uncertainty in parameter, is
called as the mixed approach and the optimization results by this approach are in
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Fig. 8 Pareto optimal solutions for three different approaches

between conservative and aggressive nature results. From Figs. 8b and 8c, standard
deviation values are low for pessimistic approach. Hence, it can be concluded that
the PO solutions obtained by pessimistic approach give us the best optimal solutions
as the objectives of the converted EDOP are maximization of expected value and
minimization of SD values.

However, based on the analysis carried out in Figs. 5, 6, 7, and 8, identification
of the most sensitive parameter that is responsible for the maximum PO movement
is very difficult. To find this, the uncertainty analysis is considered first for one
parameter at a time (say, grindability index of rod mill) and deterministic values
have been taken for the remaining nine uncertain parameters. In this way, the PO
solutions are obtained for different parameterswhich are uncertain in nature, as shown
in Fig. 9. It is observed that the Pareto front shift is maximum for the uncertainty
in coarse size feed fraction. Based on this observation, it can be concluded that
the coarse size feed fraction is the most sensitive parameter. From Fig. 9b, c, SD
values for Ms are found high when the uncertainty in coarse size feed fraction and
the GIBM are considered. Finally, it can be concluded that the coarse size feed
fraction is the most sensitive parameter followed by the GIBM. This is a novel way
of performing sensitivity analysis of uncertain parameters which comes as a by-
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Fig. 9 Sensitivity analysis

product of this study and could be a formal way of performing the same instead of
an ad hoc practice, where each of these parameters are varied randomly to see their
effect on the final result. It is important to note here that it is not straightforward to
find out the parameter sensitivity, otherwise, due to the nonlinear relationship among
the uncertain parameters.

In Figs. 5, 6, 7, 8, and 9, the new MF can be determined using MF and NMF. The
value, λ = 0.5 is used in the calculation of newmembership degree which can resolve
half of non-determinacy. To observe the effect of λ on the Pareto front, Pareto fronts
are obtained for three different values of λ (i.e., λ = 0, 0.5, and 1) (Fig. 10). The value
λ = 0 uses only MF to calculate new MF and it does not resolve non-determinacy.
The PO solutions obtained with λ = 0 are conservative in nature because of the left
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Fig. 10 Pareto optimal solutions with change in λ values

downward movement in the Pareto front. Similarly, PO solutions are obtained with
λ = 1, which uses complement of NMF in place of new MF. PO front movement
has been observed in the right upward direction and thus aggressive-natured Pareto
front is obtained. The PO solutions obtained with λ = 0.5, which resolves half of
non-determinacy, are in between conservative and aggressive-natured PO solutions.

Next, to compare the Pareto optimal solutions of FRO and IFRO, PO solutions
for pessimistic approach are found out for uncertainty in second set of parameters
(operational) alone. The Pareto front obtained with IFRO is restricted and shows
better PO solutions because right upward movement in the PO solutions has been
observed when compared with the Pareto front obtained with fuzzy robust optimiza-
tion. Intuitionistic fuzzy robust optimization considersmembership and nonmember-
ship functions and resolves half of non-determinacy.As shown in Fig. 11, Pareto front
obtained with intuitionistic fuzzy robust optimization got restricted when compared
with the Pareto front obtained with fuzzy robust optimization which considers only
membership degree to carry out the analysis. The PO solutions obtained with λ = 0 in
intuitionistic fuzzy robust optimization programming matches with the PO solutions
obtained with fuzzy robust optimization which uses only membership degree. In this
sense, the intuitionistic fuzzy robust optimization is more generic concept which
can show both the phenomena: (a) the effect of consideration of non-determinacy
in the system and (b) how the concept of intuitionistic fuzzy robust optimization
degenerates into the fuzzy robust optimization under special cases.
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Fig. 11 Comparative studywith fuzzy robust optimization and intuitionistic fuzzy robust optimiza-
tion

Next, the PO solutions obtained by IFRO are compared with the well-developed
robust optimization technique [2]. In both formulations, all ten uncertain parameters
are relaxed 20% on lower side of their nominal values. The robust PO solutions
between normalized Th and normalized Ms are obtained by the algorithm given in
Sect. 3.3. The solutions obtained by ROmethodology (Eq. 22) are conservative when
compared to the PO solutions obtained by IFRO methodology (Fig. 12). As the two
objective functions are of maximization type, PO solutions obtained by IFROmixed



Intuitionistic Fuzzy Approach Toward Evolutionary Robust … 295

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.5 0.6 0.7 0.8 0.9 1 1.1

N
or

m
al

iz
ed

Ex
pe

ct
ed

M
id

-s
iz

e
fr

ac
tio

n

Normalized Expected Throughput

Worst-Case formulation
Mixed approach

Fig. 12 Comparison of IFRO with worst-case formulation of robust optimization

approach give better results compared to the worst-case formulation [2]. This trend
is evident not only for mixed approach but also for both optimistic and pessimistic
approaches. Hence, the IFRO approach provides better results compared to that
obtained by the worst-case formulation approaches.

In Fig. 10, PO solutions for different values ofλ are plotted for optimistic approach
considering all uncertain parameters. The importance of λ is the extent of non-
determinacy that can be resolved while handling uncertainty. Under the special case
of λ = 0 that considers only the MF and does not resolve non-determinacy term,
PO solutions coincide with the solutions obtained by FRO. However, when com-
pared with the PO solutions obtained by the worst-case formulation of Ben-Tal and
Nemirovskii [2], the IFRO PO solutions for λ = 0 are not similar (see Fig. 13).
The point to be noted here is that the robust optimization considers both expected
value and SD terms of objective functions and the constraints, whereas the same
robust optimization formulation degenerates into expected value model when stan-
dard deviation terms for the objective functions and constraints are not considered.
Therefore, when the PO solutions obtained by intuitionistic fuzzy expected value
model with λ = 0 are compared with the same obtained by the worst-case formula-
tion of Ben-Tal and Nemirovskii [2], similar solutions are obtained. Though it might
appear that the worst-case formulation is giving better PO solutions compared to the
IFRO solutions with λ = 0, consideration of minimization of performance variability
is also an equally important concept to consider which is additionally considered
in IFRO. Hence, IFRO is found to be better when compared to intuitionistic fuzzy
expected value model and the worst-case formulation of robust optimization because
it decreases the variability in objective function and the constraints due to the pres-
ence of uncertain parameters in the formulation (Figs. 11 and 12).
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5 Conclusions

In this work, IFRO technique has been adopted to carry out the uncertainty analysis
of an IGP case study which comprises two conflicting objective functions. IFRO
technique is used to convert the OUU problem into a DEF which is further solved
by well-known multi-objective evolutionary algorithm, NSGA-II. The IFRO tech-
nique assumes uncertain parameters as IFNs which consider the membership and
the nonmembership degrees together. IFRO technique has been applied to IGP and
conclusions of the study are as follows:

• This technique shows that it is necessary to consider the parameters as uncertain
when they are exposed to uncertain situations like experimental, regression errors.

• Though, there are different ways to represent the uncertain information, intuition-
istic fuzzy set, generalization of fuzzy set, has been proved as a perfect implement
to represent the uncertain situations when compared with FS.

• The entire set of uncertain parameters are divided into two classes, i.e., model-
related uncertain parameters and operational uncertain parameters, and the uncer-
tainty analysis has been carried out for both these classes of parameters, first con-
sidering them separately and next considering them together. It can be observed
that the effect of operational parameters on Pareto front is more impactful as com-
pared to model-related uncertain parameters.

• The IFRO technique has been applied considering three different uncertainty sce-
narios such as optimistic, pessimistic, and mixed approaches depicting different
moods of a decision-maker. It has been found that the optimistic approach provides
us with the most conservative Pareto front, whereas the pessimistic approach gives
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us the most aggressive Pareto front and the solutions of the mixed approach lie in
between the other two.

• Next, a novel IFRO-based sensitivity analysis study has been proposed where the
uncertain parameters can be identified further based on their sensitivities on the
results. In this study, the coarse size fraction and GIBM are found to be the most
sensitive parameters where the former is followed by the latter in terms of their
measure of impacts on the objective functions.

• It has been observed that the changing λ value, the extent of consideration of non-
determinacy in the system, can also be another way of getting different natures of
Pareto fronts, e.g., conservative, aggressive, etc.

• Comparative study between fuzzy robust optimization and intuitionistic fuzzy
robust optimization reveals that IFRO is a more generic way of formulating robust
optimization studies as it degenerates to FRO formulation as a special case. Further,
IFRO approach provides with better results when compared with worst-case for-
mulation of robust optimization in terms ofminimization of variability of objective
function and the constraints.
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Optimisation in Friction Stir Welding:
Modelling, Monitoring and Design

Qian Zhang and Xiaoxiao Liu

Abstract The friction stir welding process involves a highly complex microstruc-
ture evolution. This makes it very difficult to derive intricate relationships among
operating conditions, in-process variables and characteristics of welds, and utilise
the relationships into modelling, monitoring and optimal design of operating condi-
tions. In this research, a heuristic optimisation paradigm Reduced Space Searching
Algorithm, combined with soft-computing-based modelling and data analysis tech-
niques, is employed to solve the problem. The research investigates an aluminium
alloy AA5083 and includes three facets of research: first, developing a weld quality
indicator that can provide a reliable indication of ‘as-welded’ defects for an online
monitoring system; second, generating accurate and interpretable prediction models
for both internal process attributes and post-weld properties; third, finding optimal
operating conditions to enhance welding productivity, process reliability and cost
efficiency.

Keywords Friction stir welding · Aluminium · Monitoring
Data-driven modelling · Optimal design · Operating conditions
Multi-objective optimisation · Reduced space searching · Fuzzy systems

1 Introduction

As a relatively new solid-state joining method, Friction Stir Welding (FSW) [1] has
been proven a very practical joining technique that produces excellent mechanical
and microstructural properties for post-weld materials. It has found various and
increasing industrial applications in aerospace, railway and shipbuilding industries.
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Fig. 1 The FSW diagram with important variables, predictive models and online monitoring tools

Generally, FSW uses a non-consumable rotating tool in the welding process. The
tool has a pin on the top of a shoulder. During an FSW process, the tool pin needs to
be inserted into the rigidly clamped edges of two adjoining workpieces. Its shoulder
needs to contact the workpieces’ top surface rigidly. The welding tool then rotates
and travels along a desired joint line. The rotation generates heat from friction. With
the rotation of the tool, softened material moves from the front to the trailing edge of
the tool and then the material is forged into the joint [2]. FSW includes intricate and
severe thermo-mechanical and recrystallisation processes, which develop a highly
complex texture of welds.

In FSW, operating conditions, in-process attributes and properties ofweldedmate-
rials are three important groups of attributes, as shown in Fig. 1. The operating condi-
tions, for example, tool rotational speed and tool travel speed, are used to control the
welding process. The in-process variables, for example, tool temperature profile and
forces on tool, are important features that can be observed and serve essential infor-
mation for understanding the status of the undergoing process. The post-weld prop-
erties, for example, microstructural properties and mechanical properties of welds,
represent the quality and information of the final product.

For an optimal design of FSW operating conditions, or monitoring and control the
FSW process, it is very important to investigate the relationships between operating
conditions, in-process variables and post-weld properties. It is also crucial to further
design practical predictive models and optimisation paradigms. Due to the high
complexity of the friction stir process, it is quite difficult to elicit accurate physical
correlations and models. In such a case, some novel intelligent systems, heuristic
optimisation algorithms, and data analytics and modelling strategies may be utilised
into the FSW research.

In the last two decades, multi-objective optimisation techniques using heuris-
tic approaches have started to be utilised in manufacturing and materials processes
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[3–6, 7]. In the field of FSW, Tansel et al. [8] implemented a Genetic Algorithm
(GA) to locate the optimal process conditions from the ANN models. In the work
of Roshan et al. [9], a neuro-fuzzy model was developed to predict the mechani-
cal properties for alloy AA7075. The simulated annealing optimisation technique
was then employed to find the best mechanical properties. In Parida and Pal’s work
[10], a fuzzy-assisted Taguchi method was designed to improve different operating
conditions of FSW, where the multi-objective optimisation case was converted to a
single-objective problem. In the researches [11, 12], a multi-objective optimisation
tool NSGA-II was employed in thermal models to tackle an optimal design prob-
lem with two objectives, i.e. maximising welding speed and minimising the residual
stress of the welded material simultaneously [11], and maximising production effi-
ciency and tool life simultaneously [12]. In the work of Shojaeefard et al. [13], the
researchers employed a Multi-objective Particle Swarm Optimisation to optimise
the operating conditions to achieve desired post-weld properties. All of the above
researches only addressed single-objective [8–10] or two-objective [11–13] design
problems. In the current chapter, more conflicting objectives are considered, which
include welding quality, mechanical properties, economic cost and internal process
variables.

The chapterwill provide examples showing howheuristic optimisation algorithms
help in data analysis,modelling andoptimal design of FSW.Anature-inspired search-
ing and optimisation technique, Reduced Space Searching Algorithm (RSSA) [14,
15] is employed across a set of studies relating to the FSWof the AA5083 aluminium
alloy. First, RSSA helps analyse relationships between in-process variables and weld
quality, and then design reliable indices for online monitoring [16]. Second, the opti-
misation algorithm is used to elicit accurate and robust prediction models for internal
process features and post-weld properties where operating conditions being inputs
[17]. Last, RSSA is used to exploit the constructed models to design defect-free,
structurally sound and low-cost welds via a ‘reverse-engineering’ fashion [18].

The remaining parts of this chapter are arranged as follows. In Sect. 2, an intro-
duction about the experimental details is provided. Section 3 introduces the key
information about RSSA. In Sect. 4, several data analyses methods are used to
study the correlations between the in-process and post-weld variables, and RSSA
is then implemented to produce a more precise and practical weld quality indicator.
Section 5 presents some work of constructing models for FSW-related properties,
where RSSA is employed to improve the structure and parameters of fuzzy models.
In Sect. 6, RSSA is utilised to get best operating conditions to realise some quality
and economic objectives, ranging from two to five objectives. In the end, conclusions
are provided in Sect. 7.
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2 Material and Experiments

2.1 Material and Experimental Settings

The aluminium alloy AA5083-O was used in this research. It is a non-heat-treatable
material with very good strength and good corrosion resistance [19]. In the FSW
trials, the samples of 5.8 mm thick were FSW-joined to be butt welds. A high-
performance welding tool MX-TrifluteTM with a 25 mm wide scroll shoulder was
adopted [20]. This welding tool can improve material flow of FSW and enables a
large increase inwelding speed,whichmakes theweldingmore practical and efficient
[21].

There are two attributes used for controlling the FSW process, i.e. the clockwise
tool Rotational Speed (RS) (rpm) and the Welding Speed (WS) following the joint
line. The latter is also represented by the Forward Movement (FM) per revolution
(mm/rev). In this research, the experiments were undertaken according to a 5×5
testing matrix, whose parameters include five tool rotational speeds, 280, 355, 430,
505 and 580 rpm, and 5 forward feed rates, 0.6, 0.8, 1.0, 1.2 and 1.4 mm/rev.

2.2 Assessment of In-process Variables

The Artemis platform (Advanced Rotating Tool Environment Monitoring and Infor-
mation System) is an advanced online sensory system that was employed to in-
process collect the data representing the internal status of welding. It was developed
by TWI and works as an extensively instrumented tool holder. The data that may
be collected include temperatures of various parts, forces and torque of the tool, for
instance, bending force, axial compression, traverse force, etc. Figure 2 shows an
example of some data collected by Artemis.

Moreover, Artemis is able to continuously test the lateral bending forces of the
welding tool in 48 channels of a rotation. Displaying themultichannel bending forces
on a polar plot provides instant visualisation for the force profile in awhole 360degree
rotation [21]. This is also called ‘tool force footprint’. Figure 3 gives an example of
a tool force footprint.

2.3 Assessment of Post-weld Properties

Tensile tests were carried out by utilising a Digital Image Correlation (DIC) device,
where a 2-Megapixel camera and a LaVision systemworked together to measure and
acquire displacement. The specimens were tested for tensile properties, including
Reduction of Area (ROA), elongation, Yield Strength (YS) and Ultimate Tensile
Strength (UTS), all at room temperature.
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Fig. 2 An example of in-process variables: RS 355 rpm and FM 0.8 mm/rev

For each welding profile, five specimens with two geometries were tested. All of
them were machined in the transverse orientation. In this way, the strength measured
reflects the weakest zone of welds. However, the ductility measured reflects an aver-
age situation across all zones. There are two failure types that may happen in the
welds, whose examples are shown in Fig. 4. The first type of failure is a shear fracture
and the second type of failure includes defects and voids. The former happens in the
heat-affected zone while the latter happens in the nugget zone.

For FSW, the normal defects are volumetric defects caused by the inadequate
stir and insufficient material flow [2]. To assess the Welding Quality (WQ), four
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Fig. 3 A force footprint example: Angle 37 is the tool travel direction

Fig. 4 Comparison of two types of failures

independent tests were conducted, (1) inspection of surface, (2) inspection of cross
section, (3) bend test from root side and (4) bend test from surface side. In every
subtest, an index with a value range between 0 and 3 is designed to indicate the
quality degree. They are integrated to form an overall WQ index to show the general
status of welding quality, where its value ranges from 0 (best quality) to 12 (worst
quality).

The FSW process involves significant microstructural evolution, which greatly
changes grain size and grain boundary character [22]. The Average Grain Size (AGS)
at welds’ nugget zone is measured in this research. Figure 5 provides examples of
micrographs, including a pre-weld sample and a post-weld sample. The value ranges
of the relevant variables are illustrated in Table 1.
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Fig. 5 Micrograph examples: a a parent sample and b a weld with RS 580 rpm and FM 0.6 mm/rev

Table 1 Value ranges of
relevant variables

Variables Value ranges

Traverse speed 168–812 mm/min

Forward feed rate 0.6–1.4 mm/rev

Tool rotational speed 280– 580 rpm

Reduction of area 13.0–33.3%

Elongation 9.8–21.7%

Ultimate tensile strength 229–320 MPa

Yield strength 162–184 MPa

Weld quality index 0–8

Average grain size 7.0–14.5 µm

Torque −3.4–174 N * m

Compression −3.0–34.4 kN

Traverse force −1.2–4.9 kN

Tool temperature 46.0–438 °C

Shaft temperature 44.1–54.4 °C

3 Reduced Space Searching Algorithm

People have designedmany efficient optimisation techniques based on the inspiration
from natural and social behaviours. Following a similar manner, an optimisation
paradigm Reduced Space Searching Algorithm (RSSA) was developed [14, 15].
It was inspired from a human experience in seeking for the optimal solution in
our daily life. The most distinct difference between Reduced Space Searching and
other optimisation algorithms comes from the operational emphases. Themajority of
other optimisationmethods focus on producing candidate solutions by implementing
different mechanisms, such as mutation operators, recombination operators, PSO
equations or derivative-related equations, however, RSSA focuses on changing and
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Fig. 6 The flow diagram of reduced space searching algorithm

shifting the search space to find the best sub-area. Figure 6 gives its flow chart and
more details can be found in the literatures [14, 15].

RSSA was initially designed to solve single-objective optimisation problems. In
order to extend it to cope with the cases with multiple objectives, a varying weighted
aggregation strategy [23, 24] was utilised. For retaining non-dominated (Pareto-
optimal) solutions, an archive mechanism was also designed. The multi-objective
RSSA is summarised as a number of steps as follows:
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Table 2 Parameters of RSSA
and MO-RSSA used in the
FSW experiments

Parameters Values

Increasing parameter C2 1

Decreasing parameter C1 9

Exponent threshold m 20

Changing ratio k 0.5

Maximal function evaluation
Emax

100,000

Frequency parameter H 1000

1. Initialising weights for different optimisation objectives.
2. Employing the RSS operator to optimise an updated problem with a weighted-

sum objective.
3. Adding the current best solution to the archive.
4. For the archive, executing a non-dominated selection.
5. For the archive, executing a diversity selection.
6. Varying the objectives’ weights using Random Weighted Aggregation (RWA)

[14, 24].
7. Repeating Steps 2–6 if the termination criterion is not achieved.

The algorithms RSSA and MO-RSSA have been validated in solving challenging
benchmark problems. They showed to outperform many other optimisation algo-
rithms [14]. In the experiments of the following sections, the parameters setting in
Table 2 applies.

4 Optimal Design of Weld Quality Indicator

In this research, we first identified the correlations between Weld Quality (WQ)
and in-process variables by implementing statistical correlation analysis, Fourier
frequency analysis and wavelet analysis. After this, we elicited a new and more
precise indicator for online monitoring of the weld quality through employing an
optimisation algorithm.

4.1 Statistical Analysis

In this work, two dependency measures were used. Pearson’s correlation coefficient
(r) is reflective of the linear correlation. Correlation ratio (η) is able to detect themore
general type of dependency. Torque, axial compression force, traverse force (TF) and
temperatures of tool were considered. The most significant statistical features in the
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Table 3 The in-process variables detected using correlation measures

Measures 1st best correlated
variable

2nd best correlated
variable

3rd best correlated
variable

Correlation
coefficient r

Min of TF (r �0.706) Mean of TF (r �0.693) Max of TF (r �0.684)

Correlation
ratio η

Max of TF (η �0.906) Mean of TF (η �0.886) Min of TF (η �0.881)

Table 4 The tool bending forces detected using correlation measures

Measures 1st best correlated
variable

2nd best correlated
variable

3rd best correlated
variable

Correlation
coefficient r

Mean of BF on Angle 4
(r �0.774)

Mean of BF on Angle 3
(r �0.773)

Min of BF on Angle 4 (r
�0.770)

Correlation
ratio η

Mean of BF on Angle 2
(η �0.904)

Max of BF on Angle 2 (η
�0.904)

Min of BF on Angle 2 (η
�0.900)

steady state, i.e. minimum, maximum, mean and standard deviation, were correlated
with weld quality.

Table 3 shows the variables which were detected to possess the biggest depen-
dence. From this experiment, it was found that the variables relating to shaft tem-
perature and traverse force have the best correlation with the WQ. This observation
is reasonable, since the tool traverse force reflects the status of material flow, where
abnormal or insufficient material flow causes the formation of volumetric defects.
On the other hand, temperature reflects to the situation of heat input, which directly
relates to material fluidity and flow. Both inadequate and excessive heat input will
increase the possibility of the cavities formation in the weld zone [25].

In the second experiment, detailed bending forces (BFs) of the tool were inves-
tigated, where the minimum, maximum, mean and standard deviation of them on
48 channels were correlated with the WQ. Table 4 demonstrates the attributes best
correlated with WQ. From this experiment, we observed that WQ has a better cor-
relation with the BFs located at two regions, Angles 21–31 and Angles 2–5. From
Fig. 3 we can see that Angles 21–31 locate at the advancing side’s edge and Angles
2–5 locate at the retreating side’s back. Both of the regions are the place where the
formation of voids often happens.

4.2 Frequency Analysis

It was noted that oscillations in welding tool’s force profile are relevant to the dynam-
ics of the FSW’s material flow [26]. They may thus indicate in-depth information for
FSW. We utilised a Fast Fourier Transform (FFT) method to evaluate the in-process
data and try to reveal the hidden frequency-domain information that relates to the
WQ circumstance.
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Table 5 The in-process variables detected using frequency analysis

Measures 1st best correlated
variable

2nd best correlated
variable

3rd best correlated
variable

Correlation
coefficient r

BF on Angle 35 (r �
0.895)

BF on Angle 34 (r �
0.893)

BF on Angle 36 (r �
0.890)

Correlation
ratio η

BF on Angle 34 (η �
0.955)

BF on Angle 33 (η �
0.934)

BF on Angle 32 (η �
0.924)

From some preliminary experiments, it was observed that the high-frequency
components of the frequency spectra would relate to WQ. Based on this observa-
tion, all the in-process variables were analysed. The largest 100 amplitudes, ranging
from tool rotational frequency to sampling frequency, were aggregated and assessed.
Table 5 gives the in-process variables identified. It is found that the defect formation
is likely correlated with the high-frequency oscillation of BFs at the front region of
the advancing side (Angles 32–36).

4.3 Wavelet Analysis

The wavelet transform is a method deemed to represent time and frequency infor-
mation of temporal signals at the same time. It is a technique good at analysing
non-stationary signals, non-periodic signals and the signals with sharp and disconti-
nuities peaks. The wavelet transform can be described using the following equation:

s(t) � Aϕ(t) +
L∑

i�1

Diψi (t) (1)

where s(t) is a signal to be decomposed, ϕ(t) is a scaling function (‘approxima-
tion’ function used to represent low-frequency information) and ψ i(t) are wavelet
functions (‘detail’ functions used to represent high-frequency information). L is the
wavelet transform level (L �3 in this study). A is the approximation coefficient and
Di are the detail coefficients.

Generally, in a wavelet transform, the types of scaling and wavelet functions are
given. One only needs to generate the coefficients A and Di. In this chapter, square-
shaped Haar wavelet was used, which has been proven to be good at monitoring
machining signals [27].

Figure 7 gives examples of Haar wavelet transform for the BF of three specimens.
The high-WQ specimen has relatively small D1–D3 (detail coefficients), while the
low-WQ specimen has larger D1–D3. Based on this observation, all the in-process
variables were wavelet transformed and assessed. We summed the detail coefficients
of various scale levels and analysed the sums against the overall WQ. Table 6 shows
the three best variables identified, whose dependency values are quite high.
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Fig. 7 The wavelet transform of the BF on Angle 46: a a high-WQ specimen and b a low-WQ
specimen

Table 6 The in-process variables detected using wavelet analysis

Measures 1st best correlated
variable

2nd best correlated
variable

3rd best correlated
variable

Correlation
coefficient r

Sum of D2 of the BF on
Angle 46 (r �0.864)

Sum of D3 of the BF on
Angle 35 (r �0.847)

Sum of D2 of the BF on
Angle 45 (r �0.845)

Correlation
ratio η

Sum of D2 of the BF on
Angle 46 (η �0.955)

Sum of D2 of the BF on
Angle 29 (η �0.926)

Sum of D3 of the BF on
Angle 36 (η �0.919)

4.4 Optimal Design of Weld Quality Indicator

In Sects. 4.1–4.3, multiple attributes were found helpful in assessing the welding
quality. However, in a real-life online monitoring system, users may demand a more
precise monitoring indicator. A practical but simple method to obtain such an indi-
cator is integrating several in-process variables as the following linear combination:

I nd(x) �
∑

i

wi Vi (x) + c, (2)

where Ind(x) represents a desired WQ indicator with the value ranging between 0
(best quality) and 1 (worst quality); Vi (x) are the internal variables previously found
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Table 7 The correlation
coefficient values of Ind1 and
other in-process-variable
indicators

Indicators r between an indicator and
overall WQ

Max of TF 0.684

Mean of ST 0.252

Mean of the BF on Angle 2 0.758

Sum of highest frequency
spikes of the BF on Angle 34

0.893

Sum of D2 in wavelet analysis
of the BF on Angle 46

0.864

Ind1 0.951

in Sects. 4.1–4.3; weights wi and constant c are coefficients to be identified using an
optimisation algorithm.

The following optimisation problem was constructed to find appropriate wi and
c:

Objective: Maximising the correlation coefficient value rInd (between Ind(x) and the
overall WQ index, using experimental samples xk) towards 1.
Constraint: −1≤ Ind(xk)≤1

In this research, RSSA was employed and its parameters settings are as described
in Sect. 3.

It was assumed that five in-process factors were selected as Vi (x). They include
(1) mean of shaft temperature (ST) STmean(x), (2) maximum of TF TFmax(x), (3)
mean of BF on Angle 2 BF2mean(x), (4) sum of detail coefficients D2 in wavelet
analysis of the BF on Angle 46 SD2BF46(x) and (5) sum of highest 100 amplitudes in
frequency spectrum of the BF onAngle 34 SABF34(x). After the optimisation process,
a new indicator was obtained as follows:

I nd1(x) � 0.027T Fmax(x) + 0.016STmean(x) − 0.088B F2mean(x)

+ 0.509S AB F34(x) + 0.134SD2B F46(x) − 1.913 (3)

Table 7 summarises the r value of Ind1 and every single in-process variable
involved in Ind1. Figure 8 exhibits their correlations with the weld quality intuitively
by using scatter plots. The integrated indicator is clearly better than any single in-
process indicator. Therefore, it is more suitable to be applied to real-life quality
monitoring.
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Fig. 8 The scatter plots of the overall WQ index against a the maximum of TF, b the mean of the
BF on Angle 2, c the sum of the highest 100 frequency-domain amplitudes of the BF on Angle 34
and d Ind1

5 Modelling Using Fuzzy Rule-Based Systems and RSSA

Due to the high complexity of FSW, it is very difficult to obtain physical models of
the process. In this case, a data-driven modelling approach based on fuzzy systems
was developed to elicit prediction models for internal process features, mechanical
properties and microstructural features (See Fig. 1). Fuzzy Rule-Based Systems
(FRBSs) [28] are able to learn complex relationships from data while needing very
little prior knowledge about the process and materials. They are more interpretable
than some other black box modelling methods, as FRBSs implement descriptive
IF-THEN rules.
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5.1 Hierarchical Multi-objective Fuzzy Modelling

An FRBS normally includes four parts: fuzzifiers, defuzzifiers, a fuzzy inference
engine and a fuzzy rule-base. Two general approaches are used for fuzzy modelling,
which are (1) knowledge acquisition from experts and (2) knowledge discovery from
data (data-driven modelling). The knowledge acquisition method has a big limita-
tion due to the lack of reliable expert knowledge. Nowadays, data-driven modelling
becomes the mainstream method because of the availability of ‘big data’.

For data-driven modelling using FRBSs, the learning techniques can be gradi-
ent descent, linear least squares, neural-fuzzy training or evolutionary optimisation.
Evolutionary fuzzy systems show to be very effective to improve both the struc-
ture and the parameters of FRBSs [29, 30]. In addition, multi-objective evolutionary
optimisation is very valuable in investigating the trade-off between transparency and
accuracy of FRBSs [29, 30].

Figure 9 shows the designed fuzzy modelling framework, in which a hierarchical
structure in optimisation is suggested. In this method, two learning phases are exe-
cuted iteratively and sequentially to improve two aspects of FRBSs: MO-RSSA is
mainly utilised to improve the structure of models and the single-objective RSSA is
utilised to improve the parameters of models.

First, an initial fuzzy model is constructed by using clusters information. Such an
initial model is then structurally improved, i.e. moderation of fuzzy sets and rules,
considering the transparency issues. It is achieved via a four-step operation, i.e. (1)
merging similar fuzzy rules, (2) removing redundant fuzzy rules, (3) merging similar
fuzzy sets and (4) removing redundant fuzzy sets. The four operations are controlled
using four threshold coefficients and the generation of these threshold coefficients is
determined by MO-RSSA. Given a fuzzy system with an improved structure, RSSA
is further employed to improve the modelling accuracy. More details can be found
in the literatures [17, 30].

5.2 Modelling of In-process Variables

Development of models for in-process variables is crucial for designing an efficient
and safe FSW process. For instance, the models of temperatures and forces can help
avoid tool wear or overheating problems in the design of welding conditions. In
the research, the in-process variables modelled include bending force, compression
force, traverse force, torque, shaft temperature and tool temperature.

The following shows the case of modelling the Tool Peak Temperature (TPT), and
Fig. 10 demonstrates the trade-offs between different non-dominated models with
respect to various criteria, including RMSE, fuzzy rules number, fuzzy rules length
and fuzzy sets number. In the experiments in Sects. 5.2–5.4, 20 data samples were
employed in training and 5 data samples were employed in testing.
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Fig. 9 The flow diagram of the proposed hierarchical multi-objective fuzzy modelling

Table 8 shows the parameters of the obtained FRBSs, which are with 8, 5 and 3
rules, respectively, and are selected from the Pareto-optimal models. It is observed
that, for such improved systems, more fuzzy rules and more parameters will result
in better accuracy. On the other hand, the systems with fewer fuzzy rules and fewer
parameters are easier to understand and simpler in structure.
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Fig. 10 Performance of the Pareto-optimal FRBS models for TPT

Table 8 Main parameters of three TPT models

FRBS model Fuzzy sets
number

Rule length Training RMSE Testing RMSE

TPT of 8 rules Input variables:
[6, 6]
Output variable:
6

[3, 3, 3, 2, 2, 3, 3,
3]

0.978 2.354

TPT of 5 rules Input variables:
[5, 5]
Output variable:
4

[3, 3, 3, 3, 3] 2.452 1.781

TPT of 3 rules Input variables:
[3, 3]
Output variable:
3

[3, 3, 3] 3.576 2.800

To verify the physical interpretation, Fig. 11 gives 3D response surfaces of two
selected FRBSs. From this figure, it is observed that the system containing more
fuzzy rules captures more details from the data samples. It is also seen that, with
the increase in the forward feed rate, the temperature of the tool will go down. Such
behaviour is consistent with the finding of the literatures [2, 31, 32] and follows the
expected behaviour from the field experts.

5.3 Modelling of Mechanical Properties

The proposed modelling method was then used in building the predictive models
for some mechanical properties. As an example, Fig. 12 demonstrates the trade-offs
between the multiple criteria for Yield Strength (YS) models and Ultimate Tensile
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Fig. 11 3D response surfaces of TPT models: a the 8-rule FRBS and b the 3-rule FRBS
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Fig. 12 Performance of the Pareto-optimal FRBS models: a YS and b UTS

Strength (UTS) models. Figure 13 shows the 3D input–output surfaces of these
generated models.
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From these surfaces, we can observe that, with the increase in welding feed rate,
YS has a trend to increase; while with the increase in tool rotational speed, UTS
has a trend to go down. Such observations show consistency with the findings in
the literatures [33]. It is also worth noting that the FRBSs demonstrate excellent
generalisation capability evidenced by very smooth response surfaces.

5.4 Modelling of Grain Size

Figure 14 demonstrates the trade-offs in multiple criteria among the non-dominated
models. Table 9 gives the detailed parameters of three optimised FRBSs that are with
4, 7 and 9 rules, respectively. It is easily observed that more parameters and more
fuzzy rules will bring a better accuracy; however, they are more complex in structure
and more difficult to interpret.

Figure 15 illustrates the rule base of the 4-rule FRBS. The rule base can also be
represented using the approximate linguistic rules [6, 30] with linguistic hedges [34]
as follows:

R1: IF RS is medium small AND FM is medium large, THEN AGS is medium small.
R2: IF RS is more or less medium AND FM is medium small, THEN AGS is more
or less medium.
R3: IF RS is medium large AND FM is medium, THEN AGS is large.
R4: IF RS is large AND FM is large, THEN AGS is medium small.

By interpreting such linguistic fuzzy rules, people are enabled to understand more
about the process and its behaviours.

Fig. 13 3D response surfaces of the mechanical properties models: a the 9-rule FRBS of YS b the
5-rule FRBS of UTS
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Fig. 14 Performance of the Pareto-optimal FRBS models for AGS

Table 9 Main parameters of three AGS models

FRBS model Fuzzy sets
number

Rule length Training RMSE Testing RMSE

AGS of 9 rules Input variables:
[7, 7]
Output variable:
5

[3, 3, 3, 3, 3, 3, 3,
3, 3]

0.435 0.581

AGS of 7 rules Input variables:
[6, 6]
Output variable:
7

[3, 3, 3, 3, 3, 3, 3] 0.633 0.625

AGS of 4 rules Input variables:
[4, 4]
Output variable:
3

[3, 3, 3, 3] 0.799 0.747

6 Multi-objective Optimal Design of Welding Conditions

Up to five conflicting optimisation objectives are considered in this research. The
objectives consist of in-process attributes, weld quality, mechanical properties and
cost of welding.

6.1 Cost of Welding

The cost for friction stir welding one workpiece consists of four parts of costs as
follows:

CU � CM + CL + CE + CT (4)
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Fig. 15 The rule-base of the 4-rule FRBS of AGS

where CU (£) is the overall cost for each piece (overall unit cost). CT (£), CE (£) and
CL (£) represent the unit tool wear, energy and labour costs, respectively. CM (£) is
the unit material cost.

The tool wear cost is written as the following equation:

CT � KT
tw
T

� KT
L

vwT
(5)

where KT (£) is the tool value; tw (min) is the unit welding time; T (min) represents
the tool life; vw (mm/min) is the welding speed; L (mm) is the workpiece length.
Applying the Taylor equation of tool life [35], we can get

π Dvr T n � K (6)

where vr (rpm) is the tool rotation speed; D (mm) represents the pin diameter of tool;
n and K are the constants for a given FSW tool.

The unit energy (electricity) cost is expressed using the following equation:

CE � KE Pwtw � KE Pw
L

vw
(7)
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Table 10 Parameters relating
to welding cost

Parameters Values

CM 10.9 £

KL 0.5 £/min

L 1000 mm

KE 0.095 £/kWh

Pw 10 kW

KT 2000 £

D 10 mm

n 0.2

K 100

where Pw (kW) is the power of the FSW machine; KE (£/kWh) represents the elec-
tricity cost every kWh. Similarly, the unit labour cost is described using the following
equation:

CL � KLtw � KL
L

vw
(8)

where KL (£/min) represents the unit labour cost.
Above all, the overall unit cost can be further written as follows:

CU � CM + CL + CE + CT � CM + (KL + KE Pw)
L

vw
+ KT

L(π Dvr )
1/n

vw K 1/n
(9)

CM (£) is a fixed value across this work as we were using the same material
in all experiments. The relevant parameters are provided in Table 10 and some are
approximate values.

Figure 16 demonstrates the framework of the proposed multi-objective optimal
design of operating conditions for the FSW process. For each designing experiment
in Sects. 6.2–6.4, 10 optimisation runs were conducted. Only some solution sets with
mediumperformance are discussed as examples.We found that the solutions obtained
from different optimisation runs show very similar and consistent behaviours.

6.2 Two-Objective Optimal Design

We aim to maximise the weld quality and yield strength at the same time in the first
experiment. The objectives are described as follows:

Objective 1: minimising WQ (x)
Objective 2: maximising YS (x)
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Fig. 16 The framework of FSW multi-objective optimal design

Fig. 17 Pareto-optimal
solutions of the
two-objective design
problem
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where WQ (x) is the variable of the weld quality index and YS (x) is the yield strength
variable; x is the decision vector consisting of operating conditions, i.e. Forward Feed
Rate (FFR) and Tool Rotation Speed (RS).

Figure 17 gives a set of Pareto solutions in a two-objective plot. To provide more
information about the solutions, ten of them are chosen and shown in Table 11. They
have relatively high forward feed rates and low tool rotation speeds. This observation
follows the general principles of recrystallization [36], as a high forward feed speed
and a low rotation speed produce a low heat input and thus lead to the generation
of fine grains. This often causes high strength. However, a large welding speed may
also cause the formation of void defects and thus worsen the WQ. In a real-life
application, users could implement a tool rotational speed around 280 rpm and the
feed rate close to 1.3 mm/rev, which will guarantee both good WQ and strong YS.
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Fig. 18 Pareto-optimal solutions of the three-objective design problem

6.3 Three-Objective Optimal Design

In the second design problem, we considered the following objectives:

Objective 1: minimising WQ (x)
Objective 2: maximising YS (x)
Objective 3: minimising Cost (x)

where Cost (x) is the cost variable CU introduced in Sect. 6.1.
The Pareto-optimal solutions in both 2D and 3D objective spaces are shown in

Fig. 18.Table 12provides 10 solutions to them.From thefigures, one could clearly see
the trade-off of the solutions against different objectives. For instance, the solutions
with goodWQ (indicated by low-WQ index value) generally have low YS, while the
solutions with high YS generally have bad WQ (high-WQ index value).

If a practitioner prefers to achieve the perfectWQ, he needs to implement the solu-
tionswith a relatively lowFFRand a relatively fast RS. If a practitioner concernsmore
about cost or yield strength, hemay use the solutions with a relatively higher FFR. By
using amoderate solution (RS around 295 rpm and FFR around 1.34mm/rev), people
could achieve a low cost (≈£14.5) and a strong YS (>180 MPa), while maintaining
a good WQ.

6.4 Five-Objective Optimal Design

We then considered the third design problem with the following five objectives:

Objective 1: minimising WQ (x)
Objective 2: maximising YS (x)
Objective 3: minimising Cost (x)
Objective 4: minimising

∑p
i�1

(
T T (x, ti ) − T Ttarget

)2
/p

Objective 5: minimising
∑p

i�1 T F(x, ti )/p
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where TF (x, ti) is the traverse force variable and TT (x, ti) is the tool temperature
variable; TTtarget represents the target tool temperature (TTtarget �380 °C for this
design problem); p represents the sample size; ti represent the time points in welding.

Figure 19 demonstrates the Pareto solutions in 2D and 3D graphs and Table 13
provides 10 example solutions. From Fig. 19, people could observe intricate rela-
tionships between various factors. For instance, by increasing the welding speed,
the mean tool temperature (TT) is generally going down because of less heat input.
Meanwhile, the production cost can be either decreasing (when energy and labour
costs playing the major role) or increasing (when tool wear cost playing the major
role) depending on other factors.

It shows that MO-RSSA is able to generate well-distributed solutions near the
desired objectives. They offer users with diverse design solutions. For a real-life
application, the 7th solution in Table 13 shows a good compromise in different
aspects. If we compare the solution to one with no optimal design (with the mean
welding cost £16.4), a big save of 16.6% contributes to the overall welding cost. For
an FSWmachine operating on the full load, the obtained optimal process conditions
would save tens of thousands pounds every year.
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Fig. 19 Pareto-optimal solutions of the five-objective design problem
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7 Conclusions

In this chapter, a heuristic optimisation algorithm RSSA has been employed to
improve the understanding and exploitation of FSW in the aspects of modelling,
monitoring and process conditions design. First, RSSA helped the design of an accu-
rate weld quality indicator used to supply an online indication of defects formation.
Second, a data-driven fuzzy modelling approach was successfully proposed to build
interpretable models for in-process and post-weld properties. In the generation of the
models, RSSA and MO-RSSA have been employed to improve both the structure
and parameters of FRBSs. Last, the developed models were exploited to design the
optimal process parameters via a reverse-engineering fashion. MO-RSSA has been
applied to solve a range of optimal design problems with two to five objectives,
where both quality and cost issues have been successfully addressed.
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Comparative Study
of Multi/Many-Objective Evolutionary
Algorithms on Hot Rolling Application
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Abstract Handling multiple number of objectives in industrial optimization prob-
lems is a regular affair. The journey of development of evolutionary algorithms for
handling such problems occurred in two phases. In the first phase, multi-objective
optimization algorithms are developed that worked quite satisfactorily while find-
ing Pareto set of solutions for two to three objectives. However, their success rates
for finding the Pareto optimal solutions for higher number of objectives were lim-
ited which triggered the development of different sets of evolutionary algorithms
under the name of many-objective optimization algorithms. In this work, we intend
to compare the performance of these two classes of algorithms for an industrial hot
rolling operation from a real-life steel plant. Several process, chemistry and geometry
related parameters are modelled to yield different mechanical properties such as %
elongation, ultimate tensile strength and yield strength of final hot rolled steel product
through data-based techniques such as artificial neural networks (ANN) . Using this
ANN model, the mechanical properties are maximized to obtain the Pareto trade-off
solutions using both non-dominated sorting genetic algorithms II (NSGA-II) and
many-objective evolutionary algorithm decomposition and dominance (MOEA/DD)
and their solutions are compared using a suitable metric for identifying the extent of
convergence and diversity. This kind of Pareto set provides a designer with ample of
alternatives before choosing a solution for final implementation.
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1 Introduction

Most of the real-world applications demand simultaneous satisfaction of multiple
numbers of conflicting objectives to influence the performance of a system. This leads
to design, development and implementation of efficient multi-objective optimization
problems (MOP). Generally, a MOP is defined as [1]

minimize F(x) � (f1(x), . . . , fm(x))

subject to gp(x) ≤ 0, p � 1, . . . ,P

hq(x) � 0, q � 1, . . . ,Q

x ∈ �

(1)

where P and Q are the numbers of inequality and equality constraints, respectively;
x is the decision vector in �, (refers to feasible search space), Rm refers to the m-
dimensional real-valued objective space and F: Ω →Rm consists of m real-valued
objective functions. Since objectives in MOP are of conflicting nature, there is no
single optimal solution possible to find that optimizes all the objectives at the same
time. Instead, a set of trade-off solutions is sought, known as the Pareto optimal (PO)
set, which can help the designer to understand the conflicting nature of the objectives
under consideration and choose a particular solution out of the alternatives present
[2]. Multi-objective evolutionary algorithms (MOEA) have shown their effective-
ness in determining the set of converged and well-diversified solutions for two/three
objective optimization problems since 1990s. However, due to continuous endeavour
for having the competitive advantage over the peers, the enterprise system demands
many numbers of objectives to be satisfied simultaneously, leading to the formation
of many-objective optimization problems (MaOP) involving four or more number of
objectives. Recent studies [3, 4] have shown that the performance of the algorithms
specifically designed for solvingMOEAs is deterioratedwhile tacklingmore number
of objectives, i.e. MaOPs. In this work, a comparative study on two state-of-the-art
evolutionary algorithms, one from the domain of MOP (Non-dominated Sorting
Genetic Algorithm II) while the other from the domain of MaOP (many-objective
evolutionary algorithm/Dominance and decomposition), has been performed while
solving an industrial multi-objective optimization problem from the steel industrial
sector. The enhanced performance of the latter over the former is reported. Also, as
a result, multiple numbers of solutions are obtained on a single Pareto front, where
each solution corresponds to a set of optimized parameters and the alternative objec-
tive trade-off values. Such a set of solutions provides the decision-maker with ample
of alternatives to think through before implementing one solution on the shop floor.
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2 Literature Review

Multi-objective optimization problems (MOPs) are commonly seen in real-world
applications, especially in the areas of engineering, biology and economics [5–8].
The characteristic feature of such optimization problems is the presence of conflicts
among the multiple objectives. Due to the presence of trade-off among objectives, no
single solution can be found as optimal under this conflicting scenario that can satisfy
all the objectives at the same time leading to the generation of PO set. Generally, two
classes of approaches are prevalent to obtain the solutions in the PO set, i.e. the first
class belongs to population-based nature inspired evolutionary algorithms (EAs) and
the second class evolves around the gradient-based classical techniques. However,
the aim in both the cases is to find solutions close to PO set which can be measured
in terms of convergence, closer the solutions to the PO set is a sign of better conver-
gence and the solutions should be as diverse as possible as that leads to more number
of alternatives to a designer. Over the last few decades, evolutionary algorithms have
shown their supremacy in achieving both these targets (i.e. convergence and diver-
sity) as compared to their classical counterparts [9]. Since evolutionary algorithms
work with population of points, they are designed in such a fashion exploiting the
concept of non-dominance, the entire PO set was generated using single simulation
run whereas their classical counterparts use a multiple number of simulations to gen-
erate the entire PO set. Even with respect to the aspects of convergence and diversity
[4], EAs are generally designed to achieve a balance between the two whereas in the
classical route, there is no separate treatment for these aspects. In order to meet the
above requirements of convergence and diversity, a large number of multi-objective
evolutionary algorithms (MOEAs) , such as non-dominated sorting genetic algorithm
II (NSGA-II) [10], strength pareto evolutionary Algorithm 2 (SPEA 2) [11], Pareto
archived evolutionary algorithm (PAES) [12], etc. are developed. These algorithms
utilize the Pareto-based dominance relationship, i.e. the solutions in a population are
ranked into several fronts on the basis of dominance and the solutions with better
rank of non-dominance will be preferred [10] to solve the multi-objective optimiza-
tion problems. This concept worked well while solving for two or three objectives,
but it reported inferior performance while solving MaOPs having more than three
objectives. Since many real-world applications are of many-objective in nature [13,
14], efforts have been applied to develop efficient algorithms to tackle the problems
involving more numbers of objectives. Generally, MOEAs are observed to solve
these problems unsatisfactorily. There are certain issues that can create a differen-
tiator between these two sets of algorithms (MOP and MaOP). With the increase in
the number of objective functions, the chance of every candidate solution becoming
non-dominated with respect to other solutions becomes very high at a very early
stage and this might lead to a case of stalemate because the algorithm faces difficulty
to differentiate between these solutions [9]. As most of the parameters responsible
for maintaining diversity prefer dominance resistant solutions, they are not able to
influence and fasten the selection process towards the final Pareto front hence, the
conflict between convergence and diversity becomes more aggravated [15]. More-
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over, with the increase in dimensions, it might be difficult to generate offspring
solutions that are very far away from parents and thereby create less diversity. So far,
several MOEAs have been modified to handle the MaOPs [3]. These algorithms are
classified into three types: (1) the first one is conceptualized based onmodified Pareto
dominance operator to influence better ranking of solutions, e.g. shift density-based
evolutionary algorithm (SDE) [16], grid-based evolutionary algorithm (GrEA) [17],
etc. (2) the second one is based on better kind of performance indicator indicating
the convergence and diversity of a non-dominating front, e.g. approximated hyper-
volume based evolutionary algorithm (HyPE) [18], etc., and (3) the third one is based
on decomposition of objective space, such as non-dominated sorting genetic algo-
rithm III, many-objective optimization based on decomposition (MOEA/D) [19] and
many-objective optimization based on decomposition and dominance (MOEA/DD)
[1].Moreover, several other promising approaches such as bi-goal evolutionary algo-
rithm, knee point driven evolutionary algorithm (KnEA), etc. are also developed to
solve many-objective optimization problems [20]. Among all, the decomposition-
based approaches are reported as the most effective approach for solving MaOPs
so far [3]. In decomposition-based approaches, many-objective optimization prob-
lem is decomposed into a number of scalar optimization sub-problems represented
by weight vectors and solved in a collaborative manner. Due to the diverse nature
of weight vectors, the well-spread solutions are obtained in this method. Using the
decomposition-based method, MOEA/D [19] algorithm has been developed where
each solution is associated with a sub-problem, and each sub-problem is optimized
using the information from its neighbourhood. Recently, in order to obtain faster
divergence and well diverse solutions, NSGA-III [21] has been proposed, where the
decomposition-based idea is employed to have diverse solutions and convergence is
controlled by Pareto dominance. Moreover, in order to obtain well-spread solutions,
MOEA/DD [1] algorithm is developed by utilizing the merits of both Pareto domi-
nance and decomposition-based approaches. In this method, the efforts are applied
to associate each solution with each weight vector (this shows diversity) and using
Pareto dominance criteria, the solutions are updated simultaneously.

In this work, the effectiveness of both multi-objective and many-objective evolu-
tionary algorithm has been studied. In case of MOEA, the state-of-the-art NSGA-
II is chosen whereas in case of MaOEA, another state-of-the-art and recently
developed many-objective evolutionary algorithm/Dominance and decomposition
(MOEA/DD) has been selected. The working principle of each of these algorithms
is provided in the next section. Both algorithms are applied on an industrial case study
of hot rolled steel plant. Here, the aim is to determine the chemistry and process-
ing parameters of the hot rolling process in order to achieve the desired mechanical
properties, i.e. maximization of yield strength (YS), ultimate tensile strength (UTS)
and % elongation (El). Moreover, the performance of both algorithms in terms of
convergence and diversity has been compared using inverted generational distance
(IGD) metric. The chapter is organized as follows. Section 3 talks about the evolu-
tionary algorithms (NSGA-II and MOEA/DD) and Sect. 4 describes the problem
formulation. The results and discussion are presented in Sect. 5.
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3 Methods

In this section, the working principle of twomulti-objective algorithms, i.e. NSGA-II
(as MOEA) and MOEA/DD (as MaOEA) is described in details.

3.1 Non-dominated Sorting Genetic Algorithm (NSGA-II)

A well-established MOEA, read coded NSGA-II, is used here as one of the algo-
rithms. The flow of the algorithm goes like this. First, the parent population N is
initialized by creating real variables randomly within their respective bounds (step:
initialization). After computing objective function and constraint values for these
solutions (step: fitness evaluation), the population is undergone a selection process
where better candidates are selected and N new offsprings are generated from them
using the genetic operators such as crossover andmutation (step: selection, crossover
andmutation). Next, theNparent andNoffspring solutions are combined to sort them
into different fronts using the principles of non-domination. In this way, the entire
2 N population is classified into different levels of non-dominated solutions (step:
Ellitism), where these levels of non-domination and a distancemetric called crowding
distance are used as themetrics of the selection process in the next generation. During
the selection process, the solutions with better non-dominating fronts are preferred to
accelerate the convergence andwithin the same front, solutions with higher crowding
distance, signifying less crowded solutions, are preferred to maintain diversity in the
population. From the combined set of 2 N population, the number of candidates is
judiciously reduced to N during the selection process in every generation. During
this process, solutions from the better non-dominated fronts are filled up first till a
front appears which cannot be filled up in entirety, where the solutions are filled up
sorted in the preference of higher to lower crowding distance. The combined action
of crossover andmutation to generate new solutions and the action of non-dominated
sorting and selection to select the best possible set of non-dominated solutions guide
the solutions to merge with the set of Pareto optimal solutions. Figure 1 shows the
complete flowchart of the algorithm.

For the sake of brevity, the description of classical NSGA-II is restricted here and
readers can refer [10] for more details.

3.2 Multi-objective Evolutionary Algorithm/Dominance
and Decomposition (MOEA/DD)

Next, a very recently developed many-objective evolutionary algorithm which uti-
lizes the concepts of both dominance and decomposition has been described. In this
algorithm, a set of weight vectors is uniformly placed in the given objective space
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Fig. 1 Flowchart of elitist NSGA-II algorithm

while decomposing the mentioned space into several subregions. If different solu-
tions can be associated with such different weight vectors during the progress of the
algorithm, the idea of maintaining the diversity in the final PO front can be achieved.
The responsibility of generation of new solutions is still based on the genetic opera-
tors and selection of solutions is still based on the concepts of non-dominated sorting
[10]. The algorithm works like this. First, the initialization procedure generates N
initial solutions and N weight vectors. These initial solutions are created randomly
in the given decision variable space honouring the bounds on the decision variables
and weight vectors are created in a uniform manner in the objective space. After-
wards, for each generation and each weight vector, in the mating and reproduction
step, some parents are selected for offspring generation. Then, accordingly the pop-
ulation is updated with better solutions by removing the worst solution one by one
(step update population) [1]. The schematic flowchart of the MOEA/DD algorithm
is shown in Fig. 2 and the detailed description of each step implemented in this
algorithm is described below:

Step1 (Initialization): In this step, N number of candidate solutions (or popula-
tion (P)) are initialized with random sampling of decision variable set (xgcp) while
satisfying their respective bounds. Using Das and Dennis approach [22], the uniform
set of weight vectors (also called reference vectors)VWt �{V1

Wt, …, VN
Wt) is created

to decompose and thereby represent the whole objective space. In this approach,
weight vectors are uniformly spaced for any number of objectives with sub-spacing
parameter ��1/D, where D>0 is the number of divisions along each objective
coordinate. Figure 3a, illustrates the simple example of weight generation method
with D�3 for three objectives and their representations in the three-dimensional
objective space are shown in Fig. 3b. Surrounding each weight vector Vi

Wt, i=1,…,
N , NWt neighbouring weight vectors are computed such that NWt �N . Next, each
member of randomly generated population P (i.e. population point) is associated
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Fig. 2 Schematic flow chart of MOEA/DD algorithm

with one of the generated reference vectors (Fig. 3c). Due to the random nature of
solution generation during the initialization process, there are chances that more than
one initialized solution can be associated with a weight vector (for, e.g. dashed circle
in Fig. 3c) and some weight vectors may not have any solution in their premises.
Next, different non-dominated levels (Fi) where, i=1, …, nd, (nd ≤N) are created
for the entire population P, using the non-dominated sorting technique [10].

Step I1 (Mating selection and Reproduction): After initializing the population and
associating the solutions to one of the reference vectors, the offspring population
(S) is generated using genetic operators (crossover and mutation) and the parent
population is updated. Basically, this step is executed in two parts. In the first part, i.e.
mating selection, some parent populations (P1) are selected for offspring generation.
Here, the approach is to proceed by each of the reference vectors one at a time.
First, a weight vector is selected and for the selected weight vector ‘i’, P1 solutions
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Fig. 3 a Das and Dennis weight generation approach for 3 objectives and D�3, ��0.333; b
representation of reference vectors in three-dimensional objective space; c association of population
points with reference vectors (dashed circle shows the association of 2 points with one reference
vector). (Obj1, Obj2 and Obj3 are the normalized objective function values)

are selected either from its neighbourhood weight vectors. In case the neighbouring
weight vectors cannot providewith P1 parents to participate in themating, the balance
candidates are selected randomly from the entire parent population. After selecting
the P1 solutions, the variation operators such as crossover andmutation are utilized to
create the offspring (or child) population (S). Here, simulated binary crossover (SBX)
crossover [23] and polynomial mutation [24] techniques are applied to generate the
child population.

Step III (Update Population): The generated offspring population S is further uti-
lized to update the parent population by finding the worst solution from the parent
population and replacing it by a better solution from S one at a time. This is imple-
mented in this way. Each offspring solution ‘j’ is added to the Parent population of
size N to create a new population (P′) of size N+1 as shown in Fig. 2. Next, P′ is
passed through the update population procedure where the worst solution is removed
from it, and this process is repeated for each offspring solution (one by one) to update
the entire parent population P. Figure 4 shows the flowchart of the update population
step. First, the selected offspring solution S(j) is assigned with the most suitable
reference vector based on the minimum acute angle between the reference vector
and the solution (step: associate child). Next, an updated non-dominated levels (F1k),
where, k=1,…, nd1, (nd1≤N+1) are generated for P′ using effective non-dominated
sorting method [25] (step: Effective NDS before). In this step, instead of creating the
non-dominated fronts for all solutions of P′ (as in Step I), the solution S(j) is com-
pared with the solutions inside each generated front of the parent population ‘P’
(called frontier solutions) to update the fronts. Two options appear here: (1) either
S(j) is added inside a front which is non-dominating in nature with it, or (2) a new
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Fig. 4 Schematic flow chart of Step III: update population step

front is created with the non-dominated solutions of a particular front if part of solu-
tions in that front are dominating nature and rest of the part is non-dominating in
nature with respect to S(j). After representing the solutions in terms of an updated
non-dominated fronts (F1), the worst solution (Pworst) is removed (step: locate worst)
from P′ to maintain the final population size as N . Generally, the last non-dominated
front consists of many Pworst solution(s) as compared to the previous fronts; so, the
locate worst step starts the removal process from the last front (F1nd1) towards the first
front (F11). In this step, it is assured that every reference vector should have at least one
solution associated with it to maintain the diversity of the final solution. This means,
if the selected worst solution (to be removed) is the only solution associated with
a particular weight vector, it is not removed to maintain diversity; instead, another
solution from the same front which is associated with the most crowded weight vec-
tor is selected for removal. In this way, each offspring solution is utilized to update
the parent population by removing the worst solution from it. For the sake of brevity,
the description of whole MOEA/DD is restricted here and readers can refer [1] for
more details. By repeating the Step II and Step III for every weight vector and for
every generation, the non-dominated set of solutions is obtained. This completes one
generation in MOEA/DD. These steps are continued for every generation till the
number of generations reaches the maximum number specified by a designer and
final set of non-dominated solutions is reported as the final PO set.

4 Problem Formulation

Rolling of any material is done by passing the metal stock through one or more
pairs of rolls to reduce the thickness and to make the thickness uniform. Rolling is
classified according to the temperature of the metal rolled. If the temperature of the
metal is above its recrystallization temperature, then the process is known as hot
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rolling. The main objective of this rolling is to change the dimension of the slabs
(generally 210mm) tomeet the dimension of the final product (2–12mm). In order to
achieve this after casting, the slabs are reheated to the desired temperature required for
homogenization of chemistry and dissolution of precipitates formed during casting
and soaked within a furnace to permit hot rolling to strip. After coming out from
furnaces, heated slabs are rolled in roughing mill to break the cast structure of the
slab through repeated recrystallization, and finish with a homogeneous austenite
grain size. During the roughing, complete recrystallization is expected for all steel
grades and the dimension generally reduces from 210 to 30 mm. Following roughing
mill, the coil enters a coil box where the temperature of the coil will typically be
around 1050 °C. The primary reason for the coil being in coil box is to ‘hold’ the
coil as it is fed into the finishing mill which allows homogenization in temperature
throughout the coil.

The finishing mill consists of 6–7 stands, each of which can be independently
controlled in terms of roll gap, roll speed, work roll shifting and bending. During
rolling, the coil will be in all the stands at the one time with peripheral roll and
coil speed synchronized to maintain strip tension with the aid of inter-stand balanced
rolls. In addition, inter-stand cooling can also be applied to aid rolling and also to cool
the coil. The reduction pattern employed is designed to reduce the developed rolling
loads in the mill, as the strain rate will substantially increase due to the increased roll
speed. As the temperature of the coil decreases, the load in the mill increases. The
finish rolling temperature (FRT) of the coil is around is 900 °C.

Apart from reduction in thickness during finish rolling, combined effect of temper
and strain induce many metallurgical changes in the material. The most prominent
of them is recrystallization. Proper choices of rolling parameters and temperatures
are decided keeping in mind the chemical composition of the material which helps
in maximizing the effect of recrystallization and obtaining the best combination of
mechanical property.

After coming out fromfinishingmill, the gauge andwidth of the strip thickness are
accurately measured and the strip is cooled on run out table by following a particular
spray pattern from the top and bottom surface of the strip to achieve the target coiling
temperature and the desired cooling rate. The cooling of the strip is probably one of
the most important stages of rolling in hot strip mill, which require a precise control.
Once the coiler captures the head end of the strip, tension is applied to the strip and
the mill will accelerate to maintain the finishing temperature. Such variations in the
strip velocity will result in different rates of cooling to be applied and inconsistent
mechanical properties if the cooling rates are not controlled along the entire strip
length.

The precise control of reheating temperature, FRT, CT and the cooling rate is
the key behind getting the right combination of microstructure and precipitation
which helps in achieving the target mechanical properties. The detailed understand-
ing of evolution of the austenite microstructure during hot rolling plays an important
role in converting carbon steel into sophisticated high strength low alloy (HSLA)
steel. When steel is processed thermos-mechanically with micro-alloy such as Nb,
it helps in pinning austenite grain boundaries and thus prevents recrystallization.



Comparative Study of Multi/Many-Objective Evolutionary … 341

The tendency of grains to coarsen between rolling passes is prevented by allowing
recrystallization of austenite at the first few passes and then by preventing recrys-
tallization altogether which results in elongated austenite grains which are strained
due to rolling. The ferrite forms in these elongated austenite grains are finer and help
in achieving higher strength with higher toughness. Micro-alloy addition helps in
achieving the fine ferrite grain size in final microstructure and thus this process helps
in achieving fine austenite grains and transforms into fine ferrite subsequently.

The synergistic effects of chemistry and different processing parameters of hot
rolled steel mechanism (HSM) such as chemical composition, the speed of rollers,
thickness of sheet, etc. are optimized to achieve the desired mechanical properties.
Mathematically, the multi-objective optimization problem of maximization of %
elongation (EI), Ultimate tensile Strength (UTS) and Yield strength (YS) can be
represented as (2)–(3)

Objective : Min
(xgcp)

(−EI(xgcp),−UTS(xgcp),−YS(xgcp))

Subject to,
(2)

24 ≤ El ≤ 100

530 ≤ UTS ≤ 590

440 ≤ YS ≤ 500

lb ≤ xgcp ≤ ub

(3)

Here, El (xgcp), UTS (xgcp) and YS(xgcp) are the calculated values of percentage
elongation, ultimate tensile strength and yield strength, respectively, which are, in
turn, functions of decision variable set xgcp. The calculated values are going to be
obtained from an ANN model that connects the decision variable set xgcp and the
objective functions, i.e. El (xgcp), UTS (xgcp) and YS [26]. There are 21 such decision
variables representing various geometrical, chemical and processing parameters in
the decision variable set boundedby their respective lower and upper bounds (denoted
as lb and ub, respectively). The bounds of this decision variable set, xgcp, for dif-
ferent case studies are shown in Table l. On the other hand, objective functions are
also bounded by their lower and upper allowable values as shown in Eq. (2). In this
formulation, the decision variable set is optimized by solving a multi-objective opti-
mization problem and a Pareto optimal front is generated where each point on the
Pareto curve corresponds to decision variable set along with the trade-off values of
three objectives.

5 Results and Discussions

Both NSGA-II and MOEA/DD algorithms are applied on two hot rolling mill case
studies based on the realistic plant data. Details of this case study are given in Table 1.
Values used in Table 1 for different parameters are primarily driven by the require-
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Table 1 The lower bounds (lb) and upper bounds (ub) of different geometrical, chemical and
process parameters for two case studies

S. no. Decision
variables

Case 1 Case 2

lb ub lb ub

1 Thickness/mm 5 8 8 12

2 Carbon
(C)/wt%

0.03 0.07 0.03 0.07

3 Manganese
(Mn)/wt%

1 1.45 1 1.45

4 Aluminium
(Al)/wt%

0.01 0.05 0.01 0.05

5 Phosphorus
(P)/wt%

0.006 0.02 0.006 0.02

6 Sulphur
(S)/wt%

1.00E–03 0.02 1.00E–03 0.02

7 Nitrogen
(N)/ppm

20 50 20 50

8 Titanium
(Ti)/wt%

0.015 0.04 0.015 0.04

9 Chromium
(Cr)/wt%

0.008 0.15 0.008 0.15

10 Copper
(Cu)/wt%

0.002 0.35 0.002 0.35

11 Niobium
(Nb)/wt%

0.005 0.065 0.005 0.065

12 Vanadium
(V)/wt%

0.005 0.05 0.005 0.05

13 Silicon
(Si)/wt%

0.005 0.03 0.005 0.03

14 Boron
(B)/wt%

0 0.0039 0 0.0039

15 F6
Speed/ms−1

3.9 5.8 2.8 3.9

16 FRT/oC 860 920 840 900

17 CT/°C 600 650 600 650

18 Roughing mill
exit temp.
(RMET)/°C

1000 1.12E+03 1000 1.12E+03

19 Slab drop out
temp.
(SDOT)/°C

1.18E+03 1230 1.18E+03 1230

20 Soak
time/min

4.3333 8.00E+01 4.3333 8.00E+01

21 Slab retention
time/min

1 300 1 300
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Table 2 The specifications of evolutionary multi/many-objective (MOEA/DD & NSGA-II)
approaches

Multi-objective evolutionary algorithm specifications

Algorithm MOEA/DD Elitist NSGA-II

Population size (N) 91 100

Weight vectors (VWt) 91 –

Number of generations 1000 1000

Weight vector partition (D) 0.0833 –

Neighbourhood weight vector
(NWt)

20 –

Crossover probability 0.95 0.80

Mutation probability 0.05 0.05

ments of the target steel product. Both algorithms are utilized to find solutions that
maximize the mechanical properties such as YS, UTS and El by choosing the param-
eters in the given ranges as presented in Table 1. The indigenously developed real
coded NSGA-II and MOEA/DD are used here. All calculations are performed on
Intel® Xeon® CPU E5-2690 0 @ 2.90 GHz (2 processors) 128 GB RAM machine.

Case I: Hot rolled case study 1
Based on the values of geometrical, chemical and process parameters for this case
as given in Table 1, multi-objective optimization is performed while maximizing
the YS, UTS and El properties (Eqs. (2) and (3)). The parameter settings used for
NSGA-II and MOEA/DD are described in Table 2. As a result, a non-dominated
front (PO front) is constructed using NSGA-II and MOEA/DD, when initialized
with random population. As opposed to single solution, multiple number of equally
competent solutions are obtained. Figure 5 shows the final PO front obtained as a
result of applying both the approaches. The performance of both approaches is further
compared for this case study. Since amultiple number of equally competent solutions
are obtained on each Pareto front, and these fronts are intersectingwith one another in
the objective space, it is hard to determinewhich one is better among them.Under this
circumstance, generally different metrics such as an inverted generational distance
(IGD) [27], etc. can be used to compare the performance of these Pareto fronts in
termsof convergence anddiversity.Convergence is themeasure ofmovement towards
the ideal point [10] and more diverse the front, better choices a decision-maker can
have. As the lower IGD value is an indication of a better Pareto front in terms of
convergence and diversity, the superior performance of MOEA/DD can be observed
over the NSGA-II results (Table 3).

As explained, every point on the front contains the information about the geomet-
rical, chemical and process parameters along with the conflicting objective values.
Four different points (P1, P2, P3 and P4) are selected from the final front (Fig. 5b),
where points P1, P2 and P3 are the extreme points of the final PO front corresponding
to the scenarios where each of these objective functions is optimized when consid-
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Fig. 5 Final non-dominated fronts generated using both NSGA-II (MOEA) and MOEA/DD
(MaOEA) approaches for case I

Table 3 IGDmetric based performance calculation of all approaches NNC, NSGA-II, MOEA/DD
and hybrid for two case studies

S. no. Multi/many-objective
approaches

Case 1 Case 2

1 NSGA-II [10] 0.4958 0.3985

2 MOEADD [1] 0.0090 0.0400

ered individually, i.e. P1 corresponds to the only maximization of objective EI, P2
is for only maximization of UTS not considering any other objectives and so on
(Table 4). However, point P4 is chosen from a region that has some contribution
from all the three objectives showing the trade-off among all of them. Table 3 shows
the difference in tri-objective function values and processing parameters for each of
these points (P1, P2, P3 and P4). This shows that these points are different in nature
in terms of decision variables as well as the objective values and they are alternative
solutions to a decision-maker. This also shows why the conflicting multi-objective
optimization is not a trivial case of considering each of the objectives and performing
their individual optimization because in that way, only the terminal points (P1, P2
and P3) can be identified, not so many other trade-off solutions lying in between (e.g.
P4). Of course, out of these many solutions from the Pareto set, only one solution
has to be chosen, it is always better for a decision-maker to observe the trade-off
present among the solutions first before converging to the final solution based on
some higher level information (e.g. cost) that can differentiate these solutions.

Case II: Hot rolled case study 2
Similar to the case I, the values of the bounds for chemistry and processing parameters
in this case study are given in Table 1. The only difference is in the bounds (lb
and ub) of some decision variables (e.g. thickness, F6 speed and FRT) by keeping
the other variables same as the previous case study. The rationale of doing this is
lying in the fact that changing certain parameter bounds is going to generate PO
solutions in certain different ranges. Both NSGA-II and MOEA/DD are applied to
perform themulti-objective optimization with an aim ofmaximizing YS, UTS and El
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Fig. 6 Final non-dominated fronts generated using both NSGA-II (MOEA) and MOEA/DD
(MaOEA) approaches for case II

(Eqs. 1 and 2) using parameter settings as given in Table 2. Figure 6a shows the final
non-dominated front generated after applying both the algorithms. The performance
metric IGD [27] is used to compare the performance of each PO front as shown
in Table 3 which shows MOEA/DD performance is better. Similar to case 1, four
different points P1, P2 and P3 and P4 are selected on the MOEA/DD front (Fig. 6b)
in a way such that P1, P2 and P3 are the extreme points and point P4 is to represent
some region in the objective space where the effect of all the objectives are present.
Table 4 shows the difference in the objective function values and the corresponding
decision variables values for each point, which shows that each and every solution
on the generated PO front is of different nature and important for a decision-maker
to choose based on the requirement.

6 Conclusion

Acomparative studyofmulti-objective (NSGA-II) andmany-objective (MOEA/DD)
optimization algorithms has been performed in this study. Two case studies of a hot
rolling mill operation of steel industry have been considered where the mechanical
properties such as% elongation, ultimate tensile Strength andYield strength aremax-
imized to find high-quality hot rolled steel products. Optimized values of twenty-one
parameters depicting geometry, chemistry and operating process condition, etc. of
the process are obtained through this study which are connected with the mechanical
properties using data-based modelling approach such as artificial neural networks.
MOEA/DD algorithm is found to deliver better set of PO solutions compared to well-
established NSGA-II validated through the IGD metrics, a measure of convergence
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and diversity. The final PO set provides a decision-maker with several alternative
solutions which can act a decision set before implementing a final solution to the
process.
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