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Preface

A Physics Department is a complex system, more akin to a living organism than a
network of weakly interacting units. This is perhaps the reason why being the
director of the Physics Department of the University of Milan for about six years
has been such an exciting adventure.

I inherited a healthy department from my predecessor, Francesco Ragusa. Since
then, we have been growing steadily. Looking at quantitative figures like the
number of faculty members, staff members, and students, however, one sees only a
side of the story. What I mostly witnessed in the last years is an impressive
qualitative growth in terms of the synergy between the different areas of research,
the capacity of attracting funds from diverse sources, and the overall throughput
of the department’s ecosystem.

I deliver to my successor, Giovanni Onida, a department which is just as healthy
as before and with a more outward-oriented attitude. This will be a key feature in the
next future, which will see the University of Milan on the verge of a radically new
era, as the scientific Departments will move to the new Campus at the EXPO2015
site. The Physics Department, recently named after its founder Aldo Pontremoli, has
embraced this new challenge as an opportunity to expand its activities, possibly
including the development of new interdisciplinary facilities for applied physics.

With this idea very much in mind, I have been delighted to conclude my service
as a director with a Congress of the Department. I’'m also proud to present this book
of proceeding, which contains a faithful account of what we have seen and heard
during our Congress.

I would like to thank the Scientific Committee, all the speakers, and the many
participants, for ensuring the high scientific quality of the workshop and of this
volume. I warmly thank also the colleagues at the Mathematics Department, for
having hosted our workshop in their conference hall.

Finally, special thanks are due to the local organizers Vera Bernardoni and
Matteo Bina, for their help and patience in preparing and running the workshop.

Milan, Italy Laura Perini
March 2018
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Introduction

The Congress of the Department of Physics has been a two-day event held in Milan
on June 28-29, 2017. The Congress was mostly aimed at presenting a snapshot
of the research done in our Department to the academic community, the media, and
the public at large. Policy-makers and authorities were also invited. The workshop
has been also instrumental in summarizing our activities and to strengthen inter-
disciplinary collaborations among the different areas of research within the
Department, and among the members of the Department and of other communities.

We received several excellent submissions, and this fact made it rather easy to
distill a program of high scientific level and, in turn, to edit the book of proceedings.
Overall, serving as members of the Scientific Committee and editors of the present
volume has been a fulfilling experience for all of us.

Our Department has a natural attitude toward collaborative research and inter-
disciplinary topics. This nature will be a key feature in the next future, while the
Department of Physics, recently named after Aldo Pontremoli, will move to the new
Campus at the EXPO2015 site, together with the other scientific departments.

The Congress has been attended by many researchers working in the Milan
research area, and by other interested scholars as well, including students, high
school teachers, and collaborators. The Congress took place in Aula Chisini at the
Department of Mathematics Federigo Enriques of the University of Milan. We
thank our colleagues for their hospitality and their logistic support.

The Congress lasted two days with a total of 25 invited presentations in eight
sessions, plus two poster sessions where about 70 presentations were displayed.
This volume contains contributions linked to most of the oral presentations and to a
selection of the poster presentations, including the winners of the poster awards:
Giulia Ballabio, Claudia Benedetti, and Andrea Merli.

We asked the contributors to provide an introduction to their fields, together with
a brief account of their recent results. It has been a natural choice, following the
format of the Congress, which was aimed at being a science camp rather than a
sequence of talks, to break from the traditional conference format, which are often
showcases of career-long investigations.
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XXii Introduction

The overall goal of this volume is to engage the creativity of both senior and
early-stage scientists and create new scientific connections, fostering critical
thinking and collaborations. For these very reasons, we did not impose any con-
straints on contributors and you will see rather diverse styles and formats, a feature
which we value as a plus. In particular, among the 25 papers that constitute this
volume, you will find research papers, the most part, few tutorials, and one his-
torical paper, by L. Gariboldi, about the life and the work of Aldo Pontremoli, who
founded and directed the Institute of Advanced Physics at the University of Milan
starting from 1924 until his presumed death in May 1928.

Of course, no proceedings volume may revive the whole experience of a
Congress with its interactive talks and its very active poster sessions. We hope that,
according to its title, the present proceedings volume will be at least successful in
providing a snapshot of current research at Physics Department Aldo Pontremoli,
and to stimulate a scientific debate as the Science Campus at the EXPO2015 site of
Milan is being planned and developed. We also hope that the present material will
foster additional debates on science-related topics like science communication, data
visualization, open access, and social media for science.

We would like to thank all the authors for their contributions, the referees for
their time and their thoroughness, and Sabine Lehr at Springer office for taking care
of all the editorial and administrative matters.

Milan, Italy Pier Francesco Bortignon
March 2018 Giuseppe Lodato
Emanuela Meroni

Matteo G. A. Paris

Alessandro Vicini
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Measuring the Universe with Galaxy i
Redshift Surveys

L. Guzzo, J. Bel, D. Bianchi, C. Carbone, B. R. Granett, A. J. Hawken,
F. G. Mohammad, A. Pezzotta, S. Rota and M. Zennaro

Abstract Galaxy redshift surveys are one of the pillars of the current standard cos-
mological model and remain a key tool in the experimental effort to understand the
origin of cosmic acceleration. To this end, the next generation of surveys aim at
achieving sub-percent precision in the measurement of the equation of state of dark
energy w(z) and the growth rate of structure f(z). This however requires comparable
control over systematic errors, stressing the need for improved modelling methods.
In this paper we review a few specific highlights of the work done in this direc-
tion by the Darklight project (http://darklight.fisica.unimi.it.). Supported by an ERC
Advanced Grant, Darklight has been developing novel techniques and applying them
to numerical simulations and to the new redshift survey data of the VIPERS survey.
We focus in particular on: (a) advances on estimating the growth rate of structure
from redshift-space distortions; (b) parameter estimation through global Bayesian
reconstruction of the density field from survey data; (c) impact of massive neutri-
nos on large-scale structure measurements. Overall, Darklight is paving the way for
forthcoming high-precision experiments, such as Euclid, the next ESA cosmological
mission.
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1.1 Introduction

A major achievement in cosmology over the 20th century has been the detailed
reconstruction of the large-scale structure of the Universe around us. Started in the
1970s, these studies developed over the following decades into the industry of red-
shift surveys, beautifully exemplified by the Sloan Digital Sky Survey (SDSS) in
its various incarnations (e.g. [1]). These maps have covered in detail our “local”
Universe (i.e. redshifts z < 0.2) and only recently we started exploring comparable
volumes at larger redshifts, where the evolution of galaxies and structure over time
can be detected (see e.g. [2]). Figure 1.1 shows a montage using data from some of
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Fig. 1.1 Combined “cone diagram” of the large-scale distribution of galaxies from different sur-
veys, out to z = 1. The plot includes the recently completed, deep VIPERS survey [3-5] and two
sub-samples of the Sloan Digital Sky Survey (SDSS) (main sample and Luminous Red Galaxy

(LRG) sample) at lower redshift [6, 7]. The plotted slices here are 4 and 2 degree-thick for the
SDSS and VIPERS data, respectively
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these surveys, providing a visual impression of the now well-established sponge-like
topology of the large-scale galaxy distribution and how it stretches back into the
younger Universe.

In addition to their purely cartographic beauty, these maps provide a quantitative
test of the theories of structure formation and of the Universe composition. Statis-
tical measurements of the observed galaxy distribution represent in fact one of the
experimental pillars upon which the current “standard” model of cosmology is built.
Let us define the matter over-density (or fluctuation) field, with respect to the mean
density, as §(x) = (p(x) — p)/p; this can be described in terms of Fourier harmonic
components as

5(kK) = f 5(x) e ¥ dPx (1.1)
1%

where V is the volume considered. The power spectrum P (K) is then defined by the
variance of the Fourier modes:

(66" (K)) = 2m)* P()dp(k — k') . (1.2)

The observed number density of galaxies n, (x) is related to the matter fluctuation
field through the bias parameter b by

ng =i (1+bd) (1.3)

which corresponds to assuming that §, = bJ. This linear and scale-independent rela-
tion provides an accurate description of galaxy clustering at large scales, although it
breaks down in the quasi-linear regime below scales of ~10h~! Mpc [8]. In general,
b depends on galaxy properties, as we shall discuss in more detail in Sect. 1.3. From
the hypothesis of linear bias, it descends that Py, (k) = b?>P(k), where Pg, (k) is the
observed galaxy-galaxy power spectrum. This connection allows us to use measure-
ments of P,, (k) to constrain the values of cosmological parameters that regulate
the shape of P (k). Figure 1.2 [9] shows an example of such measurements: the left
panel plots four estimates of the power spectrum P (k) (more precisely, its monopole,
i.e. the average of P (k) over spherical shells) obtained at 0.6 < z < 1.1 from the
VIPERS survey data of Fig. 1.1 (see also Sect. 1.2.2). In the central and right panels,
we show the posterior distribution of the mean density of matter §2,, and the baryon
fraction fp from a combined likelihood analysis of the four measurements; these
are compared to similar estimates from other surveys and from the Planck CMB
anisotropy constraints [10]. More precisely, the galaxy power spectrum shape on
large scales probes the combination §2y,h, where h = H,/100. Such comparisons
provide us with important tests of the ACDM model, with the z ~ 1 estimate from
VIPERS straddling Planck and local measurements.

If one goes beyond the simple shape of angle-averaged quantities, two-point
statistics of the galaxy distribution contain further powerful information, which is
key to understanding the origin of the mysterious acceleration of cosmic expansion
discovered less than twenty years ago [11, 12]. First, tiny “baryonic wiggles” in
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Fig. 1.2 Left: Four independent estimates of the power spectrum of the galaxy distribution at
0.6 < z < 1.1 from the VIPERS galaxy survey. The four curves correspond to two redshift bins
for the two separated fields W1 and W4, which have slightly different window functions (i.e. size
and geometry). Center and Right: VIPERS constraints on the mean total matter density §2, times
the normalised Hubble constant # = H,,/100 and the baryonic fraction, f, = §2;,/£2), compared
to similar measurements from surveys at low (center) and high redshift (right), plus Planck. See [9]
for details

the shape of the power spectrum define a specific, well known comoving spatial
scale, corresponding to the sound horizon scale at the epoch when baryons were
dragged into the pre-existing dark-matter potential wells. In fact, it turns out that
there are enough baryons in the cosmic mixture to influence the dominant dark-
matter fluctuations [7, 13] and leave in the galaxy distribution a visible signature of
the pre-recombination acoustic oscillations in the baryon-radiation plasma. Known
as Baryonic Acoustic Oscillations (BAO), these features provide us with a formidable
standard ruler to measure the expansion history of the Universe H (z), complemen-
tary to what can be done using Type la supernovae as standard candles (see e.g. [14]
for the latest measurements from the SDSS-BOSS sample).

Secondly, the observed redshift maps are distorted by the contribution of peculiar
velocities that cannot be separated from the cosmological redshift. This introduces
a measurable anisotropy in our clustering statistics, what we call Redshift Space
Distortions (RSD), an effect that provides us with a powerful way to probe the growth
rate of structure f. This key information can break the degeneracy on whether the
observed expansion history is due to the presence of the extra contribution of a
cosmological constant (or dark energy) in Einstein’s equations or rather require a
more radical modification of gravity theory. While RSD were first described in the
1980s [15, 16]), their potential in the context of understanding the origin of cosmic
acceleration was fully recognized only recently [17]; nowadays they are considered
one of the potentially most powerful “dark energy tests” expected from the next
generation of cosmological surveys, as in particular the ESA mission Euclid [18], of
which the Milan group is one of the original founders.
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1.2 Measuring the Growth Rate of Structure from RSD

1.2.1 Improved Models of Redshift-Space Distortions

Translating galaxy clustering observations into precise and accurate measurements
of the key cosmological parameters, however, requires modelling the effects of non-
linear evolution, galaxy bias (i.e. how galaxies trace mass) and redshift-space distor-
tions themselves. The interest in RSD precision measurements stimulated work to
verify the accuracy of these measurements [19, 20]. Early estimates—focused essen-
tially on measuring §2,,, given that in the context of General Relativity f ~ [21?4'55
(e.g. [21])—adopted empirical non-linear corrections to the original linear theory by
Kaiser; this is the case of the so-called “dispersion model” [22], which in terms of
the power spectrum of density fluctuations is expressed as

2
P*(k, ) = D(kpoiz) (1 + 5#2) b*Pss(k) (1.4)

where P*(k, p) is the redshift-space power spectrum, which depends both on the
amplitude k and the orientation p = cos(®) of the Fourier mode with respect to
the line-of-sight, Pss(k) is the real-space (isotropic) power spectrum of the matter
fluctuation field § and § = f/b, with f being the growth of structure and b the linear
bias of the specific population of halos (or galaxies) used. The latter is defined as the
ratio of the rms clustering amplitude of galaxies to that of the matter, conventionally
measured in spheres of 8 h~! Mpc radius, b = a§a1 /os. For what will follow later, it
is useful to note that

f fof
g=L - 58 (1.5)
b Uéal
can be recast as
Bt = fog, (1.6)

which combines two directly measurable quantities to the left, showing that what
we actually measure is the combination of the growth rate and the rms amplitude
of clustering, fos. This is what nowadays is customarily plotted when presenting
measurements of the growth rate from redshift surveys (e.g. Fig. 1.8).

Goingback to (1.4), the term D (k ucrlz) is usually either a Lorentzian or a Gaussian
function, empirically introducing a nonlinear damping to the Kaiser linear amplifi-
cation, with the Lorentzian (corresponding to an exponential in configuration space)
normally providing a better fit to the galaxy data [23]. This term is regulated by a
second free parameter, o, which corresponds to an effective (scale-independent)
line-of-sight pairwise velocity dispersion. Figure 1.3 (from [20]), shows how esti-
mates of (3 using the dispersion model can be plagued by systematic errors as large
as 10%, depending on the kind of galaxies (here dark matter halos) used. With the next
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Fig. 1.3 Systematic differences in the measured values of the RSD distortion parameter 3 (dots
with green 1- and 2-o error bands) with respect to the expected value (thinner red band, including
theoretical uncertainties). Measurements are performed for catalogues of dark-matter halos with
increasing threshold mass, built from an n-body simulation [20]

generation of surveys aiming at 1% precision by collecting several tens of millions
of redshifts, such a level of systematic errors is clearly unacceptable.

Exploring how to achieve this overall goal by optimising measurements of galaxy
clustering and RSD, has been one of the main goals of the Darklight project, supported
by an ERC Advanced Grant awarded in 2012. Darklight focused on developing new
techniques, testing them on simulated samples, and then applying them to the new
data from the VIMOS Public Extragalactic Redshift Survey (VIPERS), which was
built in parallel.

After assessing the limitations of existing RSD models [20, 24] the first goal
of Darklight has been to develop refined theoretical descriptions. This work fol-
lowed two branches: one, starting from first principles, was based on revisiting the
so-called streaming model approach; the second, more pragmatic, aimed at refining
the application to real data of the best models available at the time, as in particular
the “TNS” model [25]. Such more “data oriented” line of development also included
exploring the advantages of specific tracers of large-structure in reducing the impact
of non-linear effects.

The first approach [26] focused on the so-called streaming model [27], which in
the more general formulation by Scoccimarro [28] (see also [29]), describes the two-
point correlation function in redshift space {s(s , s) as a function of its real-space
counterpart g (r)

L+ Es(se, s) = / dry [1 + Ex (] Py — 5y16) (1.7)

Here quantities noted with | and || correspond to the components of the pair
separation—in redshift or real space—respectively perpendicular and parallel to the
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line of sight, with r*> = rﬁ +r? and r; = s;. The interest in the streaming model
is that this expression is exact: knowing the form of the pairwise velocity distribu-
tion function P(vy|r) = P(r; — s)|r) at any separation r, a full mapping of real- to
redshift-space correlations is provided. The problem is that this is a virtually infinite
family of distribution functions.

The essential question addressed in [26] has been whether a sufficiently accurate
description of this family (and thus of RSD) is still possible with a reduced number
of degrees of freedom. It is found that, at a given galaxy separation r, they can be
described as a superposition of virtually infinite Gaussian functions, whose mean
and dispersion ¢ are in turn distributed according to a bivariate Gaussian, with its
own mean and covariance matrix. A recent extension of this work [30] shows that
such “Gaussian—Gaussian” model cannot fully match the level of skewness observed
at small separations, in particular when applied to catalogues of dark matter halos.
They thus generalize the model by allowing for the presence of a small amount of
local skewness, meaning that the velocity distribution is obtained as a superposition
of quasi-Gaussian functions. In its simplest formulation, this improved model takes
as input the real space correlation function and the first three velocity moments (plus
two well defined nuisance parameters) and returns an accurate description of the
anisotropic redshift-space two-point correlation function down to very small scales
(~5h~! Mpc for dark matter particles and virtually zero for halos). To be applied
to real data to estimate the growth rate of structure f, the model still needs a better
theoretical and/or numerical understanding of how the velocity moments depend on
f on small scale, as well as tests on mock catalogues including realistic galaxies.

The second, parallel approach followed in Darklight was to work on the “best”
models existing in the literature, optimising their application to real data. The natural
extensions to the dispersion model (1.4) start from the Scoccimarro [28] expression

P*(k, p) = D(knor) (b Psst) + 2 by Poot) + F21* Pan)) . (18)

where Psg and Py are respectively the so-called density-velocity divergence cross-
spectrum and the velocity divergence auto-spectrum, while Pjss is the usual matter
power spectrum. If one then also accounts for the non-linear mode coupling between
the density and velocity-divergence fields, two more terms arise inside the parenthe-
sis, named Cy(k, u, f, b) and Cp(k, u, f, b), leading to the TNS model by Taruya
and collaborators [25].

A practical problem in the application of either of these two models is that the
values of Psy and Pyy cannot be measured from the data. As such, they require
empirical fitting functions to be calibrated using numerical simulations [31]. As part
of the Darklight work, we used the DEMNUni simulations (see Sect. 1.4) to derive
improved fitting functions in different cosmologies [32]:

1

Py (k) = (Pag(k)P“%k)e—"”‘*)z, (1.9)
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Pyo(k) = P™(k)e ™ /%, (1.10)

where P'"(k) is the linear matter power spectrum and k* is a parameter representing
the typical damping scale of the velocity power spectra, which is well described as
1/k* = pyol”?, where p;, p are the only two parameters that need to be calibrated
from the simulations. These forms for Psg and Pygy have valuable, physically moti-
vated properties: they naturally converge to Pjs;(k) in the linear regime, including
a dependence on redshift through og(z). They represent a significant improvement
over previous implementations of the Scoccimarro and TNS models and allowed
us to extend their application to smaller scales and to the high redshifts covered by
VIPERS.

1.2.2 Application to Real Data: Optimising the Samples

The performance, in terms of systematic error, of any RSD model when applied to
real data does not depend only on the quality of the model itself. The kind of tracers
of the density and velocity field that are used, significantly enhance or reduce some of
the effects we are trying to model and correct. This means that, in principle, we may
be able to identify specific sub-samples of galaxies for which the needed non-linear
corrections to RSD models are intrinsically smaller. This could be an alternative
to making our models more and more complex, as it happens for the full galaxy
population.

Such an approach becomes feasible if the available galaxy survey was constructed
with a broad selection function and supplemented by extensive ancillary informa-
tion (e.g. multi-band photometry, from which spectral energy distributions, colours,
stellar masses, etc. can be obtained). This allows a wide space in galaxy physical prop-
erties to be explored, experimenting with clustering and RSD measurements using
different classes of tracers (and their combination), as e.g. red versus blue galax-
ies, groups, clusters. This is the case, for example, of the Sloan Digital Sky Survey
main sample [6]. The VIMOS Public Extragalactic Redshift Survey (VIPERS) [3]
was designed with the idea of extending this concept to z ~ 1, i.e. when the Uni-
verse was around half its current age, providing Darklight with a state-of-the-art
playground.

VIPERS is a new statistically complete redshift survey, constructed between 2008
and 2016 as one of the “ESO Large Programmes”, exploiting the unique capabilities
of the VIMOS multi-object spectrograph at the Very Large Telescope (VLT) [5]. It
has secured redshifts for 86,775 galaxies with magnitude i 4 < 22.5 (out of 97,714
spectra) over a total area of 23.6 square degrees, tiled with a mosaic of 288 VIMOS
pointings. Target galaxies were selected from the two fields (W1 and W4) of the
Canada-France-Hawaii Telescope Legacy Survey Wide catalogue (CFHTLS—Wide),
benefiting of its excellent image quality and photometry in five bands (ugriz).! The

Thitp://www.cadc-ccda.hia-iha.nre-cnre.ge.ca/en/cfht.
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Fig. 1.4 A zoom into the central part of the W1 VIPERS region. Galaxies are described by dots,
whose size is proportional to the B-band luminosity of the galaxy and whose colour corresponds
to the its actual (U B) restframe colour. Note the clear colourdensity relation, for the first time
seen so clearly at these redshifts, with red early-type galaxies tracing the backbone of structure and
blue/green star-forming objects filling the more peripheral lower-density regions

survey concentrates over the range 0.5 < z < 1.2, thanks to a robust colour pre-
selection that excluded lower-z targets, nearly doubling in this way the sampling
density achieved by VIMOS within the redshift of interest [3]. This set-up produces
a combination of dense sampling (>40%) and large volume (~5 x 10" h=3 Mpc?),
which is unique for these redshifts and allows studies of large-scale structure and
galaxy evolution to be performed on equal statistical footing with state-of-the-art
surveys of the local z < 0.2 Universe (see Fig. 1.1). Sparser samples like the SDSS
LRG, BOSS [14] or Wigglez [33] surveys allow for much larger volumes to be probed
and are excellent to measure large-scale features as Baryonic Acoustic Oscillations.
However, they include a very specific, limited sample of the overall galaxy population
and (by design) fail to register the details of the underlying nonlinear structure. The
rich content of information of VIPERS can be further appreciated in Fig. 1.4, where
the connection between galaxy colours and large-scale structure is readily visible
by eye. VIPERS released publicly its final catalogue and a series of new scientific
results in November 2016. More details on the survey construction and the properties
of the sample can be found in [3-5].

Figure 1.5 shows two measurements of the anisotropic two-point correlation func-
tion in redshift space (i.e. whatis called s(s ., ) in (1.7); here r, = s and ™ = sy),
using the VIPERS data. In this case the sample has been split into two classes, i.e.
blue and red galaxies, defined on the basis of their rest-frame (U — V') photometric
colour (see [34] for details). The signature of the linear streaming motions produced
by the growth of structure is evident in the overall flattening of the contours along
the line-of-sight direction (7). These plots also show how blue galaxies (left) are less
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Fig. 1.5 Estimate of the redshift-space two-point correlation functions from the VIPERS survey,
splitting the sample into blue (left) and red (right) galaxies (colour scale and solid contours),
compared to measurements from a set of mock samples (dashed lines). Blue galaxies show reduced
stretching along the line-of-sight (7) direction, indicating lower contribution by non-streaming
velocities, which are the most difficult to account for in the extraction of the linear component and
the growth rate of structure f [34]
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Fig. 1.6 Systematic errors on the growth rate parameter fog using 153 VIPERS-like mock cata-
logues. In both panels the abscissa correspond to the minimum scale included in the fit: the smaller
Smin, the more nonlinear effects are included. Left: improving non-linear corrections in the RSD
model [23]. Right: improving the galaxy tracers: luminous blue galaxies yield negligible systematic
errors down to 5 h~! Mpc, even limiting non-linear corrections to the Scoccimarro extension (filled
circles) of the dispersion model (open circles)

affected by small-scale nonlinear motions, i.e. those of high-velocity pairs within
virialised structures. These produce the small-scale stretching of the contours along
m (vertical direction), which is instead evident in the central part of the red galaxy
plot on the right. For this reason, blue galaxies turn out to be better tracers of RSD,
for which it is sufficient to use a simpler modelling, as shown in Fig. 1.6. When using
the full galaxy population, the best performing model is the TNS by Taruya et al.
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[25] (left panel), while when we limit the sample to luminous blue galaxies only,
it is sufficient to use the simpler nonlinear corrections by Scoccimarro [28] (filled
circles, right panel); open circles correspond to the simplest model, i.e. the standard
dispersion model [22], which is not sufficient even in this case. See [34] for details.

1.2.3 RSD from Galaxy Outflows in Cosmic Voids

Cosmic voids, i.e. the large under-dense regions visible also in Fig. 1.1, represent an
interesting new way to look at the data from galaxy redshift surveys. As loose as they
may appear, over the past few years they have proved to be able to yield quantitative
cosmological constraints on the growth of structure. Indeed, growth-induced galaxy
peculiar velocities tend to outflow radially from voids, which leaves a specific mark
in the observed void-galaxy cross-correlation function (see e.g. [35]). The dense
sampling of VIPERS makes it excellent for looking for cosmic voids at high redshift.
Figure 1.7 shows an example of how a catalogue of voids was constructed from these
data [36].

The Darklight contribution to this new research path has been presented recently
[37]. By modelling the void-galaxy cross-correlation function of VIPERS, a further
complementary measurement of the growth rate of structure has been obtained [37].
This value is plotted in Fig. 1.8, which provides a summary of all VIPERS estimates,
plotted in the customary form f og (see Sect. 1.2.1 for details). The figure also includes
one further measurement, based on a joint analysis of RSD and galaxy-galaxy lensing
[38], which has not been discussed here. In addition, one more analysis is in progress,
based on the linearisation technique called “clipping” [39].

Such a multifaceted approach to estimating the growth rate of structure clearly
represents an important cross-check of residual systematic errors in each single tech-
nique. We stress again how this has been made possible thanks to the broad “informa-
tion content” of the VIPERS survey, which provides us with an optimal compromise
(for these redshifts) between a large volume, a high sampling rate and extensive
information on galaxy physical properties.

Fig. 1.7 Example of definition and search for “voids”, as performed in VIPERS. Left: the spherical
void regions that make up the largest void in one of the VIPERS fields. Right: in red, the centres of
all overlapping significant spheres defining the same low-density region; other void regions within
this volume are shown in orange [36]
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Fig. 1.8 Collection of all VIPERS estimates of the growth rate of structure using complementary
methods, compared to literature results [17, 40—44], and the prediction of the standard cosmological
model with current Planck parameter values and uncertainties (solid black/grey band) [10]

1.3 Optimal Methods to Derive Cosmological Parameters

The cosmological information we are interested in is encoded in the two-point statis-
tics of the matter density field, i.e. its correlation function or, in Fourier space,
its power spectrum Pss. As we have seen in the Introduction, this is connected to
the observed galaxy fluctuations as Py, (k) = bzP(;(s(k), with n, = n (1 4+ bd). The
galaxy bias b depends in general on the galaxy properties, such as their luminosity
and morphology, as well as the environment in which they are found (in groups or
in isolation). Thus, in this context the bias terms are nuisance parameters that are
marginalized in the analysis. However, the precision with which the measurement
can be made depends very much on these parameters as they set the amplitude of the
power spectrum and the effective signal-to-noise ratio.

Going beyond the standard approach to estimate cosmological parameters, as e.g.
used in the P (k) analysis of Fig. 1.2, in Darklight we have investigated and applied
optimal methods given the observed constraints (luminosity function and bias). We
can formulate this as a forward modelling problem through Bayes’ theorem, which
tells us how the measurements relate to the model:

p (Pss. 8, b, ilng) o p (ng|Pss, 6, b, 11) p (Pss, 8, b, 0n). (1.11)

On the left-hand side, the posterior describes the joint distributions of the model
parameters, here explicitly written as the density field ¢, its power spectrum Pjg,
the galaxy bias b and the mean number density 7, but we can generalize to the
underlying cosmological parameters. The posterior is factored into the likelihood
and prior terms on the right-hand side. To evaluate the posterior we must assume
forms for these functions. We begin by assuming multi-variate Gaussian distributions
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Fig. 1.9 Left: Each point in these slices through the VIPERS W1 (top) and W4 (bottom) fields
represents a galaxy with a particular luminosity and color. Right: The Wiener reconstruction of
the density field computed from these observations. Beyond the survey limits the density field is
generated with a constrained random Gaussian field. See [45] for details

for the likelihood and priors since these forms fully encode the information contained
in the power spectrum or correlation function statistics. In this limit the maximum-
likelihood solution is given by the Wiener filter. In [45] we demonstrate that in this
limit the solution is optimal in the sense that it minimizes the variance on the density
field and power spectrum.

Figure 1.9 shows one possible reconstruction of the VIPERS density field. It rep-
resents a single step in the Monte Carlo chain used to sample the full posterior
distribution as presented in [45]. In this work we characterized the full joint pos-
terior likelihood of the density field, the matter power spectrum, RSD parameters,
linear bias and luminosity function. These terms, particularly since they are estimated
from a single set of observations, are correlated and the analysis naturally reveals
these correlations.

A notable aspect of this analysis is that we optimally use diverse information
including the luminosity function, density field and power spectrum to infer cosmo-
logical parameters and it becomes even more interesting with additional observables.
We can envision simultaneous inference using cluster counts or cosmic shear. Gen-
eralizing requires putting a full dynamical model for large-scale structure in the
likelihood term effectively moving the likelihood analysis to the initial conditions.
Observational systematics may be naturally included as well.

1.4 A New Kid in Town: Massive Neutrinos

The non-vanishing neutrino mass, implied by the discovery of neutrino flavour oscil-
lations, has important consequences for our analysis of the large-scale structure in the
Universe. Even if sub-dominant, the neutrino contribution suppresses to some extent
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Fig. 1.10 Synthetic weak-lensing maps obtained via ray-tracing across the matter distribution in
the DEMNUni simulations, for lensed sources spherically placed at z = 1 around the observer. The
left and right maps show the amplitude of the deflection angle for pure ACDM and for the case
with M, = 0.53 eV total neutrino mass, respectively. The difference of the two maps is shown in
the middle, and represents a change of about 6% both in the mean and rms values of the deflection
angle fields between the two scenarios

the growth of fluctuations on specific scales, producing a deformation of the shape
of the total matter power spectrum. Given current upper limits on the sum of the
masses M, (M, < 0.16 eV at 95% confidence [14]), the expected effect corresponds
to a few percent change in the amplitude of total matter clustering. In the era of
precision cosmology, neutrinos are an ingredient that cannot be neglected anymore.
Conversely, future surveys like Euclid may eventually be able to obtain an estimate
of the total mass of neutrinos with a precision that surpasses ground-based experi-
ments [46]. To achieve this goal, we shall be able to: (a) describe how these effects
are mapped from the matter to the galaxy power spectrum, i.e. what we measure; (b)
distinguish these spectral deviations from those due to non-linear clustering, and to
the presence of other possible contributions, e.g. forms of dark energy beyond the
cosmological constant, like quintessence or in general an evolving equation of state
of dark energy w(z).

This has been addressed in Darklight through the “Dark Energy and Massive
Neutrino Universe” (DEMNUni) simulations, a suite of fourteen large-sized N-body
runs including massive neutrinos (besides cold dark matter), which have been recently
completed [47]. They explore the impact on the evolution of structure of a neutrino
component with three different total masses (M, = 0.17, 0.30, 0.53 eV), including
scenarios with evolving w(z), according to the phenomenological form w(z) = wo +
wez/(1 + 2).

Running these simulations required developing new techniques to account for the
evolving hot dark matter component represented by neutrinos [48]. Early analyses of
the whole suite show that the effects of massive neutrinos and evolving dark energy
are highly degenerate (less than 2% difference) with a pure ACDM model, when
one considers the clustering of galaxies or weak lensing observations. Disentangling
these different effects will therefore represent a challenge for future galaxy surveys
as Euclid and needs to be carefully addressed.

Figure 1.10 gives an example of physical effects that can be explored using these
numerical experiments, showing weak-lensing maps (in terms of the amplitude of the
resulting deflection angle) built via ray-tracing through the matter particle distribution
of the simulations, for sources placed at redshift z = 1. The middle panel shows the
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difference between a pure ACDM scenario and a model with M,, = 0.53 eV. More
quantitatively, in terms of angular power spectra of the deflection field, massive
neutrinos produce a scale-dependent suppression with respect to the ACDM case,
which, on small scales, asymptotically tends towards a constant value of about 10%),
19%, 31% for M,, = 0.17, 0.30, 0.53 eV, respectively.

Acknowledgements We thank our collaborators in the VIPERS team for their contribution to
building and analysing such a unique galaxy sample.
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Chapter 2 )
Theoretical Spectroscopy oo
Characterization of Deep Electronic

States of Defects in Silicon via Density
Functional Theory with Hybrid

Potentials

Simona Achilli, Nicola Manini, Giovanni Onida and Enrico Prati

Abstract Starting with an introductory overview of the relevant aspects that char-
acterize single-electron transport via individual dopant atom in silicon, we briefly
discuss the role of theoretical calculations at different levels of approximation, as
supporting tool for the interpretation of the experiments. In particular we suggest to
adopt Density Functional Theory with screened exchange hybrid potential as suitable
formalism to achieve an accurate description of the local geometry and excited states
electronic structure of dopant-related defects. We present the results obtained for the
test case of a single vacancy in silicon considering the band structure as benchmark to
appreciate the advantages of the method. A complete characterization of the dopant-
related levels in the gap would require to evaluate the charge transition state levels.
This calculation paves the way towards a systematic study of more complex defects
within the same theoretical scheme, including systems of applicative interest.

2.1 Introduction

Single atom semiconductor devices have been recently proposed as pathway toward
the realization of quantum transport in nano-transistors [1, 2]. They operate exploit-
ing the single-electron tunneling through localized states that lie within the energy
gap of the semiconductor matrix. These atomic levels can be achieved through
the inclusion of donors and acceptor behaving as quantum dots. Tunneling trans-
port via individual dopant atoms in silicon was discovered accidentally and it can
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represent a detrimental process if the dopants are located randomly in the channel,
making the device not reproducible [3]. Recently, high accuracy in the control of
dopant position has been achieved by means of single-ion implantation technique.
Different samples with conventional dopants implanted in the silicon channel exhib-
ited quantum dot behaviour [4]. Electrical measurements of the transport properties
of such devices showed indeed that controlling the gate voltage and the source-drain
potential it is possible to address, at cryogenic temperature, I-V curves characterized
by isolated current peaks. These features can be ascribed to single-electron tunneling
via dopant states that lie below the Fermi energy of the leads for certain values of the
gate voltage. Increasing the dopant concentration the Coulomb interaction between
the dopants and the disorder related effects give rise to Anderson-Mott transition
controlled by the temperature [5]. In highly doped samples fingerprint of the forma-
tion of Hubbard bands has been observed in the I-V curves and different thermally
activated transport mechanisms have been suggested. The activation energy of hop-
ping processes can be deduced by the Arrhenius-like behaviour of the conductance
as a function of the temperature and it is of the order of MeV.

Silicon devices exploiting conventional dopants atoms (P, As) are characterized by
low operating temperatures, being the electronic levels in the gap only 0.02/0.05 eV
below the conduction band, leading to almost complete ionization at room temper-
ature. Implantation of different kind of ions could reasonably give rise to deeper
electronic levels and guarantee single-electron transport also at room temperature.
For example, a possible route toward high-temperature operating conditions could be
the implantation of Ge ion that should create, upon annealing, local defect-complexes
characterized by deeper electronic states [6].

Notably, the low concentrations of implanted ions (ranging from 10" to 10'° cm~3)
prevents the characterization of the samples by means of standard techniques, such
as electron paramagnetic resonance (EPR) measurements [7], determining an uncer-
tainty relatively to the local arrangement of the defect. Furthermore, the energy
position of the single atomic levels in the gap is not easily obtained from the electri-
cal measurements due to the issue in the conversion between applied gate potential
and energy level position.

A complete understanding of the experimental data can take advantage from theo-
retical tools able to shed light on the most likely defect configuration and the relative
electronic properties. In particular theoretical spectroscopy calculations allow one to
determine the electronic states involved in the Hubbard band formation and the exci-
tation energies associated to electronic transitions involving defect levels. A suitable
theoretical method is expected to correctly describe the local geometry of the defect,
the impurity levels in the energy gap, the charge transition levels and the wavefunction
localization in the host material. Different approaches can be adopted, depending on
the degree of accuracy and computational cost required. Density Functional Theory
(DFT) with standard GGA-LDA approximation [8, 9] can be successfully applied
to reproduce spectroscopic data of occupied states of metals and low dimensional
systems [10, 11], to describe extended states [12—14], and to study the atom-surface
interaction mechanisms [15—17]. Differently, the characterization of excited states
properties and spatially localized electronic states suffers the intrinsic limitation of
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such approximations. In the next section we will show that DFT approach with
hybrid functional seems to be a viable strategy to obtain good accuracy in the results
relative to excited states properties and localized electronic states, without a huge
computational effort.

2.2 Theoretical Approach

As mentioned above, the study of the electronic properties of defects originated by
single-atom implantation in silicon requires an adequate description of defect levels
in the band gap including their wavefunction and the distribution of the related excess
charge near the defect. Standard DFT calculations with local or semilocal functionals
such as local density approximation (LDA) [8] or generalized gradient approxima-
tion (GGA) [9] are prone to self-interaction errors [18] leading to the wavefunction
delocalization and to a bad description of silicon energy gap and of the excited states.
In fact, the electronic gap obtained in the Khon-Sham scheme differs from the true
quasiparticle gap (measured e.g. in photoemission and inverse photoemission exper-
iments) due to the derivative discontinuity of the exchange-correlation (XC) energy
functional [19]. A rigorous description of electronic excitations requires working in
the framework of many-body perturbation theory [20]. In order to solve this issue
more refined and sophisticated approaches, such as the GW method [21], should be
used.

GW can be nowadays applied to quite complex systems [22-24]. However, the
large supercells needed to reduce the interaction between periodic replica of the defect
make the full GW approach not feasible for the system considered here. Moreover,
total energies, although in principle accessible through the Galitsky-Migdal formula,
are still out of the reach of the GW approach for realistic systems.

A suitable alternative is represented by the use of hybrid functionals that allow
systematic and quantitative calculations of the interplay between structural and
electronic properties. Hybrid functionals are defined as a one-parameter dependent
admixture of exact (Ex) and GGA exchange and correlation energy:

E..=aE, + (1 —a)E{°* + ESCA (2.1)

where « is the added fraction of exact exchange which permits to correct the self-
interaction error and to describe the long range Coulomb interaction.

Standard recipes for hybrid functionals prescribe a fixed portion o of exact
exchange, independently of the system being investigated. This is the case of the
full-range Perdew-Burke-Ernzerhof (PBEO) [25] in which « is set to 0.25 and the
three parameters B3LYP functional [26]. Further improvements, especially in the
description of metallic systems, has been obtained through screened-exchange hybrid
functionals, such as Heyd-Scuseria-Ernzerhof (HSE06) [27], in which the exchange
component is separated into a long-range and a short-range contribution.
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It has been demonstrated recently that the appropriate amount of exchange for
a given system can be related to one of its physical properties: the static electronic
screening. Indeed in the framework of many-body perturbation theory and following
the GW approach, the o parameter results equal to 1/€4, provided that microscopic
components of the dielectric function are averaged out over the cell and dynami-
cal effects are neglected (Coulomb hole plus screened exchange approximation—
COHSEX) [21].

Different methods for the evaluation of €, have been adopted in the past, ranging
from self-consistent approach [28] to simplified models or simply tacking the exper-
imental value of the dielectric constant. The hybrid functional built in this way was
demonstrated to be able to reproduce the energy gap of a large number of systems.
Furthermore it allowed to give a reliable description of the wavefunction properties
of defect states in oxides and a good estimate of total and chemical reaction energies
[29, 30]. In addition exploiting localized basis set for the evaluation of the exact
exchange reduces the computational cost of large supercell calculations.

In the next section we will present the results obtained for the test system of a
single vacancy in silicon.

We will show the advantages in using hybrid functionals with respect to semilocal
GGA approximation analysing the band structure of the system. Although the one-
electron Kohn-Sham eigenvalues can not be related to the experimental electronic
levels in the gap, they can give a qualitative idea of the improvement that can be
obtained using hybrid functionals. A more accurate evaluation of the defect states in
the gap, which is beyond the aim of this report, requires the calculation of the charge
transition levels obtained as difference between the formation energy of the defect
in two different charge states [31, 32].

2.3 Test Case: Single Vacancy in Silicon

The silicon vacancy is one of the most well-studied defects in semiconductors, and is
often treated as a test case for theoretical and computational methods. The vacancy
and related defect complexes in silicon have been studied experimentally using sev-
eral different techniques (for areview, see [33]). A canonical description of this defect
centre is given by the Watkins model of the silicon vacancy which was deduced by
EPR and from considerations based on the Jahn-Teller theorem [34]. The model
allowed to explain the symmetry information given by the experiments, showing
that the four dangling bonds of the atoms surrounding the vacancy should combine
in a s state which lie in the bulk valence band and three p-states that can be degen-
erate only in the v>* charge state. Differently, in the neutral vacancy the degeneracy
is lifted due to the Jahn-Teller distortion that lowers the symmetry from 7, to Dyy.
A consequence of the lattice relaxation for different charge states is the unexpected
ordering of the stable charge transition levels. Indeed this defect exhibits a negative-
effective-U [31], by which the stable charge state changes directly from v>* to v° as
the electronic chemical potential is raised; the v'™* state is therefore only metastable.
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Fig. 2.1 a Optimized geometry for the single vacancy in silicon. Light blue atoms correspond to
the nearest neighbours of the vacancy (white dot). Arrows indicate their shift upon relaxation. In
panel b and c the band structure of the silicon vacancy from GGA and screened exchange hybrid
calculations, respectively. Orange (light grey) bands are defect-related while dashed lines indicates
the top of the valence band and the bottom of the conduction band. Panel d shows the spin-density
of the single vacancy in silicon obtained through the exchange hybrid calculation

Theoretical electronic properties of silicon vacancy were widely studied in the
past, also considering the finite size convergence properties [35-37].

These calculations were performed using local LDA and semi-local GGA approx-
imation for the exchange and correlation term. Differently, we compare the results
obtained in GGA with Perdew-Burke-Erzhenov (PBE) functional with those obtained
with the screened exchange hybrid functional.

Our calculation is performed using the all-electron DFT method with a local-
ized atom-centred basis set implemented in the CRYSTAL14 code [38]. The exact
exchange fraction is set equal to 0.084, as derived from the experimental value of
the static dielectric constant (11.9) [39].

A 3 x 3 x 3 supercell is considered and all the 215 atoms (216 without the
vacancy) have been relaxed. The geometry optimization reproduces the expected
local arrangement with nearest neighbours of the vacancy forming pairs, as can be
observed by the structure reported in Fig. 2.1a. We consider only the singlet spin
configuration (S = 0) which is known to be the ground state one. Differently, for
other kind of defect in silicon a stability test as a function of the chosen spin ground
state should be addressed. The basis set for silicon is the Si 88-31 G(*) reported
in [40].

Figure 2.1b, c report the band structure obtained with GGA and with the screened
exchange hybrid functional, respectively. The first relevant difference between the
two results is relative to the energy gap which is underestimated in GGA (0.78 eV)
while reproduces almost exactly the experimental value (1.14 eV) in the hybrid
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functional calculation showing that the screened exchange is suitable to reproduce
the silicon properties.

In both cases three defect states are found within the energy gap, corresponding to
the three p-states whose degeneracy is lifted due to the atomic distortion around the
defect. Only the lowest of these state is occupied by two electrons with opposite spin.
The s-like state lies in the valence band below the energy range considered. Even
the defect-related bands display a finite dispersion which is due to the interaction
between periodic replica of the vacancy (physically corresponding to a very large
defect concentration). Notably, the bands related to the defect state are less dispersing
in the calculation with the hybrid potential reflecting a reduction of delocalization
of the charge density. This is confirmed also by the behaviour of the spin density
(Fig. 2.1d). This quantity has a relevant contribution on the nearest neighbours of the
vacancy while it rapidly decays far away from the defect. The total spin moment is
equal to zero because different atoms in the cell have opposite contribution leading to
atotal §' =0 state. Comparing the spin density in the hybrid and GGA calculation (not
shown) we found that the latter is smaller than the former on the nearest neighbours
of the defect and it is larger on the cell boundary, confirming a larger delocalization
of the electrons. In the band structure of Fig. 2.1c the energy position of the defect
bands in the gap is in quite good agreement with the experimental defect levels [41],
being at —0.25 eV and +0.13 eV from the conduction band minimum and valence
band maximum, respectively. These values are only qualitative and their variation due
to the transition to a different charge state should be considered for a more reliable
estimate, as discussed above. Itis worth noting that the hybrid potential has not simply
the effect of a scissor operator but it allows a reorganization of the atomic levels that
display different properties with respect to GGA (dispersion, energy alignment with
the band edges).

2.4 Conclusion

In this report we have tackled the problem of an accurate description of atomic
defects in semiconductors within the Density Functional Theory approach. The final
purpose is to characterize the local atomic structure, the defect levels in the band
gap and the distribution of the related excess charge in the neighbourhood of the
defect. These informations would be a useful tool for the interpretation of experi-
mental measurements on silicon samples with implanted dopant atoms. In order to
address these points it is necessary to go beyond DFT-Kohn-Sham local or semilo-
cal functionals such as LDA or GGA, which, besides underestimating the gap, are
known to overestimate the delocalization of the excess charge in the host material. We
assessed a method based on hybrid functionals which is less demanding than high-
level approaches (as GW) and we show its successful applicability in the simple case
of a silicon vacancy.
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Chapter 3
Gas and Dust Dynamics During Planet Gzt
Formation in HL Tau

Giulia Ballabio, Giuseppe Lodato and Giovanni Dipierro

Abstract The disc planet interaction and planetary formation in accretion discs have
become a topic of renewed interest in the last decade, encouraged by the discovery
of extra-solar planets, and in particular of hot Jupiters. Recent long-baseline ALMA
(Atacama Large Millimeter Array) observations revealed a striking pattern of bright
and dark rings in the protoplanetary disc surrounding the young star HL Tau. Our
group has provided one of the earliest explanations of this system in terms of the
interaction of the disc with three newly born planets (Dipierro et al, MNRAS 453,
L73-L77, 2015) [6]. The aim of this study is to develop a new model for gas and
dust distribution within this disc. This work is focused on identifying the mass of the
planets able to carve gaps in HL Tau, in the three main ring-like structures observed
by ALMA.

3.1 Introduction

It is a well known fact that stars in the solar neighbourhood are formed from the
gravitationally induced collapse of cold molecular gas. As a results of this col-
lapse, a gaseous and dusty protoplanetary disc orbits around the young protostar for
the first few million years of its evolution [10]. It is generally assumed that these
protoplanetary discs are the birthplaces of planets. The disc planet interaction and
planetary formation in accretion discs have become a topic of renewed interest in
the last decade, encouraged by the discovery of extra-solar planets, and in particular
of hot Jupiters. Recent technical advances, such as the completion of the Atacama
Large Millimeter/submillimeter Array (ALMA), are offering us an unprecedented
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opportunity to gain insights on protoplanetary discs and planet formation process.
Observations indeed are revealing a wide range of disc substructures with an impres-
sive detail (on a scale of a few au), that might be connected to the presence of forming
protoplanets. One of the most popular and surprising discoveries of the latest decade
is the disc around the young star HL Tau. This was the first resolved observation
made by ALMA in full regime, with the most extended configuration and highest
sensitivity.

Of particular interest for us are detections of gaps and ring-like features. Despite
the large number of mechanisms that could potentially induce gaps opening in proto-
planetary discs, the planetary hypothesis is the widely invoked mechanism to explain
their formation. It is known that an embedded protoplanet interacts gravitationally
with the surrounding material, leading to a local exchange of angular momentum that
induce perturbations both in the disc structure and in the planets orbit (see [8, 9, 13,
14]). In the limit of a very low mass perturber, the tidal interaction does not affect the
gas structure, providing a uniform flux of angular momentum. For a sufficiently high
mass planet instead, the tidal torques on the surrounding gas overcome the pressure
gradient and the viscous spreading. As a result, the planet can alter the gas density
in its vicinity, pushing material away from its orbit and leading to the formation of a
gap [2]. Dust, by contrast, is a pressureless and inviscid fluid: the formation of gaps
in this case is due to the competition between the tidal torque and the aerodynamic
drag torque. As a consequence, the criterion for gap opening in dusty disc depends
upon the grain size of particles as well as planetary mass (see [5, 18]). One of the
main beliefs is that gap formation in gaseous disc is not a necessary condition for
opening a gap in the dust component.

3.2 From Observations to the Theoretical Model

The key to figure out the nature of these substructures is based on the investigation
of the spatial distribution of the dust and the gas phases within protoplanetary discs.
Although the mass of these discs is dominated by gas, the solid component plays a
crucial role in the dynamic evolution and thermal structure of the system, since it
dominates the opacity budget [24]. For this reason, observations of light scattered
on dust grains and their direct thermal emission remain the key to detect discs and
to characterize their structure. The structure of the dust and gas spatial distribution
has to be correctly computed in order to figure out which mechanisms is responsible
for such substructures. By identifying these structures and comparing them with
theoretical models, it is possible to provide predictive links to the local gas and dust
conditions. This work is focused at reproducing the observational features of discs
hosting planets and consists in a follow-up of a previous work (see [6]).
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3.2.1 Owur Goal: HL Tau

Recent long-baseline observations of ALMA revealed a striking pattern of bright
and dark rings in the protoplanetary disc surrounding the young star HL Tau [1].
HL Tau is a T Tauri star evolving from SED Class I to Class II, located in the
Taurus molecular cloud, at a distance of 140 pc. Its disc has been widely studied
in the sub-millimeter and millimeter continuum imaging of interferometers, as well
as molecular line observations. One of the main purposes of this study relies in
building a new model for HL Tau, in order to set up suitable initial conditions for
hydrodynamics simulations (see the next section).

A good point to start is considering the model of [ 11], modified taking into account
additional results presented in the most recent papers of [4, 12, 19]. The disc model
considered predicts a power law radial density distribution, tapered by an exponential
function, which in the case of a thin disc has the form

R —Pd R 2—pq
Y4(R) = X4 <F> exp | — <R_> . 3.1)

It is crucial to determine the parameters of the model: the p-index, the charac-
teristic radius R, and the normalisation Xy . At this point we have to dwell on the
fact that we are dealing with quantities evaluated on the mid-plane, where planets
are expected to form. Nevertheless, the emission from the inner regions in HL. Tau
turned out to be optically thick at ALMA wavelengths, preventing the derivation
of surface density profiles and grain size distributions. For this reason, we consider
the more sensitive observations of HL Tau obtained through the Very Large Array
(VLA). Carrasco-Gonzalez [4] observed HL Tau at a wavelength of 7.0 mm, with
a spatial resolution comparable to the ALMA images. At this long wavelength the
dust emission from HL Tau is optically thin, allowing a comprehensive study of the
inner disc.

In order to build a new model for HL Tau, we therefore carry out a fit considering

the observations from [4] for the inner part of the disc and the data from [19] for the
outer part of the disc. The fit has three parameters and the fitting function has the
form of the dust surface density profile of Sect. 3.1. The result of our fit is plotted
in the left panel of Fig. 3.1. The significant parameters of the fit are p = 1.0 and
R. = 29.4 au. The normalisation coefficient is consistent with the estimate taken for
the dust mass.
We now derive the radial profile for the gas surface density. As already said, in
protoplanetary discs the gaseous component is dominant, for a value of 100 by mass.
Unfortunately, since it is rather difficult to be observed, we do not have so much
observational restriction as in the case of the dust profile. However, the gas surface
density is involved in determining the Stokes number radial profile on the mid-plane.
We thus recall the definition of the Stokes number

-
St= 2 Pm

=35, (3.2)
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Fig. 3.1 Surface density profile of dust (left) and gas (right) components. In the left panel, black

dots refer to observational data and the fitting red line is a power law tapered by an exponential
function.

Table 3.1 Set of parameters we used as initial conditions for our SPH simulations

Initial conditions

Mo (M) 1.7 Maas (Mg) 0.006
Rin (au) 1.0 Pe 1.0

Rout (au) 120.0 Ry (au) 60.0

a 5.1073 Mg (M) 5.107%
(H/R)o 0.05 Pa 1.0

q 0.215 R (au) 29.0
pm (g/em?) 3 r (mm) 1.3

and we require that grains with millimeter size must reach a Stokes number near
to unity, at the planet location: we therefore set St = 0.5 at R = 60 au, for 1.3 mm
grains. This assumption allow us to derive the radial gas density profile, shown in
the right panel of Fig. 3.1.

Up to now we have only acquired a new analytical model derived from the most
recent observations, in order to describe the structure of a disc with both a gaseous
and a dusty counterpart. In Table 3.1 we summarize all the parameters obtained in
our analysis. These are the initial conditions we need to set in order to simulate the
evolution of an accretion protoplanetary disc.

3.3 Smoothed Particle Hydrodynamics Simulations

In an astrophysical context, two types of numerical simulations are generally adopted:
grid-based codes [18] and particle-based smoothed particle hydrodynamics (SPH)
codes [16, 17]. SPH is a numerical approach for non-axisymmetric problems in
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astrophysics involving fluid dynamics. It is a Lagrangian method, which allows
the conservation of linear and angular momentum and of other important physical
invariants.

In order to study the planetary formation within protoplanetary discs, we employ
the PHANTOM SPH code (see [ 15, 20, 21, 23]), developed by Daniel Price (and now
public). PHANTOM is a fast, parallel, modular and low-memory smoothed particle
hydrodynamics and magnetohydrodynamics code developed over the last decade for
astrophysical applications in three dimensions. In PHANTOM, hydrodynamics fluid
equations are computed consistently, taking into account gas viscosity, gravity and
drag forces which are involved in the planetary formation process.

In this work we perform global 3D simulations of both gas and dust within a pro-
toplanetary disc, hosting one or more embedded planets. After several test with only
one embedded planet, we deal with the real system we want to investigate: a proto-
planetary disc hosting three planets as those observed in HL Tau. Through ALMA
observations, [1] derived the position of the gaps at 13.2, 32.3 and 68.8 au. These
locations corresponds to resonances 12 : 3 : 1 for the orbital frequencies. Whereas,
starting from the estimate given by [6], we carry out a fine-tuning on the values
of planet masses. In Fig. 3.2 we show the results obtained by the most remarkable
of our simulations. We adopt a system which comprises a central star with mass
Mg = 1.7 M and an accretion radius of R, = 1 au. It is surrounded by a disc of
5-10° SPH particles which extends from Ry, = 1 au to Ry, = 120 au. We assume
a radial isothermal equation of state, such that the gas temperature power law is
defined by g = 0.35. The aspect ratio at the inner radius is set at (H/R)o = 0.02.
The gaseous disc weighs 0.05 M, whose distribution is governed by a power law
profile with p, = 1.0. The dust is allocated according to its radial power law profile

Fig. 3.2 Rendered images of a disc with three embedded planets at orbital radii of 13.2, 32.3 and
68.8 au. The masses estimated for each planet are 0.5, 0.7 and 1.0 MJ. After 11 orbits of the outer
planet, shallow gaps can be observed in the dust phase (left panel). The gas develops similar but
smoother structures (right panel)
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with index pq = 0.8. Finally, we assume a grain density of 0.5 g/cm?. We therefore
place three planets at given radii, with masses equal to 0.5, 0.7 and 1.0 Mj.

3.3.1 Traces of Gaps Formation

Figure 3.2 illustrates rendered images of both the dust (left) and the gas (right) surface
density from the fiducial disc model. It is evident the presence of forming shallow
gaps shaped by planets, both in the dust and in the gas. After 45 orbits of the second
planet, the structure of the innermost gap is totally vanished, and material is accreted
onto the star. The dust phase is more affected by this lost of material occurring in
the central region. This cause a broadening of the edges of the second gap and a
depletion of dust grains. We can notice instead that this gap is more delineated in the
gas phase. The formation of such structures as that illustrated in Fig. 3.2 occurs after
~11 orbits of the outer planet (32 for the second and 130 for the inner planet).

In conclusion, we can not certain confirm the presence of clear cavities as such
derived by simulations performed in [6]. At the moment we are not able to reproduce
the axisymmetric structures observed in HL Tau. The gaps in our simulations are
not so clean and well defined. The main reason lies behind the violation of dust
mass conservation. Indeed, nevertheless we performed a fine-tuning on almost all
the parameters of our model, the problem is still present: we only reduce its effects.
All our simulations reveal an amount of dust mass over time, largely attending at
outer radii and in the upper layer of the disc. A possible solution lies in trying to fix
the bug directly in the code: this is the next step of our work.

3.4 Simulating Dust in SPH

Within discs the dynamics of small dust grains is typically well coupled to that of the
gas. For larger grains, however, the dust and gas dynamics can be decoupled. A dust-
gas mixture is usually treated using a continuous two fluid description, and a large
class of numerical solvers have been developed. In SPH, to compute the evolution
of this mixture there are two possible methods:

e the two fluid implementation, where the dust and gas are treated as two separate
fluids coupled by a drag term;

e the one fluid implementation, in which the dust is treated as part of the mixture,
with an evolution equation for the dust fraction.

Approaches for modelling the dynamics of dust grains that are decoupled from the
motions of the gas are often distinguished by whether they use a single or two fluid
method. The strong coupling between the gas and the dust phases has to be resolved,
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in order to perform simulations with the two fluid implementation. The condition to
resolve differential motion between the two fluids is

h < cgts. 3.3)

The more the stopping time is small, the more the scale to be resolved is tiny. Thus we
should increase the spatial resolution. To reach higher resolutions is then necessary to
increase the number of particles, meaning a bigger computational cost. Unfortunately,
small stopping time are required, due to the small values of the Stokes number,
especially in the inner part of the disc. If we want to resolve the gas and the dust
dynamics at smaller radii, we are forced to make use of the single fluid algorithm.

3.4.1 Violation of Dust Mass

During this work, we discovered that the one fluid hydrodynamics simulations are
affected by a strong violation of dust mass conservation. This unphysical effect is
clearly visible at large radii in the upper layers of the disc and it is important to find
the cause. In some cases, as the one presented in this study, violation of the dust mass

conservation equation
de 1

— = ——V - [e(l —e)pAvV]. (3.4)
dr P

can occur if the dust fraction—the ratio between the dust density and the total

density—reaches critical values. Whenever e — 0 and/or € — 1 the evolution equa-

tion might diverges.

In this section we thus exhibit a new implementation for the dust fraction similar
to that used by [22], but defining different variables. The constraint is 0 < € < 1.
The idea is to redefine the dust fraction as a function whose co-domain is defined
on [0, 1], thus preventing € to overflow outside this range. It is therefore of great
importance to choose the most suitable function. As we experienced, this is an hard
issue, since it is not enough to find a function with this peculiarity. A more difficult
problem arises when we compute the evolution equation for the new variables (as
we will show below). The decisive solution would be to find a clever way to express
the derivative, as illustrated in [22].

We therefore derived new implementations of the variable describing the dust
fraction in the code, showing here just one example. We started considering the
function ¢ = sin? @, where 6 is the new variable. In order to express 6 as a function
of ¢, the function sin? # must be invertible. We thus limit its domain to 6 € [0, 7/2],
setting some restraining conditions in the code, and we obtain

1
0 = Earcos(l — 2¢). 3.5
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The time derivative is therefore

do 1 1

It is obvious that this expression diverges if either € or (1 — €) are zero.

3.4.2 1D NDSPMHD Simulations

To verify if functions we choose could be a better solution for the implementation of
the dust fraction, we turn to 1D SPH simulations. We therefore use the NDSPMHD
code, which is thought to be a code for algorithmic experimentations. It includes full
implementations of 1D, 2D and 3D hydrodynamics and magnetohydrodynamics, as
described in [20]. We therefore performed 1D SPH simulations reproducing the dust
settling, in order to test these new implementations.

3.4.3 Dust _settle Test

This is a 1D test of dust settling in a vertical section of a protoplanetary disc. It is one
of the test problems already implemented in the code. We set up 10° SPH particles
in a gas disc with total mass of 0.01 M, surrounding a 1 Solar mass star. The initial
dust-to-gas ratio is 0.01, so the dust only slightly affects the gas motion. The disc
extends from 10 to 400 au. Both gas and dust phase are placed using a surface density
profile such that the power law index is fixed, X (R) o« R~!. The radial profile of the
gas temperature is taken to be T (R) o« R~%%, with H/R = 0.05 at 100 au. Since a
uniform grain size of 1 mm is used (with p,, = 3 g/cm?), we can employ the Epstein
formulation for the drag force. Results of our 1D simulations of dust settling are
illustrated in Fig. 3.3, which shows the evolution of dust fraction as a function of the
disc scale height z. Panel (a) clearly shows that the test fails for the sin? function, and
dust settling does not take place. In the other case dust settles towards the mid-plane
until it reaches a value for H/R =~ 0.05. This could be the best choice for our new
implementation.

Nonetheless, one of the latest implementations appears to be promising to resolve
the numerical issue. We define the dust fraction as

2

2
€= s/p =2 such that s = pe .
1+s2/p p+s? 1—e¢

3.7)
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008

dust fraction

z z

(a) € =sin? 0 (b) e = (1 + tanh (2z — 1)) /2

Fig. 3.3 1D simulations of dust settling performed with NDSPMHD. Each panel shows the
evolution of dust fraction for the derived functions, after 50 orbits. The horizontal axis is the disc
scale height z. The test fails in the case shown in panel (a) whereas in the other case dust settles
towards the mid-plane (b)

We calculate the time derivative obtaining

ds 1 1 s(1 —e€) ts 1 s
— = —= V. t;VP | — — VP -Vs—=V-.v. (3.8)
dr 2(1—e)? p 2p (1 —e) 2

It can be notice that there is still a problem with the evolution equation if ¢ — 1, i.e.
for p, — 0. However, this formulation has been implemented and tested in the code
and seems to provide interesting and definitive results [3].

3.5 RADMUC-3D and CASA

In addition, Monte Carlo radiative transfer simulations have been performed using
the RADMC-3D code [7] in oder to compute the expected emission of the disc models
for HL Tau. RADMC-3D is a software package for astrophysical radiative transfer
calculations in arbitrary 1D, 2D or 3D geometries. It is mainly written for continuum
radiative transfer in dusty media, but also includes modules for gas line transfer and
gas continuum transfer. Starting from the disc models obtained from hydrodynamics
simulations, we translate them into model observations. We focus on ALMA band 6,
which corresponds to a continuum emission at 233 GHz (A = 1287 wm). The source
is located at 140 pc, in the position of HL Tau, adopting the disc inclination (6 ~ 47°)
and position angle (PA ~ 138°) given by [1]. The dust distribution is used directly
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from our simulation data rather than being prescribed. The dust model consists of
spherical silicate grains with optical constant for magnesium-iron grains taken from
the Jena database.

We also simulate realistic ALMA observations of the adopted theoretical mod-
els in order to compare ALMA predictions with real data. The full-resolution
submillimeter-millimeter images directly produced by RADMC-3D simulations are
used as input sky models to simulate realistic ALMA observations through the Com-
mon Astronomy Software Application (CASA) ALMA simulator. This software
takes into account the thermal noise from the receivers and the atmosphere and it
assumes a perfect calibration of the visibility measurements. A transit duration of 8
hours is used to reach an optimal signal-to-noise ratio. The observation parameters
are chosen to match the spatial resolution of the ALMA observations.

3.6 Results

Figure 3.4 shows the results of a radiative transfer simulation performed on the
protoplanetary disc described in the previous section. Comparing our results with
the real data measured by ALMA, we can notice that the is a good accordance between
the intensity scales—they are of the same order of magnitude. This means that our
estimate for the dust mass is good. However we are still too far in reproducing the
observed cavities in HL. Tau, with high precision. We propose this weakness is due
to the low value of the Stokes number, currently preventing us from reaching a full
and satisfying comprehension of the process of gaps formation in HL Tau. This is
just the beginning of a work that will continue in the next few months.
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Fig. 3.4 Three planets—comparisons between the simulated observations of our disc model at the
ALMA Band 6 (left panel) with the ALMA image of HL Tau (right panel). The white colour in the
filled ellipse in the lower left corner indicates the size of the half-power contour of the synthesized
beam
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3.7 Conclusions

In this study we have investigated the spatial distribution of gas and dust within a
disc hosting multiple planets and analyzed the observational predictions in order to
verify if theoretical models can be interpreted according to recent high resolution
observations. In order to reproduce dust rings and gaps structures in HL Tau, we
have performed global 3D smoothed hydrodynamics simulations of both gas and dust
within a protoplanetary disc sculpted by one or more planets. In addition, the expected
emission of the disc model for HL Tau has been computed using Monte Carlo radiative
transfer simulations. Starting from the disc models obtained from hydrodynamics
simulations, we then translated them into model observations. The full-resolution
submillimeter-millimeter images directly produced by RADMC-3D simulations are
therefore used as input sky models to simulate realistic ALMA observations (through
the software CASA).

However, during this work, we have discovered that the hydrodynamics simula-
tions are affected by a non negligible degree of dust mass, clearly visible at outer
radii and in the upper layers of the disc. The big issue is to find what is the cause of
this non-conservation. With this aim we have started to manipulate the parameters
of the disc model, trying to figure out what influences this unphysical effect. Com-
paring our results with the real data measured by ALMA, we find a good accordance
between the intensity scales—they are of the same order of magnitude. We can con-
clude that our estimate of the total dust mass is able to reproduce the observed flux
emitted by the disc. However we are still too far in reproducing with high precision
the observed gaps in HL Tau. We attribute this weakness to the mass spreading that
affects hydrodynamics simulations and prevents us to reproduce the axisymmetric
observed structures. The gaps in our simulations are not so clean and well defined.

In the next step of this work we started manipulating the code. In numerical simu-
lations a dust-gas mixture is usually treated using a continuous two fluid description.
This approach, used in the past, is however too computationally demanding for tightly
coupled dust. To compute the evolution of this mixture in SPH, one possible methods
is to use a single population of particles to describe the total fluid mass. The one fluid
formulation thus treats the dust as part of the mixture, adding an evolution equation
for the dust fraction (e = pg/pior)- In this context, the problem of non conservation
of dust mass occurs when e reaches the critical values 0 and 1, according to its def-
inition. Therefore we have developed a new implementation for the dust fraction,
introducing further modifications in the evolution [3]. Moreover, in a collaboration
with Daniel Price (the main code developer), we performed 1D SPH simulations, in
order to reproduce the dust settling.

This study can provide a robust path to figure out which is the mechanism
behind the planetesimal formations in accretion protoplanetary discs. One of the
most intriguing aspects linked to these systems is the characterization of substruc-
tures recently detected with unprecedented resolutions. In particular, substructures
such as gaps, spirals and horseshoes will be especially important in developing a
comprehensive model for the evolution of planetary system.
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Chapter 4 )
Quantum Simulation of Non-Markovian Gissiia
Qubit Dynamics by an All-Optical Setup

Claudia Benedetti, Simone Cialdi, Matteo A. C. Rossi, Bassano Vacchini,
Dario Tamascelli, Stefano Olivares and Matteo G. A. Paris

Abstract We address the experimental implementation of a quantum simulator
based on an optical setup. Our device can simulate the dynamical evolution of a
qubit undergoing a dephasing process. In particular, we focus on the dynamics aris-
ing from the interaction with a classical stochastic field. We encode the state of the
qubit in the polarization of a single photon, while the realizations of the stochastic
evolution affect its spectral components by a programmable spatial-light-modulator.
This setup can simulate in one shot the ensemble-averaged dynamics of the dephas-
ing qubit. We experimentally reconstruct the system density matrix and we show
how it is possible to move from a Markovian to a non-Markovian quantum map by
changing the spectral parameter of the simulated noise.

4.1 Introduction

Simulating the quantum dynamics of a system may be a challenging task. As pointed
out by Feynman [1], the problem may be tackled by considering another quantum
controllable system that emulates the systems under study.

General-purpose quantum computers would be formidable and flexible tools able
to efficiently reproduce the behavior of a large class of quantum systems. But quantum
computers have not been built yet. On the other hand, much attention has been
recently devoted to the development of ad-hoc quantum simulators [2], i.e. special-
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purpose devices that are designed to mimic the dynamics of other specific complex
quantum systems that are not easily accessible or controllable, such as large quantum
systems, with many degrees of freedom. The inherent parallel structure of quantum
simulators make them the perfect candidates to solve problems that are intractable
on conventional supercomputers.

In this paper, we explain in detail how it is possible to build a quantum simulator
using only optical elements. In particular, we describe how to mimic the dynami-
cal evolution of a single qubit noisy channels originating from the interaction with
different fluctuating stochastic fields [3, 4]. The simulated dynamics corresponds to
effective models for the interaction of qubits with complex classical environments
[5, 6]. We encode the state of a qubit in the polarization degree of freedom of a sin-
gle photon, while the spectral components play the role of the external environment.
The different realizations of the stochastic fluctuations are numerically simulated
and imposed to the dynamics via a spatial light modulator.

As a proof of principle, we simulate the dynamics of a qubit undergoing a dephas-
ing dynamics; this is done by performing a sample average over a large number of
parallel realizations of the stochastic fluctuations. We moreover provide examples
of quantum channels with different degrees of non-Markovianity.

The paper is organized as follows: in Sect. 4.2 we introduce the theoretical model
of a dephasing map induced by classical noise; in Sect. 4.3 we explain in detail the
implementation and functioning of our quantum simulator. Section 4.4 closes the
paper with final remarks.

4.2 The Model

We aim to simulate the dynamics of a qubit interacting with a classical fluctuating
field X (¢), whose evolution is described by a stochastic process. The time-dependent
stochastic Hamiltonian of the system is described by:

H(t) =€eo,+ X(t)o, 4.1)

where € is the energy splitting of the qubit and o, is the Pauli matrix. Since X (¢) is a
stochastic process, the evolved qubit state is calculated by performing the ensemble
average over all possible realizations of the noise, namely

(1) = {U@pOU®) ) 4.2)

for any initial state p(0), the unitary operator U (t) = exp [—i [ H (s)ds] represents,
instead, the evolution as determined by a particular realization of the process X ().
Without losing generality, we can fix the initial state of the qubit to be the [+) =
\%(|0) + |1)) state. The generated dynamics in the interaction picture is calculated
from (4.2) and its general form is:
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1 1 ( *Ziw(t)>
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where (e~2¢(") is the decoherence factor and ((t) = fot X (s)ds. The decoherence
factor can be calculated only once the master equation of the stochastic process X (¢) is
known. To this aim we consider two stochastic processes, the random telegraph noise
(RTN) and the Ornstein-Uhlenbeck (OU) process [7-9]. The generated dynamics is
a dephasing map, which preserves the populations in the computational basis and
only affects the off-diagonal elements through the decoherence factor.

The RTN is a Markovian Gaussian stochastic process. In this case X(¢) €
{41, —1}, namely it switches between two values, with a fixed switching rate ~.
It is characterized by an exponential autocorrelation function

C(t —19) = e 20l, 44

If we discretize time and consider a small time interval 6, then the probability
for the RTN to flip its value within 67 is given by P = 1 — e,
On the contrary, the OU process is a Gaussian process, described by the stochastic
equation
X(t+t) =1 =27v)X (1) + 2/7vdW (1), 4.5)

with dW (¢) a Wiener process with zero mean and standard deviation o = /7. The
OU process has the same autocorrelation function as the RTN, even though the
statistics of the two processes are different. For both RTN and OU the decoherence
factor is a real quantity, and takes the expressions:

(€ 2P0y = ¢ (cosh 5t + %sinh 5:) withd = VA2 — 4, (4.6)

A 1
(e D)oy = e with B(t) = — (yt + e = 1). (4.7)
Y

Given a certain quantum open dynamics, we can ask if memory effects play a
role in the characteristics of such map. As classical processes can be classified into
Markovian and non-Markovian (NM), various attempts to generalize such memory
effects also in quantum dynamics have been made [10-12]. However a unique def-
inition does not exist. One proposal consists in evaluating the non-Markovianity of
the dynamical map as the amount of information backflow into the system from the
environment [13]. This is calculated by analyzing the revivals of the trace distance
C(t) = %Tr|p1 (t) — pa(t)| between a pair of initial states of the system. Whenever
the trace distance has revivals in time, the dynamics is called non-Markovian, while a
monotonic behavior of the trace distance is associated to a Markovian evolution. The
difficulty in calculating such NM lies in the optimization over all possible initial pairs
of states that is required in order to make the measurement independent of the initial
state. In the case of a dephasing dynamics the analytical expression of the maximized
trace distance is know and it is equal to the absolute value of the dephasing factor
[5, 14]
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C(t) = [(e 29| (4.8)

When we consider noisy dephasing dynamics arising from the RTN, the NM
behavior of the map changes from Markovian for large values of the switching rate,
to non-Markovian for small values of . On the contrary, OU-generated dynamics
are always Markovian. Being able to simulate the evolution of a quantum system and
to control its degree of non-Markovianity or the transition between a Markovian to
a NM dynamics, is a very important step in the building and implementation of effi-
cient protocols for quantum communications and quantum information technologies
[15-17].

4.3 The Physical Implementation

In order to simulate experimentally this dephasing dynamics we use an all-optical
setup [3, 4]. In Fig. 4.1 we show a schematic diagram of the experimental appa-
ratus. The frequency-entangled two-photon state is generated by parametric down-
conversion (PDC). We use a diode pump laser @ 405.5 nm, that is temperature
stabilized and generates 40 mW @ 70 mA, and a BBO crystal 1 mm thick. The
two photons are then collected by two fiber couplers and sent respectively into a
single-spatial-mode and polarization-preserving fiber (SMF) and a multimode fiber
(MMF). When the idler photon enters the coupler, it travels entirely through the fiber
towards the single photon detector (D2). Conversely, the signal photon, after a short
fiber (SMF), enters a 4F system [18], i.e. propagates in the air, through few optical
devices, the gratings G1 and G2 (1714 lines/mm) and lens L1 and L2 ( f = 500 mm),
an half-wave plate (H1), that we use for the input state preparation, a spatial light
modulator (SLM) and a tomographic apparatus (T) to reconstruct the output state.
The SLM is a 1D liquid crystal mask (640 pixels, 100 pm/pixel) and is placed on
the Fourier plane of the 4f system, between the two lenses L1 and L2 (see Fig. 4.1),
where the spectral components of the signal photon are linearly dispersed and focal-
ized (1.82 nm/mm, waist = 60 jum). At the end of the 4F system the signal photon
is coupled to a multimode fiber and reaches the single photon detector (D1). The two
single photon detectors (D1, D2) are based on the avalanche photodiode C30921S in
a passive Geiger mode configuration. Finally an electronic device based on the Ortec
567 TAC/SCA measures the coincidence counts (CC) and sends them to the com-
puter (PC) via the National Instruments card PCI6602. The tomographic apparatus
(T) [19, 20] is composed of a quarter-wave plate (Q), an half-wave plate (H) and a
polarizer (P). The SLM is controlled by the computer (PC) and is used to introduce
a different phase ¢, (¢) for each pixel.

The experimental setup described above implements our quantum simulator by
performing the following steps: the quantum information carrier is a single photon
generated by the parametric down-conversion and its polarization is used to encode
the state of a qubit; its spectral components are instead exploited to simulate a classical
fluctuating field. Specifically, the realizations of the stochastic processes are achieved
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Fig. 4.1 Schematic diagram of our experimental setup. Pump, 405.5 nm laser diode; BBO, Beta
barium borate nonlinear crystal; SMF, single-spatial-mode and polarization preserving fiber; MMF,
multimode fiber; G1-G2, gratings; L1-L2, lens; H1, half-wave-plate; SLM, spatial light modulator;
T, tomographic apparatus; D1-D2, single photon detectors; CC, coincidences counter

in a single shot by using the programmable SLM on the different spectral components
of the same photon. The photon isinitialized in the state |)y) = % (|H) 4+ |V)) bythe
HI plate. By exploiting the quantum nature of the photon, we are able to simulate in
one shot the ensemble average over n realizations of the noise. This is accomplished
by first numerically simulating on a computer the different n trajectories of the
random phases ¢(¢) appearing in (4.3) which are applied only on the horizontal
component of the photon |1, (1)) = % (e7%#W|H) +|V)). The dynamics |1}, (1))
up to time ¢ is obtained using the computer-controlled SLM: each spectral component
of the photon passes through a different pixel and acquire a different phase ¢(t)
determined by the computer according to the realizations of the simulated stochastic
process. The second step consists in performing the ensemble average by recollecting
the different components with a multimode optical fiber, as schematically shown in
Fig. 4.1.

We remark here that the qubit system is described by the polarization degree of
freedom of the photon, while the spectral degrees of freedom are effectively treated
as the environment and will be traced out. Each spectral component is associated to
a spatial direction |x) = |w(x)) and if we introduce the notation |7, ) to describe the
rth pixel satisfying the completeness relation, we have |x) = Y 7, (x)|n,), where
7, (x) = (n,|x), that is the projection of the component x on the rth pixel. We assume
that the global system is initially in a factorized state and that the polarization is

initialized in the state |D) = %(|H) +|V)):
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pse(0) = ps(0) ® pe = |D)(D] ®/dw|f(w)|2|w)(w|, (4.9)

which can be rewritten in terms of the pixel states as:

pse(0) = |D)(D] ®/dx|f<x>|2|x><x| = D)(DI® Y Anln) ], (4.10)

rs

where

Ay = / dxl £ )P, o (). (4.11)

Since on the horizontal component is imposed a pixel-dependent phase ¢, (t), we
can write the effective global evolution operator as:

U(t) = exp [—2i|H><H| ® Zsﬂr(t)lnr)(nrl} , (4.12)

which can be rewritten as:

U@ = H)(H|® Y e On )|+ VIVI® Y Indnl.  (4.13)

The global evolved state psg (t) = U () pse(0)UT(¢) can be written in a compact
notation as:

1 e—Zi(sa/-(t)—%(t)m Y (1] e—Ziwr(t)m )(77*|>
1) = — Apg N rIAS PO 4.14
pse®) = 1 Z ( 25010 1| 10 (4| (19

and therefore the marginals are:

1 1 e 2ipr(0)
ps(t) =5 > A, (e%m : (4.15)
1 )
pe(t) = Z A (OO 4 D) () (4.16)

Both the system and the environment are subject to a dephasing dynamics, where
the populations do not evolve, while the off-diagonal elements are function of time.
Let us focus on the expression of the system density matrix pg(¢). Since the PDC
spectrum f (x) is almost constant in the considered range of values (cf. Fig. 4.2), the
coefficients A,, = [ dx|f(x)[*|n,(x)|*> = n~! become constant. Here n is the total
number of pixels considered. It follows that the system density matrix becomes the
one in (4.3), with
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Fig. 4.2 The measured CC/s
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This description is ideal and it does not consider the effects of imperfection and
noise in the experimental apparatus. In order to give a more realistic representation
of the system dynamics, we take into account the fact that the initial state of the
system is not exactly pure, but a mixed state with high purity pg exp (1) = pps(t) +
(1 — p)pmix, Where the parameter p is related to the purity of the initial state, with
p = 1 corresponding to the pure state ps = |D){D| and p = 0 to the maximally
mixed state ppix = %(l H)(H| + |V)(V]). The system density matrix (4.15) can now
be rewritten as:

L1 pledin,
pS,exp(t) = E (p(é‘zw(t))n 1 (418)

where the off-diagonal elements are now multiplied by the factor p. Equation (4.18)
describes a dephasing map for a qubit. The off-diagonal elements of such evolutions,
in addition to representing the coherences of the quantum state, are connected to the
non-Makovianity of the dynamical map [5], which is nowadays considered a resource
for quantum technologies [21]. For this reason we are interested in reconstructing
the off-diagonal element of the density matrix and we assume that this value is a
real quantity. Specifically, we want to reconstruct the maximized trace distance in
(4.8). This can be experimentally done in two ways. The first approach consists in
reconstructing the whole density matrix through qubit state tomography [19]. This
means performing four projective measurements and to use their outputs to build a
maximum likelihood estimator for the elements of the density matrix. The second
approach exploits the fact that the off-diagonal coefficient is real to make only one
projective measurement on the system. In particular, if we project onto the state | D),
we obtain:

(Dlps.expl D) = = (1 + pR(e™2¢D),) (4.19)

N =
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c) RTN, y=0.1 C) OouU, y=0.1

Fig. 4.3 Dynamics of the bsolute value of the off-diagonal element of pg(r), C (1) = |(e=2¥r®), |,
for RTN (left) and OU (right), fory = 0.1, = 1 and v = 10 (from top to bottom). The blue dots are
obtained experimentally by projection onto the state |+), corrected with the factor p, as discussed
in the main text. The black line is the analytic solution of the model

which can easily give us the wanted quantity C(¢) = |(e’2’¢(’))| my means of a
single measurement. In order to obtain the experimental value of p we performed
a reference measure in the presence of static noise (we considered the RTN with
~ = 0) as described in [3].

It is worth noting that, because of the limited number of pixels of our SLM,
the ensemble average is realized over a fixed number n = 100 of realizations of
the fluctuating random fields. However, we show that this number is sufficient to
correctly reproduce the theoretical behavior expected for NM, as can be seen in
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Fig. 4.3, where we compare the simulated dynamics with the theoretical predictions.
By changing the value of the switching rate v, we are able to simulate the dynamics
of the maximized trace distance C (¢) for the two different processes here considered.
According to the theoretical model, we can move from a non-Markovian dynamics
to a Markovian one for the RTN case by increasing the value of ~. Indeed, small
values of +y lead to oscillations in the maximized trace distance, and the amplitude of
these revivals is larger for smaller values of the switching rate. When the + is above
a certain threshold [5], the oscillations fade away and decoherence factor decays
monotonically in time, meaning that memory effects do not play a role anymore in
the dynamics. The OU process, instead, always leads to a monotonic behavior for
C (1), a signature of a Markovian quantum dynamics where information cannot flow
back to the system.

4.4 Conclusions

We have suggested and demonstrated a quantum simulator based only on optical
elements. This simulator can mimic the dynamics of single qubits in dephasing
channels stemming from the interaction with classical fluctuating fields. The qubit is
encoded in the polarization degrees of freedom of a single photon generated by PDC,
while the several realizations of the classical noise are instead implemented on its
spectral components by means of a programmable SLM. As proof of principle, we
have shown that our simulator allows us to simulate quantum dynamics with different
degrees of non-Markovianity, evaluated in terms of backflow of information from
the environment to the system.

It is worth noting that our simulator can be also used to analyze the relation
between the classical non-Markovianity of a classical fluctuating field and the non-
Markovianity of the induced quantum dynamical map, by taking into account other
kinds of stochastic processes. This will help to shed light into the open problem of
finding a connection between the two definitions of non-Markovianity, used in the
classical and quantum scenarios.
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Chapter 5
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Abstract Aerosol optical properties (i.e. scattering and absorption) are of great
importance to assess aerosol effects e.g. on visibility and Earth radiation balance. In
this paper, we present innovative optical instrumentation developed at the Department
of Physics “Aldo Pontremoli” of the University of Milan: a multi-wavelength polar
photometer (PP_UniMI) and a Single Particle Extinction and Scattering (SPES).
PP_UniMI is a filter-based device providing the aerosol absorption coefficient of
aerosol at 4 wavelengths (1). Such measurements are of interest to have insights
into the A-dependent behavior of aerosol absorption properties, which is still poorly
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understood especially for what concerns weakly absorbing aerosol components.
SPES allows to determine the size and refractive index of single particles. In case
of absorbing particles, also information on the imaginary part of the refractive
index—yvery important especially in the field of global models—can be provided
with little assumptions. We describe the main features of the two instruments and
their advantages and limitations. Examples of application are also presented.

5.1 Introduction

Light scattering and absorption properties by atmospheric aerosol are responsible for
the aerosol effects e.g. on visibility impairment at local scale or the Earth radiation
balance at global scale. The main physical parameters allowing the description of
light scattering and absorption by a particle are its size, complex refractive index,
mixing state, and shape [1].

Great uncertainty is still associated to the estimate of the aerosol-radiation effect
on the Earth radiation balance [2] and refining the parameters used as input in cli-
mate models is mandatory for a reduction of such uncertainties. Aerosol absorption
properties are of peculiar interest as they can provide positive contribution to the
Earth radiation balance, but many aspects are not fully understood yet. Indeed, dif-
ferent species can absorb visible light. The main light absorbing component in atmo-
spheric aerosol is recognized to be the black carbon (BC). Besides BC, in the last
fifteen years, it was evidenced that there exist organic compounds weakly absorb-
ing at long visible wavelengths (1), but with enhanced absorption behavior at low
visible and near-UV wavelengths (called brown carbon—BrC) [3]. BrC chemical
properties, sources, and light absorption characteristics are still poorly investigated
[4, and therein cited literature]. Consequently, it is currently barely accounted for in
global models. Thus, developing instrumentation to gain insight into the parameters
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influencing the aerosol absorption properties and/or into the A-dependent absorption
coefficient in atmosphere is mandatory to better understand the role of atmospheric
aerosol on the Earth radiation balance. As an example, it was evidenced that small
variation on the imaginary part of the refractive index can have important impact on
the modeled radiative forcing [5].

As the particle mixing state plays a key role in the aerosol-radiation interaction
processes, it is important to perform measurement of light scattering and absorp-
tion properties of atmospheric particles with no sample pre-treatment. To this aim,
two instruments were developed for the study of aerosol optical properties at the
Department of Physics “Aldo Pontremoli” of the University of Milan: the multi-A
polar photometer PP_UniMI [6, 7] and the Single Particle Extinction and Scattering
instrument [8].

PP_UniMI was originally developed to measure off-line the aerosol absorption
coefficient at 635 nm on aerosol collected on 47-mm filters (i.e. filters commonly
used during sampling campaigns) with no need of additional instrumentation. In
this configuration, the agreement with an external reference instrument—the Multi-
Angle Absorption Photometer (MAAP)—was within 2% [6]. Recently, implemen-
tations were realized to perform measurements at 4 As and to extend the application
of the methodology to samples collected with 1-h resolution [7]. In both cases, no
sample pre-treatment is required. Multi-A measurements of aerosol absorption prop-
erties can be exploited to gain insight into BrC properties applying optical source
and component apportionment models (e.g. Multi-Wavelength Absorption Analyzer
model—MWAA [9, 10]).

The SPES concept was recently introduced and validated for liquid suspensions
[11] and in the following extended to particles suspended in air [8]. SPES is a single-
particle device providing information on the real and imaginary parts of the adi-
mensional scattering amplitude [12] according to the optical theorem [1, 13]. As a
consequence, particle characteristics (i.e. particle size and refractive index) can be
provided with few or no assumptions [14, 15].

The features of PP_UniMI and SPES were presented at the Congress of the Physics
of the University of Milan in June 2017 together with some applications. In this paper,
the main contents of the presentation will be reported.

5.2 Description of the Instruments

5.2.1 The Polar Photometer PP_UniMI

PP_UniMI provides information on the aerosol absorption coefficient at four wave-
lengths (405, 532, 635, 780 nm) starting from measurements of the intensity of the
light transmitted and scattered in the front and back hemispheres by a blank and
aerosol-loaded filter. The chosen laser beam impinges on the sample, and the scan
of the scattering plane (0—173° with about 0.4° resolution) is performed thanks to a
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Fig. 5.1 PP_UniMI set-up

Analyzed sample

Setup for high
—7'tie resolved
_samples

photodiode mounted on a rotating arm (see Fig. 5.1). Solid angle integration allows
to determine the total amount of light diffused in the two hemispheres, and these
data are the input to the radiative transfer model developed by Hinel [16, 17] for
membrane filters and adapted by Petzold and Schonlinner [18] for the application to
aerosol collected on fiber filters. The outputs of the model are the single scattering
albedo (w) and the optical depth (7) of the layer containing the particles. Considering
the sampled volume (V') and the deposit area (A), the aerosol absorption coefficient
(baps expressed in M m™") in atmosphere during the sampling is determined as:

b 1 A
abs — ( C())‘L' %

PP_UniMI was recently upgraded to analyze samples collected with high tem-
poral resolution using a streaker sampler [19], characterized by low loadings and
collected on very thin substrates. Multiple scattering between the sample and an
additional scattering matrix leaned against the sample were exploited to increase the
instrument sensitivity. Good agreement with an external reference instrument—the
Multi-Angle Absorption Photometer MAAP [18]—was evidenced (slope =1.10, R?
=0.93). Further details can be found in Bernardoni et al. [7].

5.2.2 Single Particle Extinction and Scattering (SPES)

SPES allows gaining information on the real and imaginary parts of the forward
complex scattering amplitude thanks to a self-interferometric scheme by exploiting
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the optical theorem (OT) [1, 13]. Currently, single wavelength measurements are
performed at 640 nm.

Briefly, a particle crosses a beam waist perpendicularly. When the particle is
exactly in the center of the beam, an attenuation figure is monitored onto a segmented
quadrant photodiode (QPD) placed in the far field. The OT is used to relate the
extinction cross section to the real part of the forward scattering amplitude. When
the particle is slightly displaced from the optical axis of the system, transmitted
and scattered radiation combine forming an interference figure: a small, asymmetric
signal fluctuation is generated on the QPD [11], and it is related to the imaginary part
of the forward scattering amplitude. Thus, combining the two measurements gives
access to the whole complex forward scattering amplitude.

Acquisition of the QPD signals is performed by a custom, front-end electronics
properly developed. It separates the signal into two components: the slow signal is
isolated using a low-pass filter, allowing monitoring the laser intensity continuously;
then a fast, zero-average signal corresponding to the rapid fluctuations related to the
particle crossing the beam waist is digitized at 12-bit, thus allowing detailed signal
analysis [20].

Among the advantages of the technique, it is noteworthy that:

No calibration is required: the Mie theory is exploited to relate the complex forward
scattering amplitude to the particle characteristics;

Spurious signals are automatically rejected thanks to pulse-shape analysis;
Information on the imaginary part of the refractive index can be obtained under
few assumptions or performing size-segregation upstream SPES;

Information on non-spherical particles can be obtained.

Further details on the SPES set-up for aerosol suspended in air can be found in
Mariani et al. [8].

5.3 Results and Discussion

5.3.1 Example of Results by PP_UniMI

As an example of PP_UniMI application, 4-A analysis of the absorption coefficient of
aerosol collected using a streaker sampler is shown in Fig. 5.2. Aerosol was collected
using a streaker sampler at an urban background site in Milan [see e.g. 7] in December
2016.

It is noteworthy that multi-A analysis can be exploited to perform studies of opti-
cal source apportionment, using literature approaches—e.g. the Multi-Wavelength
Absorption Analyzer model, which provides both source and component apportion-
ment of the aerosol absorption coefficient at different As [9].
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Fig. 5.2 Example of 4-A measurements of the aerosol absorption coefficient

5.3.2 Examples of Results by SPES

SPES was tested on laboratory aerosol: water droplets, NaCl particles, and graphite
nanoparticles. In Fig. 5.3 SPES measurements for each aerosol type are represented
as two dimensional histograms showing the number of events recorded in each two
dimensional bin in the S(0) complex plane. Populations are characterized by size
polydispersity, giving the main elongation of the data sets. Data exhibit different
spreads along the imaginary axis, the smaller indicating higher homogeneity and
sphericity. Changes in the complex amplitudes of the fields scattered by different
aerosol types are evident.

SPES showed very good performances on test aerosol: for pure water droplets gen-
erated using an aerosol generator—ATM 220 by Topas—the retrieved real refractive
index was 1.32£0.01, in close agreement with the expected value (1.33). The maxi-
mum detected particle diameter was d ~ 1 wm, consistently with the atomizer cut-off
diameter. The small spread of the measurements in the scattering plane (Fig. 5.3a)
is indication of particle homogeneity and sphericity.

The same experimental set-up was used to generate and characterize NaCl par-
ticles. Spread of the data in the complex scattering plane (Fig. 5.3b) and conse-
quent broader distribution of the retrieved real refractive index gave indication of
non-spherical particles. The retrieved NaCl size distribution had a sudden drop at d
<600 nm. It is noteworthy that SPES provides geometric diameters (i.e. diameters
of a spherical particle with the same surface area as the measured one), whereas the
aerosol generator cut-off refers to aerodynamic diameter (i.e. diameter of a spherical
particle with density p = 1 g/cm? having the same inertial properties of the measured
particle). Considering the NaCl density (2.16 g/cm?), the expected geometric cut-off
diameter of the aerosol generator assuming spherical particles is 680 nm, which is
consistent with the sudden drop observed in NaCl particle size distribution.

Graphite nanoparticles (proxy for black carbon) were also analyzed by SPES:
they were produced by a graphite spark aerosol generator by Palas GmbH (Mod.
DNP digital 3000). Graphite nanoparticles are expected to have high imaginary part
of the refractive index. Furthermore, they are expected as agglomerates (i.e. far from
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Fig. 5.3 SPES results represented as two dimensional histograms showing the number of events
recorded in each two dimensional bin in the $(0) complex plane. a Water droplets; b NaCl particles;
¢ graphite nanoparticles

spherical shape). SPES measurement distribution is spread throughout the complex
plane, as expected for non-spherical, inhomogeneous particles. Furthermore, mea-
surements are generally placed in an area with lower imaginary part of the forward
scattering function, which is an indication of absorptive particles (Fig. 5.3c). Cal-
culation by the Mie theory was performed—even if inaccuracies in the results are
expected due to the poor consistency of the graphite particles characteristics with the
hypotheses of the theory i.e. particle sphericity and homogeneity—and the effective
imaginary part of the refractive index resulted to be £k =0.2.

5.3.3 PP_UniMI and SPES Joint Application
Jor the Characterization of Unknown Material

PP_UniMI and SPES can be separately used for aerosol characterization. Never-
theless, they can be used jointly for a more detailed characterization of unknown
materials. This was performed by driving aerosol through SPES and sampling the
aerosol at the instrument outlet on PTFE filters. The aerosol collected on filter was
then analyzed by PP_UniMI. This procedure was performed to characterize a test
material of unknown physical-chemical and optical features (pyrethrum smoke).
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Fig. 5.4 a SPESresults represented as in Fig. 5.3. b 4-1 sample absorbance measured by PP_UniMI

SPES results showed a very small spread of the data along the imaginary axis in
the complex plane (Fig. 5.4a), thus providing indication for homogeneous, spherical
particles. The evident change of the population shape occurring in the left-hand side
of the plot indicates a modification of the overall structure of the particles. Pyrethrum
smoke particles resulted to be weakly absorbing at 640 nm (imaginary part of the
refractive index k =0.12) and their size was in the range 200-700 nm diameter.

Furthermore, PP_UniMI measurements provided information on the
A-dependence of pyrethrum smoke sample absorbance (Fig. 5.4b). In general,
it is expected a A~* dependence for the aerosol absorption coefficient, where o is
called Angstrém absorption exponent. « is expected to be 1 for pure BC particles in
the Rayleigh regime, whereas it is expected to be much higher for BrC [e.g. 4, 21,
22, and therein cited literature]. Pyrethrum smoke showed o =35: as carbonaceous
particles are expected in Pyrethrum smoke, our measurements suggest that they
consist mainly of BrC (further details in Mariani et al. [8]).

5.4 Conclusions and Perspectives

Optical instruments for the characterization of atmospheric aerosol (PP_UniMI,
SPES) were developed at the Department of Physics “Aldo Pontremoli” of the Uni-
versity of Milan. These instruments provide information useful to fill the gap of
knowledge currently present in the aerosol absorption and scattering properties and
in the evaluation of their effect, especially at global scale. Both instruments were
developed to analyze samples with no need of pre-treatment, which is important to
avoid modification of the optical properties related to particle mixing state.

The polar photometer PP_UniMI provides multi-A measurements of the absorp-
tion coefficient of aerosol collected on filters. This information can be exploited
in source and component apportionment studies [9] to gain information on BrC
properties. Reliability of the methodology was successfully tested against indepen-
dent measurements performed by a Multi-Angle Absorption Photometer (MAAP) at
635 nm.
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The Single Particle Extinction and Scattering instrument (SPES) provides infor-
mation on the size and real refractive index of non-absorbing particles. Furthermore,
information on the imaginary part of the particle refractive index can be obtained
with few assumptions. Single particle measurements are of great importance as they
can both allow to study particle ensemble characteristics and to focus on possible
subsets of interest.

Testing the joint application of the two instruments to measure particles of
unknown material showed potentiality of providing very important information for
the characterization of the size, shape, and A-dependent light absorption behavior of
the tested particles. This opens in perspective the possibility of better characterizing
other test materials, and possibly ambient aerosol samples.
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Chapter 6 ®)
Giotto Unveiled: New Developments oo
in Imaging and Elemental Analysis

Techniques for Cultural Heritage

Nicola Ludwig®, Letizia Bonizzoni(®, Michele Caccia,
Francesco Cavaliere, Marco Gargano(®, Daniele Vigano,
Christian Salvatore, Matteo Interlenghi, Marco Martini
and Anna Galli

Abstract The Giotto’s masterpiece God the Father with Angels, never investigated
till now, was studied by our team of local researchers, involved in application of
scientific methods for cultural heritage since many years. Exploiting the integration
of different knowledges, technologies and resources of our team, we were able to
provide data to understand the painting technique, the pigment used and the under-
drawing of this Giotto’s painting. We performed the following non-invasive analy-
ses: Macro-XRF scanning (MA-XRF), Fiber optic reflectance spectroscopy (FORS),
high resolution IR scanning reflectography, infrared false color (IRFC). Only portable
instrumentations were used, with operating times compatible with the opening hours
of exhibition. In particular, the analytical campaign was the opportunity to test the
portable IR scanning prototype based on a peculiar spherical scanning system charac-
terized by light weight and low cost motorized head. The analytical results revealed
a painting technique already used by Giotto and based on different superimposed
pigment layers. By combining the effectiveness of scanning portable-XRF (pXRF)
with the responsive of image spectroscopic analysis, we move step by step toward the
discovery of Giotto’s palette, with particular attention to the flesh tones in God the
Father with Angels. The imaging data support the hypothesis of a detailed underlying
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sketch that includes also a drawing characterized by larger brush signs; the use of
patrones for the face of “God” was supposed thanks to comparison with other Giotto
masterpieces.

6.1 Introduction

God the Father with Angels (about 1330, tempera on gold background, 76 x 71 cm)
is the cusp of the altarpiece polyptych of Baroncelli Chapel painted by Giotto
(1267-1337) in the Franciscan church of Santa Croce in Florence (Fig. 6.1). The
upper part, representing six angels floating in a heavenly state and paying tribute to
God, was later separated from the main altarpiece that is still conserved in Florence.
The cusp-shaped masterpiece was finally purchased on a private market of works of
art and then donated to the San Diego Museum of Art (CA), where it is presently
conserved. Little is known about this painting history since the ill-judged separation
from the Baroncelli polyptych [1]. The cusp was never studied by means of analytical
techniques before the San Diego Museum gave our team the opportunity when the
panel come back to Italy in the context of the exhibition Giotto, I’Italia held at the
Palazzo Reale of Milano from September 2015 to January 2016. During the Milan
exhibition, it was positioned just in front of the polyptych, 2 m high, to suggest to
the public the original structure of the polyptych itself (Fig. 6.1).

Fig. 6.1 A possible reconstruction of Baroncelli polyptych, painted by Giotto in the early XIV
cent.; both pieces were put in the same room during the exhibit
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The exhibition gave the opportunity to investigate the organizational model of
Giotto’s workshop through analyses of the “Cusp” of San Diego [1].

Because of the impossibility to move the opera during the exhibition period and
in according to the exhibition closing hours, our team decided to set up a synergic
and complementary protocol of analytical techniques. Whole campaign consisted of
5 diagnostic operations with different operators, 5 h of work each on the close day
of the exhibition. The main novelty of this research has been the use of elemental
analysis traditionally considered punctual analyses in a mapping way and putting
the results in strictly connection with imaging methods. In this way the analytical
results revealed a painting technique already used by Giotto [2]. Another important
goal reached in this on-the-field research is the use of a new spherical scan for high
resolution long-wave scanning in reflectography infrared. In the spherical scanner
The motorized head was built with the purpose of allowing the refocusing adjustment
needed to compensate the variable camera-painting distance during the rotation of
the camera [3]. In this way we get knowledge about the stratigraphy of pictorial
material and the underdrawing study: we started from the imaging scans and the
visible image; the results achieved have been used to determine the measure points
of both punctual analyses such as reflectance spectroscopy and the area for study the
effectiveness of scanning portable-XRF (pXRF) [4].

Since many years the use of reflectance spectroscopy and of elemental analysis has
been considered a useful tool to investigate pictorial layers without sampling being
the first working in visible-near infrared region (380—1050 nm) of the electromag-
netic spectrum and so with very poor penetration in pictorial layers and the second
coming from X-ray fluorescence, indicatively with higher penetration efficiency in
this kind of materials. These two integrated techniques are often considered acting
as stratigraphy without sampling from cultural heritage scientists. Now the use with
long-wave reflectography and digital false colour infrared could help in an even more
accurate type of stratigraphy as long-wave infrared can reach deeper layers inside
the painting [5].

6.2 Materials and Methods

6.2.1 Imaging Techniques

Long-wave IR reflectography (1000-1700 nm) have been performed with a portable
scanning prototype based on a peculiar spherical scanning system [3]. An InGaAs
camera is mounted on a motorized three-axes head that allows precise and small
movements: 0.01° resolution for rotations and 0.1 mm for the linear stage. Each
image has a 256 pixels/in. (10 points per mm) resolution.

The Infrared False Colour (IRFC) imaging analysis have been performed using a
DSLR full frame Nikon D80OE camera, modified to extend its sensibility from UV to
NIR (350-1000 nm). These images obtained in short wave infrared (800-1000 nm)
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have a very high resolution (700 pixel/in.; 28 pixel/mm) which is suitable for pigments
identification, cracks studies and low hidden layer painting [6].

6.2.2 Analytical Techniques, XRF and FORS

An ELIO spectrometer (XGLab srl, Italy) has been used for elemental analysis due to
its portability and to the possibility to obtain an elemental mapping. The instrument
is an energy dispersive device XRF (EDXREF, Rh anode, 50 kV, 80 mA, 120 s int.
time). We analysed thirty single points to find out the elemental (medium-high Z)
composition of the pigments. To get statistical information on the elemental distribu-
tion and any possible correlation among them, we performed mapping measurements
(1 s for each point) in a specific region, localized around the eyes of God. The sys-
tem achieved the total XRF map, 60 x 30 mm? (step of 1 x 1 mm), in about 50 min
[4, 7]. ELIO data furnished a three dimensional map of a two dimensional region
around the aforesaid region of painting, where the spatial coordinate are completed
by a third one which gives the energy of the X-ray detected by the spectrometer.
Considering the spectra set as a whole, we defined the Global Spectrum (GS): in this
new spectrum every meaningful signal, detected at a given energy, substitutes the
intensity, which usually is depicted against energy. This makes the GS a summary of
the main X-ray energies in the scanned area, where the position of the local maxima
reveals the presence of specific emission elements and its abundance.

On every EDXRF single points of analysis our portable Vis-NIR spectro-
photometer (HR4000, Ocean Optics Dunedin FI-US), connected to a stabilized halo-
gen light source, gave us reflectance spectra in the 380—1000 nm (Fig. 6.2). The use
of a quartz fibre optics bundle 1.5-m-long, allowed to obtain the reflectance spectra
in remote mode, through 45° x 45° measuring geometry. This geometry has been
proved to avoid specular reflectance [8, 9] giving results comparable to the one of
SPEX by using an integrating sphere probe [10]. We calibrate the spectrophotometer
by using Spectralon® 99% and dark trap as white and black reflectance standards
respectively. Despite theoretical spectral resolution of 0.27 nm, spectra show a wave-
length resolution of about 2.7 nm due to the grating and slit used in this experimental
setup. The integration of elemental analyses by XRF and optical reflectance spectra
could help in defining stratigraphy without any sampling, due to different penetration
depth of different radiation in the pictorial layers [5, 11, 12].

6.3 Results

The reflectography obtained by composing over 691 single shots, 2 x 3 cm each (256
pixel/in.) shows the Giotto’s characteristic drawing with the use of both thin and large
brushstrokes with carbon black ink [6] (Fig. 6.3). Lines of underdrawings are thin and
marked for God’s hair and beard, while to obtain the saturation he needed on the shady
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Fig. 6.3 Comparison of short (left) and long-wave (right) IR reflectography: detail of God’s hands,
high resolution image (700 pixel/in.) shows the Giotto characteristic drawing made by carbon black
ink with thin and large brushstrokes

areas, as for the angels’ faces, Giotto overlayed large brushstrokes. The master used
soft and fluid lines to delineate the angels’ hair. There is a question still open about
this masterpiece: could the drawing in the cusp be comparable with other drawings
and so obtained with the use of patrones? In fact, even if patrones were often used in
“fresco” paintings, this technique has been proved widely also in easel paintings. The
post-processing images help us to answer to the previous question. The preparatory
underdrawing has been extracted by performing an automatic image segmentation on
the IR image acquired with the Nikon camera (we chose segmentation threshold =
0.2 taking into account intensity values of darker brushstrokes).

The result has been compared to the IR reflectography image of the face of the
blessing Christ of the Ognissanti Cross [13]: Fig. 6.4 shows the rigid over-lapping
of the two images.
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Fig. 6.4 Overlapping of underdrawings of God’s face (black areas) obtained after image processing
on the face of blessing Christ of the Ognissanti Cross

The same algorithm has been applied to the IR images relative to the Angels’
faces and the preparatory drawing has been individuated: in this case, a rigid co-
registration of the edges of faces, by applying a minimum rotation angle of 0.9° and
a maximum rotation angle of 5.8°, has been performed to individuate the possible
use of sketches for the drawing of the Angels figures.

Painting materials and drawing techniques of medieval age are similar and well
known in the Italian environment [14]. The paintings were realized with egg yolk
tempera medium and applied on wood panels. These boards were covered with a
mixture of animal glue and chalk (preparazione) and a gold foil was often used as
back-ground. Nevertheless, scientific examination reveals considerable differences
in pictorial techniques.

Giotto was the leading painter in Florence at the beginning of XIV century, and
it is stated he changed the course of painting. Cennini [15], the most important
biographer of Italian ancient master painters, said that Giotto marked a shift the
language of painting from Greek to Latin, meaning that he forsook the Byzantine
iconic style for a more classical and naturalistic style.

Starting from data obtained both trough elemental analysis and reflectance spectra,
we were able to discover which palette of pigments he used (Table 6.1).
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Table 6.1 Giotto’s palette and restorations pigments

Colour Pigments

Blue/light blue Ultramarine (in some cases with white lead)

Cobalt blue over white lead (restauration areas)

Green Chromium oxide green (in some cases with
lead/tin based yellow, restauration areas)

Brown Organic pigment with white lead

Ochre and vermillion in mixture on a white
lead ground

Vermillion on gold

Red Vermillion (in some cases with white lead)

Vermillion on gold

Yellow Ochre

Lead/Tin based yellow (restoration areas)
White White lead
Black Charcoal black mixed with metal-gall black ink

Original ultramarine and Cobalt blue in the restored areas were found for blue
details; for the green areas, Chromium oxide green was found, proving that none of
them still show the original pigment; brown was mainly obtained through a mixture
of ochre and vermillion; red ochre and vermillion were used for red details; yellow
ochre and lead based yellow mixtures for yellow areas, white lead for white ones.

As an example of the joint participation of the techniques applied to the panel, the
high resolution image in the visible wavelength range (resolution 700 ppi) is reported
in Fig. 6.5a. The false colour image (Fig. 6.5b), with the typical red response due to
presence of the ultramarine (as already told, the green areas are from some modern
restorations), confirms the punctual analyses performed on the same area.

In fact, the FORS spectrum (Fig. 6.5¢) shows the typical trend of ultramarine
mixed to white lead (the relative reflectance grows up after 700 nm) and the EDXRF
analysis detects, in addition to trace elements as S, Ca, Sr, Fe, Ti, Mn, the presence
of Si and Pb (Fig. 6.5d).

Interesting is the black colour present in the book: EDXRF analysis and FORS
do not show any characteristic elements or trend. IR reflectography helps in the
interpretation of punctual data: the sign of the writing is present in the images acquired
with the full frame DSLR Nikon D80OE (Silicon detector, Fig. 6.3 left), but the same
sign is very weak in the images acquired with the IR scanner (InGaAs detector,
Fig. 6.3 right). This is probably due to the presence of a mixture of charcoal black
detectable by both the detectors with black metal-gall ink, this last being detectable
only by the Silicon detector.

Being the original pigments those typical of Italian late medieval period, it is the
structure of the preparation layers that sounds more interesting. By processing the
1800 XREF spectra scanned over the God’s face, we were able to obtain a mapping
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Fig. 6.5 Detail of an angel’s shoulder: a visible macro, b infrared false color, ¢ FORS spectrum,
d XRF spectrum. Analysis reveals the use of ultramarine mixed with white lead

of the most abundant elements. Beside this spatial information, an algorithm that
automatically identifies the transition bands from the distribution of the peaks loca-
tion has been applied [4]: it organizes the spectra as a 3D matrix and integrating into
energy it computes the band images. By arranging the band images as vectors and
by computing the normalized Cross-Correlation Functions (n-CCFs) the analysis of
the matrix of the nCCFs’ 0-lag elements is possible. Two groups of band images
are closely cross-correlated (the M series and L series of Hg—Pb and the K series of
Ca—Fe—K-Sr) but anti-correlated each other. The detection of the M lines of Hg and
Pb is probably due to a superficial layer of vermilion and white lead superimposed
on a verdaccio layer. Verdaccio is a pigment based on a green earth typically used in
the Giotto’s period. It is interesting to note that this technique was already adopted by
Giotto in the S. Giovanni flesh in the Santa Maria Novella Cross [3] as alternative to
the monolayer mixture of vermillion, white lead and verdaccio implemented in the
Christ flesh in the Ognissanti Cross [12]. Interestingly Chromium and Titanium both
typical of modern pigments (green and white respectively) does not show significant
correlation each other or with other elements (Fig. 6.6). This is imputable to the mod-
ern restoration confirmed also by IR false colour image (Fig. 6.7). In fact the XRF
images of Cr and Ti slightly differs from the IRFC image due to the XRF sensitivity
for short measuring times, 1 s each point. So it gives less accurate information than
HR IRFC images.
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(a)

Fig. 6.6 Distribution maps of Ti and Cr (panel (a) and (b) respectively), indicating the restauration
regions highlighted in panel (c)

Fig. 6.7 IR false colour image: the XRF image of Cr and Ti (highlighted in red) slightly differs
from the IRFC image (clearer in the picture) because the XRF sensitivity for short measuring times

6.4 Conclusions

We started our research from the analyses of a masterpiece in exhibition, which has
been a full-fledged challenge. In fact we had no possibility to move it and only few
hours per week to analyze the panel.

Portable, fast and non-invasive synergic techniques, such as IR camera, IR false
color, XRF scanner and FORS joined to XRF punctual investigations helped us to
reach the aim. These allowed a complete characterization of the pigment palette used
by Giotto. Furthermore, thanks to different penetration depths of these techniques
and the co-occurrence and correlation of elements in the XRF mapping, we obtained
reliable information about the stratigraphic sequence of the painting layers. They
suggested us the structure composed by a cinnabar-white lead layer superimposed to
a gypsum-verdaccio one, such as in the Cross of Santa Maria Novella. Restoration
areas were clearly identified due to the presence of modern pigments, casting light
on the conservative history of the cusp. This last is partially unknown starting from
the mutilation of the polyptych at the end of the fifteen century till the donation to
S. Diego Museum. An unpredictable result of our research was given by imaging
technique and post processing elaboration that support the hypothesis of a detailed
underdrawing, characterized by wider brush signs. Through image segmentation and
pattern recognition algorithms applied to the reflectography, we found many elements
to support the thesis about use of patrones for the face of “God the Father”.
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Chapter 7 ®)
Quantitative Analysis of Gold ez
Nano-aggregates by Combining Electron

and Probe Microscopy Techniques

Francesca Borghi, Matteo Mirigliano, Paolo Milani and Alessandro Podesta

Abstract The structural and functional properties of nanostructured systems
fabricated by the bottom-up assembling of clusters and nanoparticles depend upon
the size and shape distribution of the building blocks. Moreover, it is well known
that the size and the shape of nano-aggregates can influence toxicity or biological
responses. Consequently, analytical techniques able to characterize nano-aggregates
size distribution and shape are very important technological tools. This paper is the
first step in the development of a quantitative approach combining electron and probe
microscopy techniques for measuring the heights and lateral dimensions of primeval
incident clusters and nano-aggregates on the substrate. In particular, we have ana-
lyzed samples of gold clusters deposited by a supersonic beam on silicon substrates
for different deposition time in order to describe the first stage of growth of gold
cluster-assembled thin film.

7.1 Introduction

The strategic importance of nanostructured materials relies on the fact that their
structural, electronic, magnetic, catalytic, and optical properties can be tuned and
controlled by a careful choice and assembling of their nanoscale elemental building
blocks [1-4]. The deposition of preformed clusters (aggregations of a few atoms to
a few thousands of atoms) as building blocks on a substrate offers the possibility

F. Borghi (X)) - M. Mirigliano - P. Milani - A. Podesta

CIMalNa and Dipartimento di Fisica “Aldo Pontremoli”, Universita degli Studi di Milano,
Via Celoria 16, 20133 Milan, Italy

e-mail: francesca.borghi @unimi.it

M. Mirigliano
e-mail: matteo.mirigliano@unimi.it

P. Milani
e-mail: Paolo.Milani @mi.infn.it

A. Podesta
e-mail: alessandro.podesta@mi.infn.it

© Springer Nature Switzerland AG 2018 67
P. F. Bortignon et al. (eds.), Toward a Science Campus in Milan,
https://doi.org/10.1007/978-3-030-01629-6_7


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01629-6_7&domain=pdf
mailto:francesca.borghi@unimi.it
mailto:matteo.mirigliano@unimi.it
mailto:Paolo.Milani@mi.infn.it
mailto:alessandro.podesta@mi.infn.it
https://doi.org/10.1007/978-3-030-01629-6_7

68 F. Borghi et al.

to carefully control building blocks dimensions and hence to tune the structural and
functional properties of the resulting systems [5].

Clusters size distribution, their agglomeration/aggregation state and their shape
are only some of the properties which decide for the structural and functional prop-
erties of the resulting system [6], crucial in determining the way objects interact
and devices work, as in determining the toxicity of nano-aggregates [7]. This in turn
requires imaging techniques with a resolution of the order of 1 nm in xy plane and less
than 1 A in the z direction, in addition to the possibility of investigating a wide range
of lengths scales. Often several techniques are required to characterize a parameter
and minimize the measurement uncertainty.

Atomic Force Microscopy (AFM) imaging makes it possible to measure the height
of the objects with sub-nanometric accuracy [5], but the lateral measurements (along
X-y axis) contain large errors due to the tip/sample convolution. AFM-images are the
results of the interaction between the scanning tip and the sample surface, and this
interaction limits the AFM resolution [8—10]. Deconvolution algorithms are currently
developed [11-13], but they are relatively difficult to implement and the obtained
measurement uncertainties are still large, also because of the continuous change of
tip shape and size. One of the alternative method for measuring the lateral dimensions
of the objects is Scanning Electron Microscopy (SEM) technique [14], which can
measure objects with a resolution of the order of a nanometer. Thus, the combined use
of both microscopy techniques enables the characterization of the nano-aggregates
in size in the 3-dimensional space.

Today, although imaging techniques are well advanced [15, 16], most images are
interpreted qualitatively and only few authors make a quantitative study, which are
often based on a manual image-analysis in order to extract morphological information
of nano-aggregates and nanostructures. In order to extract quantitative morphological
information from AFM/SEM images, we have developed an automated algorithm
for sizing nano-aggregates that can easily process many images and that, for each
image, can recognize individual objects and calculate the associated morphological
parameters and some quantitative shape descriptors. This algorithm is subdivided
into two phases: the image pre-processing and the image analysis. The image pre-
processing consists in the flattening of the images, in order to get rid of the tilt of
the sample and of the AFM scanner bow, and the elimination of the possible bad
lines. The image analysis consists into assign a unique label at each object and into
measure the morphological properties for each labelled object, i.e.: area, equivalent
radius, major and minor axis, height, volume and eccentricity.

In this work, the feasibility of the proposed method has been tested on the dimen-
sional measurements of gold primeval incident clusters (as they arrive on the sub-
strate) deposited by Supersonic Cluster Beam Deposition (SCBD) [17, 18] technique
and nano-aggregates grown on the substrate. Heights deduced by AFM and lateral
dimensions by SEM images, as the aggregation state of clusters are investigated for
samples with different duration of deposition time. Statistical meaning and discrep-
ancy of the morphological parameters calculated from the two imaging methods are
compared in order to combine successfully the different informations in all the three
dimensions.
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7.2 Materials and Methods

7.2.1 Deposition of Gold Clusters by Supersonic Beam

We used the technique of Supersonic Cluster Beam Deposition (SCBD) to deposit
gold neutral clusters on a substrate through a supersonic beam [2]. The experimen-
tal apparatus, equipped with a pulsed microplasma cluster source (PMCS) [18], is
devoted to the production of clusters in gas phase and a subsequent supersonic beam
expansion. Briefly, a PMCS consists in a ceramic body with a cavity where a metal-
lic target (Au in the present case) is sputtered. The sputtering process is controlled
through a solenoid valve, that faces the cavity. The valve is baked with an inert gas
(Ar) at a pressure of about 40 bars and it controls the gas injection opening for hun-
dreds of microseconds. A bias voltage is synchronously applied between the metallic
rod and the valve front, in order to produce a discharge that ionizes the gas previously
injected, which sputters the rod. The sputtered atoms thermalize with the carrier gas
and aggregate in the cavity forming metal clusters. The carrier gas-clusters mixture
expands in a low pressure (10~ torr) chamber (the expansion one) through a noz-
zle out of the PMCS. In the expansion chamber, an aerodynamic focusing nozzle
produces a highly-collimated beam [19]. The central part of the beam is selected
by a skimmer and then it reaches a second vacuum chamber (the deposition one, at
a pressure 107> — 107 torr), where it impinges on the substrate, supported by a
motorized sample holder. The quantity of nano-aggregates that is deposited per unit
area and per second (the rate F, measured in A/s) is monitored by a quartz microbal-
ance positioned on the bottom of the sample holder. We deposited with a duty cycle
of the source of 4 Hz and with a gas pulse of 211 ws. In these conditions, we have
deposited with low rate (about 3—5 A/ s), compared to those a PMCS can reach (about
20-30 A/s). In Table 7.1 we report the main deposition conditions of the gold sample
analyzed.

7.2.2 Choice of the Substrate

As the roughness of the substrate can influence the imaging quality and the diffu-
sion/aggregation processes of the primeval incident clusters [20], we have analyzed
different kind of substrates in order to identify the most suitable one. We selected
three types of glass substrates: microscope slides Thermo-Scientific, microscope

Table 7.1 Deposition conditions of the gold samples

Deposition rate (Ass) Time of deposition (s)
Sample 1 3-5 2
Sample 2 3-5 4
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Rq= 13 nm

Rq = 1.3 nm

Rq = 0.1 nm

Fig. 7.1 2pm x 1 wm top-view AFM maps of microscope slides Thermo-Scientific (a), microscope
slides Agar Scientific (b) and a silicon wafer (c). Z-scale ranges from —5 to 10 nm (dark to bright,
in the colorbar)

slides Agar Scientific and a silicon wafer (Siegert wafer single side polished). Before
imaging, they were washed in a nitric acid hydrochloride bath and then in ethanol
one. The RMS roughness (Rq, standard deviation of the surface heights) of the sub-
strates, characterized by the AFM, is larger for the two microscopies slides (Rq=
1.3 nm) than for the silicon wafer (Rq=0.08 nm), as it is also shown in Fig. 7.1.
This discrepancy is probably due to the polishing procedure during fabrication pro-
cesses. Similar results concerning substrate roughness have been found by using only
ethanol in cleaning procedure; this excludes the possibility of damages caused by
the nitric acid hydrochloride.

We decided to use fragments of silicon wafer as substrate, in order not to influence
the growth of the cluster-assembled film, even in sub-monolayer regime, and the
evaluation of the nano-aggregates height.
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7.2.3 Electron and Scanning Probe Microscopy

The investigation of the morphology of the gold sub-monolayer samples was carried
out in air using a Multimode AFM equipped with a Nanoscope IV controller (Veeco
Instruments). The AFM was operated in Tapping Mode using single crystal silicon
tips with nominal radius of curvature of 5-10 nm and cantilever resonance frequency
in the range 200-300 kHz. Scan areas were typically 2 pum x 1 wm with scan rates
of 1-2 Hz. Sampling resolution was typically 1 nm/pixel.

The SEM images have been performed with Zeiss (Supra 40) instrument. We
performed images with electron beam of energy 10 keV and on a scanned area of
2.4 pm x 1.8 wm, with a resolution of 1 nm/pixel.

7.2.4 Image Processing

Any image processing protocol for quantitative nano-aggregates sizing is typically
divided into two main steps: the image pre-processing, aiming at removing from the
images by suitable flattening algorithms distortions introduced during the imaging
process, and the main image processing, aiming at extracting quantitative metrolog-
ical data representative of the system under investigation.

Raw AFM topographs are typically not suitable for a direct analysis, because of
several artefacts related to the sample/piezo/cantilever arrangement. Identification
and removal of these distortions is an important step when performing accurate
quantitative analysis.

AFM topographs typically possess a tilted or curved background. The tilt is typi-
cally due to the overall inclination of the sample, while the curvature (“bow”) is due
to non-straight motion of the scanner (a quadratic bow is typical of tubular scanner;
stacked XY piezos may lead in turn to higher-order distortion). In addition to this
global background, the image may be affected by line-by-line offsets; these vertical
shifts between adjacent lines may be due to thermal drifts of the z-scanner and/or to
thermally-induced changes of cantilever deflection. All these artefacts have an impact
on the heights distribution of the image. The flattening procedure is aimed at remov-
ing these artefacts, making it possible to quantitatively analyze the three-dimensional
AFM images. Figure 7.2 shows a comparison between raw and flattened topographs
of Sample 1. The raw image (Fig. 7.2a) shows both an overall tilt due to sample incli-
nation, and line-by-line offsets. Line-by-line (1-dimensional) flattening, consisting
in this case in the subtraction of a 1st-order polynomial from each topographic profile
(Fig. 7.2b), led to a properly flattened image. If the baseline to be subtracted has been
fitted only in the reference flat portion of the image, corresponding to the substrate,
we have the best flattened image (Fig. 7.2¢) for the characterization of the heights
distribution.
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Fig. 7.2 Raw image of Sample 1 (a), flattened image with 1st-order polynomial from each profile
(b), flattened image where the baseline to be subtracted has been fitted only in the reference flat
portion of the image (¢). Z-scale ranges from —2 to 5 nm (dark to bright, in the colorbar)

7.2.5 Data Analysis: Calculation of Geometrical Parameters

In order to calculate morphological parameters for each object in the AFM images,
the latter must be recognized and labelled. Objects must be identified and separate
from the background; to this purpose, a binary mask identifying the substrate must be
created by applying a suitable thresholding method to the flattened AFM topographs.
The portion of the image identified by the mask is used to calculate the average
quota of the background and its standard deviation ¢ (i.e. the substrate roughness).
The estimation of sample background is an important step in order to calculate the
true height value of nano-aggregates (calculated with respect to the substrate) and to
calculate a new threshold that identifies the objects of interest.
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Fig. 7.3 AFM topographical map of Sample 1 (a), with a mask at a z-threshold of ~2c (b). The
vertical range in (a) is in [—5,+5] nm

We consider “good objects” only those topographic features exceeding by a
pre-defined number of standard deviations N, the mean value of the background
(Fig. 7.3b). Noticeably, this particle recognition strategy is rather independent on
the value of the threshold that is used to build the original substrate mask, because
this parameter has a minor influence on the actual value of the mean height value of
the substrate and its roughness. Since an image contains multiple objects of interest
we must assign a unique label at each object (labelling procedure). Subsequently,
we measure the morphological quantities for each labelled object (others can be
measured if necessary), among which:

e The height, i.e. the difference between the highest point of the object and the mean
value of the background in nm.

e Eccentricity, i.e. a scalar parameter calculated as /1 — W This value is
ajorAxis
between 0 (for a circle) and 1 (for a line segment).

e Major Axis, i.e. the length (in nm) of the major axis of the ellipse that has the same
normalized second central moments as the region.

e Minor Axis, i.e. the length (in nm) of the minor axis of the ellipse that has the same
normalized second central moments as the region. In particular this parameter is

Area
calculated as m .

In order to analyze the SEM images, we developed an alternative software in
Matlab environment devoted to the binarization of the image where the objects are
individuated only for the different intensity of the revealed emitted electrons. A
thresholding method was chosen to perform a segmentation of the images, because
in SEM images the contrast of the substrate is too low in order to be used for threshold
identification as in AFM module analysis. This is the most critical step because the
subsequent analysis depends on the results of the binarization; in particular, the major
problem is the detection of the edges of the nano-aggregates. In fact, on the surface the
pixel of the nano-aggregates and the substrate can have similar values and different
thresholds can generate different boundary regions causing systematic errors on the
measured dimensions. In particular, we used Otsu’s method [21] that automatically
perform a thresholding realizing a statistical study on the pixel values of the image. It
presents the advantage of being simply reproducible, and it well works with images
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where there are isolated nano-aggregates that have high contrast in comparison with
the background. All the values below the chosen level are approximated with O (the
substrate), and the others with 1 (the metal nano-aggregates).

Once the binarization step is carried out, the analysis of the geometrical properties
of the objects identified is performed through the same homemade software that
exploits Matlab routines used for AFM images analysis.

In addition to the size analysis, we performed a further shape characterization.
The nano-aggregates often have stretched or ramified configuration because they are
formed from aggregation of primeval clusters. By approximating the cluster with a
spherical shape, nano-aggregates can result as a juxtaposition or partial coalescence
of metal spherical clusters. To find the region that can be approximated by circles
we use a routine that implement the Hough transform [22]. It consists in a voting
process in the parameter spaces, where all the image points that can be described by
a particular shape are collected and counted in an accumulator variable. The circle
parameters that are a local maximum for the calculated accumulators are the best
candidate to describe a region [22].

7.3 Results and Discussion

7.3.1 Identification of the Threshold

We investigated the results of the segmentation process through the Otsu’s method. It
works fine for the recognition of the number of nano-aggregates, thanks to the contrast
between them and the background pixels; but it can cause considerable errors in their
dimensionality estimation because of the image resolution (1 nm/pixel). In fact, the
distribution of the pixels among a large interval of values is the main problem in the
calculation of a threshold. This slightly differs from the correct one that identifies
the whole nano-aggregates. For this reason we applied a correction factor A = 0.19,
to take this error into account.

Figure 7.4 shows how the segmentation of the image works through a thresholding
method. In particular, it is possible to see how the segmentation of an island changes
varying the threshold from the Otsu’s one. In images with a resolution of about
1 nm/pixel, the choice of a different threshold can cause the variation of the number
of pixels in the recognized object and so an error on the measured dimension of few
nanometer. The variation of the threshold value can produce segmentation processes
which can alter the number of nano-objects on the substrate. This is the reason why
the thresholding step is the most critical one.

Figure 7.5 shows a comparison between the minor and major axis normalized
distributions of the nano-aggregates for a SEM image of Sample 1, obtained by
using two thresholding methods: the AFM module and Otsu’s one. The multi-modal
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Fig. 7.4 Normalized histogram of the major axis of the gold nano-aggregates identified in Sample
1, with different threshold values. On the right, the corresponding imaging of the nano-objects
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Fig. 7.5 Normalized distribution of minor (a) and major (b) axis of the gold nano-aggregates in
Sample 1, analyzed with AFM and SEM module software

distribution is confirmed, while the distance between the two peaks in the distributions
is due to the error committed because of the image resolution, which is related to
the choice of the threshold as mentioned before. This result suggests an intrinsic
uncertainty in the identification of the lateral dimensions of the nano-objects due to
the identification of the thresholds in the analysis process.
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7.3.2 Analysis of the Size Distribution of Gold
Nano-aggregates

In Fig. 7.6 we report two representative AFM top-view images of the evolving sub-
monolayer morphology of gold nano-aggregates with increasing quantity of primeval
incident clusters deposited. Tip-sample convolution affects only the lateral dimen-
sions of the imaged objects; heights are not affected in the case of this rigid particles,
therefore a measurement of the height of the objects, under the hypothesis that the
objects are spheroidal, represents an accurate estimation of their diameters.

The normalized distributions of the heights of the objects analyzed in the two sam-
ples are reported in semi-log scale [23] in Fig. 7.7. For each system analyzed, the size
distributions (heights distribution) are broad and multi-modal. Both the depositions
are more populated by very small clusters, with height peaked at 0.4 0.2 nm. We
can clearly recognize this population of very small objects also in SEM images, so we
can exclude that they come from a silicon substrate contribution. Since the first peak
is related to clusters with lateral dimensions close to 1 nm (also in x-y dimensions)
in an image with resolution of 1 pixel/nm, we decided to exclude this part of particle
population from the further quantitative analysis. Inertial effects of clusters in the
supersonic beam [19, 24] determine the concentration of also larger nano-aggregates
along the beam axis, with height peaked at 5 &2 nm. We can assume that these larger
clusters have the prominent role in the cluster-assembled film growth.

There is no evidence of a shift in the heights distribution of the gold nano-
aggregates with increasing time of deposition, which suggests that no growth in
z-direction has still taken place. Anyway, the counts beneath the Gaussian profiles
are double in Sample 2 distribution compared to the one of Sample 1. This trend
means that the number of primeval incident clusters deposited is proportional to the
time of deposition, and that the further clusters deposited on Sample 2 effectively
land on the substrate and not on the top of the pre-deposited clusters.

The plot of the eccentricities (calculated from SEM images, Fig. 7.8) shows the
presence of a great fraction of population of nano-aggregates with an elliptical shape.
We plot the normalized distribution of the minor and major axes (Fig. 7.9) in semi-

Fig. 7.6 AFM top-view images of Sample 1 (a) and Sample 2 (b). Z-scale ranges from —2 to 5 nm
(dark to bright)
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Fig. 7.7 Normalized distribution of primeval incident clusters heights

(a) (b)

100 [ SEM module - Sample 1 ] 100 | [0 SEM module - Sample 2

80 80

60 60
c -

40 40

20 20

0
0 0.5 1 9 0 0.5 1
Eccentricity Eccentricity

Fig. 7.8 Distribution of eccentricity of gold nano-aggregates in Sample 1 (a) and Sample 2 (b)

log scale, as defined in the Sect. 7.2.5, to characterize the lateral size of the gold
nano-aggregates on the substrate for the two samples.

They are multimodal and each mode was approximated to a Gaussian in a semi-
log scale. In Sample 1, the two main peaks of the minor axis distribution back-
transformed are approximately at 3 and 16 nm, while the major axis around 7 and
20 nm. The multimodal distribution reflects the multi-dispersion of the primeval
incident clusters and nano-aggregates size also in z direction. In Sample 2 we can
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Fig. 7.9 Normalized distribution of minor (a) and major (b) axis of gold nano-aggregates in Sample
1 and Sample 2
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Fig. 7.10 SEM image of Sample 2. On the right, some details of the image with superimposed
circle with Hough radius

appreciate a re-distribution of the peaks, in particular an increase in the value of
the smaller one. This evidence suggests that laterally the growth of nano-aggregates
takes place at this stage by cluster assembling, whatever it is with coalescence or
juxtaposition phenomena.

In order to investigate the merging phenomena between clusters we have char-
acterized the Hough radius of the nano-aggregates identified in the SEM images.
Figure 7.10 is a SEM image of Sample 2, with superimposed the Hough analysis of
some aggregates on the right of the figure.
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The normalized distributions of the Hough radius of the objects of the two samples
are shown in Fig. 7.11, in semi-log scale. The peak is around 3.5 nm for both the
samples.

The nano-aggregates which can be identified in the early stage of growth of gold
cluster-assembled film are composed by units approximately 7 nm large, which are
juxtaposed on the substrate.

7.4 Conclusions

We have characterized the first stage of growth of gold cluster-assembled thin film
in sub-monolayer regime, with an approach based on the combined AFM and SEM
techniques. AFM analysis is the best choice in order to characterize the dimension in z
direction of nano-aggregates on a substrate. This technique offers also the possibility
to distinguish very small objects (height of fraction of nanometer) which cannot be
accurately distinguish in SEM image because of the resolution of the image. Also
the identification of a threshold for the characterization of the geometrical properties
of the objects, thanks to the standard deviation of the heights of the substrate, is a
good strategy to avoid systematic error in the further analysis steps.

SEM technique allows the possibility to explore the lateral dimensions and the
growth of clusters with a high statistical importance. Anyway, we have highlighted
the limit of this technique, in particular in the analysis process concerning the iden-
tification of the best threshold based on the gray-scale.

By combining these results from the analysis of AFM and SEM images we can
describe the aggregation state of the primeval incident clusters on the substrate. In



80

F. Borghi et al.

particular, the major mode of the primeval incident clusters is characterized by units
of gold clusters of 5 nm in height (by AFM measurements) and 7 nm in width (by
SEM analysis). In the early stage of growth, the units that compose a nano-aggregate
can be distinguished for their boundaries in SEM images thanks to a different gray-
level. In fact, they are juxtaposed or not completely merged into a single larger new
nano-object. Lateral growth of nano-aggregates is preferred to growth in z-direction.
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Chapter 8 ®)
The Discovery of the Higgs Boson oo
and Most Significant Measurements

at the LHC

Marcello Fanti

Abstract On July 4th, 2012, CERN announced the discovery of a new particle, with
properties quite similar to those expected from the Standard Model for the Higgs
boson. The observation was carried out by the ATLAS and CMS collaborations,
analysing the proton-proton collisions produced at the Large Hadron Collider (LHC),
at energies of 7 and 8 TeV. More data were collected since then, confirming that
indeed the long-sought Higgs boson was finally found. In this document, the main
characteristics of this particle are summarized, together with the most significant
measurements of its properties, obtained from a combined analysis of the ATLAS
and CMS data recorded at 7 and 8 TeV, during the Run-I, in the years 2010-12. The
mass of the Higgs boson is my >~ 125 GeV. The measured cross-section, couplings,
and spin-parity status are compatible with Standard Model expectations. The most
recent measurements, based on the Run-II data at a collision energy of 13 TeV, won’t
be covered in this document, as a combination of the two experiments is not available
yet.

8.1 Introduction

The Standard Model (SM) of elementary particle physics is a theory that describes
the electroweak (EW) and strong fundamental interactions by means of gauge the-
ories [1]. The matter is made of spin-1/2 “fermions”: quarks (g), charged leptons
(¢*), and neutrinos (v). Fermions interact by exchanging spin-1 vector bosons, also
called “gauge bosons”, as described by the Feynman diagrams:

M. Fanti (X)
Dipartimento di Fisica “Aldo Pontremoli”, Universita degli Studi di Milano, Milan, Italy
e-mail: marcello.fanti@mi.infn.it

M. Fanti
INFN, Sezione di Milano, Milan, Italy

© Springer Nature Switzerland AG 2018 81
P. F. Bortignon et al. (eds.), Toward a Science Campus in Milan,
https://doi.org/10.1007/978-3-030-01629-6_8


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01629-6_8&domain=pdf
mailto:marcello.fanti@mi.infn.it
https://doi.org/10.1007/978-3-030-01629-6_8

82 M. Fanti

— < < X

fermion propagator e boson interaction triple gauge coupling quadmple_ paim
propagator coupling

Each interaction is described by a Lagrangian, invariant under a symmetry group.
The EW interactions are described by an SU (2); x U(1)y symmetry group, where
the SU (2), part treats interactions of left-handed chiral doublets of fermions, while
the U(1)y part couples to all fermions according to their weak hypercharge. The
strong interaction is described by the Quantum Chromodynamics (QCD), with an
SU (3) symmetry group acting on colors. The SM predictions are very accurate and
verified experimentally to high precision, since the time of previous accelerators like
LEP [3].

Gauge theories assume that gauge bosons are massless. This is indeed the case
for photons (y) and gluons (g), which mediate respectively the electromagnetic and
strong (QCD) interactions. On the opposite, the mediators of the weak interaction—
the W* and Z bosons—have sizable masses, about 80 and 91 times the mass of a
proton. However, introducing explicit mass terms in the Lagrangian would spoil the
symmetry.

To solve this paradox, the so-called “Higgs mechanism” was proposed [2], back in
the 60ies of the past century, by Peter Higgs, and independently by Francois Engler
and Robert Brout. This model postulates the existance of a scalar field ¢, with a
uniform non-vanishing value in vacuum, such that it can interact with most particle
fields.

The gauge symmetries are preserved, but the symmetry of the vacuum state is
broken. As a consequence, all particles interacting with the scalar field acquire their
masses. Since the ¢-field does not carry electric charge nor color charges, photons
and gluons do not interact with it and therefore are left massless.

The suggested experimental test of the model, was to try to excite the ¢-field,
such to materialize its quantum, the “Higgs particle”, or “Higgs boson”. This could
be achieved by colliding accelerated particles, with a sufficient energy to materialize
the Higgs boson mass, m . As this mass is a free parameter in the model, there was
no clue as to what energy was necessary. Former particle physics experiments sought
the Higgs boson without success. The LHC was the first proton-proton collider to
reach an energy sufficient to produce the Higgs boson, which now we know has a
mass my =~ 125 GeV.
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8.2 Discovery

According to SM, the Higgs boson is foreseen to decay promptly to pairs of lighter
particles, in several ways, such as:

H—-bb, H—>t"t", H>W'W~, H— ZZ, H— yy

(where b, b are the bottom quark and anti-quark, and 7* are the 3rd generation
charged leptons). The branching ratios of all decay channels are predicted, as a
function of its mass, m g, as shown in Fig. 8.1.

The easiest decay channels to detect at collider experiments are H — yy and
H — ZZ7Z — 4{—the latter occurring when both Z-bosons decay each in a charged
lepton pair, Z — £7¢~." The produced final states are in both cases easy to iden-
tify, all involved particles are detectable, and their energy measures well calibrated.
Examples of such final states are visible in the event displays shown in Fig. 8.2.

For all such events, the invariant mass is computed:

2 PR

4
My, = \/(Eyl + Eyz)2 — [Py1+ P2 % ma = ZEZ - sz
=1 =1

n the present document, charged leptons (£%), are meant to be electrons (eT) or muons (u®),
which can cross the detector without decaying, and therefore can be identified. The t-leptons are
not considered, as they decay very close to the interaction vertex, making their identification more

challenging.
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Fig. 8.2 Event displays of Higgs boson candidates, decaying to yy (by CMS, on the left) and to
ete~ut ™ (by ATLAS, on the right)
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Fig. 8.3 Invariant mass plots, for yy (top plots) and 4¢ (bottom plots) final states, as recorder by
ATLAS (left plots) and CMS (right plots)
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where (E, p) is the 4-momentum of each particle, and the two sums are carried out
on the two photons, or the four leptons, respectively.

Several processes contribute to form yy and 4¢ final states, thus the observable
spectra of m,,,, and my, are generally broad. However, for events arising from a decay
of a particle, the invariant mass must be equal to the mass of the decayed particle,
within the experimental uncertainty.

Figure 8.3 shows invariant mass plots for m,, and my,, as recorded by ATLAS
and CMS: in all cases, an excess of events around 125 GeV is observed. These four
observation provided the evidence for the discovery of a new particle, as announced
by ATLAS [4] and CMS [5] in 2012.

8.3 Measurements of the Higgs Boson Properties

Once the discovery was established, more decay modes were observed: H —
W*W~and H — t+1~,besides the already mentioned H — yy and H — ZZ —
4¢. The next goal was then to investigate all the properties of the new particle, such
to ensure whether it is indeed the Higgs boson. In the SM, the only free parameter
of the Higgs mechanism is the Higgs boson mass. Once it is determined, the theory
becomes fully predictive and can be tested.

8.3.1 Mass Measurement

The invariant mass plots of Fig. 8.3 allow to extract the particle’s mass, by combining
the four measurements [6], as shown in Fig. 8.4. The best estimate is

my = (125.09 + 021 £ 0.21(yq) GeV

This measurement relies on an accurate calibration of the energy measurement, for
charged leptons and photons. In the case of the charged leptons, the calibration
exploits the observed decays of Z-bosons, Z — ete™ and Z — u* ™, which pro-
vide a very good “candle”, the Z-mass being known to high precision from LEP
measurements. For photons, the calibration is more indirect, being based on the
similarity of the energy deposits of photons and electrons in the electromagnetic
calorimeters.

8.3.2 Spin, Parity, and Charge Conjugation

According to the SM, the Higgs particle is electrically neutral. Moreover, it has
JEP = 0%, i.e. it has spin = 0 and even parity and charge-conjugation. The null
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ATLAS H—yy H———H+ 126.02+0.51(+0.43+0.27) GeV
CMS H—yy —e— 124.70 + 0.34 (+0.31+ 0.15) GeV
ATLAS H—ZZ 41 | ——— 124.51+0.52 (+0.52 + 0.04) GeV
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ATLAS+CMS 41 l—}EI—I 125.15 + 0.40 (+ 0.37 + 0.15) GeV
ATLAS+CMS yy+4l l—?—l 125.09 +0.24 ( +0.21+ 0.11) GeV
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Fig. 8.4 Measurements of the Higgs boson mass, from the yy and the 4¢ decay modes, as recorder
by ATLAS and CMS, and their combinations

electrical charge, as well as the integer spin, can be obviously inferred from any of
the observed decay modes. Moreover, the H — yy decay proves that C = 41 and
rules out the spin-1 hypothesis [7], leaving only the spin-0 and spin-2 options. The
analysis of the angular distributions of the decay products, expected to be isotropic
for spin-0, excludes the spin-2 hypothesis. The analysis of decay angles in the H —
ZZ — 4and H - WTW~ — ev,uuv, channels allows to probe the polarizations
of the ZZ and W+ W~ gauge bosons, which result being compatible with even parity,
P =+1[8].

8.3.3 Cross-Sections and Couplings

The nature of the Higgs mechanism, that dynamically assigns masses to the particles,
implies that the couplings of the Higgs boson to fermions (g ) and to gauge bosons
(gv) must depend on particles’ masses, according to:
2
gr = ﬂ: gv = Zm_v
v v

(where m ¢, my are the fermion’s and gauge boson’s mass, and v >~ 246 GeV is the
value of the Higgs field in vacuum).

Once my is given, SM allows to compute the cross-section of the Higgs boson
production, as displayed in Fig. 8.5. Several production modes are possible. The
dominant one is the gluon-fusion (“ggF”, gg — H), accounting for about 90% of
the total cross-section, in which a gluon pair produce a Higgs particle via a virtual
loop containing a top quark or a bottom quark. Other important processes are the
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vector-boson fusion (“VBF’, WW, ZZ — H) and the “Higgs-strahlung” (“VH”,
qq — WH and qq — ZH). Both are subdominant, yet they are experimentally
identifyable. In the VBF, the WW or ZZ that produce the Higgs boson are radiated
off protons’ valence quarks, that as a consequence undergo a significant deflection,
such to produce energetic hadronic jets in the forward and backward regions of the
detector. In the VH mode, the Higgs decay products are accompanied by the decay
products of the associated W or Z—a pair of hadronic jets for the cases W, Z — ¢qq;
or a pair of charged leptons for Z — ¢ £~; or a charged lepton and some undetected
energy due to the neutrino, for W — £v.

Combining all possible processes, the total cross-section can be computed, and
then compared with the experimental measurements. The result is shown in Fig. 8.6.
The measurements have been achieved on the ¥y and 4¢ decay channels [9].
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To probe more in detail the gr, gy couplings, the rates of all observed decay
channels and the main production modes are combined. The result, obtained from
a combination of ATLAS and CMS measurements [10], is summarized in Fig. 8.7.
This result proves the prediction of the SM over a span of 3 orders of magnitude. The
sensitivity to g5, g, comes mainly from the ggF process, where the top and bottom
quarks enter the virtual loop. The H — p* ™ is expected to have a tiny branching
ratio, and it has not been observed so far, therefore the corresponding point in the
plot is a result of the global fit.

8.4 Conclusions

During the Run-I of LHC, with proton-proton collisions at energies of 7 and 8 TeV,
the existance of the Higgs boson was experimentally established, and its properties
were measured, confirming the expectations. ATLAS and CMS measurements have
been combined to give “world averages”.

The H — yy and H — ZZ — 4{ decay channels allowed to measure its
mass, my = (125.09 £ 0.21(gay £ 0.21(ys) GeV. The combined analysis of
H — yy, ZZ, WW decay modes allowed to determine the spin-parity status to
be JF = 0%+, as expected. The total cross-section is compatible with the SM pre-
dictions at collision energies of 7, 8, 13 TeV. The combination of all observed
decay modes and production modes (gluon-fusion, vector-boson fusion, Higgs-
strahlung), allowed to probe the Higgs boson couplings to fermions and gauge bosons.
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The results are in perfect agreement with the Standard Model predictions, however
the uncertainties are still large.

Since the beginning of Run-I1, with a collision energy of 13 TeV, all measurements
are being repeated, and ATLAS and CMS results will eventually be combined again.
The results from Run-II will contribute to improve the measurements, due to the larger
cross-section and collected luminosity. Recently, the observations of the H — bb
decay [11] and of the t#H production [12] have been achieved: both will allow a
better determination of the g,, g, couplings. The choice of focusing this report on
Run-I data was driven only by the existance of the ATLAS+CMS combinations. New
results at 13 TeV are appearing as soon as ready on the ATLAS and CMS public web
pages [13].
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Chapter 9 ®)
Spectroscopy of Adsorbates oo
and the Role of Interfacial Interactions

Guido Fratesi®, Elena Molteni® and Giovanni Onida

Abstract We present two test cases showing how electronic and optical
spectroscopy techniques and their theoretical understanding by first principles can
provide information on the strength of the adsorbate-substrate electronic interaction
at interfaces. Results of electronic band structure calculations for two-dimensional
silicon sheets (“silicene”) grown on silver are shown, pointing out that the interac-
tion with the metal substrate is strong enough as to disrupt many of the exceptional
properties computed for the free-standing material, or to mitigate the differences
between various two-dimensional allotropes. The optical properties of silicon sur-
face functionalized by nucleobase molecules are then discussed. Calculations predict
that chemical sensitivity of spectra to molecular modifications can be overwhelmed
by variations in the substrate response as induced by the adsorbates.

9.1 Introduction

Surfaces of solids forming interfaces with nanometer-sized adsorbed layers can be
used for the growth and/or the study of the adsorbed species [6, 33]. For example,
large area samples of graphene can be grown on copper and nickel surfaces [15];
organic molecules can be immobilized at a surface for further characterization [1],
which is especially effective if ordered samples are obtained [9, 10, 18]. The strength
of the adsorbate-substrate interaction is crucial since a compromise is necessary
between a weak and ineffective one and one where the adsorbate properties are
spoiled by too strong electronic coupling at the interface. Electronic and optical
spectroscopy techniques, and their theoretical understanding at the nanometer length
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scale [3, 30], are especially useful to address these issues, as we exemplify by two
test cases from our recent work.

Two-dimensional silicon sheets (“silicene”) can be grown on the surface of sil-
ver in various forms, which differ for out-of-plane atomic buckling and registry to
the substrate but retain a honeycomb structure analogous to graphene [16, 29]. The
peculiar electronic structure of the perfect free-standing film is however disrupted
by the strong hybridization between Si and Ag states [38]. By combining our first-
principles calculations with angle-resolved photoemission experiments we show that
all allotropes display similar electronic bands despite the structural differences, miss-
ing the massless Dirac fermions [22, 38]. Optical spectra present the fingerprint of
silicene-induced transitions, although now with major participation by silver states
and photoinduced charge carriers dynamics consequently approaching typical metal
timescales [4].

We investigated silicon surfaces covered by uracil-like nucleobases [36] by sim-
ulating the reflectance anisotropy spectra (RAS), that can be used to monitor non-
destructively the interface. A characteristic RAS lineshape weakly dependent on the
adsorbed species provides the mark of uracil-like adsorption. Differences between
nucleobases for the molecular transitions in the visible range are however over-
whelmed by modifications in the substrate response.

9.2 Spectra of Silicene Allotropes

The search for novel two-dimensional (2D) materials with exceptional properties
goes far beyond the popular case of graphene. While theoretical analyses for many
real, potential, or hypothetical candidates are routinely performed with ab initio
methods, experiments and applications often require a substrate where these are
grown. Eventually, the substrate may either be part of the experimental setup or
device, or be removed for the applications [40]. Among these materials, the case
of two-dimensional Si, named silicene, appears especially intriguing because of the
potential ease of integration with standard Si-based electronics. With its stability in
vacuo first identified theoretically [39], it was experimentally realized by evaporating
SionaAg(111) surface [17]. A main question was then, if the outstanding properties
predicted for the free-standing material and in particular the presence of Dirac cones
at the Fermi level, were preserved by the interaction with the substrate. That was
subject of debate in the literature, with experimental claims [41] then confuted by
theoretical [43] and experimental [22] analyses, to mention a few among the abundant
related literature. Silicene was also termed as the “swiss-knife” of 2D electronics
because various different allotropes are observed, according to growth conditions,
which could in principle exhibit tunable properties. Yet the properties of this elusive
material on Ag as well as other substrates are not easily understood and require the
concurrent contribution by several research groups and techniques, with results not
often unequivocally assessed.
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Fig. 9.1 Structural configurations of silicene allotropes on Ag(111): a (4 x 4), b (/13 x +/13),
and ¢ (2+/3 x 2+/3). Smaller/larger spheres are used for Si/Ag atoms. Protruding Si atoms are
shown in magenta (darker)

We applied numerical simulations based on Density Functional Theory (DFT)
to the study of various phases of silicene on Ag(111). The slab model was used to
describe Ag(111), with Si atoms adsorbed on one side of a five-layer Ag substrate.
The calculation cell is periodically repeated also in the direction perpendicular to
the substrate and a plane wave basis set with atomic pseudopotentials are used as
implemented in the Quantum-ESPRESSO software [11, 12]. We have taken the
local density approximation (LDA) to the exchange and correlation functional [32].
Additional details can be found in our earlier works [4, 38].

The studied phases are shown in the ball-stick models of Fig. 9.1a—c referring
respectively to a (4 x 4), (v/13 x 4/13), and a (24/3 x 24/3) configuration, tak-
ing as a reference the underlying Ag substrate (i.e., the (4 x 4) case is a silicene-
(3 x 3)/Ag(111)-(4 x 4), and the other two derive from silicene—(ﬁ x /7 )). Such
configurations differ in the relative orientation of the silicene and Ag lattices, and
as a consequence in the number and position of Si atoms being atop a surface Ag
atom (shown in magenta in Fig. 9.1), with a different buckling and periodicity of
the 2D layer. They can be distinguished by scanning tunneling microscopy, Raman
spectroscopy [5], and low-energy electron diffraction [38]. Ideally one would like to
exploit such differences in device fabrications.

To see how the electronic structure depends on the actual configuration, we start by
considering the electronic density. This is compared in Fig. 9.2a, d for the (4 x 4) and
the (2+/3 x 2+/3) structure. Regardless of the configuration taken, one can visualize
the accumulation of electronic density along the Si-Si bonds that is also typical
of bulk Si, and a metallic behavior underneath. More insight could be gained by
analyzing instead the Si-Ag bond charge, defined as

Ao(r) = 0si/ag(r) — 0si(r) — 0ag(r), (CAY)

where 0si/ag(r), 0si(r), and pa,(r) refer to the electron density of the combined
system, the silicene overlayer, and the Ag substrate, respectively (the latter two
computed for the same atomic coordinates as in the Si/Ag case). This is shown in
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Fig. 9.2 Valence electron density for a the (4 x 4) and d (24/3 x 2+/3) structure. The plotted
surfaces correspond to a density of 0.4 e/A3. Si-Ag bonding charge, side and top views, for b, ¢ the
(4 x 4) and e, f (2+/3 x 2+/3) structure. An isovalue of 0.04 /A3 is taken, with blue/red regions
marking negative/positive charge densities (more/less electrons)

Fig. 9.2b, c, e, f for the same two structures. The overall behavior appears to be
similar, with electronic density reduced around the surface Ag atoms and along the
Si-Si bonds (see the red regions), and increased in the region between Si and Ag (blue
regions). By Lowdin population analysis [21] we estimate a small overall electron
displacement towards silicon that becomes more negative by 0.013 e/Si atom and
0.019 e/Si atom in the (4 x 4) and (24/3 x 2+/3) case, respectively; such a small
difference is not reliable also given the arbitrariness of a charge partitioning scheme.

Even more fundamental is the analysis of the electronic band structure, recalling
that the presence of Dirac cones at the K-point of the 2D Brillouin zone (BZ) of free
standing silicene (FSS) has been predicted [2, 39]. For optimal tunability and actual
device implementation, the possibility to keep the linear dispersion while opening
a band gap attracts particular interest, and the different buckling and symmetry of
the silicene structures was investigated in this respect. If we keep the same atomic
coordinates as upon adsorption, unsupported phases (Ag stripped off) do indeed show
remarkable differences as can be seen in Fig. 9.3a—c, where a band gap is visible for
the (4 x 4)/Ag case in panel (a) at variance with the linear dispersion of the other two
cases [13, 34]. Such results can be explained as follows. We recall first that a silicene-
(3 x 3) superlattice [corresponding to the (4 x 4)/Ag case in panel (a)] has a 2D BZ
that is 9 times smaller than the pristine one with the K point of silicene-(1 x 1) folded
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Fig. 9.3 Top row, electronic band structure for unsupported silicene layers (Ag stripped off)
arranged with the same atomic coordinates as in the adsorbed case, for a (4 x 4)-unsupported,
b (v/13 x +/13)-unsupported, and ¢ (2+/3 x 2+/3)-unsupported. Blue and red lines are used for
filled and empty states, respectively, taking the Fermi energy as a reference. Notice the band gap
appearing at the I” point in (a), and the Dirac cones at K in (b) and (c). Bottom row, correspond-
ing band structure computed for the adsorbed cases: d (4 x 4)/Ag, e (v/13 x +/13)/Ag, and f
(2+/3 x 24/3)/Ag. The circles mark the weight of the states on the Si layer
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onto I, whereas in the other two cases the K point folds onto the corresponding one
of the smaller BZ. On top of this, the electronic potential is perturbed by the modified
buckling, that is effective in opening a band gap at the I" point of the silicene-(3 x 3)
superlattice but not at the K point of the silicene-(+/7 x +/7) one.

To what extent such and other differences are retained in the adsorbed cases
was another of the various debated issues concerning this controversial material.
To address this issue, we recall facts in the recent literature and present the band
structure we compute for the combined system in Fig. 9.3d—f. There, the weight of
electronic states on silicene as computed by projecting them on Si-centered orbitals
is shown by circles of different sizes. The (4 x 4) case was the first one where the
presence of Dirac cones was ruled out. One can see that the interaction between
Si and Ag and the hybridization of their electronic wave functions is so strong as
to lose the localization of Si-induced states in favor of hybrid states that bear no
specific signature in spectroscopy [22]. Indeed, see the electronic band structure
presented in Fig. 9.3d. Clearly, below the Ag d-band (energies lower than about
—6 eV), silicene states are mostly unchanged by adsorption. At higher energies
they can be hardly followed in the Ag “spaghetti”, as well as at energies above the
d-band edge where interaction with the Ag sp-band is remarkable. Later studies
focusing on the (2+/3 x 2+/3) case could not establish the presence or absence of
the Dirac cone, and proposed a significant shift of the o bands towards the Fermi
energy [42]. As a matter of fact, hardly any difference can be identified by comparing
this case, as well as the («/1_3 X \/ﬁ) one, to the (4 x 4) in Fig. 9.3. A systematic
analysis by angle-resolved photoemission spectroscopy performed consistently for
the various phases [38] has recently shown that in all these three cases no state with
linear dispersion about the Fermi energy is derived from silicene. Spectral features
previously observed could be attributed to Ag or interface states and their umklapp
replicas, with differences between the three phases that originate in the relative
matching of the Si and Ag superlattices. Remarkably, the quest for exotic features is
not yet closed as the presence of six double-cone structures slightly away from the
K point has been recently measured [7] and computed [19] for the (4 x 4) case.

The coupling between metallic and semiconducting systems could be very inter-
esting in devices exploiting, for example, the coupling between plasmonic and exci-
tonic excitations [44]. It is then also important to understand the optical properties
of the 2D material and how these are influenced by the interaction with the substrate.
To address this issue we present the optical absorbance A(w) in Fig. 9.4. That is
computed as the light absorption by the 2D material at normal incidence, and within
a repeated cell setup it can be derived as [25]:

Ac(w) = wTLlImexx (w), 9.2)

where L | is the size of the fictitious cell in the direction perpendicular to the 2D mate-
rial, and ¢, its dielectric constant with electric field in one of the parallel directions
(x). The same quantity can be extracted for free standing and adsorbed cases within
the slab model, including in the latter the light absorption by the underlying slab. We
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Fig. 9.4 Optical absorbance, see (9.2), for: a unsupported silicene phases also compared to the
ideal (1 x 1) FSS; b the same systems adsorbed on Ag(111). The red arrow marks the shift in the
spectral features of the (4 x 4) case due to the substrate

compute ¢ in the independent particle random phase approximation (IP-RPA) using
the Yambo software [23].

Our results are presented in Fig. 9.4. We start by the free-standing layers of panel
(a). The case of (1 x 1) silicene, thoroughly studied in the Bechstedt group [25],
presents interesting characteristics that are in common with other 2D materials such
as graphene and germanene. In particular, one has a universal infrared limit, with
A(w — 0) = ma (o being the fine structure constant), and maxima in the absorption
that derive from van Hove singularities in the joint density of states (here at 1.6 eV
and about 4 eV). This is now compared to the unsupported silicene lattice with the
same coordinates as on Ag(111) (see Fig. 9.1). Starting by the (4 x 4) one, where
we recall the results of our previous analysis [4], we can see that the main absorption
peaks can still be distinguished, although they appear much less resolved. The zero-
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frequency limit is however lost, with A(w — 0) = 0 according to the opening of a
band gap as seen in Fig. 9.3a and discussed above. Here we add the results for the
other allotropes, (v/13 x 4/13) and (24/3 x 2+/3), which show rather similar overall
features but retain the finite zero-frequency limit following the linear dispersion
around the Fermi energy.

Upon adsorption, additional modifications are observed in Fig. 9.4b. The spectra
broaden further and, while a main silicene-induced peak is still found, it is signif-
icantly red-shifted with respect to the unsupported case. Remarkably, no signature
of the 1.6 eV peak can be found in the (4 x 4) phase [4] nor in the other two. At
low energy, the spectra are overwhelmed by the Drude absorption peak (not properly
included in the current treatment that neglects intraband transitions and not shown
here). These results show that the strong hybridization of silicene and Ag states also
affects remarkably the optical properties of the 2D layer. Especially, the Si-induced
states gain a metallic nature that also reflects in characteristic times of the photogen-
erated charge carriers more similar to those of bulk Ag than of bulk Si [4]. Possible
differences among the phases could be observed, although being smaller than those
measurable by Raman spectroscopy [5].

9.3 Optical Anisotropy of Adsorbed Nucleobases

Organic molecule functionalization of Si surfaces could allow the synergistic com-
bination of the flexible properties of organic chemistry with the semiconductor
technology. Additionally, binding organic species of biologically relevant function
(see DNA/RNA bases) to a surface could ease their analysis, for example for DNA
sequencing [8]. For all these applications, the interaction between adsorbed species
and the substrate is essential in stabilizing the combined system and obtaining the
desired properties. Non-destructive tools of analysis are extremely helpful, and opti-
cal spectroscopy would represent a very valuable source of information.

Hence, we now move to a case of organic adsorbates on a semiconductor surface,
and address the spectral properties of uracil-like pyrimidinic nucleobases adsorbed
on the surface of Si(001). Namely, we consider uracil (URA), thymine (THY),
and 5-fluorouracil (5-FU) which differ for the group bound to C at position 5 (see
Fig.9.5). At submonolayer coverage, uracil molecules form ordered structures which
have been the subject of experimental [20] and theoretical [28, 37] investigations.
A most stable adsorption structure predicts upright molecules adsorbed in the so-
called “dimer bridge” configuration [37] as seen in Fig. 9.5 for THY. Rows of facing
molecules form, orthogonally to the Si(001) dimers, with alternating (left/right) ori-
entation of the molecular ring.

A natural question is if a spectral analysis can be used to identify the presence of
the molecules on the surface, and to distinguish the specific chemical group bound
at position 5. The electronic band structure of URA, THY, and 5-FU on Si(001)
has been the subject of a previous study by some of us [28]. It was found that the
presence of the molecules induces states in the Si band gap that originate from the
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Si(001):THY

e XY Yy
A “ye

Fig. 9.5 Ball-stick model of uracil-like pyrimidinic nucleobases: uracil (URA), thymine (THY),
and 5-fluorouracil (5-FU). For THY, the “dimer bridge” adsorption configuration on Si(001) is
shown, with the H atom formerly bound to N at position 3 dissociated and bound to surface Si

molecular LUMO’s in the unoccupied manifold, and from Si states in the occupied
one. Remarkably, the electronic band structure in the region of the band gap has shown
striking similarities among the three cases. At energies above the conduction band,
or below the valence one, differences are not easily identified due to hybridization
among molecular and substrate states (recall the discussion of Fig. 9.3).

A valuable non-destructive tool for analysis of surfaces is reflection anisotropy
spectroscopy (RAS). The RAS spectra for URA/Si(001) have been first computed
by Seino and Schmidt [35] and extended by us to THY and 5-FU [26]. A main effect,
common to all three cases, is the flattening of the characteristic “two-horn” RAS of
clean Si(001) below ~3 eV. Chemical substitutions in the molecule differentiate the
spectra for energies in the near-UV range (hv > 4.5 eV), at variance with the case
of the electronic band structure, whereas they are ineffective in the visible one [26].
Remarkably for the current discussion, such different behavior for high/low photon
energy is not inherent in the molecules but results from their interaction with the Si
substrate.

We have performed the calculation of the IP-RPA optical properties with the
Yambo software [23] on top of Kohn-Sham states computed by Quantum-ESPRESSO
[12] with the Perdew-Burke-Ernzerhof (PBE) [31] approximation to the exchange
and correlation functional [26, 27]. The RAS was computed by the following expres-

sion:
A_R(w) _ 4oL Im { Exx (@) — &yy (@) } ’
R Eoulk (@) — 1

9.3)

which shows clear connection to the expression for the slab absorbance given in
(9.2) apart for the complex denominator containing the dielectric function of bulk
Si, epuik (@).

Given the similarity between the expressions of AR/R and A, as a simplifying
procedure, the absorbance and in particular the absorbance anisotropy AA = A, —
A, could still be used as a tool with a more straightforward interpretation than the
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Fig. 9.6 Absorbance anisotropy a for gas phase molecules and b for nucleobases adsorbed on
Si(001)

full RAS, keeping in mind that the complex denominator could change the sign in
the RAS features as well as the relative weight of contributions coming from Ree
and Ime [14, 26]. While it would bear by itself no direct physical meaning, the same
quantity AA can be formally defined for the free molecules as a reference (we remark
that in this case AA is directly proportional to the difference of the photoabsorption
cross section in the x-y directions).

We report AA for gas phase nucleobases in Fig. 9.6a. One can see that the spectra
present a noticeable chemical sensitivity, especially in the 3.5—4 eV range where the
transition between the highest occupied and lowest unoccupied molecular orbitals
(HOMO-LUMO) is computed: indeed, the energy of the HOMO increases in passing
from URA to THY to 5-FU, hence decreasing the excitation energy, while the LUMO
stays approximately constant [27]. A milder sensitivity is observed at higher energies,
and especially for the peak at about 6 eV which shows the opposite trend.

Moving now to the adsorbed species, the results shown in Fig. 9.6b differ substan-
tially. In particular, in the region of the HOMO-LUMO transition a peak with opposite
sign is computed. Remarkably, neither its position nor its magnitude are affected by
the specific molecule considered. Detailed analysis of the spatial localization of the
electronic states contributing to this peak allowed us to identify it as originating
purely from the substrate as a consequence of adsorption [26]. Remarkably, a similar
spectral feature could be found by removing the molecules and saturating the cleaved
bonds by H atoms. Only at higher energy do modifications in the molecules translate
one-to-one in changes of the spectra of the adsorbed system, see the 26 eV peak (yet
with a red-shift).
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9.4 Conclusions

Experimental and theoretical approaches to the spectral properties, electronic and
optical, can be combined to provide valuable insight into the electronic interac-
tion and hybridization at adsorbate-surface interfaces. We have exemplified this by
considering a fully inorganic interface between a novel 2D material (silicene) and a
metal surface (Ag), and a hybrid one with nucleobase molecules adsorbed on Si(001).
The role of the interface in this respect is generally two-fold: for example, the sub-
strate modification to adsorbate states was detailed for silicene/Ag(111), whereas
the adsorbate-induced modifications to the substrate response were shown for the
molecules on Si(001).

Especially when the predictive character of first-principle simulations is used,
the basic mechanisms and processes occurring at the interfaces can be worked out,
paving the ground for optimization of the properties at this crucial ingredient in many
systems and devices.
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Chapter 10 ®)
The Founder of the First Institute oo
of Physics of the Milan University: Aldo
Pontremoli, a Physicist’s Life Between
Adventure and Institutions

Leonardo Gariboldi

Abstract Aldo Pontremoli was the founder of the first Institute of Physics of the
University of Milan. The aim of this paper is to offer a reconstruction of his scientific
career and how it was affected by the interplay between scientific practices, institu-
tional abilities, and love for adventure. Pontremoli’s scientific life will be analysed
in three main periods: the training years, the researches in Rome, and the researches
in Milan. A particular attention will be given to the establishment of the Institute of
Complementary Physics and of the Laboratory of Radiology, to the public competi-
tion for the chair of Theoretical Physics, and the 1928 polar expedition on the Italia
airship.

10.1 Introduction

Today’s Department of Physics of the University of Milan was established after the
1980 reformation of the Italian universities as a transformation of the previous Insti-
tute of Physics' named after Aldo Pontremoli (1896—1928). A first historiographical
interest in studying Pontremoli is therefore a quite local one to be seen, at the same
time, as a fundamental step in the reconstruction of the 20th century history of physics
in Milan.

Pontremoli was actually the founder of the Institute of Complementary Physics
in 1924 following the very establishment of the University of Milan in the same
year. The first Rector, the physician Luigi Mangiagalli (1850-1928), who was at

10n the Institute of Physics, see [2, 16, 59].
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the same time Mayor of Milan and Senator of the Kingdom, was a strong supporter
of the Faculty of Science, where students could graduate in Mathematics, Natural
Sciences, and Industrial Chemistry. An agreement with the University of Pavia but
forbade the possibility to graduate students in Physics. A second historiographical
topic is thus the reconstruction and analysis of: the role played by Pontremoli in
creating a new Institute of Physics from nothing; the structure of the Institute; the
scientific and didactical activities carried on there.

During the four last years of his life, Pontremoli was able to favour his scientific
interests thanks to the connections his family had with the financial milieu in Milan.
His ability in not fully depending from the financial support granted by the University,
but also in relying on adequate ones by local private or public patrons, was quite
similar, even if on a much higher level, to that of his successor, Giovanni Polvani
(1892-1970). If it goes without saying that one’s own family affects a scientist’s life,
it is instead quite a rare fact that it plays such a role in the life of a whole institution.
A third topic is the recognition of the “institutional” connections and aspects of
Pontremoli’s life as active factors in his scientific career.

While in Milan, Pontremoli took part to the public competition for the first Italian
chair of Theoretical Physics. It is a rather well known fact that the three winners
were Enrico Fermi (1901-1954), Enrico Persico (1900-1969), and Pontremoli, but
the latter is always just mentioned as the third and last one. A fourth topic is the
analysis of the documents of the public competition in order to better understand
why Pontremoli became professor of Theoretical Physics.

Eventually Pontremoli died during the 1928 Italian polar expedition in the Sea
of Barents. His role in planning and participating to the first entirely scientific polar
expedition on airship cannot be analysed without considering his passion for Alpine
exploration and his participation to the First World War as a military officer on bal-
loon. A last topic is seeing how Pontremoli’s passion for scientific research, adven-
ture, and exploration tangled up.

10.2 The Training Years

Aldo Pontremoli? was born in Milan on the 19th of January 1896. He was the son
of Alfredo Pontremoli (1865-1911) and Lucia Luzzatti (1867-1957), a family of
Jewish descent. His father was an engineer, director of a paper mill in Besozzo, a
location close to the Maggiore Lake; he was very interested in the sciences and arts.

ZPrimary sources are held in the following archives: Archivio di Stato in Rome, Historical Archives
of Banca Intesa Sanpaolo in Milan, Historical Archives of Banca Popolare di Milano in Milan, Luigi
Luzzatti Archive of Istituto Veneto di Scienze Lettere ed Arti in Venice. Short biographies can be
found in [12, 14, 15, 51, 52, 54]. Many biographical non-scientific details can be found in [18],
a book written after Pontremoli’s death and mostly based on the family’s memoirs and the written
correspondence between Pontremoli and his lifelong friend Massimiliano Majnoni d’Intignano
(1894-1957) held in the Historical Archives of Banca Intesa Sanpaolo. Pontremoli’s mother thought
the way her son’s life was described was a faithful one.
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His mother was the daughter of Luigi Luzzatti (1841-1927), a person who played an
impressive influence on Pontremoli. Luzzatti was professor of Constitutional Law at
the University of Padua in 1867-1896, the founder and first president of the Banca
Popolare di Milano in 1865, the supporter to the establishment of other popular banks
in Italy, one of the founders of the University of Venice, an expert in the history of
religions, minister in various governments, and eventually President of the Council
of Ministers of the Kingdom in 1910-1911. Pontremoli’s family milieu shaped his
life from the beginning: a deep interest in science and everyday connections with the
industrial, cultural, political and financial world.

Pontremoli soon showed his abilities in merging scientific and institutional prac-
tices. He was extremely interested in the contemporary researches on radio-waves
transmission. He therefore got in touch with Guglielmo Marconi (1874-1937). As a
ten years old child Pontremoli founded with two of his friends a small “radioteleg-
raphy society” in order to study how a radio wave device worked.? This society was
not just a young teenager’s pastime, since it lasted until he began to study physics
at the Beccaria Lyceum in Milan. His physics professor was Temistocle Calzecchi
Onesti (1879-1922). In 1884 Calzecchi Onesti started to study the conductivity of
excited metallic powders. He thus invented a glass tube filled with nickel and sil-
ver powders whose conductivity increased when struck by electromagnetic waves.
Calzecchi Onesti used this tube to improve the Hughes-Bell telephone and a micro-
seismic detector (see [3—5]). His tube was later called a “coherer” by Oliver Lodge
(1851-1940) and was improved by Marconi to become a fundamental part of his radio
wave apparatus as a detector of electromagnetic waves. Having Calzecchi Onesti as
his physics professor moved Pontremoli to the decision to study physics in a proper
way, so that he decided to close his radiotelegraphy society.

At that time the only place to study physics at a university level in Milan was the
Royal Polytechnic High School. Pontremoli enrolled as a student of Engineering.
His passion for scientific practices made him reproduce at home the experiments he
took part in at the polytechnic laboratories. His physics professor was Oreste Murani
(1853-1937) whose main fields of research were the transmission of electromag-
netic waves, the polarisation of light, the ionisation of gases, and the behaviour and
properties of X-rays.*

On the 24th of May 1915 Italy entered the First World War. Pontremoli stopped
his university studies and volunteered in the Army since he was a convinced inter-
ventionist. His military life started in a balloon division close to Padua. He was later
moved to Udine as the director of the observational tower on top of the castle. On the
30th of July 1915 his practical training on the war front began. He learned how to fly
a drachen, the military tethered balloon, and draw geographic surveys of the Austro-

3Teenagers, usually boys, building a radio apparatus by themselves were not an unusual fact until a
few decades ago. We can never highlight enough the fact that Pontremoli, although in a childish way,
framed in an institutional structure his scientific passion in building devices to study radio-waves
transmission. Such an organisational mind was most probably the effect of his family education.

4Pontremoli always felt a profound esteem for Murani. When Pontremoli came back to Milan in 1924

as a university professor, he refused to replace Murani and teach physics also at the Polytechnical
High School.
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Hungarian army stations on the Venete front. He was promoted second lieutenant
of the Balloon Military Engineering Corps of the Third Army in the Fifth Balloon
Section, later in the Fourth (March 1916) and the Third sections (1917). After Italy’s
defeat in Caporetto, the Third Balloon Section was shifted back to Ferrara. In 1918
Pontremoli asked and succeeded in being sent to the French front where he fought in
the Ardennes and in the Bois de Bligny. At the end of November 1918 he was sent
to Belgium for a short time before coming back to Milan. For his military merits he
was awarded with a silver medal, a military cross, one French and two Italian war
crosses.

In 1919 Pontremoli could start again his university studies. He enrolled at the
fourth year of Physics at the University of Rome. In this way he could often spend
some time with his grandfather. On the 3rd of July 1921, as a student of Orso Mario
Corbino (1876-1937), Pontremoli graduated in Physics with full marks cum laude.
His dissertation thesis was a deep study of the birefraction fringes in a liquid in a
permanent plane motion [27, 28]. Accidental birefraction in moving liquids had been
first detected by Laureto Tieri (1879—1952) in 1910. It could be observed in solutions
of Bravais colloidal iron. This substance was at disposal in Corbino’s laboratory since
he used it in his researches on magnetic fields. Pontremoli built an experimental
device to study birefraction in the effluent of a colloidal iron solution from capillary
tubes. He also formulated a theory of birefraction in viscous liquids, based on Carl
Neumann'’s theory of birefraction in isotropic solids. He deduced the existence of two
fringe families. If we consider a monochromatic radiation of wavelength \ striking a
liquid layer with thickness s, refraction index n (when undeformed), elastic-optical
constant p, relaxation time 7', in motion at a velocity v, then its birefraction index
in the z direction is given by Pontremoli’s formula:

A — ws.n’ T Ovy  Ovy 2 n Ov, n Ov, 2 (10.1)
Te ! Oox Oy dy  Ox '
The first fringe family depends on the angle @, between the fixed frame of reference
and the local dilation principal axes Oxy, Oy, given by the relation:

ov Ov ov ov
25 x y x Oy
tan® &, = (ay + 5 > / ( = _ay> (10.2)

From the formula connecting the intensity of the incident radiation / with that of the
emerging radiation Iy from a birefracting material:

A,

I = Iysin®2 (P, — ¢) sin’ 7 (10.3)
where ¢ is the angle between the axes of the fixed frame of reference and the pro-
jections on the fixed XY plane of the polariser and analyser principal sections, Pon-
tremoli obtained a system of two equations corresponding to two fringe families.
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As noticed above, the first fringe family depends only on the position of the
polariser principal section and from the deformation speed of the liquid:

¢~ p= > (10.4)

The second fringe family does not depend on the position of the polarisation plane
but is a function of the physical properties of the liquid, A, s, and v:

A, = k= (10.5)

This first research by Pontremoli was on a subject of late classical physics. Apart from
taking into account a generic atomic structure of matter, no quantum considerations
were made. To be a modern physicists required a different kind of work. If Italian
Mathematics was excellent around 1920, the same cannot be said for Italian Physics
(see, e.g. [20], p. 175). The number of physicists, the quality of researches, journals®
and conferences, the financial support were all factors which can not be compared to
the correspondent ones in the most advanced European countries and in the United
States. With the exception of astrophysical spectroscopy (in the astronomical obser-
vatories, not in the universities), Italian researches on X-rays, radioactivity, cosmic
rays were not abundant enough to compete with the researches carried on in other
countries. In order to improve his modern physics education, Pontremoli went to
the Cavendish Laboratory in Cambridge to study atomic and nuclear physics thanks
to a 8,000 lire scholarship from the Associazione Nazionale Combattenti. Coming
from a peripheral country, Pontremoli found himself in one of the beating hearts of
contemporary physics research. In Cambridge, Pontremoli was trained in experimen-
tal research and radioactivity measurements and attended lectures given by Joseph
Larmor (1857-1942), Joseph John Thomson (1856—1940), Arthur Eddington (1882—
1944), Ernest Rutherford (1871-1937), and Charles Galton Darwin (1887-1962). He
cooperated in the counting operations of atoms recoiling from a homogeneous « ray
beam [23]. According to Pugno Vanoni ([52], p. 42) Rutherford wrote words of
appreciation of his “great fertility in speculation and suggestions for further exper-
iment.”” Pontremoli was expected to stay in Cambridge for one or two years, but
there was no other scholarship to further support his studies in Cambridge.

SThere was usually just one physicist in each important university. Rome was an exception with
two physicists.

5The most important Italian physics journal, Il Nuovo Cimento became an international journal only
after the Second World War.

"Rutherford’s document has not been identified yet.
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10.3 Pontremoli’s Researches in Rome

Pontremoli came back from Cambridge to Rome to work as Corbino’s assistant.
From the end of the First World War, Corbino was less and less an active physicists;
even if he continued to teach and to direct the Institute of Physics of the University
of Rome (in such a role, he was the later supporter of the Via Panisperna School,
i.e. Fermi’s research team), he spent most of his time as a Senator of the Kingdom.
Two other physicists started to work with Corbino at that time: Enrico Fermi and
Enrico Persico. Just like Pontremoli, both of them would have gone abroad to some of
the centres of contemporary physics: Fermi to Gottingen and Leiden in 1922-1923,
Persico to Cambridge in 1925. A new generation of young physicists was growing
to modernise Italian physics and shifting it from a peripheral condition to a central
one in the future.

In Rome, Pontremoli carried on researches on both classical and modern physics.
After his work on birefraction, the first subject he studied was how to modify
Maxwell’s equations of a linearly polarised wave propagating inside a dielectric
material when the latter is placed in two longitudinal electric and magnetic fields
[29]. A similar study had been done on a conductor (an iron wire) by Gustav Wiede-
mann put inside two longitudinal electric and magnetic fields. Inspired by Curie’s
theory of symmetries, Pontremoli suggested the existence of optical phenomena in an
isotropic material placed inside electric and magnetic longitudinal fields. He consid-
ered a material with N symmetric molecules per unit volume, with one polarisation
electron each. These electrons are moved away from the equilibrium position by the
action of the external constant electric (E = Ee;) and magnetic (H = He,) fields
and by the action of the variable electric field (E,qg = E e, + Ee,) of the radiation
(linearly polarised in the xy plain). He obtained a formula for the polarisation P.

ON AE, +iYE, ON AE, — iy E, ON
P ey ot e ot et (09

where r and 6 are positive constants, Tp = 2w7p is the resonance period of
2

the polarisation electron, A = 1 +ia/7 — b/7?, a = ro /4w, b = ml/4me* = 73,
1 = o H /4mcte. The motion of the polarisation electrons causes a magnetisation
M = (P x v)/2c to be introduced in Maxwell’s equations, leading to Pontremoli’s
equation:
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(10.7)

Pontremoli’s equation describes two circularly polarised waves which propagate
parallel to the lines of force of the external fields. The rotating power which modi-
fied the radiation polarisation was actually created by the two longitudinal external
fields. From this rotating power, Pontremoli could obtain the refraction index and
the absorption coefficients for both waves [30]. The action of a longitudinal electric
field thus modified both the velocity of propagation of circularly polarised waves
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(via a modification of the refraction indexes) and the absorption coefficients, with
consequences in spectroscopic analysis.

The first research Pontremoli carried on in modern physics in Rome was a theo-
retical study on Rutherford’s neutron® [17]. Rutherford’s 1920 Bakerian Lecture [55]
impressed Pontremoli. Rutherford had advanced the existence of a proton-electron
compound neutral structure and of possibile more complex neutral compact struc-
tures inside the atomic nucleus. In Cambridge, Glasson attempted to detect Ruther-
ford’s neutrons in hydrogen-filled discharge tubes [19], with a negative result which
could not be considered a definitive one, since Rutherford’s neutron’s properties were
completely unknown. Pontremoli analysed Rutherford’s neutron in the framework
of Bohr’s atomic theory [31].

In a first model, Pontremoli criticised the proposal of Rutherford’s neutron as a
hydrogen atom whose electron was on an orbit extremely close to the proton. He
suggested that the proton and the electron needed to be tangent to each other, since
Bohr’s theory forbade a hydrogen atom smaller than that on the fundamental state.
With Silberstein’s formula [56] of the mass defect of a system of two spherical
electric distributions of charges e; and e, radiuses r; and r,, and whose centres are

at a distance d: ) )
ei1en lrl +r3

MAm=—|(1—=-———+= 10.8

"= ( 5 &2 ) (10.8)

and the ratio between proton and electron masses from spectroscopic measurements
[13] Pontremoli found a value Am = —2.396 x 10727 g, corresponding to AE =
—2.15 x 10~ erg, which should have been emitted as a0.009 A wavelength radiation
during the creation of one Rutherford’s neutron. If this were the real case, Glasson
could have never been able to detect the creation of a Rutherford’s neutron.

In a second model, Pontremoli considered the existence of more complex com-
pound neutrons and tried a theoretical study of a plane hydrogen nuclei with nuclei
and electrons’ positions exchanged. With Sommerfeld’s formulae [58], Pontremoli
calculated some of the parameters describing this kind of Rutherford’s neutron. Since
the radius of the nuclear orbits was much smaller than that of the electrons in a normal
hydrogen molecule, the Balmer emission spectrum would have been in the X-rays
range. Pontremoli did not continue the analysis of this model and, to our knowledge,
did not attempt to test it with an experiment.

A short note signed by Fermi and Pontremoli [11] was instead a contribution to
relativistic physics with some considerations on the electromagnetic mass and on the
inertia of charged particles.

Another subject of research chosen by Pontremoli was spectroscopy: he studied
some topics concerning the electric discharges in a rarefied gas [34] and the effect
of the magnetic field on them. Robert Wood’s experiments [60—63] on hydrogen
discharge tubes had shown that: (1) the presence of water vapour caused a high level
of dissociation; (2) recombination of hydrogen atoms in molecules could be caused

8We call these nuclear stuctures “Rutherford’s neutron”—as Pontremoli himself did in the title of
his paper—to distinguish them from the real neutron.
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by metal traces or by the closeness of the electrodes. Pontremoli conjectured that
the influence of water vapour was due to the increasing dissociation of molecular
hydrogen inside the tube (in analogy to ionisation in electrolytic phenomena). He
evaluated the effect of the electric field on the dissociation degree and on the dis-
charge in the gas; he also conjectured that the electrically charged particles of the
dissociated gas moved at a speed much larger than the thermal one. Consequently,
the thermodynamic equilibrium changed and the gas dissociation increased. Pon-
tremoli could thus deduce the function of the electrodes or of metal traces: the partial
pressure of the electrons in a metal was larger than that of the electrons produced
by the gas ionisation; their concentration was therefore different and they tried to
escape the electrodes into the gas and change the thermodynamic equilibrium. The
electron flux from the electrodes into the gas should had been responsible for the
recombination of molecules and atoms.

By placing a U-shaped Wood tube between the two poles of a Weiss electromagnet
(about 7,000 gauss), Pontremoli studied a new effect of the magnetic field on the dis-
charge of rarefied gases [32]. The power supplied by a Corbino-Trabacchi apparatus
caused a very high level of dissociation in the gas. Pontremoli’s experiment showed
that: (1) at low pressures, the magnetic field thinned the light beam and intensified
the spectrum; (2) at higher pressures (about 1-1.5 mm Hg), the beam did not get
thinner and was whiter, while the intensity of the Balmer spectrum decreased when
compared to the intensity of the secondary spectrum. The observed phenomenon was
quite similar to that with a higher pressure in the part of tube inside the magnetic
field.

Quantum physics was applied by Pontremoli also in the study of thermionic emis-
sion [33]. Richardson’s formula for the intensity of saturation thermionic current as a
function of absolute temperature / = AT?¢~"/T had been proved by Dushman [10]
with thermodynamical considerations. Dushman was also able to write the value A
(constant for any element) as a function of universal constants. Pontremoli consid-
ered the thermionic emission as a ionisation process and applied Saha’s theory of
equilibrium ionisation in order to obtain the electronic gas pressure as:

3/2 3/2
De = (27TI;113€)—/<5/2T5/2€_6V/” = (271-";;3]() T3¢V kT = nkT  (10.9)
For an electron gas in equilibrium with the metal array, the number of emitted elec-
trons per unit time per unit surface was N = n(kt/2wm)'/?, whence Richardson

formula: )
2mek
[ = T2emeV/kT (10.10)
"3
with Dushman factor b = eV /k.
Pontremoli criticised Richardson’s proposal to consider the photoelectric effect
a case of thermionic emission [36]. Assuming Richardson’s theory as true, with
purely thermodynamic considerations, Pontremoli calculated the current density of
the photoelectric emission corresponding to a quantity of emitted charge per energy
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incompatible with the experimental results.’ Richardson’s theory was wrong and the
photoelectric and thermionic emissions had to be considered two different phenom-
ena.

The last work done by Pontremoli in Rome was a theoretical quantum study
of electric conductivity of flames containing alkaline salts [35]. He obtained the
constant parameters in Wilson’s formula ¢ = ((1* — 1) /1) (al + b), where c is the
concentration by volume of the salt, / is the flame conductivity (with / = 1 when
c=0):

) 2 32 B
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where V is the ionisation potential, (N ;)0 is the concentration by volume of positive
ions in the flame. With these formulas, Pontremoli calculated the ratios »/a, which
were compatible with the experimental values.

During the years he worked in Rome as Corbino’s assistant, Pontremoli showed
his abilities not only as a scientist but also as an organiser. He was one of the most
active supporters of the Italian University Federation, whose promoting committee
had his grandfather as one its members. The Federation sent Pontremoli to Prague as
the Italian delegate to the international congress of the students (23 March—6 April
1921) called there by the Confédération internationale des étudiants. The congress
assembly unanimously authorised the Confédération to admit Italy as a titular mem-
ber thanks to Pontemoli’s diplomatic activity. In 1924, once again his grandfather
employed Pontremoli’s ability in managing difficult enterprises: he was named sec-
retary of the Italian Committee for the Transportation and the Settlement of the
Armenian Refugees who had escaped the genocide in Anatolia, a committee who
had his grandfather as co-president.

10.4 Pontremoli’s Researches in Milan

On the 9th of December 1924 Pontremoli officially became lecturer (“libera docenza’)
of Superior Physics and was called to Milan to establish the Institute of Comple-
mentary Physics of the newly founded University of Milan. All he needed for the
laboratories, the workshop, the library, the classrooms and the offices was bought
only in part with the insufficient University funds. As the grandson of its founder
and first president, Pontremoli convinced the Banca Popolare di Milano to help the
University in financing the establishment of the radiology laboratory for researches
on radioactivity, X-rays and UV-rays (see Sect. 10.5).

9E.g., for platinum, the theoretical value was 4.45 x 10~% Clerg to be compared with the experi-
mental value of 7.20 x 1013 C/erg.



114 L. Gariboldi

Pontremoli’s assistants were: in 1924—1927 Glauco De Mottoni y Palacios (1901—
1988), in 1925-1928 Enzo Pugno Vanoni (1899-1939), in 1927-1928 Maria De
Marco (1896-1941), and unformally in 1927-1928 Giorgio Diaz De Santillana
(1902-1974).

De Mottoni graduated in Electrotechnical Engineering in Milan in 1924 and in
Applied Mathematics in 1926. He was Pontremoli’s assistant in 1924—1927 and car-
ried on researches in optics. He had also been working as an astronomer, which
would have been his scientific career thereafter. Pugno Vanoni [52] graduated in
Electrotechnical Engineering in Milan in 1922. In 1925 he was called by the Uni-
versity of Milan to teach Electrotechnics and Physics of Rontgen Radiations, he
became Pontremoli’s assistant and taught Experimental Physics to the students of
medicine. After Pontremoli’s death he supplied him in the course of Experimental
Physics at the Faculty of Sciences and was pro tempore director of the Institute of
Complementary Physics. Pugno Vanoni planned all the electrotechnical systems of
the Institute of Complementary Physics (see [52] and [53]). In 1931 he became pro-
fessor of Electrotechnics at the University of Padua where he prematurely died. De
Marco graduated in Civil Engineering in Rome in 1927 and was, most probably, the
first female electrotechnician in Italy. She moved back to Rome for family reasons in
1930. De Santillana [57] graduated in Physics in Rome in 1925. He was Potremoli’s
assistant for a short time (1927-1928) before going back to Rome and becoming
a historian of science. In 1936 he moved to the United States and became in 1942
professor of history and philosophy of science at the M.L.T.

In 1926 Pontremoli was one of three winners of the public competition for a chair
of Theoretical Physics (see Sect. 10.6). Due to some bureaucratic problems, he was
appointed professor of Theoretical Physics only in April 1927. At the same time,
the University started to plan the transfer of the Institute to the Science Palace. This
would have meant to rebuild everything after so few years. Both these events, together
with the death of his grandfather on the 29th of March deeply sadden Pontremoli.
To recover from the stroke, Pontremoli worked extensively in the organisation of the
International Congress of Physics held in Como. Also the choice to join the polar
expedition in 1928 was a way to start again a more exciting life (see Sect. 10.7).

Pontremoli’s first researches in Milan concerned advanced classical optics. In the
first place [8, 37], Pontremoli studied the orientation of dielectric and diamagnetic
ellipsoidal molecules of a gas in an external electric or magnetic field. He found the
distribution of the number dN of molecules whose polar axis is at an angle between
0 and 6 + d6 from the external field H:

AN = R eor BT sin 6do 10.13
B [ eH*(P=E)cos*0/2KT sin dg o

where P cosf and E sinf were the molecules momentum along the polar resp.
normal axis, with P > E. If H = 0, the distribution was isotropic with dNy =
N /47 dw = N /2 sin 8d6. Pontremoli wondered if there was a particular direction
with dN = dNy. By equating the two expressions, he obtained the equation
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For usual experimental conditions a < 10~*, so that the solution is given by cos § =
+.,/1/3. The statistical distribution of the polar axis of the molecules was therefore
invariant on the surface of a 54° 44’7”-wide cone whose axis was the direction of the
orientating field. This result was later applied to a birefracting material [38].

With De Mottoni, he then studied the diffusion of light inside a material in an
external, constant electric or magnetic field [7]. He considered again the case of
dielectric, diamagnetic, polarisable, ellipsoidal molecules. Starting from the equa-
tions of motion for an electron in an external field, he found the polar and equatorial
polarisation coefficients for a molecule. The consequent potential energy was inte-
grated in the Boltzmann distribution for the molecules within a given conic solid
angle. With this distribution, Pontremoli obtained the intensity of the diffused radi-
ation in the three cartesian directions.

In 1926, Pontremoli studied again the birefraction in moving colloidal materi-
als, the subject of his graduation thesis. Dario Graffi (1905-1990) had made some
experiments on the birefraction of Bravais colloidal iron in motion inside a tube with
rectangular section. Pontremoli tried to apply his theory to Graffi’s results [39] but he
was not even able to replicate them experimentally. His theory was valid for a liquid
with constant speeds of dilation and flux in all the points on a same axis parallel to the
observation axis. At the same time, Graffi was able to observe only the first family
of fringes. In Graffi’s opinion Pontremoli’s theory unified the effects of two distinct
kinds of birefraction, one due to the orientation of the molecules, and the other due
to the internal deformation of the liquid. Further experiments by Graffi showed that
Pontremoli’s theory correctly foresaw the orientation of the particles and that other
discrepancies were due to the dichroism of the liquid.

Another subject he had already studied in Rome was spectroscopy. In Milan, he
developed a procedure to calculate how long is the monochromatic emission for a
transition between two stationary circular orbits (in the framework of Bohr’s atomic
theory) [40]. He considered a hydrogen-like atom (with Ze = E), whose electron
moved from the fundamental orbit (with radius r;) to the second stationary orbit
(r2) under the action of the Coulombian attraction and of a fictional force describing
the energy loss due to classical irradiation. Pontremoli’s formula for the emission
duration was: ) s

msc

by, = 4;315 (r3 —17) (10.15)

The experimental values for the first line of the Balmer, Lyman, and Paschen series
were compatible with the values calculated by Pontremoli. He then wrote the orbital
radiuses as a function of the quantum number n and re-wrote his formula as:

3
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Now Pontremoli could write his formula in a third way, using the quantum number
n to express the orbital periods:

3m.c® 5
tr1~>r2 = W(TZ _Tl) (1017)
Pontremoli developed then an approximate formula for transitions between two sta-
tionary orbits with large quantum numbers:

3m,c3 1\ 1
'=sna\2rz2) 5 (10.18)

where v is the frequency of the radiation emitted by the electron. Eventually, Pon-
tremoli proved that, for large quantum numbers n and circular orbits, the mean life
of an excited state corresponded to the duration of emission from that state.

In a further work [42], Pontremoli applied his formula to the K, emission line in
the X-ray spectrum, with the orbit radiuses given by Moseley’s law. He obtained a
formula (with the numerical values of all physical constants) as a function of Z:

[ 994x10°

10.1
z-1* (10.19)

or as a function of v:
, 5.99 x 10%!
= —— 8§

- (10.20)
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The immediate consequence was the following law: the product of the emission time
and the squared emission frequency of a K, line is a constant for any chemical
element. Pontremoli’s law permitted to calculate in a very easy way the emission
time once known the K, line frequency from sodium (9.94 x 10~'#5) to uranium
(1.45 x 10717 5).

As a last subject of research, we can mention that in 1927 Pontremoli attempted a
theoretical study of electric and thermal conductivity of metals [47]. A quantum study
of metals was still far from having a satisfying formulation. While it was possible to
calculate some coefficients when the metals were part of a saline structure, the same
was not true when the structure was a non-ionic one. Pontremoli was well aware of
the fact that the formulae he had derived were only approximations and that new
experimental data were required to try a better formulation.

Pontremoli was also engaged in scientific divulgation. He wrote papers on astro-
physics [41], the experimental foundations of quantum theory [44], the scientific
progress [45], and the disintegration of matter [46]. For his colleagues of the Science
Faculty he gave two seminary talks on some experiments with electric currents [48]
and quantum mechanics [49].
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10.5 The Institute of Complementary Physics

The University planned to fund Pontremoli with 500,000 lire for the establishment
of the Institute of Complementary Physics'® (150,000 lire in 1924—-1925, 200,000
lire in 1925-1926, and 150,000 in the following years). These funds were meant in
order to buy the scientific furniture, the books and journals for the library, and to
build the electric plants and the workshop. Pontremoli was but aware that a modern
Institute of Physics in the industrial capital of Italy needed more funds than those
granted by the University. He got from the Banca Popolare di Milano 100,000 lire
for the radiation laboratory, and from other private patrons and industries other funds
or laboratory instruments.

The Institute location was in a school building in Via Sacchini 34. Pontremoli
personally followed the works to adapt the building to a scientific institute. In a few
months, the new Institute was ready to work both in teaching and research. The
Institute was responsible for the Physics courses for the Faculty of Sciences and for
the specialisation courses. Pontremoli himself taught Complementary Physics, Elec-
trotechnics and Radiation Physics (for the students of Medicine), and Physiologic
Optics (for the students of Ophthalmology). From 1926, he also taught Theoretical
Physics.

The Institute occupied the first floor, the ground floor, and the underground floor
of the building.

On the first floor, in the northern aisle, there were the research laboratories, the
director’s office, the library, the director’s experimental room, a first assistants’ exper-
imental room, a first laboratory for graduation researches, the dark room for pho-
tography, the spectroscopy laboratory with a Corbino-Trabacchi device, a second
assistants’ experimental room, and a little scales room. In the southern aisle, there
were a second laboratory for graduation researches, a dark laboratory for optics, two
experimental rooms, the classroom for eighty students with a preparation room for
classroom experiments. All movable instruments, when not used in the laboratories,
were held in the corridor wardrobes.

As for the library, Pontremoli and his assistants bought the whole collection of
Zeitschrift fiir Physik (which started in 1920) and of Physikalische Zeitschrift (in
1900). The other journals had been bought instead only from 1924 on. They were:
Annalen der Physik, Annales de Physique, Astrophysical Journal, Comptes Rendus
de I’ Academie des Sciences, Comptes Rendus de la Société Polonaise de Physique,
General Electric Review, Journal de Physique, Journal of the American Institute of
Electrical Engineering, Mount Wilson Contributions, Nature, Philosophical Mag-
azine, Physical Review, Physikalische Berichte, Zeitschrift fiir technische Physik.
With the aim to the have at their disposal the most important journals in their fields
of research, they preferred to spend only a small part of the library funds in buying
books.

101 formation on the establishment of the Institute of Complementary Physics can be found in: [52]
and [53].
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On the ground floor, there were the workshop and the radiation laboratory with
two experimental rooms and one corridor. The radiation laboratory was active in
scientific and technical measurements on X-rays and could certificate the results of
the tests and researches carried on: tests of radiology devices, X-ray tubes, ionic and
thermoelectric valves; calibration of devices; X-ray spectrographic measurements;
ionisation measurements. The radiation laboratory was planned to be the fundamental
core of the Institute and of a planned institute for the cure of cancer in Milan. The
Technical Commission of the Italian Society of Medical Radiology entrusted the
radiation laboratory in Milan and the physics laboratory of the Public Health Institute
in Rome of all radiological studies, tests and checks on account of the same Society.

The radiation laboratory was divided into four working sections: electrotechnics,
testing of tubes and thermoelectric valves, calibration of radiometric devices, and
research. The research section was mostly involved in radio-metalloscopy experi-
ments to show defects in the metal structures, the study of the energy distribution
emitted by tubes supplied by different tension shapes, and the study of radiation-
absorbing screens which minimised the diffused radiation. They also planned to
study the rules concerning the tests on radiological devices.

On the underground floor there were the electric plants, the batteries storage room,
and two laboratory rooms where they could carry on researches which need not to
be affected by mechanical vibrations from the concrete structures of the building.
The electric plants were composed of a Marelli 10.7 kW, 165/230 V dynamo group;
a Giampiero Clerici & Co. 5 kVA three-phase 160/10,000 transformer; four 95 Ah
Hensemberger batteries.

The instruments in the Institute were bought in a given order of importance accord-
ing to the funds granted each year. In a first time they made built the fixed plants
necessary for teaching and everyday research. The second step was the acquisition
of the devices for the researches and of those which it was unpredictable that they
could buy once the starting funds had been over.

The most important instruments were: an intensive Corbino-Trabacchi apparatus'!
with a 280,000 V rectified tension in the spectroscopy room; three big Littrow spec-
trograph'? (one of quartz, and two of glass) for measurements with prisms'? in the
visible and the ultraviolet; a spectrograph with constant deviation, with a Lummer-

1A Corbino-Trabacchi apparatus was a device used to produce extremely-high tension electrical
currents as power suppliers for X-ray tubes, see [6].

12The Littrow spectrograph is a prism with 30°, 60°, and 90° angles. The face opposing the 60°
angle is coated with a reflective film.

131f a light beam enters a Littrow spectrograph at the Brewster angle, it undergoes the maximum
dispersion. The linear dispersion observed on the screen was of 1.14 m in the 2000-8000 A range
with the quartz prism, and of 0.70 m in the 4000-8000 A range with the two glass prisms.
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Gehrcke plate,'* a Michelson grating,'> a Fabry-Pérot etalon,'® and a set of oculars;
a monochromator for the infrared, visible and ultraviolet radiations, calibrated in the
1850-100,000 A range; a big Mol microphotometer'” on free temporary loan by
Kipp and Zonen'®; a Yvon spectrophotometer for the studies of absorption, diffu-
sion, polarimetry, photometry, homochromatic and heterochromatic spectrophotom-
etry, and position microphotometry; a big circle of Jamin and Sénarmont!? to study
refractions and reflections; a Jamin optical bench to study diffractions and interfer-
ences; a Weiss electromagnet® to produce magnetic fields up to 38,000 gauss; a
high-sensitivity Compton electrometer?'; a Hartmann and Braun millivoltmeter and
milliamperometer.

After Pontremoli’s death, Giovanni Polvani was called to Milan as professor of
Experimental Physics. The Institute was moved to the new Science Palace, located
in Via Saldini, in the building hosting the institutes of Mathematics and of General
Industrial Chemistry. The library and the instruments were moved to the new Institute,
the laboratories and rooms were dismantled: Pontremoli’s Institute therefore came
abruptly to an end.

10.6 The Public Competition for the Chair of Theoretical
Physics

The first public competition for three chairs of Theoretical Physics in Rome, Flo-
rence, and Milan, was published in May 1926. With Theoretical Physics they explic-
itly meant quantum theoretical physics, a subject which was not taught at that time
in Italian universities. Some young Italian physicists had studied the early quan-
tum theories, atomic or nuclear quantum phenomena, and the very recent quantum
mechanics. Fermi had already invented a new quantum statistics to study identical

14The Lummer-Gehrcke plate was a high-resolution, multiple-beam interferometric device. It was
made of a plane-parallel quartz or glass plate. A light ray entering it undergoes multiple reflections
inside the plate; the refracted, parallel, emerging rays can made interfere in the focal plane of a
converging lens. The Lummer-Gehrcke plate was later replaced by the Fabry-Pérot etalons.

15 A typical Michelson grating has 500 rulings per millimeter.

16 A Fabry-Pérot etalon is a couple of two parallel, facing, partially-reflecting mirrors. They are the
main component of the Fabry-Pérot interferometer.

17The Ml microphotometer used: a thermocouple with galvanometer as a receiver; a slit to reduce
the area on the photographic plate illuminated by the deflected beam to the exact dimensions of the
incident beam. The incident and the deflected beams were connected by a linear relation.

18For the microphotographs of X-rays produced by Pontremoli with a Coolidge tube, see [43].
19The circle of Jamin and Sénarmont was an orientable brass circle. Two movable small circles,
perpendicular to the large one, carried on them the analyser and the polariser connected to alidades
and verniers for angle measurements.

20The Weiss electromagnet is the historical model for most modern electromagnets, with cylindrical
iron-cobalt poles wrapped by copper tubes as coils.

21 The Compton electrometer was a quadrant electrometer used for radioactivity measurements.
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particles with a half-integer spin. The three chairs of Theoretical Physics would have
therefore been a further step in shifting Italy out of a peripheral context. Corbino
made use of his political power to have the public competition and to start it as soon
as possible. His main aim was to have Fermi as professor of Theoretical Physics in
Rome.

The commission instructed to evaluate the curriculum vitae and the publications of
the candidates was formed by Antonio Garbasso (1871-1933) as president, Corbino
as relator, Gian Antonio Maggi (1856-1937), Michele Cantone (1857-1932), and
Quirino Majorana (1871-1957). Corbino, Garbasso, and Majorana were educated in
classical physics but they also made some researches in modern physics: Corbino
studied the Zeeman effect and carried on many researches on the X-rays; Garbasso
studied spectroscopy and the nature of X-rays, and gave a theoretical explanation of
the Stark-Lo Surdo effect; Majorana made experiments to test that the light speed is
constant (he was an anti-relativist), carried on researches in photoelectricity and on
the nature of X-rays. Cantone and Maggi had instead studied only classical physics;
they most probably were commissioners only in order to ensure the legal number of
five members.

Four candidates took part to the competition: Carlo Del Lungo (1867-1950),
Fermi, Persico, and Pontremoli. Del Lungo was en expert in classical thermodynam-
ics, he had not carried on any research, nor experimental nor theoretical, in modern
physics. He was therefore considered not suitable to win the competition.

Fermi was easily considered the best one:

The commission is therefore unanimous in declaring that prof. Fermi is highly deserving
of covering the chair of Theoretical Physics under competition, and believes it can rest on
him the best hopes for the affirmation and the future development of theoretical physics in
Italy.??

As for Pontremoli, the commission took into consideration not only his education
and scientific activity in contemporary physics, but also his ability as an organiser:

The commission, after an extensive examination of the candidate’s work, expresses colle-
gially and unanimously the following opinion: Prof. Pontremoli demonstrates with his titles
a wide and diverse culture, also in the fields of modern theoretical physics; an excellent
mathematical education, a lively wit, a fervid fantasy, and a great passion for scientific
research.

[The commission] has also well-established his laudable didactic attitudes and particularly
the merits he acquired in creating in a short time in Milan a Physics Institute that is among
the best equipped in Italy for some modern subjects of physics research. Of course, if
he had not been found himself involved in this task he has so praisingly absolved, his
scientific production in the last years would have been, if not more abundant, more valuable
and profound, and therefore less subject to some reserves. Therefore, the commission is
unanimous in recognising that Prof. Pontremoli, for his scientific and didactic maturity, is
well worth covering a chair of Theoretical Physics, as well as being very worth to cover the
chair he is now in charge for.??

22 Archivio di Stato di Roma, MPL. DGIS DIV 1, Conc. catt. univ. 1924—1954. Minutes of the
Theoretical Physics competition in the Royal University of Rome, 2nd meeting, pp. 3—4.

21bid., 3rd meeting, pp. 5-6.
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The commission then voted for the three chairs. For the first chair Fermi got five
votes out of five, for the second chair Persico got three votes and Pontremoli two
votes, for the third chair Pontremoli got five votes. It was not easy to classify Persico
and Pontremoli, who were more or less at the same level but with rather different
abilities in facing theoretical physics:

It concurrently results from the discussion that the security and the degree of efficiency in the

scientific inquiry, the profound culture in higher mathematics and high mechanics, the clear

and inventive vividness of the mind prevail in Persico. Instead, in Pontremoli, the sparkling
liveliness of the mind, the spirit of initiative, the adherence to the broad and sometimes turbid
movement of modern physics prevail >

After the vote (the commissioners’ names who voted in favour of Pontremoli
are not reported in the minutes), the three winners were official declared in the
following order: 1st Fermi unanimously; 2nd Persico by majority; 3rd Pontremoli
unanimously. The establishment of the Institute of Physics with its entanglement
between scientific practices and institutional abilities had played a fundamental role
in Pontremoli’s victory.

10.7 The Polar Expedition

In October 1927, Umberto Nobile (1885-1978) asked Pontremoli to join him in
his second expedition to the Arctic on board of the Italia airship.? Italian polar
expeditions were in the first place a matter of political prestige, which showed Italy
as a leading country in airship and aircraft technology the world over. The 1928
Italia expedition, instead, should have been the first purely scientific polar expedition
with the aim of study the physical and biological aspects of the arctic sea north to
Scandinavia. Pontremoli was well aware of the immense potential offered by the
aviation technology in the scientific research, given his experience as a drachen
pilot during the First World War. He had already interested himself in the first polar
expedition on board of the Norge airship. He thus accepted Nobile’s proposal and
started to organise the scientific aspects of the expedition. His scientific abilities and
his passion for adventures and explorations would again put Italy further more away
from a peripheral role in physics.

Two other scientists took part in the expedition: Finn Malmgren (1895-1928)
and FrantiSek Béhounek (1898-1973). Malmgren was a Swedish meteorologist and
assistant professor at Otto Pettersson’s hydrographic institute for oceanic studies in
Bornd. He was a member of the 1922-1925 expedition on board of the Maud ship, led
by Roald Amundsen and Harald Sverdrup, and of the 1926 expedition on board of the
Norge airship. He was severely hurt during the Italia accident; his body was last seen
on the ice pack almost two months later. Béhounek was a Czech physicist, trained
in radiology by Marie Curie, an expert in radioactivity and cosmic radiation from

241bid., pp. 6-7.
250n the Italian polar expeditions, see [21].
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the Czechoslovak Radiological Institute. Luigi Palazzo (1861-1933), director of the
Central Institute for Meteorology and Geodynamics in Rome, only collaborated in
the organisation of the expedition but did not took part in it.

Pontremoli planned the scientific laboratory [9] and the sets of measurements
to be done in the following subjects: atmospheric electricity, gravimetry, geomag-
netism, meteorology, oceanography, optics, penetrating radiation (cosmic rays), and
the transmission of radio-waves in the Arctic atmosphere. As we can see, the sci-
entific interest in polar researches affected both traditional subjects (geomagnetism,
gravimetry, oceanography) in a still unknown environment, and new subjects (atmo-
spheric radioactivity, penetrating radiation, radio-wave transmission).

Pontremoli planned the instruments which had to be small and light enough to
be carried in the control cabin of an airship. In particular, he built the instruments
for the first measurements ever of the geomagnetic (with Palazzo) and gravitational
fields in the Arctic. Furthermore, Pontremoli tested all the devices in refrigerators in
order to be sure of their proper working at low temperatures. Malmgren got the
meteorological instruments, while Béhounek provided a Kolhorster electrometer
for the penetrating radiation, an electrometer for atmospheric conductivity, metal
plates for atmospheric radioactivity, and a Wiechert electrometer for the electric
gradient in atmosphere. For the study of short wave transmissions, they used devices
built by Philips and Allocchio and Bacchini. The latter firm also built the sounder
for oceanographic research with inside a resistance thermometer for electrolytic
conductivity and seawater temperature, and a Chauchard apparatus for seawater
salinity.

The Italia airship started from Milan in the night between the 14th and the 15th of
April 1928. On the 6th of May, it landed in the King’s Bay (Svalbard Islands), which
was the base camp for the whole expedition. During the third flight, on the 25th of
May, due to the sudden and fast loss of altitude, the Italia airship hit the ice pack and
bounced back into the air. During the collision, ten men fell on the ice pack. Only
eight of them would have been later rescued alive. The drifting airship most probably
sank into the Sea of Barents. Pontremoli was on board with other five people. Some
of the preparatory studies and the very few surviving data were later published in a
volume edited by Nobile (see [1, 9, 22, 24-26]), with an incomplete testimony of
Pontremoli’s scientific researches in that adventurous expedition since his scientific
notebook had disappeared with him.

References

1. F. Béhounek, Forschungen iiber atmosphérische Elektrizitit, in Die Vorbereitungen und die
wissenschaftlichen Ergebnisse der Polarexpedition der “Italia”, ed. by U. Nobile, Petermanns
Mitteilungen, Ergidnzungsheft Nr. 205 (1929), pp. 4662

2. L. Belloni, Giovanni Polvani e I'Istituto di Milano. Il Nuovo Saggiatore 4, 35-49 (1988)

3. T. Calzecchi Onesti, Sulla conduttivita delle limature metalliche. Nuovo Cimento 3, XIII,
58-64 (1884)



10.

11.

12.
13.

14.

17.

18.
19.
20.
21.
22.
23.

24.

25.

26.

The Founder of the First Institute of Physics of the Milan ... 123

T. Calzecchi Onesti, Sulla conduttivita delle limature metalliche. Nuovo Cimento 3, XVII,
38-47 (1885)

T. Calzecchi Onesti, Di una forma che puo darsi all’avvisatore microsismico. Nuovo Cimento
3, XIX, 24-26 (1886)

O.M. Corbino, G. Trabacchi, Dispositivi per produrre correnti di altissima tensione e di senso
costante atte all’alimentazione dei tubi per raggi X. Il Nuovo Cimento XI(1), 361-376 (1916)
G. De Mottoni, A. Pontremoli, La diffusione della luce in un mezzo sottoposto ad un campo
elettrico o magnetico costante. Rendiconti Istituto Lombardo Scienze Lettere LVIII, 801-807
(1925)

G. De Mottoni, A. Pontremoli, Un caso particolare di diffusione della luce in presenza di un
campo orientante costante. Rendiconti Istituto Lombardo Scienze Lettere LIX, 60-61 (1926)
G. De Mottoni, E. Pugno Vanoni, Einige Instrumente die von prof. Aldo Pontremoli fiir die
Polfahrt Nobiles im Jahre 1828 konstruirt worden sind, in Die Vorbereitungen und die wis-
senschaftlichen Ergebnisse der Polarexpedition der “Italia”, ed. by U. Nobile, Petermanns
Mitteilungen, Erginzungsheft Nr. 205 (1929), pp. 89-98

S. Dushman, Electron Emission from metals as a function of temperature. Phys. Rev. 21,
623-636 (1923)

E. Fermi, A. Pontremoli, Sulla massa della radiazione in uno spazio vuoto. Atti Accademia
Lincei Rendiconti XXXII, 162-164 (1923)

B. Finzi, Aldo Pontremoli. Atti Seminario Matematico e Fisico di Milano 2, xi—xii (1928)

L. Flamm, Die charakteristischen Mafizahlen fiir das Elektron in ihrer Verkniipfung mit den
Strahlungskonstanten. Physikalische Zeitschrift 18, 515-521 (1917)

L. Gariboldi, Pontremoli, Aldo. Dizionario Biografico degli Italiani, vol. 84. Treccani, Roma
(2015). http://www.treccani.it/enciclopedia/aldo-pontremoli_(Dizionario-Biografico)/

. L. Gariboldi, Aldo Pontremoli e I’ Istituto di Fisica di Milano, in Intorno a Galileo: 1a storia della

fisica e il punto di svolta galileiano, ed. by E. Giannetto, E. Giannini, M. Toscano (Bergamo,
2011), pp. 211-217

. L. Gariboldi, La nascita e i primi sviluppi degli studi di fisica. Annali di storia della universita

italiane 11, 261-276 (2007)

L. Gariboldi, The neutron before the neutron: Pontremoli’s compound models, in Atti del
XXXV Convegno annuale/Societa Italiana degli Storici della Fisica e dell’ Astronomia, ed. by
S. Esposito (2015), pp. 267-271

G.P. Giordana, Vita di Aldo Pontremoli (Formiggini, Roma, 1933)

J.L. Glasson, Attemps to detect the presence of neutrons in a discharge tube. Philos. Mag. 42,
892-904 (1921)

G.J. Holton, The Scientific Imagination: With a New Introduction (Harvard University Press,
Cambridge MA, 1998)

L.H. Juvik, Italienske reiser pa Nordkalotten fgr 1945, Tromsg (2003)

F. Malmgren, Bericht iiber den Flug nach Nordland (Nikolaus-II Land), in Die Vorbereitungen
und die wissenschaftlichen Ergebnisse der Polarexpedition der “Italia”, ed. by U. Nobile,
Petermanns Mitteilungen, Ergénzungsheft Nr. 205 (1929), pp. 63-65

A.L. McAulay, The recoil of hydrogen nuclei from swift alpha particles. Philos. Mag. 6(42),
892-904 (1921)

U. Nobile, Aerometeorologische Beobachtungen an der Kénigs-Bucht im April und Mai 1928,
in Die Vorbereitungen und die wissenschaftlichen Ergebnisse der Polarexpedition der “Italia”,
ed. by U. Nobile, Petermanns Mitteilungen, Ergdnzungsheft Nr. 205 (1929), pp. 66-79

U. Nobile, Das geographische Problem des Arktis, das Programm und die Durchfiihrung der
Fliige der “Italia”, in Die Vorbereitungen und die wissenschaftlichen Ergebnisse der Polar-
expedition der “Italia”, ed. by U. Nobile, Petermanns Mitteilungen, Ergéinzungsheft Nr. 205
(1929), pp. 945

L. Palazzo, Vorstudien fiir die Erdmagnetischen Forschungen auf der Luftschiffexpedition in
die Arktis, in Die Vorbereitungen und die wissenschaftlichen Ergebnisse der Polarexpedition
der “Italia”, ed. by U. Nobile, Petermanns Mitteilungen, Ergdnzungsheft Nr. 205 (1929), pp.
80-88


http://www.treccani.it/enciclopedia/aldo-pontremoli_(Dizionario-Biografico)/

124 L. Gariboldi

27. A. Pontremoli, Sul luogo fisico delle frangie nella doppia rifrazione accidentale meccanica
di un liquido in moto piano permanente. Atti Accademia Lincei Rendiconti XXX, 216-220
(1921)

28. A. Pontremoli, La doppia rifrazione accidentale meccanica nei liquidi. Atti Accademia Lincei
Memorie XIII, 593-616 (1922)

29. A. Pontremoli, Le equazioni di propagazione di Maxwell per un dielettrico sottoposto ad un
campo elettrico e magnetico longitudinale. Atti Accademia Lincei Rendiconti XXXI, 189-192
(1922)

30. A. Pontremoli, Potere rotatorio creato in un mezzo isotropo a molecole simmetriche da un
campo elettrico e magnetico longitudinali e costanti. Atti Accademia Lincei Rendiconti XXXI,
434-440 (1922)

31. A.Pontremoli, Sul neutrone di Rutherford. Atti Accademia Lincei Rendiconti XXXII, 277-280
(1923)

32. A. Pontremoli, Un nuovo effetto del campo magnetico sulla scarica nei gas rarefatti. Atti
Accademia Lincei Rendiconti XXXII, 158-161 (1923)

33. A. Pontremoli, Sulla emissione termoionica. Atti Accademia Lincei Rendiconti XXXII, 211-
214 (1923)

34. A. Pontremoli, Sulla scarica nei gas rarefatti. Nuovo Cimento XXVI, 115-121 (1923)

35. A. Pontremoli, Sulla conducibilita elettrica delle fiamme contenenti sali alcalini. Atti
Accademia Lincei Rendiconti XXXIII, 223-227 (1924)

36. A. Pontremoli, Sull’effetto fotoelettrico. Rendiconti Istituto Lombardo Scienze Lettere LVII,
567-574 (1924)

37. A. Pontremoli, Sull’orientamento in un campo elettrico o magnetico costante nella ipotesi
dell’anisotropia molecolare. Atti Accademia Lincei Rendiconti II, 328-331 (1925)

38. A. Pontremoli, Una esperienza caratteristica sulla birifrangenza elettrica o magnetica. Atti
Accademia Lincei Rendiconti I, 416419 (1925)

39. A. Pontremoli, Circa alcune nuove ricerche sulla birifrangenza accidentale dei colloidi in
movimento. Atti Accademia Lincei Rendiconti ITI, 75-77 (1926)

40. A. Pontremoli, Sulla durata di emissione delle radiazioni monocromatiche e la vita media degli
stati stazionarii. Atti Accademia Lincei Rendiconti III, 149-154 (1926)

41. A. Pontremoli, Atomi ed astri. Periodico di Matematiche 4(6), 99-111 (1926)

42. A. Pontremoli, Sulla durata di emissione della riga K,, pei vari elementi. Rendiconti Istituto
Lombardo Scienze Lettere LIX, 340-342 (1926)

43. A. Pontremoli, Sul funzionamento del tubo Coolidge in corrente continua o sinusoidale rad-
drizzata e le conseguenti caratteristiche dell’emissione dello spettro continuo dei raggi X.
Elettrotecnica XIII, 649-650 (1926)

44. A.Pontremoli, Le basi sperimentali della teoria dei quanti. Elettrotecnica XIII, 793-796 (1926)

45. A. Pontremoli, Le scuole scientifiche ed il progresso della scienza. Fiera Letteraria (1926)

46. A. Pontremoli, La disintegrazione della materia. Fiera Letteraria (1926)

47. A.Pontremoli, Sulla conducibilita elettrica e termica dei metalli. Rendiconti Istituto Lombardo
Scienze Lettere LX, 273-280 (1927)

48. A. Pontremoli, Esperienze su correnti piane parallele incontranti un cilindro circolare. Atti
Seminario Matematico e Fisico di Milano (1927)

49. A. Pontremoli, Le nuove vie della meccanica. Atti Seminario Matematico e Fisico di Milano
(1927)

50. E. Pugno Vanoni, Laboratorio radiologico di taratura e ricerca XIII, 697-702 (1926)

51. E. Pugno Vanoni, Aldo Pontremoli. Nuovo Cimento VII, 41-49 (1930)

52. E. Pugno Vanoni, Il Nuovo Cimento XVI, 333-336 (1939)

53. Regia Universita di Milano: Istituto di Fisica Complementare, in Annuario 1926-1927

54. Regia Universita di Milano: In memoria del Prof. Aldo Pontremoli, in Annuario 1929-1930,
pp. 153-163

55. E. Rutherford, Nuclear constitution of atoms. Proc. R. Soc. A 97, 374-400 (1920)

56. L. Silberstein, Uber die gegenseitige Masse kugelformiger Elektronen. Physikalische
Zeitschrift 12, 87-91 (1911)



57.
58.
59.

60.
61.

62.
63.

The Founder of the First Institute of Physics of the Milan ... 125

N. Sivin, Eloge: Giorgio Diaz de Santillana, 1902—1974. Isis 67, 439-443 (1976)

A. Sommerfeld, Atombau und Spektrallinien (Vieweg, Braunschweig, 1922)

G. Tagliaferri, Le scienze esatte all’Universita di Milano, in Storia di Milano, vol. 18 (Istituto
dell’Enciclopedia Italiana, Roma, 1995), pp. 659-677

R.W. Wood, An extension of the balmer series of hydrogen and spectroscopic phenomena of
very long vacuum tubes. Proc. R. Soc. A97, 455-470 (1920)

R.W. Wood, Hydrogen spectra from long vacuum tubes. Philos. Mag. 42, 729-745 (1921)
R.W. Wood, Atomic hydrogen and the balmer series spectrum. Philos. Mag. 44, 538-546 (1922)
R.W. Wood, Spontaneous incandescence of substances in atomic hydrogen gas. Proc. R. Soc.
A102, 1-9 (1922)



Chapter 11 ®)
The Role of Monitoring Time e
and Detectors Efficiencies

in Time-Continuous Quantum

Magnetometry

Francesco Albarelli, Matteo A. C. Rossi, Matteo G. A. Paris
and Marco G. Genoni

Abstract We consider the estimation of a weak magnetic field B acting on a
continuously monitored ensemble of atoms subjected to collective transverse noise.
If N atoms are prepared in a coherent spin state and are not continuously moni-
tored, the estimation precision scales with the total number of atoms according to
the standard quantum limit § B> ~ 1/N. Remarkably, time-continuous monitoring
of light that is coupled with the atomic ensemble, allows to achieve a Heisenberg
limited precision § BZ ~ 1/N?. However this is typically obtained only for a large
enough number of atoms N and with an asymptotic constant factor depending on
the parameters characterizing the experiment. In this proceeding, after reviewing the
analytical derivation of the effective quantum Fisher information that quantifies the
ultimate precision achievable, we specifically address the role played by monitoring
time and detectors measurement efficiency in obtaining a Heisenberg limited scaling.
In particular we analyze the dependence on these experimentally relevant parameters
of the asymptotic constant factor characterizing the effective quantum Fisher infor-
mation, and, more importantly, the minimum value of atoms needed to observe the
desired quantum enhancement.

11.1 Introduction

The aim of quantum metrology is to take advantage of purely quantum-mechanical
features to accurately estimate physical parameters, with a better precision than
classical schemes [1, 2]. This framework has been fruitfully applied to magnetometry,
in particular to the estimation of the intensity of a magnetic field B (with known
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direction) probed by an ensemble of N two-level atoms with total spin J = N /2.
This is the metrological task we will consider in the present proceeding.

The standard quantum metrological scheme goes as follows: an initial state of the
probing system is prepared, the system then undergoes an evolution governed by the
magnetic field and finally the probe is measured. In the noiseless unitary case the
evolution simply amounts to a rotation of the state vector on the Bloch sphere [3-9].
The statistics produced by the final measurement is then processed to estimate B;
the most commonly used figure of merit to quantify the precision of the estimate is
the mean-square error (MSE).

One of the most important features of these schemes is the scaling of the precision
with the number N of atoms. The 1/N scaling of the MSE is the so-called standard
quantum limit (SQL) to precision, which is obtained by preparing the atomic ensem-
ble in a separable spin coherent state. On the other hand a 1/N? scaling denotes the
Heisenberg limit to precision and it can be reached by employing an entangled initial
state, such as a GHZ or a spin squeezed state [10, 11]. Unfortunately, the Heisen-
berg scaling is easily lost in the presence of external noise [12—14] and a plethora of
strategies to circumvent this limitation have been proposed [15-26].

We analyze a different metrological protocol, based on the continuous monitor-
ing of the system in time, done by measuring the degrees of freedom of the envi-
ronment [27, 28]. Remarkably, this approach does not rely on the preparation of
an initial entangled state of the probe system. The main idea is that the time signal
obtained from continuous monitoring can be employed to accurately estimate B. At
the same time, the measurement back-action due to the monitoring squeezes the state
and makes it more useful for magnetic field estimation. This protocol also includes
a final strong measurement on the atomic system, analogously to the traditional
schemes.

Similar ideas for quantum magnetometry with continuous measurements have
been proposed and studied [29-34] and the topic has been explored in the context
of quantum metrology more in general [35-42]. In [43] we rigorously analyzed the
performance of this magnetometry scheme and we provided an appropriate Cramr-
Rao bound which takes into account the information due both to the monitoring and
to the final measurement. We concluded that Heisenberg scaling can be achieved,
for a sufficiently long monitoring time and a sufficiently high number of atoms,
while also showing that non unit efficiency of the detectors does not undermine this
result. In the present proceeding we quantitatively characterize the parameter regimes
which allow to obtain Heisenberg scaling, which is possible due to the analytic result
obtained in [43]. In particular we study how the minimal number of atoms needed
to observe Heisenberg scaling behaves as a function of the monitoring time and of
the detector efficiency.

The manuscript is organized as follows. In Sect. 11.2 we review the physics of
an atomic ensemble continuously monitored by measuring light after the interac-
tion with the atoms. In Sect. 11.3 we introduce the metrological scheme and present
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the appropriate Cramr-Rao bound, we then present the quantitative analysis of the
minimal number of atoms needed to observe Heisenberg scaling. Section 11.4 con-
cludes the paper with some final remarks.

11.2 Continuously Monitoring of an Atomic Ensemble

Let us consider an ensemble of N two-level atoms that can be described as a system
with total spin J = N /2 with collective spin operators

N
~ 1
A=EZ¥M a=x,y,1 (11.1)

where o0;, denotes the Pauli matrices actmg on the i-th spm (atom). The collec-
tive operators obey the commutation rules [J, , J | =ieiji Jk for angular momentum,
where ¢;j; is the Levi-Civita symbol and we choose units such that 2z = 1. We then
assume that an unknown static and constant magnetic field B is acting on the ensem-
ble, such that the unitary evolution is described by the Hamiltonian I:Ib = nyy,
where y represents the strength of the coupling with the magnetic field. The atoms
are then coupled to an electromagnetlc mode a;n(t) via an interaction Hamiltonian

Hiy = /K J (a;n(t) +a' (1)) [32, 44]. If the light modes are not measured, the evo-
lution of the atoms is described by a collective transverse noise Markovian master
equation

do . N A

& = —iyB[Jy, 0]l +«D[J]o, (11.2)
where the noise generator is perpendicular to the direction of the magnetic field and
p is the density operator describing the state of the atomic system. The ensemble is
initially prepared in a spin coherent state directed in the positive x direction,

N
1 (0)) = ® I+ =17, J)xs (11.3)
k=0

i.e. in a tensor product of eigenstates |+) of the operator o, for each two-level atom.
The unconditional dynamics of the spin component (J,) is given by

d(J. (1))

i 114
ar =(J: (1)) . (11.4)

=yB(L() - 5

Notice that the the dissipative part of the dynamics causes the shrinking of the spin
vector (J), while the unitary part is responsible for its Larmor precession around the
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y-axis. In this paper we assume to estimate small magnetic fields, such that y Bt < 1,
the solution of (11.4) can be approximated as

(Je () ~ (J(0))e™ "> = Je /2, (11.5)

Let us now consider a measurement scheme where we continuously monitor the
light modes via homodyne measurements at the appropriate phase, immediately after
the interaction with the ensemble, with a certain monitoring efficiency . This in fact
allows a continuous “weak” measurement of the collective spin operator fz and the
evolution of the spin system is described by the following stochastic master equation

do"® = —iyB[J,, 0“)dt + kD[ J.]o“dt
+ Ve HL 1o dw, ,

where dw, denotes a Wiener increment [28]. We can express the measurement result
at time 7 in terms of the infinitesimal photocurrent

dy, = 2./« Tr[o© J.1dr + dw, . (11.6)

Let us here remark that the collective noise present in the master equation (11.2)
is suitable for describing the dynamics also in experimental setups where there is no
engineering of the coupling to the atomic ensemble, with the purpose of performing
continuous monitoring [45—47]. In this respect, assuming non-unit efficiency n may
account for both: (i) homodyne detectors that can not capture all the photons that
have interacted with the spin, (ii) environmental degrees of freedom that cannot be
measured during the experiment and that induce the same type of noisy dynamics.

In the limit of a large number of atoms N > 1, the dynamics can be effectively
described with the Gaussian formalism. This holds true as long as (fx 1))y~ J,ie.
kt < 1.

Let us introduce the effective quadrature operators of the atomic sample, defined
so that they satisfy the canonical commutation relation [)A( , 13] =i, as [32, 33]

X = Ay/\/sz P=1J/N, (11.7)
where J, = |(JAX (t))] (notice tl;lat in the limit of large spin J we can consider the
unconditional average value (J, (¢)), as the stochastic correction obtained via (11.6)

wguld be negligible). The initial state |1 (0)) corresponds to the vacuum state ()A( +
i P)|0) = |0), which is Gaussian. Equation (11.6) now reads

do© = —in\/;, [X Q<C>] dt 4+ k J,D[P]0“dr+

+ J_ﬂ?K H[ﬁ] Q(C)dwz .
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Notice that (11.8) is quadratic in the canonical operators, and thus preserves the
Gaussian character of states. The whole dynamics can thus be equivalently described
in terms of the first and second moments only [48, 49]. More specifically, for estimat-
ing B, we only need the mean and the variance of the atomic momentum quadrature
P evaluated on the conditional state 0(©. We find, respectively,

d(P(t)). =— ByVJe = dt

+ 2Var [P ()W nc Je™ % dw, (11.8)

w =—dnpkJe > (Varc[ﬁ(t)])z‘

(11.9)
We notice that (11.9) for the conditional variance is deterministic and can be
solved exactly. If the initial state is a vacuum state, i.e. with Var[ P (0)] = %, we find

the solution |

Vard P01 = snd (1-e%)+2

(11.10)

that shows how the dynamics deterministically drives the conditional state of the
atomic sample into a spin-squeezed state.

In order to estimate the value of the magnetic field B, we consider the informa-
tion obtained via the continuous weak-measurement via the coupled light modes,
yielding the photocurrent (11.6), and the information obtained via a final “strong”
measurement on the atomic ensemble, that, as explained just above, is eventually
driven into a spin-squeezed state. In the next section we will show how one can
quantify the performances of this measurement protocol exploiting tools of local
quantum estimation theory.

11.3 Quantum Magnetometry via Time-Continuous
Measurements

In this section we will asses the performances of the measurement protocol described
in the previous section. In order to do this, we start by reviewing some basic notions
on quantum estimation theory.

In a classical estimation problem, we want to infer the value of a parameter 6
from a set of M measurement outcomes x = {xi, X2, ..., Xj} and their conditional
distribution p(x|0). In order to do so, we define an estimator 0 (x), that is, a function
from the measurement outcomes to the possible values of 6. An estimator is called
asymptotically unbiased when, in the limit of large M, its average is equal to the true
value of 6, i.e. fdx p(x|k)é(x) =6, where p(x|A) = H?ilp(xﬂ@).
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The Cramér-Rao theorem gives a lower bound for the variance of any unbiased
estimator:

2> ;, (11.11)
MF[p(x|0)]
where
Flpx10)] =/dxp(x|?»)(8e log p(x|1))* (11.12)

is called Fisher information (FI).

In a quantum measurement setting, the conditional probability distribution reads
p(x]0) = Tr[oeIl,], where gy is the state of the quantum system, depending on the
parameter 6, and I, is a POVM. One proves that the FI corresponding to any POVM
is upper bounded

Flpxl0)] = Qleel,

where

.1 —Flog, 00+a0]
Qlog] = 8dlalin0 — ez

is the quantum Fisher information (QFI) expressed in terms of the fidelity between
quantum states F[o, o] = Tr[y/+/00+/0 ] [50-52]. Notice that the QFI depends only
on the quantum state gg: It thus gives the ultimate bound on the precision of the
estimation of 6 allowed by quantum mechanics. Moreover, it can be shown that,
when estimating a single parameter, the can always be achieved, i.e. one can find a
(projective) POVM for which the classical FI equals the QFI.

In the quantum magnetometry protocol outlined in the previous section, one can
identify two sources of information that can be exploited in order to estimate the
magnetic field B. On one hand there is the homodyne photocurrent y, obtained
via the weak measurement on the coupled light; on the other hand a final “strong”
measurement can be performed, at the end of the dynamics, on the conditional state
o. that evolves according to the stochastic master equation (11.6) and thus depends
on the particular trajectory explored by the system due to the measurement. The
information obtained via the photocurrent is quantified by the classical FI F[p(y;)]
that can be calculated as described in [35] or, for continuous-variable Gaussian
systems, as in [53]. The usefulness of the final strong measurement is similarly
quantitatively expressed via the quantum Fisher information Q[o.]. In [43] we proved
that these two quantities can be combined to form a new quantum Cramér-Rao bound
for time-continuous quantum magnetometry

8B* > ! :

(11.13)

We can thus define an effective QFI that ultimately quantifies the estimation
performances of our protocol
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0 = Flp(y)l + Eyqy,) [Qe“1] . (11.14)

as the sum between the classical Fisher information F[p(y,;)] and the average over
all the possible trajectories of the conditional states QFI Q[o].

In the large spin limit J >> 1, both quantities can be analytically evaluated. In
particular, following [53] one has

~ 2
Flpaol =2ncJe ™ By, [(wam) }

) 3
64y2nJ%e ! (eKT — 1)

k2 [(4nJ + e —4nJ]
=4nd — 12nJe% +3@nJ +3)e? + @nJ +3)e '], (11.15)

while the conditional QFI can be evaluated as described in [54], obtaining

(astPan.)’

Qo)1= .
Var [P (1)]

2
32y%J (1sz —dpJe T B2y 3)
- Ve ? . (11.16)

92 [(4nJ + e —dnJ |

Since the conditional QFI does not depend on the particular trajectory defining
the conditional state g, the stochastic average present in (11.13) is not necessary,
ie. Epy, [Qle1] = Qlo™], and the effective QFI can be readily evaluated.

By further manipulating the result, one obtains the following simple analytical
formula

O =KJ+nKyJ? (11.17)
where
y? 2
Ky =325 (1—e )", (11.18)
K
2 8 1
Ky =640 (1= Sevt/t 4 pext/2 _ _gxr) (11.19)
K2 3 3

In the following section we will discuss in more detail the significance of this
formula, and the role played by the different experimental parameters describing the
estimation protocol.

We quickly point out that it exists a more fundamental bound [36], optimized
over all possible measurements on the environmental degrees of freedom. In [43] we
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also prove that the effective QFI (11.17) is optimal in this sense, as it saturates the
fundamental bound of [36] for n = 1.

11.3.1 The Role of Monitoring Time and Measurement
Efficiency

The formula reported in (11.17) is particularly illuminating and in particular it allows
to discuss in more detail the role played by the two parameters describing the protocol:
the (dimensionless) monitoring time k¢ and the monitoring efficiency n. We start by
observing that the effective QFI is the sum of two terms presenting respectively a SQL
scaling proportional to J, and a Heisenberg scaling proportional to J2. The latter one
depends linearly on the monitoring efficiency 1 and correctly goes to zero for n — 0,
i.e. when no monitoring is performed and the SQL-scaling is the expected result for
an initial spin-coherent state. To better analyze the behaviour of the effective QFI,
we plot it in Fig. 11.1 as function of J for fixed monitoring time «¢ and efficiency 7.
In the figures we indeed observe a transition from SQL-like scaling to Heisenberg
scaling depending on the values of J, n and «t. In particular, they show quantum
enhancement for J >> 1/kt. This observation can be rigorously studied by looking

Fig. 11.1 Effective QFI O 101
as a function of J, with
y/k = 1G™1. We show a — kt=10~7
dashed line at the top o J2 10*
and a dotted line at the ' Kkt=107°
bottom oc J as visual guides. — kt=1073
(Top panel): fixed unit -
efficiency n = 1; the curves -16] - —— kt=10""
represent increasing values 102 10% 10* 105 10% 107 108
of xt from top to bottom (see J
the legend). (Bottom panel):
fixed monitoring time kt=1072
kt = 1072; the curves
represent increasing values — n=1
of n from top to bottom (see
the legend) n=0.5
l —n=10"
g — =10
1072 — =0
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Fig. 11.2 The minimum I

number Ny, of atoms in the 10" — kt=10""*

ensemble n.eeded toto 108 kt=10"3

observe Heisenberg scaling <

for the effective QFI O. In < 108 — kt=1072

the left panel we plot Ny, as — kt=10""

a function of n for different 100

values of «t, there is an — kt=0.5

inverse proportionality 00 02 04 06 08 10 _ it =1

relationship. In the right n

panel we plot the same

quantity as a function of «¢ 1010

for different values of 7, in s — n=1

this case the relationship is 10

only approximately inversely 25 108 n=05

proportional 104} — n=10"
100 K — n=10"2

'o0 02 04 06 08 10 —— =107

more carefully at (11.17), (11.18) and (11.19). One can in fact define the condition
to observe Heisenberg scaling as

Heisenberg scaling < nK,J > K; (11.20)

i.e. when the quadratic contribution is greater than the linear one. This implies that
we have a threshold value for the total spin,

Iy = N (11.21)
h=— ——F > .

"7 K,

and obviously, in terms of the total number of atoms, Ny, = 2Jy,. If we plug in the
coefficients from (11.18) and (11.19), we get this simple expression

1

Nh - )
t n (1 _ %e—m/z _ %e—/ct/4)

(11.22)

which can be approximated as Ny, ~ % when «t < 1. The expected inverse rela-
tionship between the threshold number of atoms and both the monitoring time «¢
and the efficiency 1, can be explicitly observed in Fig. 11.2, where we plot Ny, as a
function of both experimental parameters characterizing the protocol.

Once the Heisenberg scaling is recovered, it is also interesting to study the
behaviour of the asymptotic constant factor K, corresponding to the Heisenberg-
like term in the effective QFI. We plot it in Fig. 11.3 as a function of monitoring
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Fig. 11.3 Asymptotic K>
constant factor K, for the
Heisenberg-like term in the 0.0012F
effective QFI Q as a function
of monitoring time «¢ (for 0.0010¢
fixedy/k =1) 0.0008E

0.0006+

0.00041

0.0002f

1 1 1 1 Kt
0.02 0.04 0.06 0.08 0.10

time «¢: we observe, as expected a monotonous behaviour, that for k7 <« 1 can be
approximated by the formula

47/2 3
Ky ~ — - (xk1)?,
2 3;(2( )

where one can observe the x> behaviour that was already highlighted in [43].

11.4 Conclusions and Perspectives

We have analytically evaluated the ultimate precision achievable for the estimation
of a constant weak magnetic field acting on an atomic ensemble that is continuously
monitored via homodyne detection of a coupled electromagnetic mode. We have
shown that under some conditions, one obtains a Heisenberg scaling, even starting
from an initial “classical” spin-coherent state. Remarkably, we have been able to
obtain an analytical condition that the experimental parameters must satisfy in order
to observe the desired quantum enhancement. In particular we have shown how, for
finite monitoring time and monitoring efficiency, there is a threshold on the total
number of atoms above which one observes a transition from SQL to Heisenberg
scaling. Time-continuous monitoring is a promising tool for quantum metrology.
We leave to future investigations the study of its usefulness in the presence of more
detrimental noisy dynamics (such as the one corresponding to independent noise on
each atom) and in the multi-parameter scenario.
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in Nuclear Structure by y and Particle
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G. Colo, F. C. L. Crespi, A. Mentana, B. Million, A. Pullia, S. Riboldi,

E. Vigezzi and O. Wieland

Abstract Advances in nuclear structures studies of neutron-rich systems are
presented, focusing on experimental activities based on y and particle spectroscopy-
—ideal probes of the multifaceted nature of the atomic nucleus. Emphasis is given
to recent highlights obtained in world’s leading laboratories, in Europe and Japan,
by large international collaborations in which the Nuclear Physics group of Milano
University has played a key role. In particular, experiments are described taking
advantage of both stable and radioactive ion beams, as well as intense neutron beams.
They require the use of the most advanced detection setups, such as the European
array AGATA, based on y-ray tracking techniques, and also arrays of large size
scintillators. Measurements of cross sections of thermonuclear fusion reactions at
astrophysically relevant energies, performed by the LUNA collaboration, are also
briefly discussed. Finally, research and developments of detectors based on novel
scintillators materials are presented, being a significant part of the activity carried
out at the Milano Physics Department.
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12.1 Challenges in Nuclear Structures

The atomic nucleus, consisting of densely packed protons and neutrons, is a quan-
tum system in which three fundamental interactions—strong, electromagnetic and
weak—can be studied. Despite a great amount of experimental data collected for
more than 3000 nuclei observed in laboratories on Earth—out of more than 7000
expected to exist in the Universe (see Fig. 12.1)—a unified and satisfactory theo-
retical description of the properties of the atomic nucleus is still missing. This is a
consequence of the complex nature of the nucleon-nucleon interaction and of the
interplay of several degrees of freedom, in particular (i) angular momentum (up to
the fission limit), (ii) temperature (i.e., internal excitation energy, up to and above
particle-binding energy), and (iii) isospin (i.e. the neutron to proton ratio, N/Z, indi-
cating the location with respect to the stability valley). This leads to the appearance
of arich variety of phenomena, such as different modes of excitations (involving few
nucleons and/or collective responses) or coexistence of different nuclear shapes and
deformations, posing a challenge to the most sophisticated theoretical descriptions.

(EXOTIC) NUCLEI 28 e
nuclei
~ 3000 o :
discovered LS 1-process
nuclei > | path

T > 7000 3
£ S
B in the Universe
z
= SHELL Structure
° Magic Numbers
o
= Shapes
& Clusters
% >
@ Halos Neutron number N

Fig. 12.1 Pictorial view of the nuclear chart, indicating the stability valley (in black) and known
unstable nuclei (B +, p— and o emitters in light blue, pink and yellow, respectively). The grey area
shows the region of still unknown, unstable “exotic” nuclei expected to exist, for a total of more
than 7000 atomic nuclei in the Universe. Proton and neutron shell closures are indicated by solid
red lines, together with doubly magic systems, such as 160, 18Nj, 48Ca, 1008n, 1328 and 298Pp.
Examples of specific structures, like halos and clusters, spherical, oblate and prolate deformed
shapes and collective Giant and Pygmy dipole resonance excitations are given by cartoons. The
orange line refer to the rapid neutron capture path (i.e., the r-process path), which is responsible for
the formation of elements heavier than °Fe [1]
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In this brief review, selected examples are discussed among the most significant
and recent experimental investigations carried out by the Nuclear Physics group
of Milano University, with close collaboration between theory and experiment. In
particular, studies of coexistence of shapes, couplings between single particle and
collective degree excitations (phonons) and resonances are presented, often in con-
nection with exotic, n-rich nuclei (away from stability), which are at the forefront of
the experimental and theoretical investigations and strongly influence reaction rates
in stellar environment (cfr. Fig. 12.1) [1]. The research activities are conducted within
large international collaborations, in world’s leading laboratories, in Europe (e.g.,
LNL (Padova), GSI (Darmstadt), ILL (Grenoble), ISOLDE (CERN), Bucharest...),
and Japan (RIKEN and OSAKA). Reactions with both stable and radioactive ions
beam (from low to relativistic energies) and intense neutron beams are exploited.
Very complex detection setup are used, most often combining state-of-the-art arrays
based on high purity Ge crystals (such as AGATA, the Advanced GAmma Tracking
Array [2]) and large size scintillator detectors of novel type, being y and particle
spectroscopy the main investigation techniques.

Nuclear astrophysics activities, on-going at the underground Gran Sasso Lab-
oratory, are also briefly discussed. Finally, the last section is devoted to technical
research studies related to novel scintillator materials, being an important part of the
research program of the Milano Nuclear Physics group.

12.1.1 Shape Coexistence and Shape Isomerism

The shape is one of the most fundamental properties of the nucleus: while spherical
shapes are most natural in the vicinities of doubly shell closures, in the regions
lying away from doubly magic nuclei different nuclear shapes—with dominance of
quadrupole symmetric forms—are competing and may coexist in the same nucleus,
at low excitation energy and low spins [3, 4]. Further, superdeformed and spherical
states are found to coexist at high energy and high spin in open-shell nuclei [5-7].
In even-even systems, most striking fingerprints of shape coexistence are low
lying 0* excited states associated with deformations different from the ground state.
Taking advantage of various experimental probes (e.g., y-ray and conversion-electron
measurements and laser spectroscopy), they have been discovered in different regions
of the nuclear chart: from the rather “light” Si/Mg and Ni/Zn/Ge to the medium mass
K1/Rb/St/Zr isotopes, to the much heavier Po/Pb/Hg and Rn/Ra systems. A very
peculiar manifestation of the coexistence of shapes are shape isomers: they may
arise when the nuclear potential energy surface (PES) in the deformation space has
minima associated with different shapes and when these minima are separated by
a high barrier [8]. So far, shape isomers, discovered in the 60s, were known to
occur, clearly, in the heavy actinides only: there, in two cases—>*U and *3U—very
retarded E2 y branches from excited 0" states where observed [9-11], although,
since the 80s, mean-field models predicted the existence of shape isomers also in
lighter systems, pointing to °*Ni and °®Ni as the lightest candidates [12—14]. Indeed,
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extended experimental campaigns performed at ISOLDE/CERN, MSU and RIKEN
have confirmed coexistence of spherical, oblate and prolate shapes along the Ni
isotopic chain, although no traces of shape isomers were found in *Ni and heavier
systems [15-17].

Recently, fully microscopic, state-of-the-art shell-model calculations, based on
ingenious (Monte Carlo) computational schemes and the use of very powerful super-
computing systems (the Japanese K-computer with 1 million parallel processors),
predicted shape coexistence in neutron-rich Ni isotopes and indicated °°Ni as the
best case for the existence of shape isomerism [18]. This prediction was con-
firmed by a measurement of the lifetimes of 0% excitations in °*Ni, performed at
the Bucharest Tandem Laboratory. By employing the two-neutron transfer reaction
%Ni('80, '°0)%Ni, at sub-barrier energy of 39 MeV, the y-decay from all three
lowest-excited 0* states in %°Ni was observed with the ROSPHERE HPGe array
[19].

The population pattern clearly indicated that O} corresponds to the prolate
deformed O* excitation, predicted by theory, and its lifetime, measured with a plunger
device, gave a B(E2) value of 0.2 W.u. (“or single-particle units”), for the 0} to 2}
decay. This result makes ®Ni a unique nuclear system (apart from the much heav-
ier 2°U and #*%U) in which a retarded E2 v transition from a 0* deformed state to
a spherical configuration is observed, pointing to a shape isomer-like behavior. As
a consequence, it becomes clear that shape isomerism remarkably appears also in
significantly lighter systems than the actinides. Moreover, the proper theory predic-
tion represents a significant step forward in understanding the microscopic origin
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Fig. 12.2 Panel a Potential Energy Surface (PES) for the lowest 0" states of %°Ni, showing minima
associated with different shapes: spherical, oblate and prolate. Circles represent shapes in the Monte
Carlo Shell Model basis vectors [18]. Panel b Partial level scheme of ®Ni, relevant for the y decay
of 0" excitations (lifetime and B(E2) of the shape-isomer-like 0 state are indicated in red). Panel
¢ portions of y spectra of %Ni, showing the photon decay from the shape-isomer-like state. Top: y
emission in the time range 5-15 ps; Bottom: y emission in the time range 75—450 ps. Dashed lines:
Time integrated y-ray spectrum. (adapted from [19])
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of nuclear deformation, within a pure shell model approach, a key issue in nuclear
structure physics (Fig. 12.2).

12.1.2 Couplings Between Nucleons and Core Excitations

The interplay between single particle excitations and collective responses of the
nucleus generates a multifaceted scenario of nuclear excitations. Ideal systems for
their studies—in the simplest form—are nuclei made of one valence particle and a
doubly magic core. In these cases, long range correlations, such as couplings between
particle and excitations of the core (phonons in particular) are major sources of partial
occupancies of nucleonic orbitals (as evidenced by knock out and transfer reactions)
[20], they are doorways to the damping of resonance excitations [21] and have an
impact on the Gamow-Teller strength function in the B-decay of magic systems [22].

Recently, extended y-spectroscopy studies were performed for the one-valence
neutron and proton nuclei “°Ca and '33Sb, respectively. In the first case, the nucleus
of interest, **Ca, was populated by the heavy-ion deep inelastic reaction **Ca+%4Ni,
at~6 MeV/nucleon [23, 24]. The experiment was performed at Legnaro National
Laboratory of INFN (Padova), using the large acceptance magnetic spectrometer
PRISMA [25] combined with the high efficiency HPGe array CLARA. In the sec-
ond case, the '*3Sb nucleus was produced by neutron induced fission of 2*>U and
24Py targets, at Institut Laue-Langevin (ILL, Grenoble), where a reactor delivers
the world brightest continuous neutron beam, available for research studies. The y
decay of '33Sb was measured with a highly efficient HPGe array, coupled to fast
LaBrj3 scintillator detectors [26].

In both experiments, the lifetimes of selected excited states was measured and
the transition probability of the electromagnetic decay between excited states was
deduced, providing clear indication of the nature of the states. In the case of *’Ca, the
9/2* state was found to arise from the coupling of the odd neutron to the 3~ octupole
phonon of the *Ca core, while in '**Sb a more complex picture was found. In this
case, a fast change in the nature of the excitations, with increasing spin, was observed,
pointing to couplings between the valence proton and excitations of the '*2Sn core,
of both genuine phonon type and less collective character [27]. The hybrid nature
of the excitations in '33Sb is illustrated by the histograms of Fig. 12.3, giving the
composition of the state configuration, sketched on the corresponding cartoons on top
of the figure. Hybridisation phenomena of the type reported here are well known in
all branches of physics, including condensed matter: there, electrons and plasmons in
metals [28], for example, are the counterparts of the proton and collective excitation
of the 328n core, in the '*3Sb nucleus.
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coupling to the neutron hy;,, f7/2 non-collective core excitation [26]

12.1.3 Collective Excitations: Giant and Pygmy Resonances

One of the most extreme manifestations of collective excitations are Giant Reso-
nances, which involve a large fraction of constituent nucleons [21, 29]. They provide
information on bulk properties of nuclei and their measurements in exotic systems
is technically very challenging. In neutron-rich systems, the neutron excess forms a
skin, which is often assumed to oscillate outside the proton-neutron core. This results
in a concentration of electric dipole E1 strength in the region around the particle
binding energy (<10 MeV)—the Pygmy Dipole Resonance (PDR)—which strongly
influences reaction rates in the astrophysical r-process (see Fig. 12.1). Few experi-
ments are ongoing for exotic nuclei and above separation threshold, using advanced
and complex setups at fragmentation facilities (e.g., GSI, RIKEN, ...). Figure 12.4a
shows the first, pioneering measurement of the y decay from pygmy states by Wieland
et al. [30]. It was obtained by Coulomb excitation of %8Nj at 600 MeV/nucleon on a
Au target, using the RISING setup (comprising large volume HPGe crystals as well
as BaF, scintillators) at the fragment separator of GSI. Evidence was found for a
strength of about 5% of the energy weigthed sum rule (EWSR) for the E1 isovector
decay, significantly larger than in stable systems.

Contrary to exotic nuclei, stable neutron-rich systems, below threshold, have been
extensively investigated by different probes—from photons, to protons and alphas,
to heavy ions-revealing a quite complex nature of pygmy states: in the same energy
region isoscalar and isovector states seem to co-exist, and the character of these exci-
tations appears to be hybrid, with mixture of compressional and/or non-collective
character [31]. Figure 12.4c—e show the results of a systematic investigation per-
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Fig. 12.4 Overview of selected experimental investigations of the y decay of the Pygmy Dipole
Resonance in neutron rich systems. Panel a Coulomb excitation of the exotic nucleus 68Ni, measured
at the GSI fragment separator at 600 MeV/nucleon [30]. Panels c—e isoscalar strength distribution
for the Pygmy excitations in °°Zr, '2*Sn and 2%3Pb stable nuclei, respectively, as measured at LNL
by inelastic scattering of '70 ions at 20 MeV/nucleon. Red bars refer to discrete transitions, while
the black histogram gives, in the case of 124Sn, the total strength (including the unresolved part
(adapted from [31]). The used setup, the AGATA Demonstrator array coupled to large size LaBr3:Ce
scintillators, is shown in panel (b)

formed at Legnaro National Laboratory of INFN (Padova, Italy), using the ('70,
170’ y) reaction at 20 MeV/nucleon [32-35] and a setup comprising the first imple-
mentation of the most advanced HPGe array—the Advanced Gamma Tracking Array
(AGATA) [2]—and a number of LaBr;:Ce, large volume, scintillator detectors (see
panel b)). The features of the low-lying dipole strength will be better clarified in the
future, moving along isotopic chains, towards more neutron rich systems, as well as
the presence of pygmy states of other multipolarities, such as E2, for which indi-
cations already exist in '>*Sn [36]. Finally, experiments based on the detection of
high resolution y rays and particle decay at intense y-beam facilities, such as ELI-
NP [37], will allow us to get access, in stable systems, to the fine structure of the
resonance response, over the entire excitation energy spectrum, shedding light on
damping mechanisms.
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12.1.4 B-Decay Studies of Exotic Nuclei

A useful tool to access information on nuclei far from stability is the study of the
decay of exotic nuclei. Gross properties of B-decay, such as the decay half-life and
branching ratios, can be obtained already with a limited number of ions, offering the
first insight in the structure of very exotic nuclei and necessary inputs to understand
stellar nucleosynthesis processes (e.g., the r-process shown in Fig. 12.1).

Campaigns to study P-decay properties of n-rich nuclei are being performed
in all facilities producing radioactive beams in Europe, USA and Japan. In a
recent experiment performed at the ISOLDE Decay Station (IDS), located at
ISOLDE, CERN, the most neutron-rich members of the Ba isotopic chain, rang-
ing from A =148 tol150, have been populated by p decay of their progenitors
148=150Cs. This is one of the regions of the nuclear chart where octupole defor-
mations have been predicted to occur. The IDS setup includes fast LaBr;:Ce scin-
tillator detectors to measure the level’s lifetimes and extract information on the
reduced electric quadrupole transition probability B(E2:2* — 0%), which is strictly
connected to the deformation of the nucleus. In the upper panel of Fig. 12.5,
the newly measured transitions in '“®Ba and '"°Ba are reported in red, result-
ing in nearly degenerate spectra with interleaving levels characterized by posi-
tive and negative parity [38]. This is a signature of strong octupole correlations.
The experimental findings are well described in a beyond-mean field approxima-
tion including symmetry restoration and configuration mixing within the genera-
tor coordinate method [39, 40]. This is shown in the bottom panel of Fig. 12.5,
where the calculated Potential Energy Surfaces and collective wave functions are
given.

12.1.5 Nuclear Astrophysics: The LUNA Experiment
in the Gran Sasso Underground Laboratory

Nuclear astrophysics is based on the precise knowledge of cross sections of ther-
monuclear fusion reactions occurring during the Big Bang Nucleosynthesis and in
all burning stages of different stellar objects. Such primary ingredients are also very
important for stellar models and for describing the evolution of the Universe.

Thermonuclear fusion reactions occur in the energy range of the Gamow peak
[41], arising from the convolution of the energy distribution of nuclei in the stellar
plasma and the tunnelling probability through the Coulomb barrier between the
interacting charged particles. For a central temperature of 1.5 x 107 K, as in our
Sun, the Gamow peak for the p-p chain or the CNO cycle of the Hydrogen burning
reaction is below 30 keV, leading to extremely low reaction cross sections, down to
the femto-barn level. It follows that a direct investigation of thermonuclear reactions
near their Gamow energy is often beyond technical capabilities, as the signal-to-noise
ratio is severely dominated by any source of unwanted background.



12 Recent Developments and Perspectives in Nuclear Structure ... 149

(234)

| /-\
! il !

| \ | I | |
2 04 -04 02 0 02 04-04 02 00 02 04-04 D2 00 02

B2 B2 B2 B2 B2

Fig. 12.5 Top panel: level schemes for 148Ba (left) and '5Ba (right) extracted from B-y-y coinci-
dence analysis (newly found transitions in red). Bottom: Beyond mean field calculations predicting
the evolution of the non axially deformed shapes in the Ba isotopic chain [38]

A drastic background reduction can be achieved by carrying out the measurements
in a deep underground laboratory, such as under the Gran Sasso Mountain in Italy
(LNGS). The rock overburden of about 1400 m (3800 m water equivalent) reduces
the muon, neutron and gamma component of the cosmic background by a factor of
10°, 10° and 10, respectively, as compared to a laboratory on the Earth’s surface.

AtLNGS, the LUNA collaboration performs measurements of astrophysical inter-
est using a 400 kV accelerator [42]. Most important results are reviewed in [43—45].
As an example, Fig. 12.6 reports the first direct detection of the 70 keV resonance
of the 7O(p, a)'N reaction, very important for the nucleosynthesis in AGB stars
[46].

The big step forward in the field will be given by the LUNA MV project, con-
sisting in the installation of a new, 3.5 MV, accelerator inside the LNGS laboratory.
The machine will be able to provide intense beams of H*, *He*, '2C* e 12C** in
the energy range: 350 keV-3.5 MeV. The scientific program of LUNA MV fore-
sees the measurement of a number of key reactions, such as (i) the 14N(p, y)lSO
reaction (fundamental for the understanding of the solar composition), (ii) the 2cy
12C reaction (influencing the global chemical evolution of the Universe), and (iii)
the so-called neutron source reactions, '*C(a, n)'°0 and *’Ne(a, n)*’Mg (entering
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Fig. 12.6 On-resonance (proton energy of 71.5 keV), off-resonance and background spectra time
normalized for the study of the 64.5 keV resonance of 17O(p, @)"¥N [46]. The histogram (in arbitrary
units) results from the difference between the on-resonance and the background spectrum

the nucleosynthesis of almost half of the heavy elements (A >60) through the slow
neutron capture process (s-process)).

12.2 Technical Developments

A significant part of the technical activities carried out in Milano within the Nuclear
Structure group concerns research and developments for scintillators detectors, based
on novel types of materials. The aim is the construction of high performance scin-
tillator arrays for the research studies outlined in the previous sections. An example
is the array composed of large size 3.5” x 8" crystals (now operational in Japan and
previously employed coupled to the AGATA tracking array [2]), or the one consisting
of 3” x 3” LaBrj3:Ce (recently operational together with the HPGe GALILEO arrays
at Legnaro National Laboratory).

In the last 10 years a large number of new high light-yield scintillator materials
have, in fact, been discovered. The firsts, most famous, are the Lanthanum Halides,
which have been the target of an intense R&D activity, providing the starting point for
the design and development of several new highly performing LaBr;:Ce/LaCl;:Ce
based detectors arrays [47-50], such as HECTOR* [47], PARIS [48] and CALIFA
[49].

Apart from Lanthanum Halides, a large number of different new promising scin-
tillators are now commercially available in small volumes, as for example CeBrs3,
CLYC, GYGAG:Ce, CLLB, CLLBC [51-53]. In addition, it was discovered that
co-doping inorganic scintillators might have the effect of increasing the crystal pro-
portionality, thus significantly improving the energy resolution [54, 55]. For example,
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Fig. 12.7 Panel a the response of a 1” x 1” CLYC scintillator (enriched with 7Li) to '37Cs and °°Co
sources. Panel b energy spectrum measured with a 1”7 x 1” CLYC scintillator when illuminated with
monochromatic 2.7 MeV neutrons. Panel ¢ Pulse Shape Discrimination (PSD) matrix of the 1”7 x
1” CLYC scintillator. Fast, thermal neutrons and y rays correspond to a PSD level of 0.85 and 0.72,
respectively [52]

it has been reported that a small sample of LaBr;:Ce co-Doped with Sr* provides an
energy resolution of 2.3% at 662 keV, instead of the typical 3%. All these scintillator
materials have an energy resolution which is much better than that of Nal, a good
time resolution and some of them possess also Pulse Shape Discrimination (PSD)
properties to identify the incident radiation (y, protons, neutrons, alpha).

Since 2013, CLYC scintillators are available in very small samples, with an energy
resolution slightly lower than 5% at 662 keV and the unique feature of identifying
fast and thermal neutrons: a 1 cm thick sample of CLYC (enriched with °Li) pro-
vides approximately 80% efficiency for thermal neutron detection and excellent
Pulse Shape Discrimination between neutrons and y-rays (similar or even better
than *He detectors). In addition, thanks to 3Cl nuclei, CLYC scintillators can also
measure the kinetic energy of fast neutrons. Owing to a time resolution below 1 ns,
CLYC detectors have the unique capability of identifying neutrons and measure their
kinetic energy, using both the pulse height and Time Of Flight technique. Figure 12.7
shows the response of a CLYC enriched with ’Li to gamma rays and monochromatic
2.7 MeV fast neutrons.

The CLLBC scintillator, composed by a molecule which is the union of the LaBr;
and CLYC molecule, is available since few months only and it is expected to have an
energy resolution comparable to that of LaBr;:Ce and Pulse Shape Discrimination
properties very similar to those of CLYC. Tests are ongoing at the Milano Physics
Department.

Finally, it is important to remark that all high light yield crystals can potentially
provide good position sensitivity within continuous crystals (as it was shown with
LaBr3:Ce) [56, 57] (see Fig. 12.8). This feature could be used to reduce the Doppler
Broadening effect in basic research and be extremely useful in several fields of
applications, as for example in homeland security, medical-imaging or radiotherapy
dosimetry.
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Chapter 13 ®)
Planet Formation in the ALMA Era G

Giuseppe Lodato, Benedetta Veronesi, Maria Giulia Ubeira Gabellini,
Enrico Ragusa, Alessia Franchini, Giovanni Dipierro,
Hossam Aly and Daniel J. Price

Abstract The field of planet formation has been transformed recently by the
completion of high-resolution imaging techniques in the infrared (SPHERE) and
mm-wavelength bands (ALMA) that allow us to obtain images at unprecedented
high angular resolution of protostellar discs, that are the site of planet formation.
At the same time, large planet-hunting campaigns have been carried out in the last
decades, showing us the complexity and the diversity of exo-planetary systems. The
architecture of planetary systems is shaped by a variety of mechanisms: from the
hydrodynamical interactions between the various components of a protostellar disc
(gas, dust, proto-planets), to the N-body interactions between newly formed plan-
ets. In this contribution, I will describe the efforts carried out at the University of
Milan to understand the hydrodynamics of protostellar discs and how such dynamical
mechanisms determine the structures observed with high-resolution imaging. This
is done mostly by performing high-resolution numerical simulations of the coupled
evolution of gas and dust around a newly born star.
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Fig. 13.1 Distribution of planetary masses and semi-major axis of the currently confirmed ~1000
exo-planets. The size of the points is proportional to the orbital eccentricity. One can notice the
presence of the so-called “hot Jupiter” population at a separation of ~0.1 au and masses of the order
of Jupiter, and the population of directly imaged planets at tens to hundreds of au from their host
star. Data from the Extrasolar Planets encyclopedia: http://exoplanet.eu

13.1 Introduction

Planet formation is one of the most exciting topics in contemporary astrophysics.
The excitement mostly comes from two different observational and instrumenta-
tion developments. On the one hand, large surveys, both from the ground (through
Doppler measurement of photospheric stellar lines) and from space (through mis-
sions dedicated to the detection of stellar transits, such as Kepler! and the upcoming
European mission PLATO?), have as main objective the discovery of extra-solar
planets, that are planets orbiting stars different than the Sun. On the other hand,
extremely high resolution has been achieved both at infrared wavelengths, with the
SPHERE instrument at the Very large Telescope (VLT), and at sub-mm wavelengths
with the Atacama Large Millimeter Array (ALMA) interferometer. In both cases,
these instruments are able to probe nearby protostellar discs at the spatial resolution
of a few astronomical units (au), corresponding to an angular resolution of a few
milliarcseconds (mas), thus probing directly the regions of planet formation.

For what concerns the currently known exo-planet population, we have currently
discovered over a thousand planets (with over three thousand candidates). We have
certainly gone a long way from the discovery of the first planet orbiting a solar-type
star in 1995, with the discovery of 51 Peg b [1]. The planet population shows a few
remarkable properties, see Fig. 13.1. Firstly, there are a large number of planets, with

Uhttps://www.nasa.gov/mission_pages/kepler/main/index.html.
Zhttp://sci.esa.int/plato/.
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a mass close to Jupiter, orbiting their stars at distances much closer than the distance
of Mercury from the Sun. This population of “hot Jupiters”, as they are called, is
unlikely to have formed in situ, since there is not enough gas at those distances to
the star in a typical protostellar disc. Their presence thus is a clear indication that
planet migration must occur during the first stages of planet formation and evolution.
Such planet migration can occur due to torques exerted between the young planet and
the surrounding gaseous discs [2] (expected to result in a small planet eccentricity)
or through planet-planet scattering after the gaseous disc has been accreted by the
central star [3] (expected to produce significant orbital eccentricities). Secondly, one
can easily see in the Figure the typical triangular distribution of planets in the mass-
semimajor axis plots produced by observational biases. At distances of a few au,
the main discovery technique is the so-called “radial velocity” technique, whereby
a planet is discovered by the reflex motion that it induces on the star, resulting in
a periodic Doppler shift of the stellar photospheric lines. The limited spectroscopic
resolution of these experiments naturally produces a bias in favour of more massive
planets orbiting closer to the star, so that at a larger distance only the most mas-
sive planets can be detected (with the minimum detectable planet mass scaling as
M pin o \/a, where a is the semi-major axis). Thirdly, at very large distances from
the star (tens to hundred au) one can see the small but interesting population of
directly imaged planets, such as HR8799 [4]. The currently leading planet forma-
tion theory—the so-called core accretion model [S]—predicates a gradual growth of
planets from microscopic dust into large planetesimals, that eventually form an Earth
mass planetary embryo. Once the embryo reaches a mass of several Earth masses, it
is able to accrete a large gaseous envelope and become a Jupiter mass planet. Clearly
this model, being composed of several steps, is quite slow, and to assemble a giant
planet, typically a timescale of the order of a few Myrs is needed. This is danger-
ously close to the typical lifetime of protostellar discs, so that there is the risk that,
once planets are finally massive enough to accrete the gaseous envelope, the gas has
already been dispersed or accreted by the central star. The population of giant planets
at tens to hundreds of au poses a strong challenge to planet formation theories, since
the formation timescale becomes excessively long at these distances to be feasible.

The planet-hunting campaigns offer an insight of the outcome of planet formation,
since they target fully formed main sequence stars. If we want to get an insight of
planet formation as it happens, we need to target younger stars (the so-called T Tauri
stars) whose emission is dominated at long wavelengths by the circumstellar discs
that are the site of planet formation. Such discs are composed of gas and dust (with
a gas/dust ratio of approximately 100, as observed in the Interstellar Medium), and
have masses of the order of 1041 0~2M, [6]. The recent completion of ALMA and
of SPHERE has allowed us for the first time to obtain accurate imaging of such discs
at au lengthscales, where planet formation takes place. Such images have revealed an
incredibly rich diversity of morphologies, showing ringed structures (as in the case
of HL Tau [7]), spirals (as in HD135344B [8], and in Elias 2-27 [9]), and horseshoe
structures (as in the case of HD142527 [10]). All such sub-structures are the likely
result of dynamical interactions between the gas and dust in the disc and newly
forming planets.
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It is important to stress that gas and dust in the disc are coupled by drag. This is
typically in the form of a Stokes or an Epstein drag. The coupling can be characterized
in terms of a stopping time, £, such that

dVqust _ Vdust (13.1)
dr t, '

where vgu is the dust velocity relative to the gas. The effectiveness of coupling
depends on the relative magnitude of ¢, and the orbital timescale 27! (where £2 is
the angular velocity of circular orbits around the central star), so that one generally
uses the dimensionless Stokes number to characterize the dust dynamics, defined as:

St = 1, = 2 (13.2)
b

g

where pq is the internal dust density, s is the effective dust grain size and X, is the
surface density of the gaseous disc and where the last equality holds for the most
typical case of Epstein drag. One thus sees that gas-dust coupling is proportional to
the dust size, with larger dust being less coupled to the gas. Dust with St <« 1 is
strongly coupled, while dust with St >> 1 is loosely coupled.

13.2 Hydrodynamical Simulations of Protostellar Discs

At the Physics Department at the University of Milano the approach to protostellar
disc modeling is mostly related to high resolution numerical simulations of the sys-
tem comprising one (or more) stars, a gaseous and a dusty disc and one (or more)
planets embedded in the disc. As an outcome, the simulations provide us with the
3D density distribution of the gas and of the dust (with different grain sizes), as well
as the gas temperature. We then use such distributions as an input to Monte Carlo
radiative transfer code to provide us with the dust temperature and emissivity at the
required wavelengths. These “infinite resolution” images are then processed to sim-
ulate the instrumental response and compared to the actual observations. In this way
we can tune the parameters of our simulations to match the observations in terms of
a physically motivated model.

We solve the equations of hydrodynamics in 3D using the code PHANTOM [11].
PHANTOM? is a Smoothed Particle Hydrodynamics (SPH) code, developed by Daniel
Price in Monash (Australia) and of which the Department of Physics in Milano is a
developing node. It is freely available under the GPLv3 licence. SPH is a Lagrangian
algorithm where a fluid is discretized into mass elements (rather than volume ele-
ments, as done in Eulerian codes), called “particles”, whose properties are obtained
through a weighted average over neighbouring particles using a weighting kernel

3https://phantom.sph.bitbucket.io.
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that falls off with distance on a typical scale, called the “smoothing length”, that is
proportional to the mean interparticle separation. In this way, high density regions
are naturally evolved with a very high spatial resolution.

PHANTOM has been introduced from the very beginning with applications to accre-
tion disc dynamics [12] and turbulence in 3D [13]. It is a highly efficient, modu-
lar code, parallelized with OpenMP with excellent scaling properties and MPI. It
includes the most advanced algorithm for SPH: full Lagrangian derivation, with
adaptive smoothing and adaptive softening, with the most advanced artificial vis-
cosity switches [14], as well as artificial thermal conduction. Implemented physics
includes the fluid self-gravity, computed using a tree. Dust is modelled either with
separate sets of dust and gas particles [15], appropriate for St > 1, where the dust
and gas are treated as two interacting fluids, or as a single fluid mixture modelled
on a single set of SPH particles [16], appropriate for small Sz, where the SPH parti-
cles represent the whole gas-dust mixture and the dust fraction is evolved as a local
property of the mixture.

Apart from its application to protostellar discs, PHANTOM is a versatile code
that can be used on a variety of astrophysical environments. It includes a magneto-
hydrodynamics (MHD) module. For applications to black hole systems, it includes
a number of general relativistic effects, treated approximately within a pseudo-
Newtonian approach. In particular, it includes Einstein’s apsidal precession (using
a modified Newtonian potential [17]), Lense-Thirring precession around a spinning
black hole [18], and a prescription for the decay of a black hole binary system due
to the emission of gravitational waves [19].

In order to simulate a protostellar disc over a reasonable dynamical range with
enough resolution, the typical number of particles to be used is of the order of a
few millions. On a 16-core machine, a typical simulation lasts for a few weeks of
wall-time.

13.3 A Few Applications

In this section we describe a number of applications of our modeling to explain some
of the most striking features observed in high resolution images of protostellar discs.

13.3.1 Modeling HL Tau

The HL Tau disc was the first disc to be observed with the ALMA most extended
baseline. Its image was greeted with enthusiasm and shock by the community. Indeed,
its spectacular series of dark and bright rings, see Fig. 13.2, reminiscent of Saturn
rings, pointed to the presence of newborn Saturn mass planets. HL Tau is a young T
Tau star, with an age of roughly one million years and a mass of ~1.3M,, located
in the Taurus-Auriga star forming region at 140 pc from the Sun.
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Fig. 13.2 Left: image of the HL Tau disc obtained with the ALMA interferometer at 1.3 mm [7].
Right: Synthetic ALMA image of one of our simulated discs [20]

Initially, theorists where puzzled by the axisymmetric appearance of the disc.
Indeed, while it is well known that the presence of massive planets in a disc produces
deep gaps in the surface density, it is also expected that a prominent spiral structure
would form. This puzzle was solved by our group [20], by showing that the gas and
the dust respond differently to the presence of a planet. While the gas, that supports
the development of density waves, that propagate through the action of pressure,
responds to the planet presence by launching spiral density waves, the dust, that is
pressureless, tends to produce axisymmetric gaps. Obviously, this phenomenon is
dependent on the size of dust grains, so that small grains (more coupled to the gas)
follows the gas motion and produces spirals, while large grains display more of a
ring like morphology. We performed our simulations by using 6 different grain size,
from micron to ten cm sizes. By interpolating the emission maps and assuming a
given dust size distribution, we produced a synthetic disc emission map that we then
processed through the instrumental response to finally obtain a synthetic image. Our
best match to the observations in terms of gap sizes, location and contrast is obtained
with three planets with masses of 0.2 Mjupiter, 0.27 Myypiter and 0.55 Myypiter, Orbiting
the central star at distances equal to 13.2 au, 32.3 au and 68.8 au, respectively.

Our model is currently regarded as a standard model to explain the HL Tau system.
Italso poses several interesting questions: the prevalent model for planet formation—
the core accretion model—as mentioned above is a relatively slow process, taking
roughly several million years to form a Jupiter-like planet. In our model, on the other
hand, HL Tau is surrounded by three Jupiter mass planets at its very young age, thus
posing a challenge for the core accretion model. It is also worth mentioning that
a strikingly similar structure is also observed in another protostellar disc, the one
around TW Hya [21], that has a very different age of 10 Myr. How two objects of
such different age, one at the beginning and the other at the end of the disc lifetime,
can share so similar morphology is still an open question.
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13.3.2 Modeling HD135344B and CQ Tau

Another spectacular morphology observed in protostellar disc is the large scale spiral
structure in HD135344B, see Fig. 13.3 [22]. HD135344B is a pre-main sequence
star with a mass of 1.7M,, at a distance of 157 pc, surrounded by an almost face-on
disc. The disc has a relatively low mass ~0.01 M, (although estimates of the disc
mass is subject to not fully understood systematic uncertainties [23]), which then
appears to exclude a self-induced origin of the spiral structure as a consequence of
a gravitational instability in the disc (akin to the case of spiral galaxies [24]).

The emission in the infrared is dominated by scattering of stellar light off the
disc surface by micron-sized dust. At these small sizes, the dust is expected to be
strongly coupled to the gas and so one possible explanation of the observed spiral
structure can lie in the same mechanism that was originally proposed for HL Tau, that
is the development of density waves due to the presence of an unseen planetary mass
companion. It was initially suggested that the two arms of the observed spiral were
produced by two low mass planets (with masses significantly below Jupiter), each
inducing one arm [25]. Another possible scenario is one were a single massive planet
is responsible for both arms [26]. We have applied the analysis outlined above for
HL Tau also to the case of HD135344B (Veronesi et al., in prep.) and we have been
able to exclude the two-planet scenario, that would produce a completely different
contrast between the arm and inter-arm regions with respect to the observations.
The single-planet scenario is more consistent with the observed spiral but however a
further planet is still needed at small separations to explain the observed inner ring
in the scattered-light image. Our best fitting model to HD135344B currently uses an
outer planet with a mass of 6 My located at 140 au from the star and an inner,
4 Myypicer planet, located at 35 au. This model reproduces fairly well both the infrared
and radio observations, but a further exploration of the available parameter space is
needed.

Fig. 13.3 Infrared image of
the HD135344B disc and its
large scale spiral structure

obtained with SPHERE [22]
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So far, we have mostly discussed dust diagnostics for protostellar discs either in
large, mm-sized grains (through ALMA) or in micron-sized grains that emit in the
infrared (SPHERE). The small grains, being strongly coupled to the gas, are usually
assumed to be a good, although indirect, gas tracer. ALMA is also able to provide
direct gas tracers through the observations of specific line transitions. Typical molec-
ular lines that fall in the ALMA bands are the lines of carbon monoxide in its various
isotopologues: '2CO, *CO and C'#0. Generally, modeling the emission in such gas
species presents the additional difficulty in having to solve for the chemical structure
of the disc, in addition to its physical properties. A complex chemical network is
already computationally expensive and it is currently unfeasible to couple it with
another computationally challenging tool such as an SPH simulation. Our group and
its collaborators have recently obtained CO and dust data through ALMA for another
interesting object, CQ Tau, a transition disc (see below) for which our infrared images
(obtained with SPHERE and the Large Binocular Telescope Interferometer) suggest
the presence of a directly imaged planet (in contrast to the previous cases, where the
planetary presence was only inferred based on its effects on the disc morphology).
We are currently in the process of modeling the ALMA data in terms of simplified,
axisymmetric disc models using a radiative transfer and chemical network tool called
DALI [27], see Fig. 13.4 (Ubeira Gabellini et al., in prep.). Once this modeling is

Lines: 12CO Lines: 13CO

1 (Jybeam=?)
5
1 (Jybeam~1)

25 50 75 100 125 150 175 200
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Lines: C180

75 100 125 150 175 200 25 50 75 100 125 150 175 200
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I (Jybeam=1)

Fig. 13.4 Our best fit model to the radial emissivity profile in CQ Tau in different diagnostics:
2co (upper left), Bco (upper right), C!80 (lower left) and dust continuum (lower right)
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complete, we will proceed to perform full 3D hydrodynamics simulations of the sys-
tem including a planet, in order to put further constraints on the purported directly
imaged planet.

13.3.3 Horseshoes in Transition Discs

Transition discs are a class of protostellar discs characterized by strong emission
at mm wavelengths and little or no emission in the infrared. In the pre-ALMA era,
when discs were unresolved and only integrated Spectral Energy Distributions (SED)
were available, this had been interpreted in terms of the presence of a large cavity
devoid of emitting material. Such interpretation has been spectacularly confirmed
by ALMA imaging. Moreover, it also has been understood that such large dust
cavities (dust being the main emitter in the disc) do not necessarily correspond to
gas cavities, that can still fill up the inner regions of the disc. The origin of the
cavity is traditionally attributed again to the presence of a massive planet or a stellar
companion. The different cavity size in gas and dust is yet another confirmation of
the different response of the two components to dynamical perturbations. One of the
most striking features of some transition discs imaged with ALMA is the fact that
the dust structure at the cavity edge can be very asymmetric, displaying a prominent
horseshoe morphology. This is the case of the prototypical IRS48 disc [28], or of the
large crescent seen in HD 142527 [10]. These horseshoes have often been interpreted
in terms of vortices generated at the edge of the cavity by the Rossby-wave instability
[29]. However, in order to be long lived, such vortical structures require that the disc
is almost inviscid, contrary to the evidence that accretion—usually associated with
fairly high level of viscosity—is present in most transition discs.

We [30] have recently proposed a novel explanation for the formation of horse-
shoes in transition discs, whereby they are the manifestation of a dynamical instability
associated with gas streams within the cavity in a circumbinary disc. If the mass ratio
of the two components of the binary is large enough (above ~0.04) the disc becomes
eccentric and naturally produces a stable horseshoe overdensity, which is long lived
also in the presence of high viscosity, see Fig. 13.5. It is worth pointing out that one
of the best examples of such horseshoes, HD142527, is indeed known to be a binary
system, with a mass ratio consistent with our expectations [31].

13.3.4 A Few Application to Black Hole Discs

To conclude this overview of the recent activities in this field at the University of
Milano, we would like to mention some of the results that have been obtained in the
context of accretion discs around black holes.

One of the most exciting recent discoveries in the field of black hole growth has
been in the context of transient phenomena. In particular, large attention has been
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Fig. 13.5 ALMA synthetic observations at 345 GHz of some of our simulated circumbinary discs,
with mass ratios of ¢ = 0.01 (upper left panel), ¢ = 0.05 (upper right), ¢ = 0.1 (lower left) and
g = 0.2 (lower right). It can be clearly seen that for the highest mass ratio a prominent horseshoe
structure naturally develops and is detectable with ALMA. From [30]

devoted to the study of Tidal Disruption Event, where a star gets so close to a black
hole to be torn apart from the black hole’s tidal field. The distance at which disruption
occurs, called the tidal radius, is given by R, = (M, /Mgy)'/*R,, where M, and R,
are the stellar mass and radius, respectively, and Mpy is the black hole mass. If a
solar type star is disrupted by a 10® M, black hole, such as the supermassive black
holes (SMBH) residing in galaxy centers, the tidal radius lies at ~20 Schwarzschild
radii from the hole. Once the star is disrupted, its debris fall back towards the hole
and are rapidly accreted, giving rise to a luminous flare (with luminosities above 10*
ergs/s) lasting for months to years and with a typical lightcurve declining with time
as t7>/3[32]. Such flares can be used as a tool to discover otherwise quiescent SMBH
residing in the nucleus of normal galaxies. The expected rate of these events is one
per 10,000 years per galaxy, and large survey have recently discovered dozens such
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events. Due to the proximity of the event to the black hole horizon, it is expected
that general relativistic effects will be important. We have recently proposed that the
Lense-Thirring precession associated with the dragging of reference frames around a
spinning black hole can cause the torus formed by the debris to precess rigidly around
the SMBH, giving rise to quasi-periodic oscillations with a timescale of a few days
[33]. Such oscillations, if detected, can offer a dynamical way to measure the spin
of the black hole, an essential property that also determines the hole’s efficiency
in converting matter into luminosity. Such QPOs have also been observed around
stellar mass black holes in X-ray binaries, for which we have also applied our rigid
precession model to measure the black hole spin [34, 35].

Finally, a further line of research involves the evolution of warped accretion discs
[12]. Such warped configurations can occur due to Lense-Thirring torques (see above)
but also due to the presence of a central binary system, that can be either a stellar
binary [36, 37] or a SMBH binary on its way to coalescence due to gravitational wave
emission. If the binary is eccentric, a curious phenomenon can happen, whereby the
circumbinary disc, rather than aligning to the orbital plane of the binary, finds a stable
configuration by sitting in a polar orbit, perpendicular to the binary orbit [38]. Such
configurations may be important both in the context of SMBH binaries but also in the
context of protostellar binaries (such as the case of the GG Tau, where a misaligned
disc orbits quite an eccentric binary [39, 40]).

13.4 Conclusions

The field of planet formation is being revolutionized in two different ways. A first
revolution has already happened, and relates to the discovery of a large number of
extra-solar planets, that finally allow us to compare the properties of our own solar
system with a statistically significant (although not bias-free) sample of planetary
systems around other stars. Such exoplanets detections provide us with an insight
on the outcome of planet formation. A second revolution, that is happening now, is
related to the process of planet formation as it happens, and has been made possible
by the completion of high angular resolution facilities at long wavelengths, such as
SPHERE in the infrared and especially ALMA, in the mm range. The new spectacular
images of protostellar discs, the cradle in which planets are born, show a wealth
of substructures that were unthinkable only a few years ago and require a deep
re-thinking of our fundamental ideas on the evolution of such discs, that are a mixture
of dust and gas, coupled by a drag force.

Here at the University of Milano, we work on the theoretical modeling of such
systems, using some of the most advanced algorithms to treat the coupled hydro-
dynamics of gas and dust in the presence of gravitating point-masses (representing
the young star and possibly newborn planets). We are among the developers of the
code PHANTOM, a 3D Smoothed Particle Hydrodynamics code. In this paper, I have
presented some of the applications of our modeling both with the aim to explain
specific observed systems, such as HL Tau, HD135344B and CQ Tau (and thus to
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put constraints on their physical parameters in terms of number, masses and location
of young, yet unobserved, planets) and with the more general aim to discover and
analyse new physical processes, such as those related to the formation of horseshoe
asymmetries in circumbinary discs.

This is the time to put forward new models for the evolution of protostellar discs,
models able to account for the complexities of the observed sub-structures and that
will probably have to be based on a chaotic, turbulent scenario to determine the
initial conditions and evolution of the star forming environment. Our work is rooted
on such premises and aims to develope the next generation models of protostellar
discs, beyond the traditional axisymmetric models first developed in the late *70s.
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Chapter 14 ®)
Generation and Active Control Cecte
of Coherent Structures

in Partially-Neutralized Magnetized

Plasmas

Giancarlo Maero, Roberto Pozzoli, Massimiliano Romé, Beatrice Achilli,
Nicola Cantini, Emilio Villa, Francesco Cavaliere and Daniele Vigano

Abstract Penning-Malmberg (electro-magnetostatic) traps represent a great lab-
oratory for the investigation of collective phenomena in plasmas and fluids, e.g.,
two-dimensional fluid dynamics and turbulence. As such they are usually exploited
to trap single-species plasmas, which facilitates the diagnostics and manipulation of
their dynamics as well as equilibrium states. Yet in some of the most advanced and
challenging applications, such as sympathetic cooling, formation of ordered struc-
tures (crystals) or neutral antimatter, simultaneous confinement of multiple species,
possibly with opposite sign of charge, is required, which complicates the plasma
evolution and enhances instability mechanisms. We review a collection of experi-
mental investigations focusing on the generation of an electron plasma by means
of a radio-frequency (RF) electric field. The in-trap generation scheme also implies
the presence of positive ions, and the complex dynamics of the two plasma compo-
nents in the presence of a relatively strong RF drive gives rise to a wealth of new
features with respect to single-species plasmas, most notably non-trivial equilibrium
states coming out of the insurgence of long-lived coherent structures, or unexpected
response to conventional excitation and manipulation schemes. These properties may
be used to the aim of an active control of the electron sample positioning and charge.
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14.1 Introduction

Since the early experiments of H. G. Dehmelt in the 1960s [1], Penning traps have
very successfully lent themselves to a variety of uses in their capacity as devices
for the confinement of electrically charged particles at low energy. The confinement,
based on the superposition of an electrostatic well created by an array of suitably
shaped electrodes and of a transverse-confining coaxial magnetic field, can be theo-
retically indefinite and is constrained only by mechanical and electrical imperfections
or by collisions, which are usually limited by operation in ultra-high vacuum (UHV).
This feature has allowed experimentalists to investigate single- or few-ion systems,
measuring their fundamental atomic and nuclear properties or exploring their poten-
tial in quantum computing [2], as well as to store many-particle ensembles to observe
their collective dynamics and equilibrium characteristics [3]. For the latter purpose
cylindrical, elongated devices have been developed (Penning-Malmberg traps [4]),
more apt to the confinement of large samples, whose behaviour is heavily influenced
by the space-charge electric field, hence the name of nonneutral plasmas. In a typi-
cal regime where the plasma constituents are highly magnetized, i.e. their cyclotron
motion has very small amplitude and period with respect to the other length and time
scales of the system, the E x B-drift plasma dynamics is described by equations that
are isomorphic to the Euler equations for a two-dimensional (2D) incompressible
and inviscid fluid. In this respect, a trapped nonneutral plasma is a perfect laboratory
for the study of transport phenomena, 2D fluid turbulence, self-organization.

Perturbations, both unwanted or intentionally exerted, of the natural plasma evo-
Iution shed light on the dynamics of these systems, and more specifically about
the instabilities and the attainable equilibrium states. Such information is especially
valuable when long-term confinement and manipulation of precious particle samples
are critical, for instance antimatter synthesis [5]. A significant example of strongly-
perturbed system is represented by in-trap generation of the electron plasma by ion-
ization of the residual gas and progressive accumulation of the negative (electron)
component. As we will show, this is possible applying a rather weak radio-frequency
(RF) excitation to one of the trap electrodes, but comes at a cost, i.e. a reduced control
over some of the most important parameters of the trapped column, specifically the
transverse particle distribution and density. On the other hand, plasmas produced
via this generation mechanism exhibit new and interesting properties with respect
to those trapped by controlled injection from external sources. Some of the features
observed in the realization of this technique and in the resulting plasmas can be
exploited to adapt common trapped-plasma manipulation techniques to the present
situation, which, in turn, both helps in the understanding of the physical phenomena
and in overcoming the drawbacks and limitations of the technique itself in terms of
stable, repeatable plasma samples. In the following we will review some of the most
significant observations drawn from the studies we have conducted on RF-generated
nonneutral plasmas in recent years.
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14.2 Trapping Devices

Two set-ups were used to perform the experimental observations to be described in
the following. Both devices are conceptually similar since they were conceived as
Penning-Malmberg traps aimed at the confinement of electron plasmas, but differ
in the range of operation with respect to some of the most significant parameters,
namely the trapping volume and the magnetic field intensity of the solenoid coil
placed around the vacuum vessel to provide a uniform magnetic field along the
longitudinal axis over the whole trapping region. A sketch of the inner structure of
the traps is shown in Fig. 14.1. The ELTRAP device [6] consists of a stack of 12
cylindrical electrodes of inner radius 45 mm. The 10 innermost electrodes can be
biased to electrostatic potentials in the =100 V range, yielding a maximum trapping
length of about 1 m. The axial magnetic field B, can reach up to 0.2 T. The smaller
ELTRAPPINO device is made out of 9 electrodes with a radius of 22.5 mm for a
maximum trapping length of about 220 mm and a bias voltage range of 2200 V. The
magnetic field intensity is <0.88 T. The two set-ups also share diagnostic features:
Some of their electrodes are split into two or more azimuthal sectors, which can be
used as electrostatic pick-ups to detect the transverse motion of the plasma column or
to apply RF excitations to manipulate it; At one end of the stack, a phosphor screen set
at a voltage of some kilovolts can collect the ejected electrons. The light emitted by
the decay of excited electrons in the active layer, recorded by a synchronized external
camera, reveals the axially-integrated transverse distribution of the electron column
at ejection from the trap. Both traps can reach a vacuum level in the UHV range, i.e.
<1078 mbar, thus limiting collisions and hence diffusion effects to the time scale of
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Fig. 14.1 Schematic outline of the ELTRAP and ELTRAPPINO electrode stacks. Top: ELTRAP
stack, with a typical configuration for electron generation and trapping with electrodes C1 and
C8 as endcaps at negative potentials —V, and the generation drive VR on C7. All other elec-
trodes are grounded. Electrodes S2, S4, S8 are sectored into 2, 4, 8 azimuthal patches, respectively.
A collector plate and a phosphor screen (set to a positive accelerating bias Vyp) are installed at the
stack ends. Bottom: ELTRAPPINO electrode stack, with S4A and S4B four-fold split electrodes.
The field-emission cathode and its electron extraction grid are sketched on the left, while a phosphor
screen is placed at the opposite trap end
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100 ms at least. The ELTRAPPINO device is also equipped with an external electron
source made out of a matrix of field-emission tungsten tips and an acceleration grid.
More details about the experimental set-ups are reported elsewhere [7, 8].

14.3 RF Generation

Conventional techniques to trap an electron plasma consist in the injection of a
continuous or pulsed beam that is reflected by the endcap potential on the opposite
side with respect to the injection one, and then trapped by raising the second endcap
voltage. This requires a thermo-, photo- or field-emission cathode placed on the trap
axis, thus blocking the line of sight, or adequate optical elements to steer on-axis the
beam from an off-axis source. Depending on the type and geometry of the source,
very high repeatability and flexibility in the transverse distribution can be obtained.

On the contrary, the way the electron plasma is produced in the experiments
discussed here does not require a physical source apparatus. The trap is set in a
confinement configuration, activating endcap potentials and magnetic field. A RF
potential of the type Vg - sin (27 vgpt) is applied to one of the inner electrodes. The
few free electrons always present in the residual gas repeatedly interact with the
periodically time-varying barrier represented by the localized RF drive in their lon-
gitudinal oscillation; over the course of many interactions, they undergo a stochastic
heating that can reach up to the first ionization threshold of light gases and initiate a
discharge. Similar chaotic heating models have been previously introduced in other
contexts [9, 10]. Experimental observations demonstrate that RF drives with Vg =
1-10 V,p and vgr = 1-30 MHz are effective in the production of a confined electron
column [7, 11]. The accumulation of electrons reaches detectable levels (charges of
few picocoulombs, particle densities of the order of 10° cm™) in times of the order
of some hundred milliseconds and within some seconds an equilibrium between
continuous generation and losses is reached where the density profile is stable. Lin-
ear and nonlinear resonances of the RF field with three-dimensional single-particle
or collective modes can also contribute to the heating effect and to the final states.
These equilibrium states exhibit ample variations in transverse distribution, density
and total electron charge; Fig. 14.2 shows an example of total charge and core density
generated and trapped after 4.9 s of excitation at different frequencies in the
0.1—20 MHz range. Many of these plasmas are diffuse, quasi-axisymmetric and
sometimes feature a hollow cross section. Due to the relatively low density and large
shot-to-shot profile fluctuations, these are not of practical use for further experiments.
Conversely, a notable phenomenon is the insurgence of high-density structures giving
rise to coherent vortices from the diffuse background.

Figure 14.2 also highlights another feature of the RF generation process, i.e. a
frequency threshold below which no confinement plasma is observed. As shown in
the left diagram of Fig. 14.3, the threshold frequency vy, appears to depend linearly
on the inverse of the trapping length L, which confirms the heating to be mainly in
the axial energy component [12] as the typical frequency range of applicability starts
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Fig. 14.2 Dependence of electron plasma charge and density on the RF generation frequency.
Each data point represents the total confined charge (top) and core density (bottom) at ejection and
dump onto the phosphor screen after 4.9 s of RF excitation. Trapping length 570 mm, magnetic
field intensity 0.1 T, RF amplitude 1.5 V applied to a non-sectored electrode adjacent to an endcap,
pressure about 1 - 10~ mbar
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Fig. 14.3 Trends of threshold frequency for plasma generation. Left: dependence on the trapping
length. The two data sets come from distinct experiments at slightly different pressures. Open
circles: p ~ 0.9—1.2 - 10~ mbar. Full circles: p ~ 1.5—2.0 - 10~% mbar. Both experiments were
performed in ELTRAP with a trapping length Lp = 570 mm, a magnetic field of 0.1 T, and RF
generation drive amplitude 1.5 V. The solid lines are linear fits of each data set against the inverse of
the trapping length. Right: dependence on the magnetic field intensity. The two data sets shown come
from two experiments performed in the two different traps. Open triangles: ELTRAP data, Ly, =
570 mm, RF generation drive amplitude 1.5V, p ~ 1.5 — 2.0 - 10~8 mbar. Full circles: ELTRAP-
PINO data, Lyap = 130 mm, RF generation drive amplitude 3.5V, p >~ 2.6—4.4 - 10~7 mbar. See
[7] for a discussion of uncertainties and related error bars (£50 kHz)



174 G. Maero et al.

at 1-5 MHz, corresponding to axial bounce frequencies (also proportional to L[_mlp)
for kinetic energies in the eV range. In the experimented range of magnetic fields,
where electrons can always be considered to be highly magnetized, a monotonic
dependence on the inverse of B, is also observed (see right diagram of Fig. 14.2),
although a clear understanding of the trend (which does not follow the usual B 2

scaling of classical diffusion) is still lacking.

14.4 Ion Trapping

A Penning trap can in principle only confine particles with one sign of charge.
Nevertheless, as a dense electron column produces a negative space-charge potential,
a configuration with grounded electrodes outside the endcaps may be sufficient to
trap low-energy ions in the axial region including the endcaps themselves. This
arrangement constitutes a special case of the more general nested-trap configuration,
where opposite biasing of pair of electrodes is used to create a double-well potential
shape. In particular, ions will mostly fall and accumulate in the endcap regions, but
some of them may still repeatedly cross the entire trap. In both cases, the overall
plasma confinement will be affected if at any time the amount of positive charge
either stored in the endcaps or bouncing through the electron confinement length is
significant. For instance, it has been demonstrated that even a very small degree of
neutralization (ion-to-electron number ratios N;/N, of the order of 1079) may lead
to destructive effects (trapped-ion diocotron instability) by radial drift and loss of
the electron column [13].

In a series of tailored experiments we could demonstrate and quantitatively assess
the trapping of an ion fraction [14, 15]. ELTRAP’s C4 and C8 electrodes were used
as endcaps and a RF drive was applied on C7 for a few seconds, until a steady state
was reached. The electron plasma was ejected towards the phosphor screen setting
C8 to ground. Electrode C4 was grounded after 4 ms in order to fully decouple
the particle signals. Each grounding was accompanied by an RC discharge signal
from the collector due to the ejection of ions trapped in the endcap regions. Several
measurements with a range of trapping parameters (RF and magnetic fields) yielded
electron samples of the order of 0.1—1 nC and positive charge depositions on the
collector equivalent to fractions N;/N, ~ 1072 — 10~". A tailored experiment was
performed to maximize and better resolve the ion storage properties. In this case one
of the endcap regions was axially elongated by negatively biasing electrodes C2—-C4
and the ion accumulation rate was measured repeating the generation and dump cycle
forincreasing confinement times. The result is summarized in Fig. 14.4, where the ion
charge measured on the collector is plotted versus the confinement and excitation
time. As the electron plasma reaches the equilibrium configuration (total charge
about 800 pC), the trapped ion number also saturates to a fraction N; /N, >~ 5 - 1072
with an accumulation time scale of about 300 ms. The ion fractions result orders of
magnitude larger than those observed in previous experiments [13], because of the
long-time application of the RF drive, whose consequences on the plasma dynamics
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Fig. 14.4 Ion accumulation in the endcap region. The total ion charge Q; accumulated in the
negatively biased endcap is shown for increasing time of application of the ionizing RF signal
(sinusoidal drive with Vrg = 4.5 V;,; and vrr = 10 MHz on C7 electrode; B = 0.12 T). A fitting
curve O [1 —exp (—1/7)], O = 42.44 pC, T = 314 ms is also plotted (solid line)

and equilibrium cannot be ignored. Indeed, if the RF generation drive is turned off
an / = 1 diocotron instability can take place with growth time scales of 0.1—10 s,
confirming the presence of ions in the electron trapping volume. Measurements reveal
that the instability can be damped over times of some hundred milliseconds, as the
electrons cool off and residual ions in the trapping volume are lost. The stability of an
electron column despite the large ion fraction while the generation drive is active is a
complicated phenomenon resulting from the balance between diocotron instabilities,
particle losses and the continuous injection of charge, energy and angular momentum
by the RF drive [14].

14.5 Multipolar Excitation and Compression

Diocotron waves are a class of density perturbations of the cross section of a non-
neutral plasma column. Expressing the transverse density distribution n (r, ) as
a Fourier expansion in the azimuthal direction, the /-th wave mode will have the
form &n; (r) exp {i [[0 — w;t]}, where dn; is the amplitude and w; the oscillation
frequency of the mode. For a thorough treatment of diocotron waves and their sta-
bility, see [16]. It is sufficient to remind here that in the linear regime, the fre-
quency of the /-th mode for an initially circular, uniform-density distribution of
radius R, is w; = wp [l — 1+ (RP/RW)ZZ], with wp = ne/2gpB the rotation fre-
quency of the plasma column, also called fundamental diocotron frequency. All
modes are theoretically stable for a flat density profile; the most straightforward
way to excite the /-th mode is by applying an external drive, oscillating at the
mode frequency wy, to an azimuthally-split electrode in such a way that a 2/-polar
boundary condition is produced. The multipolar drive is usually a small perturba-
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Fig. 14.5 Multipolar deformation of the plasma column upon resonant excitation of diocotron
modes. From left to right, nonlinear diocotron modes of order 2, 3, 4 are excited by the application
of periodic oscillating drives sweeping through the corresponding resonant mode frequency (17—18,
34—35 and 52—53 kHz sweeps, respectively). The drive amplitudes are 375 mV, 750 mV and 1V,
respectively. In order to excite a mode number /, a 2/-polar excitation is applied to a sectored
electrode. The light intensity map (ascending from black to white) is normalized to a maximum
density value of 1.2 - 106 cm™3

tion compared to the plasma potential; if the amplitude is too large, part of the
plasma may be radially lost as the separatrix between closed and open equipoten-
tial lines is pushed towards the axis. As an example, an electron column with a flat
density profile of about 1 - 10° cm™, normalized radius R,/ Ry =~ 0.63 and negli-
gible radial offset was produced in ELTRAP applying a drive with Vgr = 5.5 V,,
vrr = 7.5 MHz on electrode C7 while biasing C2 and C8 at —80 V in a mag-
netic field of 0.12 T, reaching a steady state in few seconds. After turning off the
generation drive, quadrupole, exapole and octupole excitations were applied for
400 ms on sectored electrodes, resulting in [ = 2 (elliptic), / = 3 (triangular) and
| = 4 (square) deformations of the circular cross section when the drive frequencies
were close to the resonant frequency of the respective mode (Fig. 14.5). A broaden-
ing and upshift of the resonant frequency was found experimentally and attributed
to a combination of deviations from the ideal step-like density profile, shot-to-
shot profile fluctuations and increase in density of the highly deformed plasma core.

A very different situation occurs if the multipolar excitation is applied while the
(higher-frequency) generation drive is still active. In this case, with the increase of the
multipolar drive amplitude (which had destructive results when applied to a freely-
evolving plasma), while the cross section remained approximately axisymmetric and
centered on the longitudinal axis, a corresponding decrease in the electron charge
was detected. This reduction, due to a concurrent shrinking of the cross section’s
mean radius, was nevertheless accompanied by a sensible increase in density of
the remaining electron plasma [15]. Figure 14.6 shows the case of a quadrupolar
drive, where the peak density increases up to a factor larger than 4. Preliminary
measurements indicate that the density growth is maximum when the quadrupolar
perturbation matches the / = 2 diocotron mode frequency. Similar density enhance-
ment effects were found in the case of / = 3 and [ = 4 excitations. This effect can
hence be exploited to the aim of generating dense and centered vortices of practical
use in further experiments requesting specific and well-controlled properties, thus
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Fig. 14.6 Column compression by two-frequency excitation. The original plasma distribution
(marked as ‘free’ in the legend), obtained with a 7.5 MHz, 1.5 V RF excitation applied to an
azimuthally-symmetric electrode, shows a progressive reduction in radius and increase in peak
density as a 400-ms quadrupolar excitation of increasing amplitude at the / = 2 diocotron mode
frequency is added. The density profiles are plotted versus a transverse coordinate, normalized to
the trap radius Ry . Quadrupolar drive amplitudes are listed in the legend

counteracting the inherent limitations of the RF-driven plasma generation technique,
i.e. the lack of control and repeatability in the charge, position and density profile of
vortex configurations.

14.6 Conclusions

We have reviewed some features of an original nonneutral plasma in-trap generation
and confinement technique in a Penning-Malmberg trap exploiting a small-amplitude
RF drive. The RF-based production technique presents apparent limitations, in that
empirical adjustment of the trapping and excitation parameters is required to obtain
plasmas with the desired tailored properties (global electron charge, repeatability,
density profile), but also exhibits peculiar phenomena inherent to the specific process,
which can be advantageously exploited. Regarding the largely predominant electron
component, diffuse plasmas are more frequently observed. While they offer valuable
insight into the early stages of plasma formation and accumulation, their low density,
often accompanied by density profile and charge fluctuations, makes them difficult to
study and manipulate. More interestingly, narrow-size, long-lived vortices can also
be produced. A peculiarity of these structures is a very robust off-axis steady state.
This comes out as a balance between the diocotron instability and the RF perturbation
which counteracts the radial drift by feeding charge, energy and, depending on the
azimuthal structure of the drive electrode, angular momentum.
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The alteration of the natural equilibrium in the presence of the RF drive was further
investigated by applying conventional manipulation techniques, yielding unexpected
results. Specifically, the simultaneous use of the high-frequency, ionizing drive and of
a multipolar perturbation at the associated diocotron mode frequency resulted in the
formation of a more compact, yet denser and centered vortex. This is a particularly
important result also regarding the control over the fundamental features of the
electron plasmas, and in turn a key factor in improving both the understanding and
the usability of RF-generated plasmas. For instance, specific shapes of the transverse
distribution are required to test theoretical and numerical findings about the turbulent
relaxation to equilibrium [17, 18].

We have also demonstrated the occurrence of nested trapping of an appreciable
fraction of positive ions. Endcap potential modification by the accumulation of ions as
well as repeated ion crossing of the electron trapping volume significantly contribute
to modify the dynamics and equilibrium of the electron component. On the other
hand, the first quantitative measurements of total ion charge and ion confinement
time indicate opportunities of accumulation and manipulation of ion bunches and
beamlets generated by means of this original production technique.
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Chapter 15 ®)
Feeding Genetic Heterogeneity via oo
a Smart Mutation Operator

in the Memetic Phase Retrieval Approach

Marta Mauri, Davide Emilio Galli and Alessandro Colombo

Abstract A memetic algorithm is a stochastic optimization method obtained by
hybridizing an evolutionary approach with common deterministic optimization pro-
cedures. The recently introduced Memetic Phase Retrieval (MPR) approach exploits
this synergy to face the so-called phase retrieval problem in Coherent Diffraction
Imaging (CDI). Here we focus on the development of a smart mutation genetic oper-
ator; our aim is the improvement of MPR performance by continually feeding with
relevant information the genetic heritage of the population of candidate solutions.
Remarkably, statistical tests on synthetic CDI data performed using MPR enhanced
via a smart mutation operator reveal a smaller reconstruction error with respect to
an MPR implementation supplied with a blind random mutation only.

15.1 Introduction

The phase problem consists in the loss of information affecting the recovery of a func-
tion, p(x), when only the modulus of its Fourier transform, |p(k)| = |F[p(x)](k)|,
is known. This issue is present in many different fields, from crystallography [1] to
astronomy [2], including electron microscopy [3] and optical imaging [4]. In particu-
lar, the phase problem affects the technique known as Coherent Diffraction Imaging
(CDI) [5], which is at the basis of an increasingly important field of research, cur-
rently emerging thanks to the development of a new generation of coherent light
sources such as X-Ray Free Electron Lasers [6].

CDI is a lens-less technique aimed at the quantitative imaging of matter which
makes use of strongly coherent radiation, usually photons or electrons, impinging on a
sample. CDI is not affected by lens aberrations and the achievable resolution depends,
in principle, only on the radiation wavelength, allowing a quantitative imaging of
matter down to the sub-atomic scale. In a CDI experiment, the diffraction pattern 7 (k)
is acquired in far field conditions by an optical detector and turns out to be equal, up to
a normalization factor, to the square modulus of the Fourier transform of the sample
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Fig. 15.1 Example of CDI data: (panel a) target density p(x), to be retrieved from the knowledge
of the diffraction pattern / (k) = |,6(k)|2 ((panel b), shown in logscale, and (panel c¢) the support
function S(x). (panel b) and (panel ¢) will be exploited to test the algorithm in the following sections

spatial density, 7 (k) = |5 (k)|*. Usually, CDI detectors are optical devices, such as
Charge-Coupled Devices (CCD), able to acquire only the intensity of the impinging
radiation. Accordingly, the phase information, arg[o(k)], is completely lost in the
measurement process, turning the retrieval of the scattering function p(x) into a
complex task. Since the reciprocal-space experimental constraint 7 (k) = |5 (k)|
does not ensure the existence of a unique solution, further information is required.
This information is provided by a real-space constraint encoded in a binary function
S(x), called support function, such that S(x) = 1 where p(x) # 0, and S(x) =0
elsewhere. Given suitable conditions, according to the Shannon theorem [1], the
density p (x) which fulfills both the experimental constraint and the support constraint
is unique and represents the solution to the phase problem. Figure 15.1a shows an
example of a density to be recovered, given its diffraction pattern, Fig. 15.1b, and
using the support function depicted in Fig. 15.1c.

In order to face the phase retrieval problem, several deterministic iterative proce-
dures have been developed so far [7]; among these, the Error Reduction (ER) and
the Hybrid Input Output (HIO) [8] were the first effective algorithms for CDI data
analysis. They exploit the cyclical imposition of the experimental and the support
constraints in order to converge towards the solution p(x). Error Reduction is the
simplest method and it acts as follows:

a1 (X) = SX) - F V1K) exp(i @, (k)] (x) , (15.1)

where @, (k) = arg[p,(k)]. Going back and forth from the reciprocal to the real
space, these methods attempt to minimize the following error functional:

Eloa = Y [VI®) — 15,0 (15.2)
k

turning the phase retrieval problem into an optimization task. In particular, the
Error Reduction algorithm represents a steepest-descent optimization method for the
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quantity defined in (15.2) [8]. The retrieved density is assumed to be the one which
minimizes E[-]. The ideal solution to the phase problem is attained when E[p, ] = 0,
while, in presence of experimental noise, the minimum reachable error is higher.

The number of independent parameters involved in the optimization procedure
depends on the resolution of the acquired diffraction pattern I (k): typical sizes are
around 1024 x 1024 pixels, i.e. about 10° intensity values. The real-space scattering
function p(x) is stored in a matrix with the same dimensions, but clearly p(x) has
to be retrieved only where S(x) = 1. Usually, the support function extension is few
tenths of the whole matrix, so that about 10° unknowns have to be retrieved. This huge
number of involved parameters makes the phase retrieval problem a really complex
optimization task; moreover, lack of information about the experimental diffraction
pattern and the support function makes the problem even harder.

Since deterministic algorithms treat the phase retrieval problem as an optimization
task, the main issue concerning their usage is the stagnation in local minima, pre-
venting them from finding the solution [9]. A common way to overcome stagnation
is to accomplish many independent phase retrieval procedures from different start-
ing points { p(()j )(X)} and then selecting the ones with lower error, thus performing a
random search optimization. Other possibilities employ more sophisticated heuris-
tic optimization methods, as in the recently introduced Memetic Phase Retrieval
approach [10].

15.2 Memetic Phase Retrieval Approach

Genetic Algorithms (GAs) [11] represent a common heuristic strategy to deal with
optimization problems. GAs imitate the survival-to—fitness process of natural selec-
tion acting on a population of candidate solutions. Each individual in this population
is uniquely defined by its genetic pool, i.e. a set of values for the parameters involved
in the optimization problem. GAs perform an evolutionary process which affects
these genetic pools in order to optimize a specific fifness function. The presence of
a population, along with an embedded selection principle, reduces the probability of
getting stuck in local optima, increasing the algorithm efficiency. Nevertheless, in
spite of their computational intelligence, GAs are not suitable to face optimization
problems where the number of parameters is very large and the evaluation of the
fitness function is computationally demanding. This is exactly the CDI case, where
the number of parameters usually is about 10° and the evaluation of the fitness func-
tion involves the Fourier transform. For these reasons, our heuristic approach to the
phase problem exploits a Memetic Algorithm (MA) [12] obtained by hybridizing
the evolutionary method with usual deterministic-iterative algorithms. The Memetic
Phase Retrieval (MPR) approach [10] takes advantage of the synergy of both opti-
mization strategies allowing a more accurate reconstruction of the unknown density
p(x). MPR has been recently applied to the phase retrieval of electron diffraction
data leading to excellent results [10].
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Fig. 15.2 Flowchart of the heuristic phase retrieval algorithms discussed in the text. Three paths are
shown, corresponding to random search, genetic algorithm and memetic phase retrieval approaches

As in the case of standard GAs, our approach manipulates genetic information
exploiting three typical genetic operators, namely Selection, Crossover and Mutation.
Additionally, in MPR each individual undergoes a procedure of self-improvement via
deterministic algorithms (see Fig. 15.2).

The goal of the memetic procedure is to maximize the fitness function E[-]~,
namely minimize the image reconstruction error. Starting from an initial population
{ ,oéj )(x)} of N, elements, MPR creates subsequent generations of new individuals:
according to the fitness value, some elements are selected as a group of parents for
the reproduction and then combined to produce a new population, which replaces the
previous one. Once {p/) (x)} has been sorted by decreasing fitness values, parents for
crossover are selected by choosing individuals with lower index s, i.e. higher fitness.
The index is extracted via a rigged roulette, which turns a flat random distribution
into an unbalanced one thanks to the parameter » > 1 through the following relation:

s = |{rand[0, 1)}’ - N, | + 1. (15.3)

The Crossover operator mixes the parents’ genetic heritage to create a new popula-
tion. We used a method known as differential crossover [13] that selects and combines
four parents, with indexes s1, 52, 3, 54, to create a new individual pg,(K). It acts as
follows, depending on the differential coefficient D, and a balancing coefficient C:
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AUV (k) ifrand [0, 1) > C

P (K) + D, - [p¥Y (k) — p© (k)] otherwise. 15.4)

iason (k) = {

The operations designed to feed the individual’s genetic pool are represented
by the Self Improvement, the Crossover and the Mutation operators. Within the
original MPR implementation, the Mutation operator was a stochastic modification of
some individuals’ genetic pool p/) (x) obtained by randomly changing the respective
phases @) (k) = arg[5"(k)]. This mutation can be labelled as blind mutation,
because every parameter of the optimization problem has the same chance to run
into a mutation. In the present work, our goal is to provide a better feeding for
the genetic heritage of the evolving population, through the introduction of a smart
mutation operator.

15.3 Development of a Smart Mutation Operator

Within the MPR approach, the action of a mutation operator is especially useful when
the optimization is stuck in a local optimum due to a too much similar genetic heritage
among the individuals, so that neither the Crossover nor the deterministic algorithms
are able to escape this convergence basin. In such a situation, a mutation can provide
a smart feeding of the genetic heritage by focusing its altering action where the
candidate solutions’ phases are more likely to encode inappropriate information.
Moreover, it would be more efficient to focus the smart mutation on the parameters
that are not involved in the action of the deterministic algorithms, in order not to
interfere with them.

First of all, let’s try to approximately identify some regions in the reciprocal space
where, due to the presence of a reconstruction error, it is most likely that a mutation of
the phases would feed with relevant information the evolutionary process. The only a-
priori knowledge about the solution p (x) of the phase retrieval problem is the modulus
of its Fourier Transform [p (k)| = +/I(k), i.e. the square root of the experimental
data. This implies that, given an estimation of the solution p’(x) satisfying the support
constraint, we are able to evaluate the discrepancy between the modulus of its Fourier
Transform and the experimental data, that is D(K) = ‘|,5(k)| — 10" (K)| | Thanks to
the fact that the solution p (x) is a fixed point for (15.1), and exploiting the convolution
theorem, we can write:

pK) = FISX)] * [y (K)e'*®7. (15.5)

On the other hand, our estimation p’(x) derives from a wrong retrieval of the
phases, which differ from the true phases by a quantity A® (k), so that we can write:

p'(k) = FISX)] * [p(k)e M. (15.6)
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Exploiting the linearity of the convolution we obtain:
pK) — ' (K) = FISX)] * [H(K) (1 — 4P ®)] (15.7)

At this point, we introduce a convenient approximation: we assume that the con-
volution with F[S(x)] is negligible. In real applications, where the area filled by
the support function is considerable [1], approximating F[S(x)] to a delta function
can be considered not so inadequate. Moreover, it’s worth noting that our aim is
simply to approximately identify favourable regions of the reciprocal space where
the mutation operator should act. Since we assumed the convolution operation to be
avoidable, (15.7) reads:

pK) — ' (k) =~ p(k)(1 — & 4?®) (15.8)

Exploiting the inequality ||zll — |Z2|| < |z1 — z2], with z1, 2o € C, and recalling the
definition of D(K), we obtain the relation:

D) = [I50)] — 15’ ®I| < 150k) — 5'K)] = VI®)|(1 —e“*®)[, (159

which leads to the useful condition:

AM(K) = Dl(z(lz) <1 —e42®) (15.10)

where AM (K) is called error map and measures a relative modulus variation. We
conclude that phases are more likely to be incorrect where the reconstructed mod-
uli |p’(k)| deviate from the experimental data |p(k)|. The analytical argument is
strengthened by an empirical proof, shown in Fig. 15.3, which displays an imposed
phase variation, A® (k), on the Fourier transform of the density depicted in Fig. 15.1a
and the induced error map, AM (k). The correlation between A® (k) in Fig. 15.3a
and AM (k) in Fig. 15.3b is particularly evident.

Since the mutation operator is aimed to overcome the stagnation problem, it is
supposed to have an effect only where the deterministic self-improvement procedures
are stuck and don’t succeed in changing the phase values anymore. Such information
can be extracted by evaluating the action of the Error Reduction algorithm between
two subsequent iteration steps. This can be obtained making use of (15.1) to compute
the difference Ap = p,41(k) — 0, (k), and then to evaluate

|Ap]

AGK) = ———, (15.11)
ml?x|Ap|

which ranges between O and 1. At this point we create a mutation map My, by
combining AG (k) and AM (k) in the following way:
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(a) Phase variation AP (k) (Argo) (b) Induced error map: AM (k)

Fig. 15.3 Error map obtained via a phase variation for the Fourier transform of the density in
Fig. 15.1a. Phase variation ranges from 0O (black) to 7 (white). Induced error map ranges from 0
(black) to >0.2 (white)

Mo (K) = AM(K) - [1 — AG(K)], (15.12)

so that M (k) € [0, 1] represents a function of the reciprocal space which takes
higher values where an error on the phase is expected and the iterative algorithm
is not acting. Each individual in every generation undergoes the mutation process
with a certain probability, governed by the parameter mut_prob, which ranges from
0 (no mutation at all) to 1 (every element undergoes a mutation). The smart mutation
genetic operator modifies the individuals’ genetic pool acting as follows:

@MY (K) = &, (K) + Moy (k)™ . rand[—7, 7] (15.13)

where the parameter mut_level represents the variation intensity. It’s worth noting
that the mutation operation depends strongly on the mutation map, including also
a stochastic term which corresponds to a uniform random distribution with values
among [—m, ].

15.4 Tests and Results

We have tested the mutation operator performance on synthetic CDI data, thus con-
sidering a case where perfect knowledge of 7 (k) is present, and we have evaluated its
computational intelligence through the analysis of the reconstruction error defined
in (15.2). The usage of synthetic data provides a clear evidence of the mutation
effect without being affected by the presence of experimental noise. We carried out
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(a) (b) (c)

Fig. 15.4 The first row displays the best reconstructed densities, ppest(X), obtained with (panel a)
a random search, (panel b) MPR without mutation, (panel ¢) MPR with blind mutation, (panel d)
MPR with smart mutation. In the second row, a detail of the reconstructed density is shown. The
last row contains the corresponding error maps AM (k)

simulations with populations composed of N, = 2176 individuals, being each of
them a 256 x 256 matrix, and running for about 500 generations. The input data for
the phase retrieval procedure are shown in Fig. 15.1; the parameters mut_level and
mut_prob have been set equal to 0.3 and 0.5, respectively. The Self Improvement
step performed about 50 iterations for each generation.

We have compared MPR enhanced via the smart mutation operator with other
three approaches: random search, MPR deprived of the mutation process and MPR
implementation supplied with a blind random mutation. The first row of Fig.15.4
shows the reconstructed densities, ppest(X), by means of these different heuristic
approaches, being ppes: the individual with the highest fitness in the last generation.
The second row of Fig. 15.4 shows a detail of ppesi(X) and the third row in the same
figure displays the corresponding error maps AM (k). Remarkably, the quality of
the reconstruction increases monotonically from A (random search) to D which
corresponds to the MPR implementation supplied with the smart mutation operator.
This is particularly evident by comparing the corresponding error maps in the third
row; AM (k) goes to zero when the retrieved moduli agree with the experimental ones.
The greyscale map used in Fig. 15.4 goes from black (totally correct: AM (k) = 0) to
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Fig. 15.5 Mean error value (E[ppest]) as a function of the generation index for different heuristic
approaches as mentioned in the text. Error bars represent the width of the distributions for the
obtained values of E[ppest]

white (AM (k) > 1). In the smart mutation case, it is evident that for most k values
this discrepancy is essentially zero.

In order to strengthen the evidence that MPR supplied with the smart mutation
operator leads to better reconstructions even with respect to MPR supplied with
a blind mutation, a statistical analysis of the heuristic approaches’ performance is
needed. We have carried out several independent phasing procedures with different
random number generator seeds obtaining for each case an average value for the
error functional, (E[ppes]), and the width of the distributions of its values, i.e. the
standard deviations. Figure 15.5 displays (E[ppest]) as a function of the generation
index. Note that the error bars depicted in Fig. 15.5 represent the standard deviations
of the distributions of E[ ppes]; One can appreciate that the different distributions are
well separated. This statistical analysis thus confirms that the smart mutation imple-
mented in MPR allows to systematically get a smaller E[ ppest], therefore turning out
to be more efficient even with respect to MPR supplied with a blind random mutation.
This is a remarkable result which shows that the implemented smart mutation oper-
ator is able to feed the genetic heterogeneity with relevant information improving
convergence towards a better phase retrieval and image reconstruction.

In order to highlight the potentiality of our mutation operator, we have applied
MPR to the reconstruction of a synthetic electron atomic potential (which is the
equivalent of the density p (x) in electron CDI) of a SrTiO3; nanocrystal. Some defects
like vacancies and misplaced atomic columns have been artificially inserted in a
simulated electron diffraction data, whose dimension is 1024 x 1024 pixels (see
Fig. 15.6a). In addition to the complications coming from the higher image resolution,
the phasing procedure is made even more difficult due to the fact that the ideal crystal,
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Fig. 15.6 The figure shows the original density, p(x), to be recovered (panel a) and the obtained
reconstructions for three different cases: random search case (panel b), memetic case without
mutation (panel ¢) and memetic case with smart mutation (panel d). In the insets, a portion of the
recovered densities ppest(X) are enlarged in order to allow a better visualization of the retrieved
defects

i.e. perfect lattice, is a local optimum located really close to the solution, making
the stagnation phenomenon very likely. In Fig. 15.6 we compare the results obtained
using a random search algorithm, MPR without mutation and MPR enhanced via the
smart mutation. The crystal structure is recovered by all approaches, but it’s worth
noting that MPR enhanced via the smart mutation allows the best reconstruction of
the crystal defects, as shown in the insets of Fig. 15.6.
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15.5 Conclusions

This work represents a further development of the Memetic Phase Retrieval (MPR)
approach, which is a memetic algorithm that exploits the synergy of evolutionary
and deterministic optimization procedures to face the phase retrieval problem in the
field of Coherent Diffraction Imaging. We have introduced a smart mutation genetic
operator in order to get around possible stagnation issues affecting MPR. This oper-
ator manages to randomly vary only those parameters of the candidate solutions that
are more likely to contain inappropriate information and that are not already altered
by the action of the deterministic algorithms. A statistical analysis of quantitative
results concerning the phase retrieval of synthetic data shows a systematic improve-
ment in performance with respect also to MPR supplied only with a blind mutation.
The introduction of this smart mutation in the Memetic Phase Retrieval approach
turns out to be a relevant step towards a more accurate imaging of matter via coher-
ent diffraction experiments, showing that computational intelligence can represent a
valuable strategy in this research field.
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Chapter 16 ®)
Jack on a Devil’s Staircase Check for

Andrea Di Gioacchino, Marco Gherardi, Luca Guido Molinari
and Pietro Rotondo

Abstract We review a simple mechanism for the formation of plateaux in the
fractional quantum Hall effect. It arises from a map of the microscopic Hamilto-
nian in the thin torus limit to a lattice gas model, solved by Hubbard. The map
suggests a Devil’s staircase pattern, and explains the observed asymmetries in the
widths. Each plateau is a new ground state of the system: a periodic Slater state in
the thin torus limit. We provide the unitary operator that maps such limit states to
the full, effective ground states with same filling fraction. These Jack polynomials
generalise Laughlin’s ansatz, and are exact eigenstates of the Laplace-Beltrami oper-
ator. Why are Jacks sitting on the Devil’s staircase? This is yet an intriguing problem.
Talk given in Milan, Congresso di Dipartimento 2017 (L.G.M.).

16.1 The Quantum Hall Effects

Since the discoveries of the integer [10] and of the fractional [21] quantum Hall
effects, the phenomena have been an amazing source of inspiration for experimental
and theoretical physics, with deep intersections with mathematics. After decades,
the experimental results stand neat and beautiful (Fig. 16.1).

A gas of high mobility electrons at the interface of an heterostructure, refrigerated
at mK temperature and in magnetic fields of one or several tesla, exhibits a quanti-
sation of the resistance orthogonal to the current, in units of a fundamental constant,
at integer or fractional values of v:
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Fig. 16.1 The experimental ladder of plateaux for p, (in units of Ryy) as a function of the magnetic
field. Note the asymmetry in width of the plateaux v and 1 — v (reprinted figure with permission,
from [22]. Copyright 1987 by the American Physical Society)

h\ 1
ny = (6_2> ; (161)

The parameter is the filling fraction v = n/g, where n and g = e B/ hc are the number
of electrons and the degeneracy of a Landau level per unit area. Substitution gives
R,y = B/(enc): this is Hall’s law resulting from the balance of the Lorentz force
with the electric force created by a charge gradient. However, in a quantum regime,
the transverse resistance does not vary continuously with the field B: the linear slope
is a staircase.

The integer plateaux v = 1, 2, 3, ... (IQHE) came first; next, by achieving higher
magnetic fields, mobility, and lower temperatures, the prominent plateaux v = 1/3
and 2/3 were discovered. In the years, 60 or more fractional values have been
observed (FQHE), the values v < 1 corresponding to a partial filling of the low-
est Landau level. While experiments are performed on micrometric “Hall bars”, the
theory is staged in geometries such as torus, sphere or plane, that avoid the compli-
cation of confining potentials. In a strong field, a boundary produces an edge current
in a basically 1D layer whose properties differ from the bulk. Experiments on Hall
bars with a close contact of edges, measured fluctuations of the tunnelling current
(quantum shot noise) of fractional charge carriers [6].
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Integer and fractional Hall effects are currently explained in two different ways.
The former is caused by the presence of impurities, which remove the degeneracy and
broaden Landau levels into bands of localised states centred at the Landau energies,
which remain conducting. As electrons are added, no variation of the current is seen
(the plateau), until the Fermi energy crosses the next conducting Landau energy, and
the current has a jump.

Fractional plateaux are explained as an effect of the Coulomb interaction, but a
final theory has not yet been given. The Nobel prize winner Laughlin [13] proposed
the following ground states (symmetric gauge) at fillings v = 1/q:

N

12
Yi,4(21,...28) = €xp <— Z %) H(Zi —z;)? (16.2)

i=1 j<i

The state is not normalised, z; = x; — iy;, £ is the magnetic length (4> = ¢B /he),
q is odd for fermions. It is an eigenstate of the angular momentum and it is zero
when particles collide, thus keeping the Coulomb energy at bay. Although not exact,
numerical diagonalization with small N gives an impressive overlap with the true
ground state. Haldane, Halperin and MacDonald obtained a hierarchy of ground
states by adding quasi-holes to Laughlin states ¥;,,, obtaining the filling fractions
v =2p/(2pg % 1). The process can be repeated, and in principle any value of filling
fraction can be attained.

Another widely accepted scenario is the formation of “composite fermions”, i.e.
electrons dressed with 2 p units of magnetic flux. The model was proposed by Jain,
and extended by Halperin, Lee and Read [9]. In a field B, the effective magnetic field
felt by composites with electron density n is B* = B — 2pn(hc/e). The effective
filling fraction is v* = n(hc/eB*). For integer v* the IQHE of composite fermions
occurs, corresponding to filling fractions v = v*/2pv* £ 1).

In the Landau gauge, the Hilbert space spanned by the eigenstates of the low-

est LL, consists of functions exp(— Z,N:1 '52';) f(z1,...,zn). The exponential fac-
tor is included in the measure of a Bargmann space of analytic functions f. With
this separation, a Laughlin state 1)/, is the power of a Vandermonde determinant
A(z) = ]_[j>k (z; — zx)- This and several other functions, such as Read-Moore and
Read-Rezayi, are exact eigenstates of the Laplace-Beltrami operator, for the excited
states of the Calogero-Sutherland Hamiltonian (an exactly solvable 1D many-particle
model). They share the property of factoring into a Vandermonde determinant and a
symmetric Jack polynomial. This intriguing link with FQHE was uncovered in 2008
by Bernevig and Haldane [4].

Another route was attempted by Tao and Thouless in 1983 [19], to explain the
phase diagram as an effect of a Wigner crystal arrangement of electrons. However
this possibility was ruled out because it predicts long-range solid order which is not
observed in experiments. At the same time, the success of Laughlin’s ansatz (for
instance in giving a justification for the odd-denominator rule) discouraged further
investigations in this direction.
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The approach was revived in 2008 by Bergholtz and Karlhede [3], who showed that
a crystal structure may arise in the strongly anisotropic quasi-one dimensional limit
known as “thin torus” limit. The result was obtained by mapping the microscopic
model in the thin torus limit to a 1D lattice gas model, that was analytically solved by
Hubbard [8] and by Bak and Bruinsma [1]. The lattice gas has a fractal phase diagram,
with plateaux of the density as a function of the chemical potential, forming a “Devil’s
staircase”. Its implications for the FQHE were investigated by Rotondo et al. [14]
and are in qualitative accord with the experimental diagram. To our knowledge, it is
the first attempt to produce a realistic phase diagram.

Here, we review the thin torus limit and the phase diagram discussed in [14].
We then set the stage for the next result, with an introduction to the Calogero-
Sutherland model and the Laplace-Beltrami operator, whose eigenfunctions are Jack
polynomials.

There is consensus that the ground states of FQHE are adiabatically connected to
the thin torus eigenstates. This is made particularly evident in the work [7], where
a unitary operator is obtained that maps Slater determinants (or permanents) of a
simpler diagonal theory, to the fully interacting eigenstates, such as the Laughlin
states and, more generally, Jack-like states. The unitary operator, in essence, is the
Dyson T-exp of the non-diagonal two-particle interaction in the Laplace-Beltrami
operator.

16.2 Thin Torus and the Devil’s Staircase

The Hamiltonian for the FQHE in the lowest Landau level is:

hw, 1 .
H=—" > aja, + 3 > V(s)al alasa, (16.3)
s S

the operators a and a, create and destroy an electron in eigenstates s = 1...g
spanning the lowest Landau level. V (s) = (s, s2|v|s3, s4) is the Coulomb matrix
element. A background of positive charges cancels the Hartree term s; = s3, 52 = s4.
Note that the kinetic energy per particle hw./2 can be identified with a chemical
potential, that depends on B.

The earliest numerical calculations, for various filling fractions, were done by
Yoshioka et al. [23, 25]. They considered the geometry of a periodic array of rect-
angles (torus) with commensurate area: L, L, = 27¢%g, where g is a large natural
number. With the g degenerate eigenstates of the lowest LL in a rectangle, one con-
structs a basis of quasi-periodic eigenstates (Jacobi theta functions):

1 2 1 2 2
O,(x,y) = Z —————exp |:—iL—7T(s +mg)y — 0 <x +mL, — L—Fs£2> :|
Jr :

meZ JLL, y

with 0 < s < g — 1; the normalisation is such that fR dxdy 0;(x, y)0y(x, y) = Osy.
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An electron in the rectangle R interacts with the electrons in R as well as with
their copies. The Coulomb interaction is a periodic function of the lattice:

62 1 27 62 .
— — iqr
v(r) = E =L Eq e

= VA mL)? 4 (v +myLy)? lql

where ¢, = & Ty and g, = 2 7, The Coulomb matrix elements V(s) are:

V(s) =/ drdr; 6;, (ry) 05, (1) v(r) — 12)0,, (1) Oy, (12)
R2

LxLy v(q)IS],X3 (q)ISz,X4 (_q)

where I, ¢(q) = fR drd,(r)0, (r) exp(iq - r). The exact formula (2.9) in Yoshioka’s
paper [23] is obtained:

0 +. + 27762 _ﬁl 12+i M( —52)
V(s) = S1+52,53+54 2 147 Hqx T~ (5352 5/ . , 16.4
® =", 2 jal (51 =s3+mny)  (164)

The periodic (with period g) delta function ¢’ is used to sum on gy:

00 ***(Ss s1+mg)*
¢

2 )
2 551+52153+S4 2 : —Sqi+ig, zLy (s3—52)
L.L, 42
by m=—oo /4% + T (53 — 51 +mg)?
2

= 2re

Now, approximate Z 2 = ['dg, and neglect terms m # 0 because of the exp
factor. Equation (3) in the Tao and Thouless paper [19], is obtained:

2 poo ) N 2'2 (s3=s1)°
e _[T 24 M(S —5) e
V(S) = (531+S2,X3+S4L_ / dqe zq T Ly TR B o > (165)
Ym0 (53—
\/q 1 (53 — 1)

A great simplification occurs in the thin torus limit L, < ¢, when dependence on
s3 — s disappears, and the matrix element only depends on |s3 — 51| (modulo g). In
this limit the integral yields a Bessel function:

2 x2¢2 2 292

e” =T (s1—s3) -l 2

V(s —s3)) = —e & Ky 3 —53)
L, L3

The Coulomb operator becomes ; 3 V(s — u|)aTa,T As+¢—yay. The Fourier trans-

s, tu
form ¢, = \/Lg Y9, exp(— 2 ks)a, then makes the Hamiltonian diagonal:
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hw 1 <& -
H=— — Vk -k / 16.6
> ijnmzk;l ( iy (16.6)

where n; = chk and V(k) = le V(s) exp(%ks). When ¢>> range of V(k), the
problem of the ground state was exactly solved by Hubbard, in the context of classical
1D lattice gases [8]. He was searching for the sequence {n;} = {0, 1}* minimising the
energy » ;. V (k — k'yngny at fixed density p = Y, nx/L. Remarkably, Hubbard
found that the answer is independent of the form of the interaction, provided the
potential is convex with a finite asymptotic value, namely V)N O, Vk+ 1)+
\7(/( —1) > 2\7(k). If the irreducible-fraction representation of the density is p =
p/q, the ground-state sequence is periodic of period ¢, and is such that the position
of the n-th particle is |nq/p], where |-] is the floor function. Hubbard’s periodic
solution gives the vector of periodic occupation numbers of Landau states 6;. In
coordinate space, it is a Slater determinant of Jacobi theta functions. Minimising
the Hamiltonian (16.6) is equivalent to finding which of the Hubbard states is the
ground state of the energy E = % dokk V(k — K)yngny — 'y, ny as a function of
the chemical potential yi.. This was solved by Bak and Bruinsma [1], who showed that
the ground-state density p(u) has a very interesting behaviour: itis a complete Devil’s
staircase, i.e. the Cantor function with plateaux at every rational number. (Recently,
a related fractal hierarchy was discovered in the out of equilibrium counterpart of
the model studied by Rotondo‘et al. [15].)

While the sequence of zeros and ones is independent of the potential, the widths
of the plateaux do depend on it, and are given by the formula [1, 5]:

Ap=2q ) k[V(kg+ 1)+ V(kq — 1) — 2V (kg)].
k=1

To export the phase diagram of the lattice gas (u, p) to the thin torus FQHE diagram
(B, 1/v) one has to rescale the Hamiltonian to cancel the dependence on B of the
interaction term (of course, a global factor does not change the ground state). Only
the rescaled kinetic energy depends on the magnetic field, and corresponds to
in the lattice gas. The outcome is a diagram, Fig. 16.2, where the plateaux widths
qualitatively reproduce the experimental observations. Notice that, while fractions
with the same denominator have equal widths in y, this symmetry is lost in the
(B, 1/v) plot. Another feature modifies the diagram: even-denominators thin torus
ground states are forbidden because of Fermi statistics and modular invariance, as
recently shown by Seidel [16].

Although the plot of the Devil’s staircase in the thin torus limit is an intrigu-
ing result, we know that thin torus (TT) ground states can not describe truly two-
dimensional FQH states, which are much better approximated by Laughlin’s and
composite fermion wavefunctions. However, this result encouraged us to investigate
more in detail the algebraic structure of Laughlin’ wavefunctions, that recently Hal-
dane and Bernevig found to belong to a class of special orthogonal polynomials, the
Jack polynomials. In the following we introduce this fascinating mathematical topic,
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Fig. 16.2 The Devil’s
staircase for the FQHE in the 35| 2 . . |
thin torus limit. It shows a c 0000000 7
correct trend in the £ 3t - 1 E
: : ® 5 @00
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particle-antiparticle @ 251 7N 1
exchange = \ % @0000
° 2r ,
» 3
s "~ -~ 0000000
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v=2 @e0
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magnetic field [arbitrary units]

introducing these polynomials as exact eigenfunctions of a well known integrable
quantum system: the Calogero-Sutherland model.

16.3 Calogero-Sutherland and Laplace-Beltrami Operators

Consider N particles on the unit circle, that may cross and interact via a two-particle
potential 1/72, where r is their chordal distance [18]:

N 2

0
Hes(B) = — 2392+ 155 - Z (9_9k) (16.7)

B> 0 is a free parameter. The total momentum P = —i ), 9/90; is conserved.
Since Hes = Z,ivzl A A + Eo where

2
— E _ 2
Ak = —la—ek + l— COtg (Qk ) E() = EN(N — 1), (168)

the ground state is obtained by solving A1y = O for all k = 1...N, and has energy
Ey. The extension beyond the sector ) < --- < @y brings a problem of sign. For
bosons or fermions:

1 1
_ i (. B
¢0(91,...,9N>_]"[|sm2(9, 8] X{sign(ﬁj—ﬁk)

j>k

In the variables z; = exp(if;) the Hamiltonian and the total momentum become

N
Hes = Z(Zkak)z—zﬂ(ﬂ—l)z T S P=Yad (169)
k=1

J<k
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Note that [];_, sin? 1(0; — 6,) = % where A(z) is the Vandermonde deter-
minant. Since 7 = 1/z, the expression coincides with |A(z)|? up to a constant. The

bosonic ground state is
Yo =141 (16.10)

with null total momentum. The excited states are searched in the factored form
|A(2)|° f (z). The eigenvalue equation ¢61Hcs¢0f = Ef becomes H g f = (E —
Ey) f, where the Laplace Beltrami operator is:

N
J’_ .
Hip = Z(Zkak)z + g Z u(Zkak —z;0)) (16.11)

k=1 Ak kTR

The total momentum is P’ f = ), Py f = > 20 f = Pf and commutes with
Hip. When promoting z from the unit circle to the whole complex plane, some
differences arise. It is instructive to summarize the problem.

In the Bargmann space of entire functions f(z), z = (z;...2n), such that
f d;#e_zk 5| £(2)> < oo, we look for a potential V and energy value E such

that 3, (zx0)> + V(z1...28) — E1AQR)’ =0, ie. E(B)— V(@) = 5 3,
(zxOk)2 AP. We recover the Hamiltonian Hcg of the Calogero-Sutherland model,
(16.9), with eigenvalue E(3) = t3*N(N — 1)2N — 1).

If the excited states are searched with the factored form 1)(z) = A(z)” f (z), then
f is an eigenfunction of the operator

k=1

N
[H' — E@®)]f = |:A(z)3 D @0’ AR) + V() - E(ﬁ)} /(@

1
= H f(z) + Eﬁ(N - DPf(z) (16.12)

We obtained the Laplace-Beltrami operator (16.11), corrected by a boost. In Barg-
mann space, the operators H' and Hyg are not Hermitian, but they gain a nice
mathematical property: in the basis of monomials of N variables, they are lower
triangular. This allows to find all the eigenvectors, the celebrated Jack polynomials,
that we introduce in the next section.

16.4 Jack Polynomials

The theory of Jack polynomials requires the concepts of partition and squeezing of
a partition. They will fit naturally in the Fock space formalism.

Partitions are sequences A = {\, ..., Ay} of integers \; > --- > Ay > 0. The
length |\| of a partition is the sum of its integers. A partition can be specified by
the sequence of multiplicities of the integers. Physicists think of them as occupation
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Fig. 16.3 a A configuration (a)
of occupancies corresponds

to a partition. Here the lattice ’ : ’ ¢ ’ { 4 ’ 1 ’ 1 ’ O }
0 4

configuration on the left 1 2 3
corresponds to the partition (b)
{4, 1,1, 0}. b and ¢ Lattice [*] /\. ./\. — 90000 _
and partition representation 01 2 3 4 01 2 3 4
of two of the possible
squeezings of the partition { 4! 1 ’ 1 ’ 0 } { 3 ’ 2 ’ 1 ’ O }
{4,1,1,0} (c) /\

01 2 3 4 01 2 3 4

{4,1,1,0} {2,2,1,1}

numbers (ng, ny, . .. ) of particles on a semi-infinite lattice. For instance, {4, 1, 1, 0}

has 1 zero (ng = 1), 2 ones (n; = 2), and 1 four (ny = 1); then it can be written as
(120010...) = (12001) i.e. four particles in positions 0,1,1 and 4 (see Fig. 16.3a).

We define the squeezing of a partition in the picture of occupation numbers. A
squeezing produces a new partition where two particles are moved toward each other.
A squeezing of (12001) is (11110) (one of the two particles in site 1 and the particle
in site 4 are moved to sites 2 and 3). There are two other squeezes of (12001):
(03010) (we move the particle in site 0 and the one in site 4 by one or three sites)
and (02200) (we move 0 and 4 by two sites). A pictorial representation of some of
these squeezings is given in Fig. 16.3b, c.

We define a partial order among partitions with same number of particles: A <
if the partition i can be obtained by one or more squeezings of the partition \.

A partition A = {1, ..., Ay} specifies a monomial my(z), z € CV:
Mm@ =Y ... (16.13)
ﬂ'
The sum covers permutations 7 of 1,..., N without repetition of equal terms.

A monomial is a symmetric polynomial of degree |A|. For example: mj ; ;(z) =
z?mza + z%zlzg + zgzlzg. The symmetric monomials My (z), z € CV, are an orthog-
onal basis in Bargmann space.

Theorem 1 (Sogo [17]) In the basis of monomials with fixed degree, the Laplace-
Beltrami operator Hyg is triangular, i.e.:

HigMy\(z) = ExMy(2) + ) CuM,.(2)
Hn<X

with diagonal values (the eigenvalues of Hyp):
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N N
Ex=) N+4B8Y (N —M) =) N+BN+1-2)) (16.14)

j=1 Jj<k j=1
Cy. = 0if p is not a partition squeezed from ),

n(u;)

Cap =200\ — /\j)( )

) (i = pj)s Cry =280\ = Apnun(p;) (pi # pj)

where the squeezing takes (\i, \j) — (i, pj) (i < j).

The diagonalization of the matrix brings the polynomial eigenfunctions of Hyg of
degree | A|: the symmetric Jack polynomials J)(z).

In(@) = my(z) + Y by ,um,(2) (16.15)

<A

Lapointe and Lascaux [12] gave a determinantal expression for Jy (with by # 1).
Example N = 3, |\| = 3.

The partitions with N = 3 particles and length 3 are {1, I, 1}, {2, 1, 0}, {3, 0, O}.
Then, the matrix Hy g is 3 x 3. The basis of monomials are: My} = 212223, M210 =
o+ i+ B3+ 52 + 2320 + 232, Mo = 25 + 23 + 23

mii 3 0 0 ni
Hyg | mypo | =] 1285+458 0 ma10
m300 0 68 94608 || mapn
Diagonalization brings out 3 Jack polynomials: J;;; = My, Ja10 = Moo + %mm,
and Jz00 = M3go + %mm + %mm with eigenvalues 3, 5 4+ 403, 9 + 65.

16.5 Fock Space

Let us introduce the Fock space formalism for the lowest Landau level. If |A\), A =
0, 1,2, ... isan orthogonal basis for the single-particle Hilbert space, the normalized
basis is ﬁm, with vy, = (A|A).
For the lowest Landau level: (z|]\) =z}, vy = AL A=0,1,...
The orthogonal bases for the Hilbert space of N bosons or fermions are given
respectively by:
my) =Y s Ay,
i (16.16)
Ish) =Y () Am, - Any),
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where A = {1, ..., Ay}, with A\; > --- > Ay, is a partition which specifies the sin-
gle particle states (for fermions equality is forbidden). The sum runs over permuta-
tions of indices {1, ..., N} without repetition of equal terms and (—)" is the parity

of the permutation. For example:

Imaag) = [440) + [404) + |044),

(16.17)
Islsto) = [410) — [401) + |041) — [014) + |104) — |140).

We recover the many-particle wavefunctions of lowest Landau level, in Bargmann
space: (z|m) ) = my(z) (the monomials in (16.13)) and (z|sly ) = sl\(z) (Slater
determinants).

The bases (16.16) have the equivalent notations:

e |\, ..., \y), specifying the single-particle quantum numbers (A; > --- > A\y);
e |ng, ..., ns), specifying how many particles share the same quantum number.

We introduce the canonical algebra of creation and destruction operators of
1-particle states \/LTAM), for bosons (+) and fermions (—):

all...ny...) = (ED)T Ty 1y 1),
Ayl ..oy = (EDOTT =1L, (16.18)
a,\|...l’l)\...> =0 ifn,\=O.

The operators allow for an efficient description of the squeezing operation introduced
before, which is implemented by the following operator:

Vu—kVm+k + +
Sumk = | =0y 10y, Ay (16.19)
v,V +
um

forO <u <mand 0 < k < m — u. Its action on the basis |m)) is:

0 ifuglorm¢ A
Sumilmy) = § gk +2) (i + DImy) k= 254 € N (16.20)
(Mysk + 1) (np—i + 1)|m,) otherwise,

where 4 is obtained from A by substituting two particles of quantum numbers u and
m with two particles of quantum numbers u + k and m — k, hence by “squeezing
two particles by k7. The action on |sly) is

Su,m,k|51/\) = (_)NSW|SI;L>3 (16.21)

where Ny, is the number of exchanges restoring the decreasing order of the sequence.
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16.6 A Map for FQHE Effective States

In analogy with Sogo’s theorem, establishing a correspondence between monomials
and Jack polynomials, we obtain an operator that generates symmetric or antisym-
metric eigenstates of the Laplace-Beltrami operator, from simple root states. Some
eigenstates are effective ground states of the FQHE.

Let Hy be a Hermitian operator, expressed solely in terms of number operators.
Its eigenstates are the vectors |m,) (bosons) or |S)) (fermions). We collectively
denote them as |A\). Let H = Hy + V, where V is a linear combination of squeezing
operators. Note that if |)\) is an eigenstate of H, with a finite number of particles,
then there is n such that V" annihilates |\).

Theorem 2 If E) is a non degenerate eigenvalue of Hy, with eigenvector |\) then
E\ is an eigenvalue of H with eigenvector

[r) = Y [(Ex— Ho) 'VII) (16.22)

k=0
Proof Multiplication by (Ey — Hy)~'V gives the identity
(Ex— Ho)'VIh) = [¥h)) — |\) (16.23)

Multiplication by (E) — Hp) gives V|¥y) = (Ex — Hy)|1)).

The reverse is true: if |¢)) is an eigenstate of H with non-degenerate eigenvalue E,
then |\) = |¢) — (E — Hy) ' V|v) is an eigenvector of H, with same eigenvalue.

By construction |1y ) is a linear combination of basis states that are squeezed from

A ) = Z#S/\ byulp). Equation (16.23) gives by, = 1 and the recursive relation:

b= 5 F Do WVIE by (#EN (16.24)

Hp<p <X

The sum only involves states that yield |u) after a single squeezing contained in V
and that descend from the root |\) by one or more squeezings.

We can use this theorem to obtain the FQHE effective states that are a Jack poly-
nomial times a Vandermonde determinant, since such wavefunctions are eigenstates
of the “Generalized Laplace Beltrami” operator:

%+ z; Z + 23
H= Z(zkak)2+KZ LT (2x0k — 2;0;) KZ k2 )
=1 —Zj 7 (zj — 2)

(16.25)
where 7 j; is the exchange operator of particles j, k. In the bosonic sector 7 = 1,
and we recover the Laplace Beltrami operator (16.11). K = (1 —2g = 1)/(p + 1)
(+1 for bosons, —1 for fermions), with filling fraction v = p/q.
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Fig. 16.4 The repeated
action of the squeezing
operator in (16.26) on a
bosonic (a) and a fermionic
(b) state with three particles.
Each state is specified by the
occupancy numbers, and
each arrow represents the
action of a squeeze. The
operator in (16.26)
automatically takes into
account the possibility of
multiple occupancies of the
bosonic case
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(b) @-_-e__9)

v N
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By evaluating H in second quantization we obtained H = D + K S, where S is
a linear combination of squeezing operators

0o 00 00
[(s +D)!(s +u)! ¥
S—;;Ll_ u maH, Agyy Astr+4u A (1626)

and D incorporates the kinetic term and the diagonal part of the two-body potential
(up to an irrelevant additive constant for fermions):

K
D= Zm anan + = Z (m — m')a) ana ay,. (16.27)

m'<m

Remarkably, we obtain Laughlin’s wavefunction at filling fraction 1/¢ if we use
as root the thin torus ground state with same filling fraction. In Fig. 16.4 we show
the action of the squeezing operator on the thin torus ground state for N = 3 and
v = 1/3, generating Laughlin’s wavefunction ¢ = 3.
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16.7 Conclusions

First, we showed that the FQHE Hamiltonian can be mapped, in the thin torus limit, to
aone-dimensional (classical) lattice gas model, whose main ingredient is along-range
repulsive interaction. The map brings one to interpret the ground states as Hubbard
states and to prove their incompressibility, i.e., the fact that they are stable in finite
intervals of magnetic field. Importantly, this enables to produce a Devil’s staircase
phase diagram for the filling fractions, which shows realistic features, such as the
asymmetry of the plateau widths, qualitatively in accordance with the experimental
landscape.

Second, we obtained an explicit Fock-space representation of FQHE wavefunc-
tions. The generic recursive relation (16.24) recovered the known relations for the
coefficients of the expansion of Jack polynomials [20].

To address the question what are Jacks doing on the Devil’s staircase?, it would
be useful to identify in the open plane and in the symmetric gauge, a mechanism
(analogous to the thin torus mapping) that selects the monomials or Slaters that are
mapped by the operator (16.22), specified by (16.26) and (16.27), to the Laughlin state
or others relevant for FQHE. Another intriguing question is to understand whether
the composite fermion wavefunctions that generalise the Laughlin’s ansatz at more
complicated filling fractions, are related in some way to the theory of Jacks. This
is already the case for Moore-Read and Read-Rezayi wavefunctions, and would be
one more key indication about the fundamental role that Jack polynomials play in
the theory of FQHE.
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Chapter 17 ®)
A Study of the Phase Diagram e
of Symmetric Binary Gaussian Mixtures

Davide Pini

Abstract We perform an analytic study of the main features of the phase diagram of
symmetric binary Gaussian mixtures such that the range and strength of the interac-
tions between particles of one species are the same as those of the other species. We
focus on the relative locations of the spinodal and A-lines, i.e., the boundaries beyond
which the uniform mixture becomes unstable respectively towards bulk demixing
and microphase formation. We find that, when the A-line is present, three situations
may occur: (i) The spinodal line does not exist, and the A-line spans the whole con-
centration axis. (ii) Both the \- and spinodal lines are present and span the whole
concentration axis, but the spinodal instability is always preempted by the A-line.
(ii1) The spinodal instability is the only one present at intermediate concentrations,
but is preempted by the A-line at high and low concentrations.

17.1 Introduction

In the coarse-grained description of polymeric solutions, polymers are replaced by
effective particles with no internal degrees of freedom such that their mutual inter-
actions depend solely on the distance r between the polymer centers of mass. In
particular, it has long been acknowledged that repulsive, bounded pair potentials of
Gaussian form provide a simple modelization of the interactions between polymer
chains in an athermal solvent [1-3]. On the same footing, binary polymer mixtures
can be represented as an assembly of particles of two species interacting by a two-
body, repulsive, athermal Gaussian potential [2] given by

Buij(r) = eje” TR (17.1)
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where i, j =1, 2 identify the particle species, ¢;; >0 and R;; > 0 determine the inter-
action strengths and ranges respectively, and 3=1/kgT, T being the absolute tem-
perature and kg the Boltzmann constant.

For suitable interaction parameters, binary Gaussian mixtures have been shown
to display a demixing transition [4-8], whereby at high density the mixed phase
separates into two mixtures with different concentrations. Within a simple mean-
field approximation, demixing occurs provided ¢;; and R;; satisfy the condition

[4, 5] \
RiR 2
( “222) <2 (17.2)
R7, €11€22

Interestingly, this is not the only possible scenario: if particles of different species
have a strong affinity for each other, not only is demixing inhibited but the mix-
ture can even form ordered structures in order to take maximum advantage from
such an affinity. This situation does not take place for the parameter choices appro-
priate to model linear polymer chains [2], but may occur e.g. in mixtures of den-
drimers [9]. Another case leading to this scenario was considered in [10], and its
detailed investigation [11] brought forth a very rich phase diagram featuring a num-
ber of microphases, i.e., periodic structures with density modulations much larger
than the size of the particles.

At the same time, the quantitative conditions on the interaction parameters for
which these periodic phases can be expected have not, to our knowledge, been deter-
mined yet. In fact, for generic ¢;;, R;; this problem appears rather daunting, even
within a simple theory such as that used to obtain (17.2) for the demixing transition.
However, it considerably simplifies if one contents oneself with symmetric mixtures,
i.e., those for which €11 =€, R11 = Ry;. Since, say, €;; and R}, can be absorbed into
the definition of the energy and length scales, this drastically reduces the free param-
eters to €12 /€11 and Rj»/R;;. Then, the criteria for the occurrence of periodic phases
can be easily determined analytically. This is the purpose of the present paper.

Admittedly, the symmetric model represents an idealized situation which may
not lend itself to describing actual polymer mixtures. However, we expect that the
picture which will be brought forth in this study will occur also in the more general
situation.

The paper is organized as follows: in Sect. 17.2 the conditions for the occurrence
of periodic phases are determined and the shape of the stability boundary of the
homogeneous phase is discussed; in Sect. 17.3 our results are summarized, and
the stability boundaries are plotted for some specific cases in order to illustrate the
scenarios established in the former section.
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17.2 Existence and Behavior of the A- and Spinodal Lines

We shall be studying a binary mixture of particles interacting by the athermal Gaus-
sian potential v;;(r) given by (17.1) in the symmetric case such that €;; =ep,
Ri1=Ry.

Since the mixture has been assumed to be athermal, its thermodynamic state is
determined by the average densities of the two species p; = N;/V, where N; is the
number of particles of species i and V is the volume of the system. If we denote
by p;(r) the local density of species i at position r, in a homogeneous state one
has p; (r) = p; identically. In order for this to be the actual equilibrium state, i.e., to
correspond to the minimum of the Helmholtz free energy A at given N; and V, the
condition of stability with respect to small perturbations of the local density dp; (r)
has to be satisfied. This amounts to the constraint

2
> /d3r/d3r'c[j(r, )8pi(1)dp;(r') <0, (17.3)

i,j=1

where we have introduced the direct correlation function ¢;;(r, r’). The latter is
defined in terms of the free energy A regarded as a functional of the local densities
via the expression

5> (—=[A)

—_— . 17.4
5030, ()], (a7

C[j(l‘, l‘/) =

We remark that, according to (17.4), ¢;; (r, ') includes the ideal-gas contribution,
at variance with the more widely adopted definition. For a homogeneous state, one
has ¢;; (r, ') = ¢;;(r — '), and (17.3) is equivalent to requiring that the matrix with
elements ¢;; (k) be negative definite for every k, where we have used the tilde to
denote the Fourier transform with respect to r:

Gij(k) = /d3r e Krei(r) . (17.5)
In the following, correlations will be described by the well-known random phase
approximation (RPA) [12]. According to the RPA, ¢;;(k) is given by

0ij -
cij(k) = — p—J — B (k) , (17.6)

i

where k is the modulus of k, and §;; is the Kroenecker delta. For the Gaussian
potential (17.1), one has

B (k) = 7T3/2R?j€ij e~ R4 (17.7)
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so that ¢;; (k) < Ofor every k, and the above condition reduces to
det|[¢;;(k)]| > 0 foreveryk, (17.8)

where det indicates the determinant. A violation of this condition for a certain homo-
geneous state p;, p» and wave vector k means that such a state is unstable with respect
to density fluctuations with characteristic length d ~ 27/ k. The situation more com-
monly encountered corresponds to the spinodal instability found for k=0. In this
case, the boundary between the thermodynamic states for which condition (17.8) is
satisfied and those for which it is violated is the spinodal line, which is given by the
locus of densities p;, p» such that

det ||¢;j(k=0)|| = 0. (17.9)

From (17.4) it is readily found that the spinodal is the line in the p;—p, plane where
the Hessian determinant of the Helmholtz free energy A vanishes. Inside the domain
bounded by the spinodal, the Hessian of A is negative, and the homogeneous state
is mechanically unstable with respect a perturbation of infinite wavelength, which
corresponds to phase separation into two bulk phases with different p;.

Here, on the other hand, we are mostly interested in the situation in which the
parameters ¢;;, R;; are chosen in such a way that the instability occurs at non-
vanishing k. The boundary of the homogeneous phase is then the so-called A-line.
Requiring that the determinant of the matrix ||¢;;(k)|| be vanishing is not sufficient
to identify the A-line, as it gives just one constraint on the three unknowns py, p,, and
k. The additional requirement is that kX must be chosen in such a way that (17.8) is
indeed satisfied for all states lying on one side of the line. This leads to the conditions

det||c;; (B)|| =0, (17.10)
d _
@detllcij(k)ll =0 (17.11)

for some k # 0.
In the following, the thermodynamic state will be expressed in terms of the total
density p=p; + p, and concentration ¢ = p; /p. We also introduce a rescaled density

y and concentration z, a rescaled wave vector ¢, and two dimensionless parameters
H, o defined by

y =7m"€eR}, p (17.12)
1=2¢—1 (17.13)
g = Ru, (17.14)
V2
R},
(17.15)

a =
2R?,
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3
6IIR11

3
612R12

H = (17.16)

withy >0, —1<z<1,¢qg >0, @ > 0, H > 0. We remark that, for the symmetric
mixture in hand, the phase diagram is symmetric with respect to the equimolar line
z = 0, so that both the spinodal and A-lines must be even function of z.

By using (17.6) in (17.9) we obtain the equation for the spinodal line

v =) (H* = 1) +4yH +4=0. (17.17)

This is solved immediately to give

L H+1-(1-H)2
r=2 (1—H»)(1-2?) H <1, (17.18)

where the condition on H stems from requiring that y must be real and positive.
Hence, H < 1is anecessary and sufficient condition for the existence of the spinodal.
This condition is obtained here as a special case of (17.2). According to (17.18), the
spinodal line on the y-z plane is a convex function of z which assumes its minimum
Ymin = 2/(1 — H) at z = 0, and diverges for z — +1. Again, (17.18) is a special
case of the expression for generic, non-symmetric Gaussian mixtures established in
[4, 5].

We now turn to the A-line. Using again (17.6) in (17.10), (17.11) we find that
along the A-line one must have

V21— ) (H?e 29" — ¢4y 4 dyHe ™ +4 =0 (17.19)
Y2(1 — ) QaH2 2" — o) + dayHe ™ = 0. (17.20)

If we introduce the variable
x = H2e 2o=ha’ (17.21)

we obtain the following expressions for y and z:

1 _ 2ax H 1/2a—1)
YT a1 (—) (1722
J1—aa?
S S o (17.23)
1 —2ax

which give the A-line in the y-z plane parametrically as a function of x, or, equiva-
lently, g. By imposing the conditions y > 0, —1 < z < 1 which identify the physically
acceptable solutions and taking into account the definition of x, one gets two possible
constraints:
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1
a>1 0<x<min|-—, H? (17.24)
4a2
—« 5 11—« . 1 5
—<a<l1 <H <x <min| —, H" | . (17.25)
2 a a 4a2

In order to get a qualitative description of the A-line, let us first notice that,
according to (17.22), y diverges for x — 0 and x — (1 — a)/q, i.e., at the lower
boundary of the allowed interval of x according to (17.24) and (17.25) respectively.
Equation (17.21) shows that the behavior of ¢ is different in the two cases: in the
former case ¢ diverges as well, whereas in the latter it tends to a finite value gpax

given by
- L (ot (17.26)
mx =151 "\1T=a ) '

However, according to (17.23) both cases correspond to z — +1. Hence, as for
the spinodal, the density along the A-line diverges for z — 1. Moreover, from
(17.22), (17.23) we get at once

dz . 2a 20%x +a—1
dx = T T—dax (I —2ax)

(17.27)

dy _dydx _ (1-x)0- 20x)2/1 — 4a2x [ H\V@D a728)
dz ~ dxdz 2Qa — Dx(ax +a— 1?2\ x© S

where the upper and lower signs refer to z > 0 and z < O respectively. For z > 0,
(17.28) shows that y is an increasing function of z, whereas (17.27) shows that z is a
decreasing function of x. Therefore, the minimum of y is obtained for the minimum
of z, which in turn corresponds to the maximum of x. According to (17.24), (17.25),
two situations may occur:

1 1 4o
If H > Zy then Xpax = m» Zmin = 0, Ymin = e —1

V1 —4a2H? B 1 —2aH?
=208 " T HaH +a—1)"

(ZaH)l/(Za—l) .

1
If H< —, then xpux = H?, Zmin =
2

In the former case, z spans the whole concentration axis —1 < z < I and the density
along the A-line attains its minimum at the equimolar concentration z = 0, just like
the spinodal. In the latter case, instead, the A-line is found only outside the interval
—Zmin < Z < Zmin- Moreover, for z = %z, one has ¢ =0, so that z,,;, must belong to
the spinodal as well. Therefore, at z = =z, the A-line bifurcates from the spinodal.

To complete the picture, one has to establish how the A-line is located with respect
to the spinodal in the cases in which both of them are present. Let us assume that
either (17.24) or (17.25) is verified, so that the \-line exists.
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If H > 1, the spinodal does not exist. Moreover, (17.24), (17.25) show that, if a
A-line exists, then it must be 2« > 1. Therefore, one has a fortiori 2aH > 1, so that
the \-line spans the whole interval —1 <z < 1, assuming its minimum at z = 0.

If, instead, 1/(2a) < H < 1, the spinodal exists, and both the spinodal and the
A-line span the interval —1 < z < 1 and assume their minima at z = 0. The condition
that the minimum of the A-line lies below that of the spinodal is

4oy 2
20H)" /G < 17.2
2010 “1-H (17.29)
which can be rewritten as
Qa— 1DV D > 24— ¢, (17.30)

where we have introduced the variable ( =2aH. It is readily found that (17.30) is
verified in the whole interval of allowed values of ¢, 1 <( <2aq, the equality holding
only for (=1. Hence, the minimum of the \-line is indeed smaller than that of the
spinodal, save for the marginal case H =1/(2«), when the two minima coincide.
For z >0, one has x < 1/(4a?) < H? along the \-line, so that according to (17.21) ¢
never vanishes, i.e, the A\-line and the spinodal never intersect. Therefore, the A-line
always lie below the spinodal.

Finally, for H <1/(2«a) the spinodal exists and spans the interval —1 <z <1,
whereas the A-line bifurcates from the spinodal at z = £z;,. It is also found that
dy/dz at 7 = %z, assumes the same value on both curves, so that the A-line and the
spinodal are tangent at the point of bifurcation. Let us then compare them forz — =41,
i.e., for x approaching its lower bound as given by either (17.24) or (17.25). If (17.18)
for y on the spinodal is evaluated at the z of (17.23), we find that the condition that
the A-line lies below the spinodal is equivalent to

2a(1—H>)(x* " H)VD < H(1 = 2ax) + vdax(ax+a— 1)+ H2(1—4a2x).
(17.31)
For o> 1, the lower bound of x is x = 0, for which (17.31) is trivially satisfied as
it yields H >0 for a> 1 and H? >0 for a=1. For 1/2 < a < 1, the lower bound of x
isx =(1—a)/a.Ifwesety = (1 —a)/a,n = H*/~, (17.31) can be rewritten as

1—n < 1=y /07, (17.32)

which is satisifed in the whole interval of allowed values of 1, 1 <n < (1 4 7)?/(47).
Therefore, for z — =+1 the A-line always lies below the spinodal. Since z = Fzyin
are the only points on the A-line such that g = 0, the spinodal and the A-line never
intersect for z > zin, so that the A-line lies below the spinodal in the whole interval
Zmin <2 < 1 as well as, of course, in the symmetric interval —1 <z < —Zp;n-
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17.3 Summary

We have investigated the phase behavior of athermal, binary mixtures such that
the interaction between particles of species i and particles of species j is a Gaus-
sian with height ¢;; and width R;;. Specifically, we have considered the symmetric
case €] =€, Ri1= Ry, and determined which conditions cause an instability of
the homogeneous, mixed phase, leading to either inhomogeneous structures, or a
demixing transition into two bulk phases. These occurrences are signaled respec-
tively by the occurrence of the A- and spinodal lines, which mark the boundaries of
the stability domain of the homogeneous phase in the density-concentration plane.
We found that the behavior of the system is determined by the interaction parameters
€ij, Rij via the positive quantities o and H defined in (17.15), (17.16). Our results
are summarized as follows:

e The \-line exists for

a>1, any H

1 1 -« 5
- <a<l,— < H".
«

In both cases, the density and the wave vector of the instability increase as one
moves along the A-line towards the boundaries of the concentration interval. At
the boundaries, the density always diverges, whereas the wave vector diverges in
the former case, and tends to a finite value in the latter.

e If either of the above conditions is satisfied so that the \-line does exist, three
scenarios may occur:

1. H > 1: The spinodal does not exist, and the A-line spans the whole concentration
interval, achieving its minimum at equimolar concentration.

2. 1/(2a) < H < 1: Both the A and the spinodal lines span the whole concentration
interval and have their minima at equimolar concentration, but the A-line lies
below the spinodal.

3. H <1/(2a): The spinodal spans the whole concentration interval, whereas the
A-line is found only at suitably high or low concentration, and bifurcates from
the spinodal at the boundaries of the forbidden interval. In the allowed domain,
the A-line lies again below the spinodal.

Figures 17.1, 17.2 and 17.3 display the A-line given by (17.22), (17.23) and
the spinodal (when existent) given by (17.18) in terms of the total density p and
concentration ¢ for three choices of interaction parameters corresponding to the
above scenarios.

On the basis of the present analysis, o> 1/2 is a necessary condition for the
occurrence of the A-line in symmetric mixtures. In terms of the interaction ranges
R;; this means Rj> < Ry1 = (R + R2)/2, i.e., negative non-additivity. Also, a suf-
ficient condition is given by ae> 1,1i.e., R} > V2R},. Indeed, in a former study [11]
this sufficient condition was shown to hold more generally even for non-symmetric
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Fig.17.1 \-line in the density-concentration plane forej2 /€1 =1.5, R12/R11 =0.8, corresponding

to H > 1 (see text)
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Fig. 17.2 \-line and spinodal in the density-concentration plane for €12 /€11 =4, R12/R11=2/3,

corresponding to 1/(2a) < H <1 (see text)

mixtures. Conversely, in the non-symmetric case negative non-additivity is not a
necessary condition, as strongly asymmetric mixtures with very different values of
Ry and Ry, may satisfy the additivity condition Rj» = (R + R)/2 and yet have

R[] > \/ER]Z.

Establishing the conditions for the formation of inhomogeneous phases does not
say anything on which kind of phases will actually populate the phase diagram of a
specific mixture. This would require a much deeper investigation based on methods
such as density-functional theory. To our knowledge, this study has been carried out
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---- spinodal

—— A-line

Fig. 17.3 \-line and spinodal in the density-concentration plane for €12 /€11 =8, R12/R11=2/3,
corresponding to H < 1/(2a) (see text). The inset is an enlargement of the low-concentration region

so far only for a specific instance of a non-symmetric mixture [10, 11] which does
not have a spinodal line, similarly to case 1 discussed above. In the future, it may
be interesting to perform a similar study also for systems belonging to cases 2 or
3, such that both microphase formation and a demixing transition can take place.
The present results show that the spinodal is always preempted by the A-line at all
concentrations at which both kind of instabilities occur, even though the two may
be very close to each other, as in Fig. 17.3. However, one has to take into account
that, even though those loci give an overall idea of the shape of the phase diagram,
they do not generally coincide with the actual first-order transition lines. In order
to establish precisely which transitions are observed and where, the free energies of
all the phases involved should be compared. Again, this requires going beyond the
analysis developed here.
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Chapter 18 )
Tutorial: y5 in Dimensional i
Regularization in Dimensional

Regularization

Mario Raciti

Abstract Dimensional Regularization (DR) is the most powerful tool to handle
renormalization in perturbative Quantum Field Theory. It allows indeed a very effec-
tive way to satisfy the symmetry requirements in gauge theory. The limitations of the
method arise from the definition of y5, which has been the most controversial point,
since the work of "t Hooft and Veltman. After a short introduction on renormalization
and the regularization problems, the definition of ys in DR is considered in the light
of the axial anomaly.

18.1 Introduction

Quantum field theory has to address the problem of UV-divergencies, namely the fact
that perturbative expansion of Green functions turns out to be expressed by integrals
which are divergent for large momenta. The problem is solved by renormalization
theory [1].

The removal of infinities must be performed so that the symmetry properties of
the theory are preserved. To this aim for gauge symmetry a very important tool
is Dimensional Regularization (DR) [2-8] which, at least for vectorial coupling,
makes the procedure to some degree authomatic. The difficulties are limited to the
implementation of chiral symmetries, which seem to be bound to the physical four
dimensional space-time.

After a brief account of the renormalization theory in Sect. 18.2, in Sect. 18.3 we
describe the DR and then in Sect.18.4 the problem of the definition of ys, the most
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critical point. The discussion, as in the original paper by t’'Hooft and Veltman[2],
leans on the paramount example of the chiral symmetry in QED [9, 10]. The very
existence of the axial anomaly puts indeed strong constraints on this definition. A
last section of conclusions follows.

18.2 Renormalization and Regularization

Perturbative QFT, beyond the tree level approximation, encounters some difficulties.
In momenta space the loop integrals are indeed in general divergent for large values
of integration variables. For instance in %d)“ scalar theory consider the amplitude of
Fig. 18.1:

Its analytic expression is

2
rip = - / A = DA, (18.1)

where A(g) = m
rithmically for large g.
Renormalization theory is a series of consistent iterative prescriptions which
replaces divergent integrals as the former with convergent ones.
In this case the renormalized graph could be written (up to a constant) as

is the Feynman propagator and the integral diverges loga-

(ig)’ d*q

| G- oa@ - AX(q)). (18.2)

Tren (P) =

In this example the expression of the renormalized graph has been obtained with
a substitution rule on the integrand; it is possible to follow this procedure in the
so-called BPHZ approach [1], but in general one prefers to modify systematically
the Feynamn rules in such a way to produce, at intermediate step, well behaved
convergent expressions. For instance in this case we could substitute the original
propagator according to A(g) — A®(q) = qu:ﬂﬂ‘e - qL/i2+ie ,whichas A — oo
becomes the original propagator and has a more convergent behaviour for large
momenta. Using the regularized Feynman rules, at intermediate step we write for the
diagram

(i)’ d*q
20 ) @n)

Fig. 18.1 A four-point
amplitude for a simple scalar .
theory p

(AMg = P At @) — (A" @)?) (18.3)
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where, at finite A, we subtract two separately convergent integrals. The second one
corresponds to add a new term in the lagrangian (called counterterm) proportional to
the interaction term, to be taken into account also to next orders of the perturbative
expansion. The regularized propagator A* has the same Lorentz covariant proper-
ties of the original one, and the same holds for the regularized Green functions, as a
consequence one can prove that the counterterms turn out to be Lorentz scalar poli-
nomials in the fields, indeed a good regularization should maintain the symmetries
of the formal divergent theory. Regularizations of the type just described are called
Pauli-Villars [1] regularizations, they introduce a mass parameter, A in our example,
but this breaks gauge symmetry (a gauge invariant version has however been devised
for the abelian case).

18.3 Dimensional Regularization

The problem is solved by Dimensional Regularization [2-8]. The divergent or conver-
gent character of a Feynman integral depends on the dimension D of the space-time,
and for suitable low dimension, consider our simple previous example, is convergent.
Moreover by almost explicit calculations the D-dependence of the Feynman integrals
turns out to be analytic, and has poles as D — 4. This is the intuitive idea in which
D plays the role that the mass parameter A plays in Pauli-Villars regularization.

On the other hand the gauge symmetry can be formulated in every space-time
dimension D: at least for vectorial couplings Ward identities, which control and
describe the symmetry, do not involve in critical way the dimensionality of the space.

Beyond the intuitive understanding in [6—8] has been shown that DR, as a set
of formal rules defining the Green’s functions, is a correct regularization. What is
proven is that the theory defined by DR fulfills a set of consistency requirements,
called Quantum Action Principle.

Let’s consider now our simple one loop diagram. Introducing Feynman parametri-
zation we get

(ig)* [ d°q i i _
2 Qm)P g2 —m? +ie (g — p)> —m> +ie

_& [ d% [, ! _
2 <2n)0/o @ —mriox+(0—x)g—pP—m+ieR

g2 /1 / qu 1
= — dx N =
2 Jo Qm)P (¢* + x(1 —x)p*> —m* +i€)?
2 4-D 1 4-D
8- T(HD) 2 2\ 2
ZTW A dx(m X(l )C)p)

(18.4)
In the third line we performed a translation in the momentum integration variable
q — q + (1 —x)p, and in the last, after an anticlockwise rotation in the complex
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plane for the dgo integration, we used a standard integral formula; it is in this last
equality that the D-dependence becomes analytic. Expanding (18.4) in Laurent series
for D — 4 we get a pole term, which must be subtracted away, and this defines the
counterterm (in the Minimal Subtraction), and an order-zero term, which defines the
renormalized graph value. This procedure can be generalized in such a way to deal
with the renormalization of every bosonic theory, in order to include the fermions
some more definitions are needed.

18.3.1 Extension to Fermions

The following rules define the D-dimensional gamma algebra and the traces proper-
ties. The starting point is

", vy =2¢"". (18.5)
If S is an odd string of y’s
tr[S]=0. (18.6)
Moreover
tril] =4. (18.7)

The vectorial indexes, i, v etc. run in a D-dimensional space (as in the bosonic
case), therefore g/; = D. For D even the two first equations could be satisfied by
2P/2_dimensional matrices, in any case (18.5)—(18.7) are a set of consistent formal
rules (the trace is by definition cyclic) correct for D — 4 [2, 6-8]. Starting from
(18.5) one can compute the D-dimensional trace of a string of y matrices, in similar
way to the familiar D = 4 case, see Appendix C of [2].

The rules of this section allow a powerfull and elegant renormalization of vectorial
gauge theory, but we have still to consider the definition of ys. It is a crucial point in
order to define chiral gauge theories.

18.4 ABJ Anomaly and the Definition of ys

A good point to tackle the ys problem in DR is the computation of the anomaly
coefficient in DR. Consider the following transformation of the fermionic field in
spinorial QED:

Y — exp(iays)y¥ (18.8)
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Fig. 18.2 The basic triangle v
for the axial anomaly —

AS \/

and correspondingly

Y — Yexp(iays) . (18.9)

A naive use of Noether theorem would lead to the equation 9,y y’ysy =
2imyrysyr, indeed the mass term is the only not invariant term in the lagrangian
under the transformations of (18.8) and (18.9), and therefore for the massless theory
we should have a conserved current.

Noether theorem is a classical theorem, it does not take into account that it is by
no means obvious to define product of fields at the same space-time point, namely
that there are the ultraviolet divergences. Indeed the equation has to be corrected [9,
10] as

Y YsU = 2mT Y + €y P F7. (18.10)
To get the coefficient ;- we take the divergence of a suitable 1PI-Green’s func-
tion, 9, < 0| Tij (x)A*(y)AV(2)|0 > pr; assuming the fermion massless the result
should be zero if the naive Noether theorem was correct (there are not “contact
terms”). To leading order and in momenta space we have two Feynman diagrams,
the first graph is in Fig. 18.2 the second one is the crossed (i, p <> v, k) partner.
The first aim is to show that (18.5)—(18.7) uniquely determine the anomaly of
(18.10). The diagram has the following analytical expression:

t A _ % v
M (p, k) = _l.3(l.e)2/ ly*ys(¢ ,f)y 4y2(42+ Bl (18.11)
a (¢ +k)*(q - p)q
In the following we use these shorthand notations: [, ... = [, dx [, “dy...,
fq...:f%...ande=4—D.

By introducing Feynman parametrization [';""(p, k) can be transformed into
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Aav i uly*ys(@ — pr*ar" @ + Bl
Is™ (p.Jy = —2ie /m /q ((q + yk — px)? — (yk — px)? + xp? + yk?)3 (18.12)

and performing a translation in the momentum variable into

I (p, k) =

2162/ / (g +#— py*g+PHy° (g + 1+ By ys (18.13)
xy

¢ (@ +2k-pxy+k2y(1—y)+ p>x(1—x))3 "’

where r = xp — yk.

Being now the denominator function of g2, only the even powers of ¢ give a nonva-
nishing contribution to the integral, and using the Lorentz D-dimensional invariance
q“q” can be replaced by g*#q*/D. Therefore the new numerator is

2
% (tr[V“V"yay”(t + By ys] +uly Yy vey s+

+tr[(f — p)y“yo‘y”yaykyso +ul(f — Py ry ¢+ Bytys).

The three addenda in ¢ lead to a divergent integral by power counting, while
the last term gives a finite contribution, correspondigly we will separate Fg“ "(p, k)
as T2 (p, k) = T340 (p, k) 4 T54Y (p, k), moreover for the divergent terms, using
(18.5) and the cyclicity of the trace, we can put the momenta r, k and p in a standard
position along the trace, arriving at

2
S (=20l y G+ = Py ys] +euly"y ¢+ = pv'ysl+

+ 4g"telfytys] — 4Q2r — p)uly’yrysl — 4(p — ) uly v ys] +
+2e(puly Y ys] + (= ) uly v ysD ).

Omitting for the moment the traces with only two gamma matrices, that we will
reconsider next, we can write:

T (p, k) =
—21

/( 2uly*y G + ¥ — p)ytysl +euly y (¢ + € — p)y ys)):

q2

g (@>+2k- pxy +k2y(1 —y) + p>x(1 —x))3

(18.14)
The inner integral can be evaluated with the Wick rotation, it gives
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2
4 -
. (@ +2k- pr +k2y(1 —y) 4+ p*x(1 — x))?

’ F( )(=2k - pxy — K2y(1 — y) — p2x(l —x))"* =

T (4m)P 4 (18.15)
i D __ €
“ a3

-(1—510 ((=2k - pxy — K2y(1 — y) — p2x(1 —
5 log pxy yd—=y)—px(I—x)+ )

The gamma function has a first order pole in € = 0 but its residue in (18.14) is
proportional to fxy(—Ztr[y“y”Gr + ¥k — p)y’¥s]), and because of the integration
in the Feynman parameters it actually vanishes, thus the result is finite and we have

v 62 1 v
M0 =5 Gt e [ (s k= priv+
+ Ly y Gy + K — pytys] - log((=2k - pxy — K2y(1 = y) = px(1 = x)))
e? 1 e2
= n )23tr[y v k= pytysl + Gy

~log(—2k - pxy — k*y(1 — y) — p*x(1 —x)).

/ tely"y" Gf + ¥ — p)yiysl-

(18.16)
The traces in this last formula multiply finite quantities for D — 4, so the only
property tested, is that “in same way” the traces assume their value when D = 4,
but no extrapolation to D # 4 is actually requiered. In similar way if we reconsider
the terms depending on the traces with only two gamma matrices, and sum the
corresponding quantities of the crossed diagram, it turns out that also these traces are
multiplied by convergent integrals, so the final result depends only on their values in
= 4, which is zero, and thus their contribute vanishes.
In Fg’gﬁ (p, k) the traces are computed in D = 4, the starting point is

P &2 / ul(f = Yy ¢+ By sl (18.17)

7k b
s (P 0 = Gz | 3 poy +kiyd — )+ pxl — )
and we arrive at

2
(p+ k)5 (p. k) = o )ztr[y‘y”kpys]

' / (1 —x)*x + x2y) p* + (y(I — y)* + y?x)k* 4+ 2k - pxy(2 — x — »
2k - pxy +k*y(1 —y) + p*x(1 — x)

(18.18)
The corresponding quantity arising from ['24” (p, k) is:
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2
@y
3+ [ @3y loat=2k- pxy — iy =) = pr(l =) =

2
= (4n)2tr[y“y”kpys]-

(2 / a )kzy(1—2y)+p2x(1 —2x)+4k-pxy>
o —x - .
3 Yok pxy + k2y(L = y) + p2x(l — %)

(p + K TE (p, k) = —tr[y™y "k pys]-

(18.19)
The expression of the last line has been obtained with an integration by parts.

Indeedif A =x +yanda = - ﬂ we can write

/ @~ 31 log(f(h. 0)) =
Xy

1 1
:/ da[ d((2 =31 log(f (A, ) =

/ / dk log(f(k ) =

/da/ dr(2 — A)alog(f(’\ )
0

In terms of the original variables

A9 log(f (%, @)
oA [A=x+y; a_m

k]

/ (2= 30 + y) log(f (x, y)) = —f (1—x—y)
Xy Xy
which gives (18.19), then

v v e 2 e
(p + 02T (p. k) + TSk (p. k) = @Gt / (x+y) = s (1820)

The crossed graph yields exactly the same contribution, thus the final coefficient
is c 471)2 , which is the well known expression of the anomaly. We stress that we did
not use any algebra of y5, and actually only minimal hypotheses on the traces: in DR
the anomaly is a consequence of the (18.5)-(18.7).

This “minimal” computation of the anomaly can be extended to graph including
more Y5 in non abelian theory [11]. On the other hand one can undertake the usual
combinatorial proof of Ward identities:
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*k+p wl
e y*q P

_ —ieZ/qtr[q e ICRRICEIO2

(p+ k)/\rgw(p, k) = —ieZ/tr[ y' =
q

L elyy
-p ¢

q
(18.21)
using
— g+ - —p)y ! =y ! + ! V% {(¢g — p),vs} !
q+k g—p Pa-p qrk” q+k Yg—p
we arrive at
1
(p+ kT8 (p, k) = —ieZ/tr[V yi=y'1+
na . d-p 4
. 1 WL
- t "1+
zefqr[ﬁkysy qy]
1
—ieZ/tr[ (P =@ ysl——y"—y"1.  (1822)
Ayl 5(1 P 4

The previous equations are correct in DR, the sum of the first two addenda and the
corresponding terms of the partner graph turns out to be dependent only on tr[ys]:
the anomaly arises from the last integral of (18.22).

The conclusion is that in DR {y#, ys} =0, the so-called Naive Dimensional
Regularization (NDR), is in general wrong, for at least some .

18.5 The ’t HV Solution

In their paper [2] "t Hooft and Veltman give the following solution to the problem.
ys is defined as in D = 4

Vs = IYoV172V3 » (18.23)

and the following (anti)commutation rules then follow:

{r",ys} =0 n=0,...,3. (18.24)

[y*, ys1=0 w> 3. (18.25)

Before the analytic continuation D > 4 is understood, but the external momenta,
p and k in (18.22), are taken physical, in the sense that only their first four components
are different from zero, only the momenta running in the loop integrals are actually
continued.
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Because of definition (18.23) the trace of strings of y matrices including ys are
consequences of (18.5), in particular tr[y*y"y”y? ys] vanish if one of the vectorial
indexes is nonphysical, otherwise is given by the usual four dimensional tensor
—4ie"'P? (see the Appendix of [2] for other useful formulas).

For the sake of generality and in order to avoid the specification of the value
of indexes, (18.23)—(18.25) are often formulated by means of two kind of indexes
[6-8], it is however useful to introduce the following notation: a *~ will denote the
operation of projection in the nonphysical directions, so we can write y;, Q and we
have p = f = 0.

The first two terms in r.h.s of (18.22) vanish, being p physical for the last one we

have
1 1

1
—ieZ/qtr[“k{(p—q),ys}q _py";y”] =
_ 21.62/ tl(g — Py gy’ @ +bgys]
¢ @-pP¢@+b?

(18.26)

Introducing the Feynman parametrization and performing the usual translation
we can then write

(p+ 005" (p k) =
= 4i¢? / / ulg —p+Pr " +Hy" g +E+1Hgrs] (18.27)
Xy q(

g% +2k - pxy +k*y(1 —y) + p>x(1 —x))3

Only the terms quadratic in the loop momentum give a not-vanishing contribution

to the numerator; using the replacement g”¢% — g% % and the (anti)commutation
rules (18.24) and (18.25) it turns out to be

2
qE( — e(tly" 1y (f + Bysl + al(f — p) vty ysl +

+ullf = py"y ((F +Bysh +
+201(f = Py + By sl = 20l = Py y G+ Bsl) =

q2
- Betr[y“)/”kpys] -

The traces in the third line disappeared because they contain at least one non
physical index. Then
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Vv . E v
(p+ kT (p, k) = —4ze25tr[y“y kpysl-

q° _

' /xv/q (q%+ 2k - pxy + k*y(1 —y) + p2x(1 — x))*

(18.28)

A ZE n.,v i g
= —die Dtr[y Y kpys] xy(_(477)2€ +..))

—

(4n)2tr[7/"y”kpy5] :

Taking into account of the identical contribute of the other diagram we arrive at
the anomaly again.

Equation (18.28) rests on (18.23), and its properties (18.24) and (18.25), which are
in any case compatible with the more general first calculation, and they are consistent
because (18.5)—(18.7) are consistent. So we are granted that different manipulations
lead to the same result, as we have just checked. That this definition of ys is consistent
from a physical point of view, namely that the Quantum Action Principle is fulfilled,
is proven in [6-8].

The axial anomaly could be also computed with a suitable Pauli-Villars regular-
ization, where ys is the usual four dimensional matrix. Now the mass parameter A
breaks the chiral symmetry of (18.8)—(18.9), and the last addendum in (18.22) is
replaced by a A-dependent term, from this term the anomaly arises as A — 00, see
Sect. 11.5 of [12] for details.

A last comment is in order: the anomaly computed in (18.20) could be cancelled
by a suitable finite counterterm. To this aim we should add a counterterm propor-
tional to tr[ysy*y*y"y?1(k — p), to the original T2*"(p, k), but this possibility is
ruled out by the gauge invariance requierement, indeed being DR a gauge invariant
regularization p,, Fg‘”(p, k) = 0 holds, and no longer the new vertex would fulfills
the same equation. This impossibility is actually the essence of the anomaly.

One could think that the very fact that we computed the anomaly in the first
calculation with almost no assumption on ys, shows that its algebra is a fake problem,
or is at least unimportant.

The same computation, at two loop level, shows that the subject is more complex.
For the anomaly a non-renormalization theorem [13] is proven. According to this
theorem the coefficient we computed does not receive corrections to higher orders
approximation. To be specific the statement is that a renormalization scheme of the
composite operators does exit such that (18.10) is exact, and it has been checked
at two and three loop approximation, in abelian and for the singlet current in non-
abelian theory [14—17]. The sum of the two loop triangular graphs turns out to be
finite, exactly as in our computation, but in order to verify the non-renormalization
theorem the one-loop conterterms have to be computed using the definition of y5 of
(18.23), and imposing the validity of (18.10) in the ¥/ — ¥ sector.

In our discussion the inconsistency of NDR was related to the anomaly compu-
tation. There are however simple formal arguments to prove it. Let’s assume for a
moment the anticommutation rule {y*, ys} = 0 in DR. Then we have
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Dtrys] = tr[ysy"yul = trlyuysy"] = —trlysyuy”] = —Dtr[ys]

Having “in some sense” the trace an analytic dependence on D one would conclude

trlys] = 0.
In similar way

Dtrlysy?y?] = telysy?yy"yul = telyuysy vyl =
= —trlysyuy vy = 2ulys{y”, v )1 + 4 — D)tr[ysy”y?] =
= (4 — D)tr[ysy?y°].

Where we used also (18.5) and the vanishing of tr[ys]. Then we arrive at (2 —
D)tr[ysy?y?] = 0, and the same analytic argumentation leads to tr[ysy”y°] = 0.

Now the same technique yields (4 — D)tr[ysy?y?y*y"”] = 0. The content of
this equation is that in D = 4 the trace can be different from zero, as it is, but in DR
we perform limits as D — 4, and then D # 4, then again tr[ysy”y°y*y'] =0.
The conclusion should be that if the trace tr[ysy”y? y*y "] arises in Feynman graph
computations in D = 4, then NDR cannot be used consistently in DR.

18.6 Conclusion

We have considered the problem of the definition of ys in DR. It turns out to be
strongly restricted by the axial anomaly. Indeed the axial anomaly coefficient can be
computed in DR without explicit reference to any algebra of ys, but only by using
the fact that the traces assume their usual values in D = 4.

Extension of the D-dimensional algebra to Y5 seems in any case necessary for the
two-loop check of the non-renormalization theorem of the anomaly.

We have considered the 't Hooft and Veltmann solution to this problem. Being
proved its mathematical and physical consistency it is widely accepted since time.

This could be the end of the story, but the subject is more involved. Equations
(18.8) and (18.9) describe a global symmetry, but chiral currents may couple to gauge
bosons. This happens when chiral fermions trasform under a gauge group, that is the
case of the Standard Model of Interactions.

In these models the anomaly must cancel (for suitable trasformation laws of the
fermions) so that the theory does exist as a quantum field theory, and this is only a
part of the Ward identities, which must be fulfilled.

The use of 't HV prescription for this task is possible [18] but unwieldy. Indeed
not critical sectors of the Ward identites, which would be authomatically satisfied
with an anticommuting ys (NDR), lead now to “spurious anomalies” which have to
be subtracted by hands, for instance loops with an even number of ys.

As a matter of fact, without rigorous proofs, a wisdom on use of dedicated recipes
for the anomalous graphs and otherwise the NDR scheme, has developed since first
years [19, 20], see [21] and references therein for a more modern and comprehensive
review.
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Chapter 19 )
The Neutrino: Looking Through oo
Its Experimental World

Alessandra Carlotta Re

Abstract At present, neutrino are still one of the most elusive and mysterious
particles belonging to the so-called Standard Model of particles Physics. In this
contribution I will present three international experiment (Borexino, SOX and JUNO)
that are already (or will soon) contributing in a better understanding of the neutrino’s
features. The Borexino experiment is located in Hall C of the Laboratori Nazionali
del Gran Sasso (Italy) and its main goal is the study of the properties of low energy
solar neutrinos. The SOX experiment aims at the complete confirmation or at a clear
disproof of the existence of sterile neutrino components. If successful, SOX will
demonstrate the existence of at least one sterile neutrino component and will open
a brand new era in fundamental particle physics and cosmology. The JUNO experi-
ment, at present under-construction in Kaiping, China, has been designed in order to
succeed in determining the neutrino mass hierarchy as well as to precisely measure
the neutrino oscillation parameters.

19.1 Introduction

Neutrino’s fame has incredibly grown in recent years. This is mainly due to the excit-
ing developments that neutrino physics has seen over the past two decades, following
the experimental evidence of their oscillations in the atmospheric, solar, reactor and
accelerator sectors. In fact, a precise measurement of neutrino properties plays a
crucial role in understanding many phenomena, from fundamental interactions to
physics at the cosmological scale.

The basic nuclear process in the sun and in most of the other stars, is the fusion of
hydrogen into helium: electron neutrinos are key-products of this nuclear reactions’
chain. A precise measurement of solar neutrino fluxes yields on the one hand, if
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Standard Solar Model (SSM) predictions are assumed, to pin-down the neutrino
survival probability at different energies (probing the MSW-LMA solution to the
oscillation model and eventually setting constraints on possible NSI). On the other
hand, if oscillation parameters are assumed, the study of specific solar neutrino
components can cross-check the SSM predictions.

In this contribution three international neutrino physics experiments (Borexino,
SOX and JUNO) and their physics goals are introduced. Existing and future exper-
iments for detection of low-energy neutrinos or rare events need a low-background
environment and thus are located in a deep underground site so to reduce the cosmic
radiation background by several order of magnitude. This is the reason for which
both Borexino-SOX and Juno are (will be) running in the underground laboratories
of Gran Sasso (Italy) and Jiangmen (China) respectively.

19.2 The Borexino Experiment

The fusion processes that generate the energy of the Sun take place in the core, its
innermost part. Lots of photons and neutrinos are produced there but while photons
are stopped in the Sun core and the relative energy takes typically a million years to
reach the Sun’s surface, neutrinos emitted in the fusion reactions are able to instan-
taneously traverse the material of the Sun (mostly ionized hydrogen and helium)
and arrive in 8 mins to the Earth’s surface. This is possible since the neutrino cross-
section is unbelievably small (710~ cm?): most of the neutrinos traverse the Sun
and the Earth with almost no interactions at all.

Itis precisely inside a huge detector like Borexino that an impressive compensation
takes place between an unbelievably small number (that is the neutrino cross section)
and an incredibly large number (the solar neutrino flux, ~10'° cm =2 s~!) to produce a
number which is still rather small (R10~3¢ interactions per second per target unit) but
can be made reasonable by having a big (several tons of material) detector. Borexino’s
main goal has been to precisely measure the flux of "Be low energy solar neutrinos.
The Borexino detector features about 1200 tons of scintillator and 2800 tons of
ultra-pure water as additional shielding against cosmic and natural radioactivity. A
schematic view of the Borexino detector can be seen in Fig.19.1.

In Borexino the detection of neutrinos is carried out by elastic scattering on the
electrons of the liquid scintillator via the reaction: v + e~ — v + e~. Following the
neutrino interaction, the target electron (previously practically atrest) received energy
from the impinging neutrino and is therefore able to generate a scintillation light
signal. This light burst is then detected by the detector’s photomultipliers yielding
the signature of a neutrino interaction.

The success of Borexino comes as a result of a 15 year long R&D study carried
out by the collaboration to develop the best techniques of scintillator purification,
allowing to reach and exceed the required levels of radiopurity. At present, Borexino
is the less radioactive place in the world!
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Fig. 19.1 Schematic view of the Borexino detector. An external water shielding surrounds the pho-
tomultiplier sphere which in turns contains about 1200 tons of an aromatic-based liquid scintillator

The Borexino experiment started taking data in 2007 and, since then, it has pro-
duced a considerable amount of interesting results. First of all it targeted its main
goal: a precision measurement of the "Be solar neutrino rate [1] (with a total error
of less than 5%) as well as a precise measurement of the "Be signal day-night asym-
metry [2] were published in the early 2010s. Moreover, Borexino turned out to be a
incredible multi-purpose experiment: in the last years its collaboration released the
first direct spectroscopy of proton-proton solar neutrinos [3], the first direct measure-
ment of the so-called pep solar neutrinos [4] and the measurement of the 8B solar
neutrino rate with an unprecedented low energy threshold [5]. Borexino has also
published significant results on non-solar neutrino physics, such as the first observa-
tion of anti-neutrinos from the Earth (the geoneutrinos) and several limits on rare or
forbidden processes.

Besides its application in the solar physics and geophysics fields, the Borexino
detector offers a unique opportunity to perform a short-baseline neutrino oscilla-
tion study. This is the idea of the SOX (Short distance neutrino Oscillations with
boreXino) project.
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19.3 The SOX Experiment

The SOX experiment [6] aims at the complete confirmation or at a clear disproof of
the so-called neutrino anomalies, a set of circumstantial evidences of electron neu-
trino disappearance observed with the LSND [7] and MiniBoone [8] experiments,
with nuclear reactors [9, 10] and with solar neutrino Gallium detectors [11, 12]. If
successful, SOX will demonstrate the existence of sterile neutrino components and
will open a brand new era in fundamental particle physics and cosmology. A solid sig-
nal would mean the discovery of the first particles beyond the Standard Electroweak
Model and would have profound implications in our understanding of the Universe
and of fundamental particle physics. In case of a negative result, SOX would be able
to close a long-standing debate about the reality of the neutrino anomalies, would
probe the existence of new physics in low energy neutrino interactions and would
provide a measurement of the neutrino magnetic moment.

The SOX experiment will use a powerful and innovative antineutrino generator
made of '**Ce—!**Pr. That generator will be located at a short distance (about 8.5
m) from the center of the Borexino detector (in a pit beneath the Borexino detector
tank) and will yield about ten thousands of clean antineutrino interactions in the
internal volume of the Borexino detector. Measuring the interaction position (i.e. the
source-detection point distance, L) and energy (E), an oscillated signature will be
observed in case of a sterile neutrino according to the survival probability relation
that, for sake of simplicity, can be expressed as:

_ _ ., ™ L 2
P(v. — v;) o« sin (mEAmM)
SOX will adopt two complementary and simultaneous strategies: a rate analysis and
a shape analysis. The rate analysis will consist in counting and comparing the total
rate of events with the expected one; it will be challenging since it critically depends
on the accuracy of the expected rate estimation namely on the precise knowledge
of the activity of the source, on the detection efficiency and on the determination of
the active scintillator volume. A second analysis will be carried out by studying the
oscillometry of the anti-neutrino signals. It will scan the events pattern as a function of
the source-detection distance (L) and energy (E) looking for any shape deformation
due to v, — vy oscillations. This special analysis can be performed thanks to the
Borexino high precision in position and energy reconstruction (o /E =~ 10%, o1, ~
10cm @ 1MeV). Figure 19.2 shows the expected oscillation pattern in absence (panel
left) or presence (panel right) of electron to sterile neutrino oscillations, assuming as
oscillation parameters Am3, = 2.5eV? and sin” 20 = 0.14.
The SOX experiment is starting in spring 2018 and will take data for about two
years: the favourable combination of distance and energy ranges will allow SOX to
probe a vast active-sterile Am?, range, spanning from 0.1 to 10 eV2.
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Fig. 19.2 The expected SOX oscillometry pattern as a function of the reconstructed energy and
distance of the event from the source, assuming as oscillation parameters Ami1 =2.5eV? and
sin? 20 = 0.14. The no oscillations case is depicted in panel left while the oscillated case is in panel
right

19.4 The JUNO Experiment

The Jiangmen Underground Neutrino Observatory (JUNO, [13, 14]), a multipurpose
liquid scintillator detector located in the underground facility of Kaiping (China),
has been designed having as primary physics goal the determination of the neu-
trino mass hierarchy at high statistic significance (3-40'). Nevertheless, the excellent
energy resolution and a large fiducial volume seem to offer exciting opportunities
for addressing many important topics in neutrino and astroparticle physics.

In addition to the neutrino mass hierarchy discrimination, JUNO’s claimed
goals are the precise determination of the neutrino oscillation parameters (sin® 0,
Am3,, and |Am2,| to an accuracy of better than 1%), the observation of antineu-
trinos/neutrinos from terrestrial and extra-terrestrial sources (i.e. geoneutrinos or
supernova, solar, and atmospheric neutrinos) as well as the identification of sterile
neutrinos (if any) having Arn?l1 in the [1073, 1072] eV? range and a sufficiently large
mixing angle 6,4. This latter analysis will be carried out through a precise mea-
surement of the reactor antineutrino energy spectrum (Fig. 19.3). JUNO will also
be sensitive to several nucleon decays and will look for neutrinos resulting from
dark-matter annihilation in the Sun.

JUNO will detect antineutrinos generated by a cluster of nuclear power plants
(~17.5 GW total power) approximatively located at 50 km from the detector site. At
present the detector is under construction and is expected to be filled and start taking
data in early 2020.
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Fig. 19.3 The expected relative shape difference of the reactor antineutrino flux according to
different neutrino mass hierarchy. The dashed line represents the no-oscillation case; the red and
blue lines describe the oscillation pattern according to the inverted and normal mass hierarchy

respectively

19.5 Conclusions

Borexino has been, so far, the only experiment able to perform the real-time spec-
troscopy of neutrinos from almost all the nuclear reactions happening in the sun. The
goals of the second phase of the Borexino solar neutrino program are mainly focused
around improving its current limit of the CNO neutrino flux and possibly measure it.
In parallel to this program, the Borexino detector will be the base for the SOX
project, a short baseline experiment, aiming at definitively investigating the sterile
neutrino hypothesis. The SOX experiment is starting in spring 2018.
Lastly, in near future, the neutrino community will have exciting news from the
JUNO experiment whose impressive scientific program spans from the determination
of the neutrino mass hierarchy to the precise measurement of the neutrino oscillation

parameters, and to dark-matter search.
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Chapter 20 ®)
Towards a Universal Nuclear Structure Geda

Model

X. Roca-Maza, Pier Francesco Bortignon, G. Colo, Y. F. Niu and E. Vigezzi

Abstract We present part of our recent developments of a microscopic effective
model for a consistent description of both bulk and single-particle properties of
nuclei.

20.1 Introduction

A quantitative theoretical description of atomic nuclei continues to represent a major
challenge, in spite of the intense activity of the nuclear physics community over
more than 70 years [1]. On the one hand, the complexity of the problem is related to
the difficulty to derive the nucleon-nucleon (NN) interaction by first principles from
QCD, which is non-perturbative at low-energies of interest (from hundreds of keV to
tens of MeV) [2]; on the other hand, for a given interaction, a complete solution
of a strongly interacting system of self-bound neutrons and protons is not yet
available [3].

The use of NN-potentials fitted to reproduce available NN-scattering data in
the vacuum constitutes one of the current theoretical possibilities, which however
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presents a limited applicability to systematic studies of nuclei along the whole nuclear
chart (cf. Table I of [4]).

The Milano group is instead focused on approaches based on the use of phe-
nomenological effective potentials fitted to experimental data on selected nuclei.
Once the parameters of such interaction have been determined, the same interaction
can be used to make predictions along the mass table. Such models constitute a
unique tool to theoretically access some ground and excited state properties for all
of the nuclei that have been measured in the past and that will be measured in the
next future in Rare Ion Beam Facilities world wide [5].

These effective interactions are sufficiently soft to allow the use of perturbation
theory. At first order (Hartree-Fock), one can determine a self-consistent static mean
field. The same effective interaction can also be employed to calculate the prop-
erties of collective excitations, usually within the Random Phase Approximation
(RPA). The Milano group has worked both on the development of these interactions,
devoting particular attention to spin and isospin channels [6], and on the accurate
self-consistent solution of the HF+RPA problem [7].

These models can also be understood as approximate realizations of an exact
nuclear energy density functional (EDF). By construction, nuclear EDF approaches
are only reliable for the description of nuclear masses and densities or, more in gen-
eral, for the expectation value of one-body operators, while the associated single-
particle dynamics is not realistic. To make further progress, one needs to go to
higher order in perturbation theory. However, to blindly apply such a strategy is
very complicated from the technical point of view and may not entail, in general,
a clear physical interpretation of the considered diagrams. Hence, it can be a cru-
cial advantage to individuate the relevant degrees of freedom of the problem under
consideration and to connect them with given diagrams, or series of diagrams, in
the many-body expansion. A possible scheme is offered by Nuclear Field Theory
and similar approaches, which provide a consistent perturbation scheme based on
the interplay of single-particle degrees of freedom with collective states. When such
particle-vibration coupling (PVC) is taken into account, one can obtain already at a
low order in the perturbative expansion a quantitative description of the fragmenta-
tion of single-particle states, as probed by one-nucleon transfer reactions, and of the
observed strength functions associated with giant collective modes.

20.2 Theoretical Framework

In this section, we will briefly describe the bases of our formalism paying attention
to the underlying physical assumptions and refer the reader to the references herein
for more technical details.
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In general, the nuclear Hamiltonian can be written as H = T + V where T repre-
sents the kinetic energy and V the two-body' effective interaction between nucleons.
Adding and subtracting an auxiliary one-body potential U to H allows us to formu-
late the problem in terms of a non-interacting part Hy = T + U that corresponds to
the so called Hartree-Fock (HF) Hamiltonian if the auxiliary potential is defined as
the ground state expectation value of V on a Slater determinant, plusaterm V — U
that vanishes by construction within the HF approximation. That is, the solution of
'Hy coincides with that of H in first order perturbation theory. It can be shown that
this approximation allows to write the total energy of the system in terms of the
relevant densities (specifically: nucleon densities, spin densities and currents) and,
therefore, allows for its interpretation as an approximate realization of an EDF. The
Milano group has been very active in developing effective interactions suitable for
the self-consistent calculations at the mean field level of bulk nuclear properties and
of giant collective modes [8—10]. The latter can be calculated as superpositions of
1-particle 1-hole (1p-1h) excitations by solving the linear response equations for
small perturbations obtained from the time-dependent Schroedinger equation. Such
an approach is known as the Random Phase Approximation (RPA), and is one of the
most common ways to build the nuclear vibrations or phonons in a fully consistent
way based on the Hartree-Fock ground state.

In order to calculate in detail the shape of the strength functions associated with
giant resonances, one needs to go beyond the RPA. In spherical nuclei, a good fraction
of the observed width can be obtained taking into account the coupling of collective
low-energy nuclear vibrations to single-particle degrees of freedom.

It is customary to work within a subspace Q; that contains all nuclear 1p-1h
configurations built with the single-particle states, eigenfunctions of the HF Hamil-
tonian, where the RPA will correspond to solve the initial Hamiltonian projected in
the Q; subspace QHQ;. The RPA states built in this way are linear combinations
of 1p-1h (HF) states that represent, as mentioned, a nuclear vibration or phonon. In
general, the coupling of nuclear vibrational states with single-particle states (PVC)
leads to the transfer of energy from one degree of freedom to another. This allows
for the rearrangement of the internal degrees of freedom giving rise to a damping via
the so called spreading width (I'V). A PVC approach provides also a more realistic
description—when compared to the HF or RPA results—of the emission of a 7y ray
and the escape of nucleons which contributes to the so called escape width (I'1).

As in [11], in order to model the escape and spreading widths, we define two
additional sub-spaces. The first one P is made of holes plus unbound HF states
which have positive energy and that we construct to be orthogonal to the bound
occupied and unoccupied HF states. The second subspace Q, is made of 1p-1h
excitations | ph) coupled to a phonon state labeled as |N). Note that by construction

IThree-body forces have been shown to be necessary as well for a good description of nuclear
phenomenology such as the saturation density and energy. Within approaches based on density
functional theory, it is customary to approximate a three body force by a two-body density dependent
force.



246 X. Roca-Maza et al.

0,9, = 0ssince (ph|N ® ph) will be always zero. Finally, we define the subspace
Q=0 +0,>

Using the properties of the sub-spaces defined here and following a method very
similar to that of [12], one can write H projected in the Q; subspace as

Ho, = QHO,
1
1
+ QIHQ . DHO
T w-H-ig !
+ higher order terms. (20.1)

where the first term in the right hand side of the equation corresponds to the RPA
solution, Q;HQ;; the second term corresponds to excite a bound particle or hole
state to the continuum, its propagation on top of the non-interacting (HF) potential
for states with positive energy and its deexcitation to a bound state again. This term,
commonly labeled as W1, will produce the escape width previously discussed. The
third term corresponds to the coupling of a particle or hole state with more complex
configurations represented by Q,, its propagation on top of the potential, and the
reabsortion of this complex state into a particle or a hole. This term, commonly
labeled as W*, will produce the spreading width previously discussed. Higher order
terms are neglected in our calculations due to the reasons discussed in [13].

In what follows, we define some useful and related quantities. The observed
spectrum of a nucleus excited by an external field F is described by the nuclear
polarization propagator or dynamic polarizability I7 (w). It corresponds to the double
convolution with F of the propagator or response function, that is

. 1
— f
IT(w) = (0|F o~ Ho @) + i6.7-"|0). (20.2)

The strength function is defined as

S(w) = —lfs* [IT(w)]. (20.3)
7r

20.3 Results

In this section we will present some selected results, concerning first calculations at
the mean field level, and then calculations performed within the particle-vibration
scheme.

2The projectors Q and P cover the full model space: Q + P = 1 and QP = 0; and all the projectors
fulfill the usual conditions: P? = P, Q> = Q and Q? = Q;.
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Fig. 20.1 Relative difference in % between the experimental and theoretical binding energies as
predicted by DD-MEJ. Figure taken from [14]

Mean-field approach. Some of us have built two new nuclear structure models able to
compete with currently available models and to improve on them in certain aspects.
The first one is a relativistic model named DD-ME0 [15]. It is based on a Lagrangian
where effective mesons carry the interaction. The novelty of this model is that it
reproduces state-of-the-art ab initio calculations for the nuclear matter equation of
state [ 16, 17]—energy against density of an infinite system of neutrons and protons—
and at the same time provides a satisfactory description of the ground state properties
in finite nuclei such as binding energies (cf. Fig.20.1). As it can be seen in Fig.20.1,
the accuracy of this model is better than 0.5% for nuclei heavier than A = 80, where
A stands for the mass (baryon) number, while it is less accurate for light nuclei.
This is at the level of accuracy of other models of the same type available in the
literature. In addition, it is clear from the arch structure of the residuals depicted
in Fig.20.1 that these types of models do not contain all the relevant physics to
describe nuclear masses. Such arches appear also in other EDFs and are due to an
incomplete description of the shell structure in nuclei. Hence, more sophisticated
EDFs and/or many-body approaches will be needed to address a better description
of this observable.

In asecond model, some of the authors concentrated on improving the spin-isospin
channel of the nuclear effective interaction while keeping all important properties at
the same level of accuracy of commonly used nuclear mean-field models. We adopted
a non-relativistic Skyrme ansatz for the nuclear effective interaction. The model was
named SAMi [6] and it is able to improve the description of spin-isospin resonances
[18] when compared to other EDFs. As an example, we show in Fig. 20.2 the strength
function of a spin-isospin resonance, known as Gamow-Teller resonance, in 2°Pb
that in general plays an important role not only in nuclear physics studies but also in
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Fig.20.2 Spin-isospin resonance (Gamow-Teller resonance) in 2°*Pb as a function of the excitation
energy. For details on the other models shown in this figure see [6]. Figure adapted from [6]

astrophysical processes [19, 20]. In this figure, SAMi is compared with other model
predictions and experimental data and, as it can be seen, it perfectly reproduces the
excitation energy of this resonance. For details on the theoretical or experimental
data, we refer the reader to [6] and references therein.

PVC approach. In the most recent years we have improved the microscopic imple-
mentation of the PVC approach based on effective interactions of the Skyrme type.
Some of the most relevant results are presented in what follows. For a more exhaustive
overview we refer the reader to references herein.

In Fig.20.3 we show the results for the 3-decay half-life of the exotic "Ni which
is an important waiting-point nucleus in the astrophysical r-process [24-26]. Most
Skyrme interactions do not reproduce well this property (SAMi included). The inclu-
sion of PVC effects reduces the half-lives systematically improving the overall agree-
ment between the different models and experiment.

Next, we show in Fig.20.4 the effects of the implementation of the so called
subtraction method [27] that can be regarded as a recipe to renormalize the interaction
at the particle-vibration coupling vertex. The renormalization of our model is needed
for two reasons [28, 29]. On the one hand, the Skyrme interaction is zero-range.
This implies that beyond mean field calculations—such as the ones based on the
PVC approach—will show ultraviolet divergences, for example, in evaluating the
matrix elements for the particle-vibration coupling vertex. On the other hand, it is
customary to implement Skyrme interactions which have been fitted on experimental
bulk properties at the mean field level, so that correlations explicitly included in
the PVC approach had already been effectively included in the parameters of the
interaction. This will introduce some double counting (see [29] for more details). In
Fig.20.4, we show the correction introduced by such method on the strength function
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for the giant quadrupole resonance in 2*Pb. As expected, the positions of the peaks
including the subtraction method tend to be in much better agreement with the RPA
results and experiment (black arrows in Fig. 20.3) than neglecting it [13, 27, 30].

Finally, in [31] pairing correlations were implemented in the PVC model in both
the ground state and the excited states, making it possible to study the properties of
resonances in open-shell nuclei. In Fig.20.5 we show a calculation of the strength
function of the Gamow-Teller resonance in '?°Sn calculated with the Quasiparticle
RPA (QRPA) and Quasiparticle PVC (QPVC) models, without and with subtraction
method, using the Skyrme interaction SkM*. As it has been seen in Fig.20.4, the
subtraction method shifts the strength function to larger excitation energies, closer
to the QRPA results.

20.4 Conclusions

We have briefly presented some recent developments aimed at building a micro-
scopic model for the description of both bulk and single-particle properties in nuclei.
Models based on effective interactions solved at Hartree-Fock level are successful
in the description of bulk properties in nuclei including not only the ground state
but also some properties of collective excitations, in particular the energy of giant
resonances. For a more accurate description of the fragmentation of single-particle
states as well as of the width of giant resonances and other collective features one
needs to go beyond the HF approach. The particle vibration coupling model is one
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of the possible implementations of a beyond mean field theory that improves the
description of these observables. Nevertheless, the renormalization of the interac-
tion needs to be investigated. We have shown in [28, 29] for two simplified cases that
the renormalization is possible. In addition, we have checked that the renormalization
via the subtraction method for the full PVC model seems incomplete.
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Recent Advances in Scintillating Optical oo
Fibre Dosimeters
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Abstract Scintillating optical fibres have shown interesting results for ionizing radi-
ation monitoring. Since they may enable a remote, punctual and real-time dose assess-
ment, their application in medical dosimetry is very promising. This work aims to
summarize some recent progresses in the development and characterization of rare-
earth doped silica optical fibres. The radioluminescent and dosimetric properties of
Ce, Eu and Yb-doped fibres are presented and the advantages and challenges in the
use of these sensors for radiation therapy dosimetry are discussed. For such applica-
tion, an effective approach to deal with the stem effect, i.e. the spurious luminescent
signal originated in the light guide as a consequence of its exposition to ionizing radi-
ations (i.e. Cerenkov light and intrinsic fluorescence) must be considered. The stem
effect mainly occurs in the UV-VIS region. We demonstrated that the use of a dopant
emitting in the near infrared, like YD, is suitable for an optical discrimination of the
dosimetric signal. Indeed, through a characterization of the dosimetric properties of
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Yb-doped fibres in conjunction with an optical filter and an avalanche detector, we
proved that the drawback due to the stem effect does not impair the system response
even in the most challenging irradiation geometries, attesting to the robustness of the
device in complex dosimetric scenarios.

21.1 Introduction

In the last decade, impressive technological improvements significantly changed
the external radiation therapy treatments to a highest level of sophistication and
complexity.

All these improvements could be a benefit for the patient, but at the same time
open new challenges for the medical physicists, both in terms of strategies of treat-
ment planning and in terms of radiation protection and dosimetry [1, 2]. Indeed,
instruments and procedures that were suitable up to few years ago now may fail or
provide results not sufficiently accurate.

In this contest, scintillating optical fibre dosimeters could be particularly useful
in various applications [3]. Essentially, such dosimeter consists in a small scintillator
that originates a radioluminescent (RL) signal when exposed to ionizing radiation.
The scintillator is connected to an optical fibre acting as light guide to a suitable
optical detector.

In principle, an optical fibre dosimeter should enable real time measurements of
the dose rate in a specific point of the radiation field. The small dimensions could be
exploited in small field dosimetry [4] and in vivo dosimetry. Moreover the fibre does
not require high voltage and so it is safe its in vivo use on the patient body. Finally
the radioluminescence is unaffected by magnetic field, and so fibre dosimeters could
be particularly useful for quality assurance (QA) measurements in the new hybrid
MRI-LINAC systems.

Actually, the interest in these systems dates back to the early 90 [5], but only
almost 20 years later that the first commercial system became available, the Exradin
W1 by Standard Imaging [6]. The main reason of this long history was the need to
face efficiently the intrinsic drawback of fibre optics dosimeter, that is the so-called
stem effect. The stem effect is an additional luminescent signal due to the irradiation
of the optical fibre that contributes mainly in terms of Cerenkov light. It is a spurious
signal since it strongly depends on the irradiation conditions, typically the length
of fibre directly exposed to the radiation beam and the direction of incidence of the
beam on the fibre axis.

Various methods for the correction or subtraction of the stem effect have been
proposed in the literature, each presenting advantages but also limitations according
to the irradiation scenario. A comprehensive discussion of the main approaches can
be found elsewhere [3, 7, 8] and here briefly summarized. The simplest method con-
sists in using a second (dummy) fibre for measuring the stem effect separately [5].
The peculiarities of the radiation beams used in the modern radiotherapy makes this
approach not always reliable [9]. Another method consists in the temporal discrimina-
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tion between the scintillation and the Cerenkov light [10]. A complete discrimination
between the dosimetric signal (slower) and the spurious one (faster) can be therefore
achieved, provided that the scintillating fibre is irradiated with a pulsed radiation
beam. A third approach is based on the chromatic separation of the scintillation sig-
nal and the spurious one, by using proper optical filters and read out systems [11]. In
such case, a complete optical separation cannot be achieved with conventional scin-
tillators emitting in the visible region, therefore sophisticated calibration procedures
are needed in order to get the suppression of the stem effect [12].

This work aims to summarize recent studies about the development and character-
ization of rare-earths doped silica optical fibre dosimeters, with particular emphasis
to the research of new solutions for the stem effect drawback. These investigations
were carried out in a frame of a collaboration between the Department of Physics of
the University of Milan and the Department of Material Science of the University of
Milano-Bicocca, exploiting clinical irradiation facilities and the expertise of various
medical physicists, in primis, those of the University Hospital Maggiore della Carita
of Novara.

21.2 Rare Earths Doped Silica Optical Fibres

The materials of interest were produced at the laboratories of the Department of
Materials Science of the University of Milano-Bicocca, where a process to obtain
rare-earths doped silica glassed, by sol-gel method, was developed. The procedure,
described in detail in [13], is here briefly summarized.

Silica glasses with rare earth (RE) molar ppm concentration in the interval
0-5000 ppm were prepared by using Tetraethyl orthosilicate (TEOS, Aldrich,
99.999%) and RE-(NO3); - 6H,O (Aldrich, 99.99%) as precursors. The prepared
SOL solution was sealed in polypropylene containers and stored in a thermostatic
chamber at 35 °C for gelation. Such gelation process takes approximately 15 days.
The resulting samples were aged for few days and, subsequently, small holes pro-
duced in the cover of the containers induced slow drying of the alcogel, yielding
transparent xerogels. Densification of xerogels to glasses was obtained by a sinter-
ing procedure up to 1250 °C. Finally, a rapid thermal treatment (RTT) performed
after densification proved to significantly improve the scintillation efficiency of the
samples. RTT was obtained by using an oxidizing oxygen-hydrogen flame: after a
very quick temperature increase (2—4 s), the sample was kept at approximately 1800
°C for 10 s and then rapidly cooled in air. An example of a scintillating doped silica
glass sample, in form of disk is shown in Fig. 21.1a.

The described method for the production of bulk samples can be properly adjusted
to obtain small glass cylinders (25-50 mm in length, 10—-15 mm in diameter) that can
be assembled in a suitable preform for optical fibre production. In particular, optical
fibres with core diameter of approximately 200 pm, without any cladding (as those
used in the studies here described) were obtained by drawing the cylinders welded
on a couple of silica handles (Fig. 21.1b).
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(@) (b)

Fig. 21.1 Pictures of scintillating doped silica glass samples in form of bulk (a) and as preform
before the fibre drawing (b)

Portions of doped fibres of few mm in length are then cut and connected by fusion
splicing to commercial silica optical fibres obtaining the final dosimeters. The RE
dopants mainly investigated were cerium, europium and ytterbium. According to the
particular RE, the scintillator changed its properties in terms of scintillating time as
well as in the RL emission spectrum, as shown in Fig. 21.2.
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It must be noted that the RL spectra of Fig. 21.2 were obtained by irradiating
only the doped fibre with soft X-rays, i.e. below the energy threshold for Cerenkov
emission that, for electrons in silica, is approximately equal to 200 keV. Therefore,
no contribution of the stem effect occurred.

A brief description of the main features of Ce, Eu and Yb, is reported in the
following sections.

21.2.1 Cerium Doped Silica Optical Fibres

Traditionally, cerium was used as a dopant because of its very high RL efficiency. Ce-
doped silica glasses and fibres have a broad RL spectrum centered at about 450 nm
but extending in the whole visible region (Fig. 21.2a). Therefore, the RL signal can
be easily detected by means of standard photomultiplier tubes or photodiodes [14,
15]. From the dosimetry point of view the high RL efficiency enables to achieve
minimum detectable dose rates much lower than 10~> mGy/s. These systems are
also quite fast, with scintillating times of approx. 55 ns due to the radiative transition
5D-4F of Ce** [16].

On the basis of these properties we have seen that Ce-doped fibre are suitable for
applications where the stem effect is negligible. In particular, in dosimetry and QA
of diagnostic X-rays [17] (taking into account that silica is not a tissue equivalent
materials), in brachytherapy [18, 19], as well as in preclinical RT studies.

Moreover, Ce-doped fibres can be used for monitoring ions and protons beams.
Indeed particle beams monitoring systems based on these fibres were developed and
tested [20]. Furthermore, studies for the use of Ce-doped silica fibres in proton therapy
were carried out at the proton therapy centre of the Paul Scherrer Institute with a
138 MeV scanned proton pencil beam. The feature of the system to achieve a real-
time measurement of the dose rate enabled to time-resolve different spot scanning
sequences of the dose delivering system [21].

The measurement of the depth dose curve of this proton beam in water revealed
the presence of a quenching effect of the order of 12% in the region of the Bragg
peak, as shown in Fig. 21.3. In fact, the progressive decrease of the detector efficiency
with increasing the Linear Energy Transfer (LET), observed in most of the solid state
detectors, was expected even in optical fibre dosimeters [5].

21.2.2 Europium Doped Silica Optical Fibres

In order to try to face the drawback of the stem effect we investigated a dopant with
an emission at higher wavelength than Ce, that is europium. Indeed the RL spectrum
of Eu-doped fibre was characterized by a narrow main peak around 620 nm and by
weaker peaks below and above this wavelength (see Fig. 21.2b). All these emissions
are related to "Dy —'F; (J =1, 2, 3, 4) transitions of Eu>*.
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Fig. 21.3 Depth dose curve in water for protons of 138 MeV measured with the Ce-doped fibre
and compared with the reference curve obtained with an ionization chamber

However, a background due to stem effect can be observed in the red region as
well, in case of unlucky irradiation conditions, like use of large radiation fields or
particular orientations of the beam. An example is shown in Fig. 21.4 where the
RL emission spectrum of a Eu-doped fibre was measured by irradiating the doped
portion with a 6 MeV electron beam at different angles between the beam direction
and the fibre axis. A compact UV-VIS spectrometer consisting in a thermoelectric
cooled back-thinned CCD array (PrimeTM X, B&WTec Inc., USA) was used for
these in situ spectral measurements.

When the angle between the fibre axis and the electron beam axis was equal to
45°, the stem effect was significantly higher than what was observed when the beam
interacted orthogonally to the fibre. Indeed, for silica at 6 MeV, the angle at which
the Cerenkov light is emitted relative to the direction of the particle is close to 45°.
Therefore, at this angle the cone of the Cerenkov light was most efficiently projected
into the optical fibre producing a significant increase of the stem effect contribution.

Actually, in this case an effective procedure for removing the stem effect was
developed and validated. Indeed, the net area of the Eu®* main peak, i.e., the RL
signal over the spurious signal, proved to act as a Cerenkov-free dosimetric signal
[7, 8]. Unfortunately, the RL spectra must be collected in order to perform this
correction, that is quite complex and time-consuming in the clinical practice.
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Fig. 21.4 Examples of RL spectra of a Eu-doped fibre irradiated with a 6 MeV electron beam at
different angles between the beam direction and the fibre axis

21.2.3 Ytterbium Doped Silica Optical Fibres

The final solution to the problem of the stem effect was achieved by developing Yb-
doped silica optical fibres, i.e. exploiting the near infrared emission at 975 nm of Yb**
(see Fig. 21.2¢). Indeed, in situ spectral measurements attested that the RL signal of
Yb** remained constant independently of the portion of passive fibre exposed to the
radiation beam, and independently of the orientation of beam [22].

Yb-doped silica fibres, like many other scintillators, are characterized by a hystere-
sis effect, i.e. an increase of the scintillation efficiency with increasing the cumulated
dose. This effect is due to the presence of competitive traps that are progressively
filled during the irradiation [23, 24]. The study of the nature of these traps by means
of thermoluminescence measurements [25] demonstrated that they are deep enough
to remain filled at room temperature enabling a good stability and reproducibility of
the RL signal after a suitable pre-irradiation [22].

On the basis of these evidences, a prototype of optical detector for real-time
measurements of the RL of Yb was implemented. Key element of the system is a
thermally cooled silicon avalanche photodiode operating in Geiger mode and char-
acterized by a quantum efficiency of approximately 13% in the wavelength region
of interest. Furthermore, a filtering system consisting of two long-pass filters with
cut-on wavelength at 950 nm proved to enable the efficient transmission of the Yb-
emission and to strongly limit the detection of the stem effect contribution occurring
in the lower wavelength region.

Characterization measurements performed with clinical radiotherapy beams
attested a satisfactory reproducibility of the system, in addition to the high sensi-
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Fig. 21.5 OARs in water of 6 MV FFF X-ray beams of different sizes, measured with the Yb-doped
fibre, the commercial scintillator Exradin W1 and the stereotactic diode EDGE detector

tivity, linear dose-rate response, independence of the signal (total counts) of dose
rate and impinging beam orientation [26].

Furthermore, the results obtained with Yb-doped silica optical fibre dosimeters
proved to be in agreement with those of reference dosimeters in terms of relative dose
profiles and output factors [26]. Examples of off-axis ratio (OAR) measurements in
water of 6 MV X-rays beam in flattering filter free (FFF) modality, with field size
ranging from 6 x 6 mm? to 30 x 30 mm? are shown in Fig. 21.5. In Fig. 21.5 the
results of the fibre dosimeters are compared with those obtained by the commercial
scintillator system and by a reference diode detector.

21.3 Conclusions

Rare earth doped silica optical fibres showed radioluminescence properties that can be
exploited in various dosimetry applications and more in general for ionizing radiation
detection and monitoring. For some applications connections with industrial partners
have been already established, for other applications, including medical dosimetry,
contacts are currently in progress. In particular, the accuracy and precision achieved
by Yb-doped fibres in relative dose assessments makes the device promising for QA
and in vivo dosimetry studies of modern radiotherapy treatments.
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Chapter 22 ®)
R&D on Electronic Devices and Circuits Geda
for the HL-LHC

Alberto Stabile, Attilio Andreazza, Mauro Citterio, Luca Frontini,
Valentino Liberali, Chiara Meroni and Jafar Shojaii

Abstract The paper presents the research activities in microelectronics, aiming at
improving detection capabilities of future High Energy Physics (HEP) experiments.
The output of this research will be the development of novel integrated circuits,
to enhance the performance of electronic systems for the High Luminosity Large
Hadron Collider (HL-LHC). In particular, the main research activities are focused
on monolithic pixel arrays, on new digital architectures for pixel readout in 65nm
CMOS, and on associative memories for several interdisciplinary applications, such
as fast tracking for trigger, DNA sequencing, magnetic resonance and image analysis.

22.1 Introduction

The High Luminosity upgrade of the Large Hadron Collider (HL-LHC) is currently
expected to begin operations in the second half of 2026, with a nominal instantaneous
luminosity of 5 x 103 cm~2 s~!, which corresponds roughly to an average number
of 140 inelastic p-p collisions for each beam-crossing, and delivering an integrated
luminosity of around 250 fb~! per year of operation. For this reason, electronic
systems at LHC must be upgraded to meet these challenging requirements.

Our research activity consists in developing novel integrated circuits, to enhance
the performance of electronic systems employed in future detectors at HL-LHC. In
particular, we are working on three main research areas.

1. Monolithic pixel arrays in high voltage and high resistivity silicon technol-
ogy are being designed, and will be characterized under radiation. Currently,
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the collaboration is working to find implementations meeting the requirements
for deployment at the HL-LHC. Technologies under studies include: AMS
180nm, LFoundry 150 nm, STMicroelectronic 160 nm, and TowerJazz 180 nm.
The microelectronics group in Milano contributes to the prototypes with design
of analog and digital blocks, with simulations in different technologies, with
irradiations and laboratory characterization.

2. Since 2014, new digital architectures are being designed and implemented in
a 65nm CMOS pixel readout ASIC, aiming at improving radiation hardness
through suitable design techniques. This work had lead to a demonstrator within
the RD53 collaboration. Milano group will continue to design and characteriza-
tion of digital blocks (i.e., SRAM, rad-hard logic cells) and will also contribute
to the characterization of the RD53 demonstrator.

3. Since 2010, the Milano group is designing and characterizing integrated circuits
able to increase the efficiency of LHC trigger systems. The group has designed
and characterized four successful Associative Memory ASICs (one of that is now
in production for the definitive installation in ATLAS for the 2018). Moreover,
since 2015, R&D projects are ongoing, to port the chip design to a 28 nm CMOS
technology for the HL-LHC. The new chip will include innovative features to
reduce power consumption and silicon area. This chip will be the core of future
trigger system for tracking recognition (both at Level-1 and at Level-2). More-
over, it could be useful also to improve pattern-recognition capability in several
interdisciplinary applications, such as the DNA sequencing, magnetic resonance
image analysis, etc.

All the three areas require a strong microelectronics group, capable to explore
new solutions suitable for modern fabrication technologies, to improve the perfor-
mance of future detectors at HL-LHC. To optimize human, CAD and instrumentation
resources, techniques and ideas will be shared.

22.2 Monolithic Pixel Arrays

In high-rate particle-physics applications, a conventional approach if to use hybrid
detectors integrating two silicon dies: (1) the detector and (2) front-end electron-
ics [1]. An alternative approach consists in using a sole die including all the needed
devices [2]. To achieve this task commercial technologies are used. Advantages are
a large volume, low cost productions. However, commercial technologies usually
have a low resistivity substrate (1-10 €2 cm) not enough to generate a large depletion
region. Charge collection is obtained by diffusion and charge carriers diffuse in the
substrate until either recombine or are collected by an electrode. In addition a long
collection time is needed and not all the charges have been collected. For this reason,
this devices are not suitable for high rate application and are not still enough radiation
hard.
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Fig. 22.1 Sketch of monolithic depleted CMOS sensors: large fill-factor design (left) and small
fill-factor design (right)

The goal of this research is to design and characterize chip fabricated in technolo-
gies able to improve the radiation resistance and timing performance by adding a
depleted region below the collection electrode [3]. The depth of the depleted region
d is provided by the equation d = /ep(V — Vi), where ¢,  and p are, respec-
tively, the silicon dielectric constant (=1 pF/cm), carrier mobility and resistivity, Vy;
the junction built-in potential, and V the bias voltage. For this reason, the feasibility
of this approach has become possible thanks to: the availability of processes with
high-voltage capability, driven by automotive and power management CMOS tech-
nologies; foundries accepting wafers or epitaxial substrates with mid-high resistivity
(p = 10—10000 €2 cm); the technology nodes in the range from 130 to 180 nm.

A multiple-well process is needed to decouple front-end electronics from the
sensitive region. Two different kind of designs are displayed in Fig.22.1. The left
panel of Fig.22.1 illustrated the “large electrode” design: it uses a deep n-well or a
buried layer as a collecting electrode and integrates the front-end electronics inside
this well. It provides a short drift path and uniform charge collection efficiency,
but it shows an input capacitance of the order of 100 fF. The “small electrode”
design is shown in the right panel of Fig.22.1. It is characterized by a small size
collecting electrode, with input capacitance of few fF, and front-end electronics built
outside the electrode. The small input capacitance is beneficial to the noise and to
the risetime. The drawback is the non-uniformity of the drift field, with longer drift
paths, depending on the particle crossing point, and therefore position dependent
trapping probability after irradiation.

Depleted-CMOS sensors are undergoing an active research and development
phase. Many progresses have been achieved on the monolithic sensors fabricated
in CMOS technologies. A good understanding of the depletion zone and charge col-
lection has been achieved and the efficiency is greater than 99% even after irradiation
at fluences greater than 10" neq/cm?.

The Milano group has produced “large electrode” sensors in the BCD8 process
by STMicrolectronics [4]. Observed performance [5] are in line with detectors in
other technologies that achieved and the efficiency is greater than 99% even after
irradiation at fluences greater than 101 Neq/ cm? [6].

The major missing next step is the integration of the sensors with a high rate
readout architecture. Within the ATLAS ITk Collaboration a number of prototypes
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Fig. 22.2 Sketches of some prototype radiation hard monolithic CMOS detectors: LFoundry
Monopix (left), AMS MUPIX8 and ATLASPix (middle), and TowerJazz MALTA and Monopix
(right)

have been submitted for fabrication. They are shown in Fig.22.2: the LFoundry
150nm and AMS aH18 processes are used to implement large electrode designs,
while the devices in the TowerJazz 180 nm process use small electrodes. They will
allow to evaluate the radiation hardness of the small electrode design and the tolerance
to cross-coupling between the readout electronics and the sensor.

22.3 1P Blocks for RD53

Within the RD53 project, we designed a static-RAM (SRAM) cell in 65 nm CMOS
technology for high energy physics experiments [7]. A good level of radiation hard-
ness against cumulative dose effects can easily achieved by using a 65 nm technology,
as the oxide thickness is thin enough to provide intrinsic radiation hardness against
total ionizing dose.

Single Event Effects (SEEs) can be mitigated by using ad-hoc techniques. The
SRAM is based on Dual Interlocked CElls (DICE) to reduce the upset occurrence in
the internal nodes of memory latches. Duplicated transistors of the cell are placed at
a distance which prevents upsets of multiple nodes within the same cell. Electrical
simulations demonstrate a very good tolerance to SEE. The SEEs have been simulated
by using fault injection techniques and simulation results demonstrate an increase of
tolerance to SEE.

The robustness against Single Event Latch-up (SEL) is achieved by using guard
rings that completely surround NMOS transistors in the substrate and PMOS tran-
sistors inside n-wells [8].
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22.4 Associative Memories

A common problem in the HEP experiments is the particle tracking. Theoretically,
this pattern recognition problem could be solved with the help of CPU or GPU.
However, for some experiments (such as ATLAS), CPU or GPU are not suitable due
the huge amount of trajectories generated at high luminosity. Hence, costs and power
consumption exceed a reasonable budget and a dedicated solution has been proposed
with the FastTracKer (FTK) project.

Figure 22.3 shows a block diagram of the whole FastTracKer (FTK) system. It
stores one billion (10%) patterns subdivided in 8 Mpatterns per board (128 boards),
128 kpatterns per chip (64 chips per board), and a pattern is composed by 18 bits x 8
words. The goal is to optimize the pattern density with the design, test and fabrication
of large silicon ASICs. Since a large number of input data have to be spread in all
chips a I/O signal congestion exists at board level. The solution consists in using
LVDS 2 Gbit/s serial links. The entire system have a maximum power of 250 W per
AM board. This power is limited by cooling because we are fitting 8192 AMchips
in 8 VME crates [9].

The core of FTK is the Associative Memory (AM) chip, a dedicated ASIC able
to perform massively parallel pattern-recognition tasks. Especially it performs about
one petacomparisons per second. The comparison is bit-wise. Figure 22.4 shows the
architecture of a memory block. For each bus (column) and for each pattern (row)

o°

o
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45°+10° in @
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2 PU/tower
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Event
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=HLT
FProcessing

Fig. 22.3 Block diagram of the Fast TracKer
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there is a small Content Addressable Memory (CAM) cell array (Fig. 22.4—the little
yellow boxes). It compares its own content with all input data received. If it matches
a memory latch (Fig.22.4—the little red boxes) is set to an high logic value. The
partial matches are analyzed by “Quorum” logic (Fig. 22.4—the green boxes). If the
count is greater than a programmed threshold, the address is put on the output bus
by means of a priority readout tree (Fig. 22.4—the yellow boxes).

The AM and commercial CAMs differs substantially because the AM provides a
unique capability: the possibility to store partial matches and to find correlations at
different times.

In addition, the AM implement an elegant solution to optimize the number of
stored patter inside the bank, and the geometrical efficiency. This solution has been
called “variable resolution”. It consists in performing pattern matching at reduced
and variable resolution first, and then to refine matching resolution using a FPGA.
A “don’t care” bit is used to increase the pattern recognition efficiency at different
resolutions. Figure22.5 shows an example of “variable resolution” implementation.
With this approach the number of fakes also decrease lowering the whole system
power consumption.
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Fig. 22.4 CAM array architecture

(a) (b) (c)

Fig. 22.5 Qualitative example of variable resolution technique: a fixed resolution: four patterns to
be stored; b variable resolution with one don’t care bit: one pattern to be stored; ¢ variable resolution
with improved efficiency and three don’t care bits: one pattern to be stored
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Fig. 22.7 AM chip
(version 6)

In the next future—at the so called phase-II of LHC—the luminosity of LHC will
strongly increase. For this reason a more efficient pattern recognition system has to
be designed and commissioned. This big challenges will be bring the pileup of the
system to an average value of 140 with a peak of 200. The Track Triggers (TTs) are a
crucial piece of the phase-II upgrade plan. The AMchips will be used for the level-1
and -2 ATLAS trigger system, and perhaps also the level-1 of CMS experiment will
mount AMchips.

The goal is the evolution of the system design toward the phase-II environments
that will be composed by a novel version of AM chips and ATCA racks.

Since 2010 the Milano group design AM chips: the first prototype was the AM04
designed in 65 nm with an area of 14 mm?, a cost of 50 k€, and a depth of 8 kpatterns,
this chip was fully functional and characterized in 2012 (Fig.22.6a).

After that, two prototypes was design and characterized in 2012: (1) AMOS-
mini @sic with an area of 4 mm2, a cost of 20 k€, and a depth of 256 pattern
(Fig.22.6b); (2) AM05-MPW with an area of 12mm?, a cost of 75 k€, and a
depth of 5 kpatterns. These prototype had the goal of characterize the LVDS serial-
izer/deserializer and the novel XORAM cells [10] (Fig.22.6c).

The definite chip for the FTK project was developed in 2014 with and area of
160 mm?2, a cost of 550 k€, and a depth of 128 kpatterns. It contained about 421
millions of transistors (Fig.22.7). This chip is comparable in terms of number of
transistors to an Intel core Duo.
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Fig. 22.8 AM chip
(version 7)

In 2015, we started designing ASICs in a the 28 nm technology. The AMO7 has
been design for different applications, such as, image analysis, DNA sequencing and
Trigger DAQ. The chip area is 10 mm?, with a cost of 200 k€ and a pattern density
of 16 kpatterns (Fig.22.8).

In the next future we will design AMOS8 and AMO09. The workflow toward the
final ASIC is organized in the following three steps:

o AMO8 prototype: small area MPW prototype to test all the full custom features,
the VHDL logic and the I/O. This chip must be fully functional with smaller
memory area than the final ASIC;

o AM09pre pre-production: full area ASIC to be fabricated with a full-mask set
pilot run. Production corner wafers will be created;

o AMO09 production: full area ASIC with refinements for the mass production. This
chip will comparable in terms of number of transistors to an Quad-core + GPUCore
17 Haswell and about 30 peta comparisons per second per chip.

The AMO09 will be developed built on the AMO8 extending the memory area, therefore
the specification of both versions must be compatible.

AMO8 and AMO09 will contain 16 kpatterns and 3 x 128 kpattern low-power
CMOS associative memories, organized into 4 (AMO0S) and 96 (AM09) cores respec-
tively. Itis fabricated using very high performance, high reliability CMOS technology
at 28 nm). Its standby current is stable within the range of operating temperature. The
AMO8 and AMO09 devices are well designed for high energy applications, and partic-
ularly well suited for ATLAS and CMS trigger applications. The AM08 and AMO09
operate from a single core power supply of 0.9—1.1V and all data inputs and outputs
are fully LVDS18 compatible. The LVDS18 I/O run at up to 2 Gbit/s.
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22.5 Conclusion

The construction and operation of tracking detector at the High Luminosity LHC
will require new technological solutions for sensors, front-end electronics and trigger
systems. The Milano group active on many of these developments.

Radiation hard CMOS sensors have been realized using technologies with high-
voltage capabilities on high resistivity substrate and feature sizes in the range 150—
180 wm. They provide an interesting opportunity for future tracking detectors because
they allow the integration of the sensitive volume with the front-end electronics. The
construction of monolithic devices is now being explored with several foundries.
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Chapter 23 ®)
Precise Perturbative QCD Predictions Gouck ko
for Large Hadron Collider Physics

Giancarlo Ferrera

Abstract We briefly summarize some theoretical advances on perturbative QCD
calculations relevant for the physics of the Large Hadron Collider (LHC). As an
explicit example, we discuss the next-to-next-to-leading order (NNLO) QCD calcu-
lation for the production of a Higgs boson decaying to bottom quarks in association
with a vector boson. We show illustrative numerical results for cross sections and
associated distributions with typical kinematical cuts applied in the LHC experimen-
tal analysis.

23.1 Introduction

The successful operation of the Large Hadron Collider (LHC) at CERN during its
first run (2010-2013) at a centre-of-mass energy (+/s) of 7/8 TeV led to several
outstanding physics results and in particular to the discovery of the Higgs boson
particle [1, 2]. At the current level of experimental precision all the measurements
concerning this particle are compatible with the Standard Model (SM) predictions
but substantial deviations from the SM predictions are still possible. Currently, in
the second run (2015-2018), the LHC is exploring the higher energy regime at a
center-of-mass energy of 13 TeV. Looking to the future, the LHC will operate at
A/s = 14 TeV in the third run (2020-2022) and, after a significant upgrade of the
luminosity performance by a factor 10, the High-Luminosity Large Hadron Collider
(HL-LHC) should be operational after 2025.
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In the next 20 years the LHC will therefore provide a large amount of high pre-
cision data in an unexplored region of very high energies. This will allow us to
perform precision tests of the Standard Model with detailed studies of its particles
and to observe possible effects of physics beyond the SM.

Among various future measurements, the detailed study of the properties of the
recent discovered Higgs particle will be of primary importance [3]. Detailed com-
parisons of theory and experiment can either confirm the SM predictions or indicate
the presence of new physics effects. To this aim it will be essential to measure the
processes which give information on Higgs boson couplings to other SM particles
and to compare the measurements with the most accurate theoretical predictions.

23.2 Perturbative QCD Calculations

In order to fully exploit the physics information contained in the high precision
data and the discovery potential of the LHC, it is important to provide theoretical
predictions at a comparable level of accuracy.

At hadronic machines and in particular at the LHC, all the interesting reactions at
high transverse momenta involve a hard scattering of partons inside hadrons. Precise
theoretical predictions thus require a good control of the corresponding QCD cross
sections. The standard framework to perform QCD predictions at hadron colliders is
provided by the factorization formula. According to it, the cross section o (Q?) for
a generic scattering process characterized by a hard scale Q can be written in the
following form:

1 1
20 =3 [ e [ eafuyn, e1.153) o a2, 13000, 0% 1) + O/ O)P).
a,b

(23.1)
where f,/,(x, p) are universal non-perturbative parton distribution functions
(PDFs) of the colliding hadrons, which give the distribution of the parton a inside the
hadron / at the factorization scale pr as a function of the longitudinal momentum
fraction x carried by the parton, 6, are the process-dependent partonic cross sec-
tions and § = x;xps is the partonic centre-of-mass energy squared. The hard scale
of the process Q is typically set by the transverse momentum or the invariant mass
of the produced (and triggered) final state system, and it has to be much larger of
the QCD scale, Q > A. Finally the term O((A/Q)?) (with p > 1) represents non-
perturbative power suppressed contributions to the cross section. A generic infrared
and collinear safe partonic cross section &' can be reliably calculated in perturba-
tion theory through a power expansion in the strong coupling oy

I'That is an observable independent of the number of soft and collinear final state particles.
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o (as(uR)
~ A~ S A(n) A
A RNTESY (TR> G (8. Q% 1t 1R (23.2)

n=0

where g is the renormalization scale.

In order to provide accurate theoretical predictions through the factorization for-
mula in (23.1), it is essential to have a good knowledge of both the PDFs” and the
partonic cross sections, together with a reliable estimate of the corresponding uncer-
tainties. The knowledge of partonic cross sections can be systematically improved by
performing the calculation of higher-order perturbative QCD corrections in (23.2).’

Typically lowest order or leading order (LO) QCD calculations give only a rough
estimate of the corresponding cross sections. The first reliable estimate can be
obtained through the calculation of the next-to-leading order (NLO) corrections,
while a precise prediction with a robust estimate of the perturbative uncertainty
requires the knowledge of next-to-next-to-leading (NNLO) corrections.

However the computation of the NLO and NNLO radiative corrections is partic-
ularly involved due to the presence, in the intermediate steps of the calculation, of
infrared (IR) divergences which prevent the straightforward use of numerical tech-
niques and require specific analytic treatment. At NLO the structure of IR divergences
is well understood and the development of general algorithms made possible to per-
form NLO calculation for a wide variety of the process [5, 6]. At NNLO a general
algorithm to preform fully differential calculations is still lacking. However in the
last few years new ideas were developed [7-15] and fully differential NNLO QCD
calculation for an increasing number of processes were recently performed [16-28].

23.3 Associated VH Production at the LHC

As an explicit example in this section we consider the inclusive hard scattering
reaction B
hi+hy,—> VH+ X — L1Lbb+ X (23.3)

where the collision of the hadrons (protons in the case of the LHC) /; and h, produces
the system VH (V = W¥, Z) which decays in turn into a lepton pair /;, and a bottom
quark-antiquark pair bb, while we denote with X the accompanying final state QCD
radiation. The hard-scattering scale of the process is set by the invariant mass Myy .

Within the narrow width approximation for the Higgs boson, (I'y < mp), the
perturbative QCD expansion of the cross section up to complete NNLO can be
written as

2For a recent review about the state of the art on PDF determination see [4].

3Given the larger value of the QCD coupling compared to the electroweak one, at typical momentum
scales of LHC processes, the impact of the electroweak corrections is in general less relevant.
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Table 23.1 Cross sections and their numerical uncertainties for pp — WH + X — [vbb + X
at LHC with /s = 13 TeV. The applied kinematical cuts are described in the text

o (fb) NNLO (prod) + NLO (dec) Full NNLO
WTH 3.94 +£0.02 3.70 £0.02
B (0) (€)) 2)
NNLO = | do© dFH—>bE + dFH—>bB + dFH_m/S
hihy—VH—>Vbb — hihy—VH (0) (1) (2)
L FH—>bE + FH—>bE + FH—mE
(0) (1)
+ dU(l) % dFH—>bl; +dFH—>bl;
hih,—VH 1_,(()) 4+ 1_,(1) ]
H—bb H—>bb
©
+ do) _un X %””} x Br(H — bb), (23.4)
FH—>bl;

where I'y_,,; and I'y are the Higgs boson partial decay width to bottom quarks
and the total decay width respectively and Br(H — bb) = I'y, . ,;/ Iy is the corre-
sponding branching ratio.

The formula in (23.4) has been implemented in [28] by using the g7 subtraction
formalism [10, 29] for the VH production corrections [17, 20] and the CoLoR-
FulNNLO formalism [8, 9, 30] for the H — bb decay [31].

We now present illustrative numerical results for the LHC at /s = 13 TeV [28].
We use the PDF4LHC PDFs set [32] at NNLO with as(mz) = 0.118 and the
G, scheme for the electroweak couplings with the following input parameters:
Gr = 1.1663787 x 107> GeV~—2, mz = 91.1876 GeV, my = 80.385 GeV, I'; =
2.4952 GeV, I'y = 2.085 GeV, m;, = 172 GeV, mj, = 4.18 GeV, my = 125 GeV,
I'y = 4.070 MeV and Br(H — bb) = 0.578 [33].

We set the renormalization and factorization scales to g = ur = Myy and the
renormalization scale for the H — bb coupling to i, = my.

We consider W H production and decay with the following kinematical cuts [34].
The charged lepton has transverse momentum p’T > 15 GeV and pseudorapidity
|m| < 2.5, the missing transverse momentum of the event is required to be py >
30 GeV, the W boson has a transverse momentum p?’ > 150 GeV and we require the
presence of at least two b-jets* with p’; > 25 GeV and |n,| < 2.5. In Table 23.1 we
report the corresponding cross sections together with an estimate of the numerical
uncertainties of our calculation and we compare the full NNLO prediction with
the partial NNLO prediction which contains the NLO corrections for decay. The
inclusion of the full NNLO corrections reduces the cross section by around 6%.

In Fig. 23.1 (left) we show the transverse-momentum distribution p}}b of the
leading b-jet pair. We observe that the ful/l NNLO prediction have an substantial effect
on the shape of the spectrum. In particular the cross section is increased by around
2-5% for ph? <140 GeV and it is decreased by around 6-8% for p2” 2 140 GeV.

4Jets are reconstructed with the flavour-k7 algorithm with R = 0.5 [35].
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Fig. 23.1 pp — WtH 4+ X — Iybb + X at LHC with /s = 13 TeV. Transverse-momentum
distribution (left panel) and invariant mass distribution (right panel) of the leading b-jet pair com-
puted at full NNLO (red solid) and partial NNLO (blue dashes). The lower panels show the ratios
of the results. The applied cuts are described in the text

The invariant mass distribution of the leading b-jet pair, My, is presented in
Fig. 23.1 (right) where we compare the full NNLO QCD prediction with the partial
NNLO one. For this observable the effect of the NNLO corrections to the decay rate
are even more important. While the position of the peak is rather stable (M, >~ mpy),
the spectrum receives large (up to +60%) positive corrections for My, < mpy and
substantial (from —30 to —10%) negative corrections for My, = my.

As it was shown in the case we have explicitly considered, higher-order QCD
calculations are essential to obtain precise theoretical predictions for hard-scattering
cross sections and associated distributions at the LHC.

23.4 Conclusions

In order to fully exploit the physics information contained in the high precision data of
the Large Hadron Collider (LHC), it is essential to provide theoretical predictions at a
comparable level of accuracy. We have briefly summarized some theoretical advances
on perturbative QCD calculations relevant for the LHC physics. In particular we
discussed the As an explicit example, we have discussed the impact of the next-to-
next-to-leading order (NNLO) QCD correction for the production and decay of a
Higgs boson in association with a vector boson at the LHC.
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Chapter 24 )
LASA Cs;Te Photocathodes: St
The Electron Source for XFELSs

Carlo Pagani, Paolo Michelato, Laura Monaco and Daniele Sertore

Abstract Laser triggered photocathodes are key components of the electron sources
for the XFELs. Research on semiconductor photocathodes started in the 90s at INFN
LASA Milano by studying multialkali antimonied compounds (Cs3Sb, K3Sb, and
K,CsSb), showing that the high QE was coupled with very high sensitivity to vacuum
pollution. To avoid these deterioration issues, we focused our activity on Cs,Te
which, while sensitive to UV light, has better resistance to gas contamination. Since
then, we have a dedicated R&D program aimed at developing a always more reliable
photocathode and its associated transport systems. Today our photocathodes are used
at FLASH and at European XFEL at DESY Hamburg, PITZ at DESY Zeuthen, APEX
in LBNL, FAST at FNAL and at LCLS-II at SLAC.

24.1 Photocathodes for Free Electron Lasers

Photocathodes are key element in the modern high brightness electron sources, nec-
essary to achieve the beam performance required for the operation of FELs. The final
wavelength Apgr, achievable by an FEL is given by the relation [7]

€  AFEL

- < — (24.1)
y 4
where € is the beam emittance, i.e. the volume occupied by the beam in the six-
dimensional phase space and y the relativistic factor.

The emittance is generally a sum in quadrature of different contributions:

€= \/ €+ €50+ €h e T (24.2)
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where the photocathode related quantity is the thermal emittance €germ. This term
depends on the characteristic of the photocathode material and, in case of semicon-
ductor, can be written, following [5], as

2 Exin
€therm = Olaser ﬁ (24.3)
0

being o7,se; the laser spot size on the photocathode, moc? the energy of the electron
rest mass and Exi, = hv — (E¢ + E ) the kinetic energy of the emitted electron
given by the difference between the photon energy and the sum of energy gap (E¢)
and electron affinity (E,).

A proper choice of the photocathode material is of primary importance for achiev-
ing the desired machine parameters. While antimony based alkaly photocathodes (i.e.
Cs3Sb, K;CsSb, NaKCsSb, etc.) are more promising in term of final thermal emit-
tance and have the advantage of being operable in the visible light, alkaly telluride
(i.e. K, Te, Cs, Te) are more robust in term of acceptable vacuum condition but require
a laser operated in the ultra violet windows being not sensitive to visible light.

Besides the thermal emittance, other parameters are important in the selection of
a proper photocathodes for their operation in FELs such as:

e Response time: the generated electron bunch needs to be prompt in order to ‘copy’
the laser profile and hence minimize emittance contribution

e Dark current: itis essential to minimize the emitted dark current to reduce activation
of components and thermal loads on downstream components

e Uniformity of emitting area: contribution to final emittance from un-uniformity of
the emitting area might be a relevant contribution

e Roughness: film roughness contribution to the final electron beam emittance might
be a large fraction of the final emittance.

A final parameter that characterize a photocathode is its Quantum Efficiency (QE)
given by
. # emitted electrons

QE (24.4)

~ # incident photons

Typical values for metal photocathodes are QEs in the 10710* range. These
photocathodes have fast response time (in the fs range), they are robust w.r.t. to vac-
uum condition and usually are sensitive in the UV or DUV range. More performing
photocathodes are based on semiconductor materials, mainly alkaly compounds of
antimony and tellurium. Their QE are in the percentage range, they are sensitive
respectively to visible and UV radiation. The drawback is their sensitivity to vacuum
conditions.

For the operation of FELs at high charge, high repetition rate and/or long beam
pulse the choice of semiconductor photocathodes is mandatory. In the following we
present the INFN LASA activity related to development of these kind of photocath-
odes.
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24.2 Cs;Te Photocathode Production

In our laboratory, after a first experience on alkaly anitmonied, we moved to alkaly
telluride and in particular on cesium telluride (Cs,Te) because this photocathode
showed better performances and it was more robust than a alkaly antimonied films.

The Cs,Te production process has been studied by a dedicated R&D activity,
in collaboration with Universitd di Modena [3], where we applied common surface
science techniques as AES (Auger Electron Spectroscopy) and XPS (X-ray Photoe-
mission Spectroscopy) for understanding the growth mechanism and the sensitivity
of the photocathode to gases exposition. This activity was based on sample com-
patible with these surface science machines instead of standard plugs used in RF
gunss.

These studies showed that our deposition procedure, shown in Fig. 24.1, based on
keeping the photocathode substrate at 120 °C while depositing 10 nm of Te and then
Cs up to the maximum of the emitted photocurrent, guarantees the right stoichio-
metric ratio between Cs and Te.

Moreover, we also showed the influence of the substrate on the final photoemissive
film composition and its confinement on the surface for Mo substrate, assuring a
surface film of few tens of nm well separated from the metal behind.

We then transferred this know-how into the production process based on real Mo
plugs, usable in RF guns.

For the operation in the gun, we must guarantee not only the QE but also its spatial
uniformity, low dark current, long life time. In particular the last two points are
directly related to the cathode preparation and handling before and during operation
in UHV condition that hence needs extreme care. For reducing the dark current, the
Mo plug front surface where the photocathode is deposited and that it is exposed to
high accelerating fields, was polished to an estimated roughness R, ~ 10 nm [11].
Figure 24.2 shows a plug front surface with a film deposited on top of it.

Fig. 24.1 Quantum 10°
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Fig. 24.2 Molybdenum plug
with Cs; Te film deposited on
it. The plug is stored in one
of our suitcase for
maintaining UHV conditions

A critical point has been to assure the proper and reproducible formation of the
photoemissive layer on the plugs with the limited diagnostic available in the prepa-
ration chamber.

In this system, besides a microbalance for the measurement of the thickness
of the evaporated material and a picoammeter for the photocurrent, only optical
measurements are possible. For this reason, we have developed dedicated techniques
that allows measuring not only photocurrent at the selected wavelength but also
the spectral response and reflectivity on-line during the whole production process,
spanning a photon energy range from 2.84 to 5.19 eV [10].

The analysis of the photocathode spectral response gives valuable information
on its energetic bands and the transition that take place in the material during the
photoemission process [6]. A typical QE dependence from photon energies is given

by
QE=A4A |:hv —(EG+Ex) +4q. /M] (24.5)
47 €

where Eg and E,4 are respectively the energy gap and the electron affinity of the
photocathode, v the photon energy, A is a constant. The third term in the parenthesis
represents the contribution from a Schottky effect, relevant mainly for measurements
done in RF guns (B field enhancement factor, F electric field at photocathode and ¢
is the emission phase of the electrons w.r.t. the RF phase). Figure 24.3 shows one of
such analysis where it is visible a ‘shoulder’ at lower photon energies, usually due
to an excess of cesium during the deposition process.

We have also developed a multi-wavelength system that it is nowadays routinely
used to monitor the cathode QE during production [10]. This system allows an on-line
measurement of the spectral response during the photocathode deposition process.
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Moreover, this technique allows detecting the proper cathode formation based on a

maximum at longer wavelengths as shown in Fig. 24.4.
This assures a better control of the production process and more stable and reliable

characteristic of the growth films.

24.3 LASA Photocathodes in the World

INFN LASA is involved in providing photocathodes for operation in RF guns since
the *90s. The first system build for this purpose was installed in the AQ experiment
at FNAL [2], where the cathode growing chamber was connected directly to the gun
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Fig. 24.5 INFN photocathode system connected to the FLASH superconducting accelerator in
DESY Hamburg

and the photocathodes where transfer in UHV conditions, to preserve photocathode
performances.

Later in the 90s, we developed a split system to physically separate the photo-
cathode production system from the RF gun. The advantage of this solution is the
possibility to do photocathode preparation without interfering with the machine oper-
ation, very important when the photocathode are used in accelerator dedicated to user
as the FELs. The drawback of this solution is the increase complexity of the system
that must assure UHV vacuum condition to the photocathodes during all stages of
preparation and manipulation from the photocathode deposition to its installation in
the gun. The first system of this kind [11] has been installed at the Tesla Test Facility
(TTF), now FLASH, at DESY Hamburg (see Fig.24.5).

Due to the sensitivity of the photocathode to reactive gas exposition, the photo-
cathode have to be kept under UHV condition all the time. A key element is then
the transport system and its associated components (carrier, suitcase, etc.). During
the years, we have upgraded many of these components to increase the reliability
of the system while preserving the photocathode emissive properties. More recently,
we have upgraded also the vacuum system of our transport suitcase with the intro-
duction of a new pumping systems based on Non Evaporable Getter (NEG) from a
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Fig. 24.6 INFN photocathode systems in the world. Green star is a combined system like AO,
yellow stars are production systems and red stars are the systems for transferring photocathodes to
RF guns

more standard SIP power by a battery car during the long transportation from the
production laboratory to the accelerator complex. Besides the advantage of having
an active pumping system also without electrical power to guarantee proper vacuum
condition, the NEG pump allows also reducing the overall weight of the suitcase,
w.r.t. the same configuration with the SIP installed, and shipping the suitcase by
plane, not possible with powered SIP [13].

Since the first TTF system, similar systems have been installed in different lab-
oratories around the world: XFEL, PITZ, REGAE, APEX, FAST and for the com-
missioning and operation of LCLS II (see Fig.24.6).

The Cs,Te photocathodes produced up to now are more then 140 with lifetime
that now exceed 180 days of continuous operation (24h/24h 7d/7d). The last cathodes
have reached an impressive lifetime of more than 400 days of operation, with a peak
of more than 900 days for the cathode presently used at FLASH. Figure 24.7 shows
the QE of all the cathodes so far produces since 1998, including also the few R&D
cathodes grown with different Te thickness. The mean QE of the cathode produced
so far is 9.4 + 3.2%.
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Fig. 24.7 QE of the Cs;Te photocathodes produced since 1998. On top, we report the diameter
of the photoemissive layer reduced from the initial 13 mm to the actual 5 mm. Since the middle
of 2009, we have introduced the multi-wavelenght techniques that allows improving QE value and
reliability

24.4 R&D Activities on Photocathodes

Following the initial R&D activity dedicated to antimony and tellurium alkaly com-
pounds and in parallel with the photocathodes preparation for their use in RF guns,
we have continue to investigate the properties of cesium telluride films in view of a
deeper understating of the growing mechanism and material characteristics.

24.4.1 Optical Properties

We investigated the optical properties of Cs,Te by measuring the reflectivity of the
film at different angles, polarizations and wavelengths. Being the optical film only
few tens of nanometers thick, the contribution of the substrate plays a key role as
well as the sample roughness. In Fig. 24.8 a typical measurement of the Cs,Te film
with different polarizations.

The optical parameters have been also used to develop a simple Monte Carlo
model [4] of the photoemission process based on the three steps model approach
developed by Berglund and Spicer [1]. With this simple model, we have been able to
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reproduce spectral response curves and to estimate the divergence of the generated
electron beam as shown in Fig. 24.9.

24.4.2 Gas Sensitivity and Rejuvenation

As already anticipated, alkaly antimonied and telluride films are sensitive to reactive
gas exposition and required UHV condition to preserve their own characteristics.
Figure 24.10 shows a comparison between the sensitivity of a K,CsSb film and a
Cs,Te film to oxygen exposition. As clearly visible, cesium telluride is by at least
three order of magnitude less sensitive to oxygen w.r.t. potassium cesium antimonied.

Moreover, Cs,;Te can be rejuvenated, i.e. its QE can be recovered for example
after gas pollution by simultaneous illumination with UV light and heating of the
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plug. It is worthwhile to note that both processes (illumination and heating) have to
be applied in order for the rejuvenation process to recover the photomessive film QE.

24.4.3 Thermal Emittance

As stated in the introduction, thermal emittance plays a special role in attaining short
FEL wavelengths. For this reason we have developed a dedicated Time of Flight
apparatus to measure the energy spectrum, angle resolved, of the electrons emitted
from a photocathodes [8]. The system is based on a u-metal chamber, a femto second
laser and an electron detector system based on MCP (Multi Channel Plates). The
peculiarity of this system is that no external fields are applied to collect the electrons.
Since the electron energy ranges from 0 to few eVs, we have dedicated special care
in shielding the earth magnetic field and in compensating contact potentials between
the sample and the measuring apparatus [9]. Figure24.11 shows a sketch of the TOF
functioning principle.

To reconstruct the thermal emittance from the acquired spectra, we start from
calculating the electron kinetic energy:

1 L 2
Exin = §m0< TOF) (24.6)

where m is the electron mass, LoF is the distance between the sample and the MCP
detector and ¢ is the time required by the electron to travel from the sample to the
detector. This allows to transform the time of flight to electron kinetic energy. The
angle resolved energy spectra are then used to calculate the thermal emittance based
on the following formula
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1 2 Exin
€h = —.|<r?> <———cos?0> 24.7)
2¢ mo

where itis assumed a spot of 1 mm diameter. Figure 24.12 reports the results obtained
for Cs,Te photocathodes where € = 0.5+ 0.1 mm mrad while €] = 0.7 &
0.1 mm mrad [12], corresponding respectively to the 4th and 5th harmonic of our

Nd:Glass femto-second laser.
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Chapter 25 ®)
LASA Superconducting RF Cavities e
for Particle Accelerators

Carlo Pagani, Andrea Bellandi, Michele Bertucci, Andrea Bignami,
Angelo Bosotti, Jin Fang Chen, Paolo Michelato, Laura Monaco,
Rocco Paparella, Daniele Sertore, Cecilia Maiano, Paolo Pierini
and Saeid Pirani

Abstract SRF cavities are complex electro-magnetic resonators operating at cryo-
genic temperature and achieving world-class quality factors and accelerating fields.
LASA designed, fabricated and tested many cavities for several research projects.

25.1 Superconducting Cavity Basics

25.1.1 RF Superconductivity

For high duty-cycle operation of particle accelerators, it is mandatory to use Super-
Conducting (SC) cavity to reduce the overall power consumption. The advantage
of the SC solution comes from the very low surface resistance of superconductors
compared, for example, to standard materials used in RF at room temperature as
copper. The widely used superconducting material for cavity fabrication is niobium
that has a transition temperature to the superconducting state at 7. =9.2 K.

The dissipated power is related to surface resistance by the following expression

1
Pyiss = —va|H|2dA
2 7%

where H is the magnetic field and S is the cavity surface. In case of normal conducting
material, the surface resistance is given by:
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where f is the RF field frequency and o is the material electrical conductivity. The
quantity § is the skin depth and scales as inverse of the square root of f. For the SC
case instead, the surface resistance has a more complex dependence from frequency
and temperature and it is drastically reduced by the condensation of conduction
electrons into Cooper pairs. A widely used expression for the surface resistance of
niobium (NDb) is:

N1 e
R Al — ) — T
BCS <1.5 T¢

where A is a constant dependent upon material characteristics (mean free path, coher-
ence length, London’s depth) and equal to 2 - 107#, f is in GHz and T is the material
temperature. Figure 25.1 compares the ratio between niobium and copper surface
resistance at different temperature for different frequencies showing the advantage
of SC at low frequency.

In real cavities one has to consider a residual contribution to the internal surface
resistance that is independent from temperature, which accounts for the effect of
trapped magnetic field, surface contaminants etc. The total surface resistance can
then be written as:

R$C(T) = Rpcs(T) + Ryag + Ries
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Typical value for Rypg+ Rges at 1.3 GHz is about 5 n€2 (10 mGauss, 2.0 K).

25.1.2 SRF Cavity

The RF cavity provides the electric field needed for accelerating the electron beam.
Some figures of merit are useful to describe and compare cavities. The cavity accel-
erating voltage is defined as the voltage seen by a particle of charge ¢ travelling at
the speed of light ¢ on the cavity axis, such that

1 . . . . .
Vace = ‘ — X maximum energy gain possible during transit

q

The time it takes the charge to cross the accelerating gap must equal half a RF
period for the particle to receive the maximum kick from the cavity.

This voltage is given by the line integral of the electric field along the longitudinal
cavity axis, E, as seen by the particle:

Loy :
Ve= ' J E:(p=0,2)e"“dz
0

where L.,y is the cavity active length and w= 27 f is the angular frequency of the
accelerating mode. Often one quotes the average accelerating electric field E,., that
the particle sees during its transit. This is given by:

Vacc

Eacc = I
cav

The first fundamental parameter is the quality factor of the cavity resonator that

relates the stored energy to the dissipated power per RF cycle:

a)()U
Pdiss

0

where U is the electromagnetic stored energy and Pl is the dissipated power. To
relate the dissipated power Py to the accelerating voltage V., it is useful to introduce
the shunt impedance R such that:

V2

acc

R

Pgiss =

At this point, we introduce two figures of merit which are dependent only from
the cavity geometrical parameter and not from its RF properties. The first is the ratio
between R and Qy, defined as:
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R _ Vazcc

Q0 U

Since both wy and the ratio V2, /U scale inversely with the cavity linear dimen-
sions, the parameter “R over Q” is independent of the cavity size. The quantity “R
over Q” is also often used for determining the level of the mode excitation by charges
passing through the cavity. Now it is easy to see that the power dissipated by the cavity

at a given accelerating gradient is:

Py — (Ea;chav)2

2, Qo

The second useful figure of merit is the “geometrical factor” G which relates the
quality factor Qp and surface resistance R, by the following expression

G
Qo= —

R
Once the cavity is equipped with its antennas (main coupler antenna, pick up
antenna, etc.) new dissipations are added to the system. The coupling factor corre-
sponding to each port x is then given by:

P _ 0

B = =
! Pdiss Qx

where P, is the power dissipated by the x component. In a realistic case where only
main coupler (MC) and pick up (PU) antenna are installed, the “loaded” quality
factor Qy is related to the cavity quality factor Qy:

Qo = Or(1 + Bmc + Bru)

25.2 Electron Cavities, TESLA Technology

Resulting from a global effort of the SRF community and DESY in particular since
the late 90s, the TESLA-type cavity [1] (Fig. 25.2, Table 25.1) has been the core
element of many projects so far: TTF, FLASH and then European-XFEL at DESY,
ILC, LCLS-II at SLAC, SLS at Shanghai, just mentioning the largest ones.

The LASA team from INFN Milano strongly participated to the activity that led
to its final design, its fabrication as well as the production of the numerous tools
related to its manufacturing, working in a strong connection with industrial partners.

Recently, for the European-XFEL project based in Hamburg (Germany) LASA
has been in charge for the production of 50% of the 800 T resonators of the E-XFEL
linac.
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Fig. 25.2 The TESLA-type superconducting cavity

Table 25.1 Key parameters

Parameter Value
for the TESLA-type cavity - —
Type Standing wave, bulk niobium
Accelerating mode TMO010, T mode, 1300 MHz
Number of cells 9
Total length 1247 mm
Effective length 1038 mm
Iris diameter 70 mm
Cell-to-cell coupling 1.87%
R/Q 1036
Geometry constant 270
Bpeak/Eace 4.26 mT/MV/m

A fundamental inheritance of the joint effort of LASA and DESY teams was
indeed that the vast knowledge gathered at different labs has been transferred to few,
highly specialized, European industries. As a result these companies were, eventually,
capable of delivering the full production cycle, from raw material to the dressed cavity
ready for cold test.

The E-XFEL series has been the first large-scale production of TESLA cavities
and nonetheless the demanding specifications of the project were successfully met
with margin. To be accepted for the installation in the linac indeed an “usable”
accelerating gradient E g1 > 23.6 MV/m and an intrinsic quality factor Qg > 1 - 1010
were required, where “usable” definition includes additional operational parameters
as x-ray field emission and Q performances [8].

A statistical analysis of the large amount of data collected during the experimen-
tal qualification campaign of the E-XFEL cavity series [2] is presented in the two
following plots (Figs. 25.3 and 25.4), confirming how this activity, led by DESY and
LASA, defined the state-of-the-art for this superconducting technology.
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Fig. 25.4 Qg versus Eyc plot for the subset of the best performing resonators. The different final
surface preparation procedure held in the two producing companies was indeed impacting the peak
field value (Final Electro-Polishing at RI, Germany, and Flash Buffered Chemical Polishing at E.
Zanon, Italy)

Alongside cavities, LASA contributed through the years to the development of
many different aspects of the SRF technology. During the early TESLA activities,
LASA had a leading role in the design and fabrication with industry of the large
and modular cryostats, often called cryomodules, that host the cavities in the linac
in operating conditions.
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Furthermore and among many others, a wire-position monitor (WPM) [3] for the
analysis of the cryomodule cold-mass strain during thermal cycles and a novel cold
tuning system coaxial to the cavity (Blade Tuner) [4] were both developed by LASA
team and successfully operated.

25.2.1 3.9 GHz European-XFEL Injector Cavities

In addition to its leading role in the cavity series production, LASA team contributed
to E-XFEL by designing and realizing the third-harmonic cryomodule for the linac
injector. This module, one of a kind in the SRF projects scenario, hosts eight 9-cells
cavities operating at the third harmonic of the linac RF systems (thus 3.9 GHz).
Most of the key components of the module system were a LASA contribution:

e The design of these small cavities, their prototyping, fabrication and experimental
qualification.

e The helium vessel and its magnetic shielding, designed to be compatible to the
coaxial tuning action.

e Cold cavity tuning systems, coaxial to the resonator and inspired by the INFN
Blade tuner already developed for the TESLA-type cavity.

e The design and realization of the whole cryogenic system, vessel, shielding, piping
and vacuum fittings.

Specifically concerning the cavities, LASA directly provided all the steps through-
out the life-cycle of these novel and unique items:

e Design, prototyping and RF measurements at room temperature.

e Definition and responsibility of the surface treatments to be done at the industrial
partner premises.

e Cleaning and preparation of each cavity at the LASA class-10 clean-room, includ-
ing the high-pressure surface rinsing with ultra-pure water (HPR), the installation
of RF ancillaries and final slow-pumping.

e Qualification of each cavity by means of a cryogenic test (2.0 K super-fluid helium
bath temperature) in the LASA vertical cryostat.

e Assembly of cavity string in the cryomodule at DESY.

All the 20 third-harmonic cavities (Fig. 25.5) eventually produced (including those
for a spare injector module identical to the first one) outperformed the specifications
required [5]: Eaec > 15 MV/m and intrinsic quality factor Qg > 1 - 10° (Fig. 25.6).
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Fig. 25.5 String of 3.9 GHz cavities just after assembly and roll-out from clean-room at DESY,
intermediate stage during third-harmonic cryomodule assembly
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Fig. 25.6 Summary plot for the whole set of 20 3.9 GHz cavities produced, the E-XFEL logo

marks the project specifications

25.3 Cavities for Protons

The global success of the joint effort for the TESLA-type cavity, triggered novel
applications for the SRF technology applied to protons. Several projects worldwide
pursued the benefits of superconducting linacs to key topics as the transmutation of
nuclear wastes, accelerator-driven sub-critical reactors (MYRRHA project in Bel-
gium, C-ADS in China) and neutron production by spallation (SNS in US, and ESS

in Sweden).
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Differently from electron machines, the proton acceleration profile along the linac
requires the use of many different accelerating structures, each covering a limited
range of beta values (where 8 =v/c). Elliptical multi-cell cavities were successfully
operated at first in the high-beta regime (from 0.6 to 1), while LASA team pioneered
the lower-end region by realizing two, one of a kind in its design, beta 0.47 5-cell
cavity specifically designed for the acceleration of high-intensity proton beam [6].

An innovative software for the design of elliptical cavities was conceived at the
time at LASA with the specific purpose of defining the geometry of this low-beta
cavity. As of today, indeed, this tool (named “BuildCav”) is still a widely used support
in several laboratories.

Both prototypes were qualified in operating conditions in 2004 by means of verti-
cal cold tests at different laboratories and both outperformed their nominal specifica-
tions. Cavity Z502 in particular proved, after final surface conditioning, remarkable
peak surface electric and magnetic field measured as 61 MV/m and 100 mT respec-
tively.

This successful step made these resonators available for the following activity in
the framework of many international projects (Figs. 25.7 and 25.8).

Fig. 25.7 LASA beta 0.47
cavity prototype
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Alongside low-beta resonators, LASA significantly contributed to the feasibility
study of a high-intensity proton linac by developing all the ancillaries required by a
fully functional cavity (a “dressed” cavity) and more:

e Fully operative and on specs prototypes of cavity ancillaries:

— Piezo-tuners: coaxial type inspired to the Blade Tuner of TESLA cavities,
equipped with two piezo-ceramic actuators to compensate rapidly-varying
detuning.

— Magnetic shielding: innovative cryo-perm shield installed within the helium
tank to minimize residual field as well as space occupancy around the cavity.

— Helium tank, support pads and rollers, etc.

e Beam dynamic, beam halos and machine reliability studies.
e Cryomodule design and realization of a short prototype hosting a single cavity
with a tie-rod/space-frame suspension scheme and a bottom-up power coupler.

In the framework of the collaboration between LASA and IPN Orsay (France),
this latter single-cavity prototype cryomodule was finally made fully functional in
2013 by installing it, together with the dressed 5-cells Z502 cavity, in the cryo-test
area at IPN equipped with cold-box and 80 kW CW IOT RF amplifier.

This prototype modular unit was then successfully commissioned [7] and it still
serves as a unique technical test bench for high-intensity proton linac issues, address-
ing for instance the study of reliability-oriented control system and fast fault recovery
procedures (Figs. 25.9 and 25.10).

After this pioneering phase, LASA team is currently going to develop and pro-
duce new cavities in the framework of other proton-related projects as the PIP-II at
Fermilab (US) and the ESS in Lund (Sweden) described in the following chapter.

Fig. 25.9 Artistic view of the complete single-cavity module (left) and the installation of Z502
cavity at IPN (right). The Blade piezo-tuner is also visible, coaxially installed in the middle of the
helium tank
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Fig. 25.10 Q versus Eyc plot for the Z502 cavity with high-power coupler at the single-cavity
cryomodule test stand in IPN Orsay

25.3.1 European Spallation Source—ESS

Since early 2015, the LASA team at INFN Milano is in charge of the in-kind contribu-
tion of the whole medium beta section of the proton linac of the ESS, a pan-European
neutron source project that will be the largest accelerator facility built in Europe after
European-XFEL and will host the most powerful superconducting proton linac ever
built.

In details, the LASA contribution extends to:

e The procurement of niobium for the fabrication of cavities.

e The fabrication of the series of 36 cavities (plus 2 spares) including surface treat-
ments, frequency tuning and integration in the helium tank. The full package of
manufacturing and treatments will be delivered by the vendor industry.

e Certification activities, documents and ancillaries management.

e Qualification cold test in a qualified infrastructure (DESY, Germany).

e The cavity of the series is going to be delivered at the ESS cryomodule installation
site at CEA Saclay by mid-2018, followed by all the others at a rate of four cavities
per month.

In view of the final series production, an intense R&D activity is on-going at
LASA (Figs. 25.11 and 25.12), two prototypes have been designed (Table 25.2),
built and cold-tested and two different materials have been exploited (fine-grain and
large-grain niobium). As for the final cavities, the full sequence of surface treatments
has been conceived by LASA and provided by the manufacturing industry.

The LASA ESS-MB cavity is currently installed in the first medium-beta demon-
strator cryomodule of the ESS linac undergoing experimental qualification at CEA-
Saclay.
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Table 25.2 Key parameters
for the LASA ESS-MB cavity

C. Pagani et al.

Parameter

Value

Type

Standing wave, bulk Niobium,
B =0.67

Accelerating mode

TMO10, T mode, 704.42 MHz

Number of cells 6

Effective length 0.855 mm

Iris diameter 50 mm
Optimum beta 0.705
Cell-to-cell coupling 1.55%

R/Q at opt. beta 374 Q
Geometry constant 200
Bpeak/Eace 4.95 mT/MV/m

Fig. 25.11 LASA ESS-MB prototype cavity during chemical etching of the RF internal surface
via BCP (Buffered Chemical Polishing). The outer surface temperature has been monitored during
this treatment by means of an infrared camera (small frame in the bottom)
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Vertical test results of INFN-LASA ESS-MB fine grain cavity
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Fig. 25.12 Results of LASA ESS-MB cavity vertical cold-test performed at LASA cryostat.
Although this was the first prototype built it outperformed with margins the project requirements
of Eacc > 16.7 MV/m and intrinsic quality factor Qg >5 - 10°
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