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Abstract. In this paper, we focus on estimating the forward kinematic
equation of robots with multilayer feed-forward neural networks. The
effectiveness of this approach is tested on a simulated kinematic model
of the 7-DOF Sawyer Robotic Arm. In the initial sections of the paper, we
discuss related work that associates with the creation of model agnostic
control schemes on a kinematic level. Moreover, we formalize the kine-
matic problem as a supervised problem and we propose an MLP archi-
tecture to solve the problem. Lastly, we present experimental results and
discuss the potential and importance to create model agnostic control
schemes with machine learning.
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1 Introduction

Kinematics is the branch of classical mechanics, which studies the motion of bod-
ies, without consideration of acting forces or moments. Robot kinematics provide
mathematical tools to model and analyze the motion and structure of robotic
manipulators, which is a fundamental component of robot control. In general,
robotic manipulators are composed by a series of links and joints, followed by
a gripper (the end effector). The joints of a robot can be either rotational or
prismatic and they can be controlled by a certain actuator, such as an electric
motor. To move the robot’s end effector along a particular trajectory, actuation
must be caused by the motors of the joints. The equations that describe the rela-
tionship between the position of the end effector and the position of the joints
are addressed as the kinematic equations of the robotic arm.

Specifically, the mapping from the joint space of the robot to the Carte-
sian space of the robot’s end effector is known as forward kinematics, while the
inverse of this relationship is addressed as the inverse kinematics. Traditionally,
the kinematic equations of a robot are derived from the kinematic model of the
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robot, which describes the spacial relationship of each link and joint of the robot.
Spacial relationships can be decomposed into rotational and translational and
they can be represented mathematically by homogeneous transformations matri-
ces [3]. In this paper, we focus on estimating the forward kinematic equations of
robots with neural networks.

2 Related Work

A considerable amount of research has been conducted in the fields of both
machine learning and control theory to try and create reliable control algo-
rithms, that enable robotic arms to perform tasks autonomously and adapt to
new environments [1]. Since robotic systems can be abstracted as continuous
time systems that moves along a trajectory given a particular control input in
the joint domain, it is worthwhile to investigate control frameworks based on
neural networks that have the capability to solve nonlinear problems. According
to the relevant literature, two different network architectures have been employed
successfully to solve control problems in robotics [5]. Feed forward neural net-
works and recurrent neural networks.

The architecture of the neural network is based on whereas the system has
full knowledge, partial knowledge or no knowledge of the robot’s plant dynamics
[9]. When the system has full or partial knowledge of the dynamics, feed forward
neural networks have been used to compensate uncertainties due to modeling
or sensor error [6]. In the case of model-free control of robotic systems, neural
networks are used as function approximators that estimate the kinematic and
dynamic equations of the robot. Note though, that both the forward and inverse
kinematic and dynamic equations of robotic arms can not be fully learned by
a single feed forward neural network, but they can be partially learned with
recurrent neural networks [7].
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Fig. 1. Learning the forward kinematics with supervised learning.
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3 Problem Formulation

As previously explained, the forward kinematics is a function F' that connects
the vector of joint positions 6 with the Cartesian coordinates of the robot’s end
effector X:

X = F(0) &

A very important property of Eq. 1 is that it is a one-to-one function, regard-
less of the geometrical properties of the robotic arm [7]. This statement holds
true for every possible open loop kinematic chain and thus, every possible joint
configuration can be uniquely mapped to one and only one end effector Cartesian
coordinate [10]. Practically, this means that F' can be learned in a supervised
manner by a neural network as Fig. 1 suggests.

In addition, Fig.1 indirectly suggests that the forward kinematics problem
is independent of the robot geometry. That is not the case with the inverse
kinematics problem, whose goal is to find a set of joint configurations given a
particular end-effector position and orientation [3]. The difficulty of the inverse
kinematics problem arises from its dependence on the physical configuration
of the robot and that is has multiple solutions. Thus, any machine learning
algorithm that tries to learn the inverse kinematics problem, will only be able
to find one solution per kinematic configuration [4,8,11]. Also, the leaner might
learn different inverse kinematics solutions for different kinematic configurations
within the same workspace of a particular robot [2].

4 Experimental Testbed

The fact that the forward kinematics problem can be solved with classical super-
vised learning algorithms, means that the training process can occur off-line with
training samples that are collected from measurements. These training samples
will constitute a dataset whose input is measured from the robot joint encoders,
and the output is the equivalent Cartesian coordinates of the robot end effector.
A problem with this approach is that the Cartesian coordinates must be obtained
from an external sensor and most mechanical manipulators possess only internal
sensors. However, if the geometric characteristics of the robot are known, then
the training dataset can be also generated from a simulated kinematic model of
the robot. In this section, we present how we derived the kinematics of the 7-
DOF Sawyer Robotic arm, and how well a multilayer perceptron neural network
can learn to estimate the equation.

4.1 Kinematics of the Sawyer Robot

Figure 2 illustrates the kinematic model of the Sawyer Robotic Arm. The model
was constructed by reverse engineering the geometrical properties of the physical
robot. According to the homogeneous transformation of the joint frames from
Fig.2, the DH Table1 of the model was composed. Note though, that in the
table we do include the elevation of the robot above the world frame, which
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is estimated to be 0.3160 m. Based on the DH table, the homogeneous coordi-
nate matrix of the frames can be derived according to matrix (2). Finally, we
computed the forward kinematic equations of the robot according to Eq. (2).

Y

Fig. 2. Kinematic model of the sawyer robot.

Table 1. DH Table for the 7TDOF sawyer robotic arm
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—175° < 6 < 175°
—175° < 0y < 175°
—175° < 03 < 175°
—170° < 6, < 170° (4)
—170° < 65 < 170°
—170° < fg < 170°
—180° < 67 < 180°

4.2 Network Architecture

To solve the forward kinematics problem of Eq. 3 the multi-layered feed-forward
neural network of Fig. 3 is proposed. The input layer of the network represents
a vector of joint angle values (01, 02, 05, 04, 05, 0, 07), while the output of the
network stands for the cartesian coordinates of the robot’s end effector. Both
the input and output units contain linear units for normalization purposes.
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Fig. 3. Network architecture.

The network was trained using the backpropagation algorithm with the mean
squared error of the output units as a metric. During the backpropagation pro-
cess, we used adam optimizer. To produce the training dataset of the network,
4 million random kinematic configurations of joint angles with their equivalent
Cartesian positions were utilized. During the creation of the dataset, we made
sure that the joint angle values uniformly cover the ranges of Eq. 4. Because of
the size of the dataset, the network was trained with a batch size of 100 units
and 30 epochs. Also, 10% of the dataset was used for cross validation and 10%
was used for testing purposes.
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4.3 Experimental Results

After the training was complete, the networks achieved 99.997% validation accu-
racy. To demonstrate the effectiveness of the network, in this section we will
compare the network estimations with the output of the forward equation as
computed by Eq.3 for the same input joint trajectory samples. Figure4 shows
the sample trajectory in joint space.
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Fig. 4. Experimental joint space trajectories.
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Fig. 5. Error between the forward kinematic equation and the network in the x dimen-
sion.

The difference between the estimations of the forward kinematic equations
and the proposed network is shown in Figs. 5, 6 and 7, where every figure repre-
sents one of the cartesian dimensions of the robot’s end effector. Note that the
scale in the vertical axis is in meters.
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Fig. 6. Error between the forward kinematic equation and the network in the y dimen-
sion.
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Fig. 7. Error between the forward kinematic equation and the network in the z dimen-
sion.

5 Conclusions

In this work, we presented how to estimate the forward kinematic equations of a
kinematically redundant robotic arm with a neural network. The proposed net-
work architecture showed promising results between different kinematic configu-
rations. However, it is worthy to mention that although the forward kinematics
equations can be estimated algebraically in a simple manner, learning the same
equations is an arduous process for a neural network. The proposed architecture
was found after training multiple models with different parameters, such as the
number of units per level and the number of levels, on the same dataset with
different resolution. That was possible to achieve, because the workspace of the
robot can not possibly change.
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