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Abstract. In this paper, we proposed an attention-based recurrent neural net-
work model based on a tagging strategy for intent detection and word slot
extraction. Unlike other joint models dividing the joint task into two sub-models
by sharing parameters, we explore a tagging strategy to incorporate the intent
detection task and word slot extraction task in a sequence labeling model. We
implemented experiments on a public dataset and the results show that the
tagging strategy methods outperform most of the existing pipelined and joint
methods. Our tagging strategy model obtained 97.65% accuracy rate on intent
detection task and 95.15% F1 score on word slot extraction task.
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1 Introduction

Intent detection and word slot extraction are two basic issues in the field of Natural
Language Understanding and these two tasks are usually handled separately [19].
Intent detection and word slot extraction can be regarded as a sentence classification
and sequence tagging task respectively. Traditionally, we solve these problems in a
sequential order, extracting the word slots first and then detecting the intent of the given
sentence. This separated framework makes the task easy to handle and can deal with
different subtask issues more flexibly. It is assumed that these two tasks have no
correlation between them which enables them to be treated as an independent model,
however, in many cases this is not true. Thus, the results of the word slot extraction can
affect the outcome of the intent detection by the propagation of errors.

Compared with the pipeline models, the joint learning framework handles the two
tasks using a single model [2]. The joint model can integrate the information of word
slots and of intent by sharing collective parameters and it has been shown to perform
well on the joint extraction task [20]. These joint models can make the intent detection
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and word slot extraction process simpler as we only need to train one model to fine-
tune the tasks.

Although the aforementioned joint methods can handle the two subtasks in a single
model, they can also produce redundant information by extracting word slots and
intents separately. Generally, these frameworks need two classifiers which have sep-
arate label collections: one for intent extraction and another for word slot labeling. So
the total number of labels is the combined size of the two label collections. However,
this may produce redundant labeling results, that is, if there is a slot s that never appears
in the intent i, the model may still give the result of labeling a word as word slot s along
with the intention i. In addition, it’s inevitable to propagate the error of two classifiers
to each other during training the joint model. In our work, we model the relation of
word slots and intent directly by using only one sequential label classifier instead of
extracting the word slots and intents separately. We redefined a set of tags containing
the information of word slot and the intent of the whole sentence. Based on this tagging
strategy, the joint extraction of word slot and intent can be converted into a sequence
tagging problem. With this strategy, we can easily use sequence-to-sequence models to
handle the two tasks simultaneously without complicated feature engineering.

However, one word slot may have various intents in different sentences and the
words indicating the intent of the sentence may locate far away from the current input
word. Many sequence labeling model are capable of capturing long-distance depen-
dence information but they still strongly focus on the parts around the current input
word. The attention mechanism which has made satisfactory effect in the field of
machine translation [1] can effectively learn global attention information of the
sequence by emphasizing the influence of key words on the model results. Specially,
we wonder if the attention mechanism can be utilized in and improve our joint tagging
model. So we implemented the attention mechanism on our joint model to make it
more sensitive to key information, especially the long-distance information indicating
the intent.

In this paper, we focus on resolving the issue of redundant labeling results, prop-
agation of interactions intrinsically in the pipeline as well as the traditional joint
training models on word slot extraction task and intent detection task. Based on the
motivation, we applied a tagging strategy accompanied with an end-to-end model to
settle the problem by transforming the joint extraction task into a sequence tagging
problem. In order to solve the influence of the diversified relation between word slots
and intentions, we introduce global sentence information through attention mechanism
to enhance the effect of sentence intent. Experiments on ATIS data set show that our
joint model significantly outperforms pipeline and traditional joint models.

The rest of our paper is organized as follows. In Sect. 2, we introduce the related
works of RNN sequence labeling model and the attention mechanism for sequence
labeling. In Sect. 3, we describe our labeling strategy and end-to-end RNN extraction
models in detail. In Sect. 4 we mainly show the settings and results of our experiments.
Finally, we conclude the work in Sect. 5.
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2 Related Works

Intent detection and word slot extraction are corresponded to two fundamental prob-
lems–text classification and sequence labeling, which are the basis of many natural
language applications and are usually solved in a pipeline manner. For Intent detection,
Support Vector machines (SVMs) [3], deep neural network methods [14] and Con-
volutional Neural Networks (CNNs) [7] have been widely used. The boosting method
[16] and its improved method with dependency parsing-based sentence simplification
[17] can handle the complex, longer and natural utterances more effectively. The
adaptation of the recursive neural network also achieved competitive performance on
the intent detection task [2]. In case of word slot extraction, few of the most popular
methods include Maximum Entropy Markov Models (MEMMs) [10], Conditional
Random Fields (CRFs) [13] and Recurrent Neural Networks (RNNs) [11]. Label
dependency is beneficial for word slot extraction task by feeding previous output label
[9]. The RNN-CRF networks can also be used in word slot extraction task [5]. In
general, simple Recurrent Neural Networks and Convolutional Neural Networks have
shown to significantly outperform the previous state-of-the-art Maximum Entropy
Markov Models and Conditional Random Fields and the deep Long Short-Term
Memories (LSTMs) was emphatically proposed to be applied to the word slot
extraction task [20]. In addition, the joint training model has become a research hot-
spot. The joint model of Recursive Neural Networks integrated two subtasks into one
compositional model by providing an elegant mechanism for incorporating both dis-
crete syntactic structure and continuous-space word and phrase representations [2]. The
CNN-CRF model can be jointly trained by extracting features automatically from CNN
layers and sharing with the intent model [19].

Recently, a novel tagging strategy has been proposed in joint extraction of entities
and relations [22]. Results show that the tagging methods are better than most of the
existing pipelined and joint learning methods without identifying entities and relations
separately. This task mainly focuses on extracting a triplet consisting of two entities
and the relation of the two entities. Unlike traditional models, this work proposed a
tagging strategy that label triples directly rather than extracting entities and relation-
ships separately. To implement this tagging strategy, a new set of labels containing
information about the entities and the relation between them has been designed. With
this tagging strategy, the joint extraction of entities and relations can be transformed
into a sequence labeling problem. In this way, the sequence labeling model can be
conveniently used to handle the joint task without complex feature engineering.
However, this tagging strategy still has deficiencies in identifying overlapping rela-
tionships and the diversity association between two corresponding entities still needs to
be refined.
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3 Proposed Methods

3.1 The Tagging Strategy

Traditional model labels the intent and the words slot separately as Table 1 shows. The
labels of intent and word slot are divided into two collections.

In order to avoid the redundant labeling results and propagation interaction, we
adopt a new tagging strategy. How the results are tagged is shown in Fig. 1. Based on
our tagging strategy, each word is assigned to a tag that contains three parts: the word
position in word slot, the word slot type, and the intent of the whole sentence. With the
symbol “O” at the head of the tag, this represents the “Other” tag, which means that the
corresponding word is not in any of the word slots. In addition to symbol “O”, we
apply the “BIES” symbol to represent the position information in word slot. The word
slot type is obtained from a predefined set. The intent type symbol can also get from a
predefined set but the intention of all words in a given sequence is exactly the same.
Thus, the total number of tags is Nt ¼ Np � Ns � Ni � U, where Np is the number of the
“BIES” position information symbol, Ns is the size of the word slot set, Ni is the
number of all intents and U is the number of redundant labels.

As is shown in Fig. 1, the word “atlanta” is signed the tag “B-fromloc-flight”. The
position information is marked as “B”, the word slot type is marked as “fromloc”, the
intent type is marked as “flight” and the three parts of the tag are connected by the
symbol “-”. The intent of a sentence is obtained from the majority intent symbols of all
the words.

Table 1. The word slots and intent of a sentence instance in ATIS corpus.

Sentence Flights From Boston To Kansas City On Friday

Word slot O O B-fromloc O B-toloc I-toloc O B-depart time
Intent Flight

Fig. 1. The instance of our tagging strategy. The word slot symbol “fromloc” and “toloc”
represent the departure and destination of the flight. the “flight” symbol expresses the intent of
asking for flight information.
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3.2 Attention-Based RNN Model

In recent years, end-to-end model based on recurrent neural network has been widely
used in sequence labeling task [12, 20]. In this paper, we investigate an end-to-end
model to produce the extraction results as Fig. 2 shows. It contains an embedding layer,
a bi-directional RNN layer and a hidden layer with attention mechanism.

The Bi-RNN Layer. In the sequence labeling task, we generally learn a function
f : X ! Y that maps the input sequence to its corresponding label sequence explicitly
aligned to the given the input sequence X x1; x2; � � � ; xTð Þ and its corresponding label
sequence Y y1; y2; � � � ; yTð Þ. In our joint task, we want to find the best label sequence Y
given input words X such that:

ŷ ¼ argmax P Y jXð Þ ð1Þ

The bidirectional RNN model has been proven to capture the semantic and
sequential information for each word effectively in sequence tagging task by reading
sentences bidirectionally. In our proposed model, we use a bidirectional RNN layer
reading the input sequence in both forward and backward directions. The forward RNN
reading the input sequence in its original order generates a hidden state fhi at each time
step i. Similarly, the backward RNN reading the input sequence in its reverse order
generates a sequence of hidden states bh1; bh2; � � � ; bhT½ �. The bidirectional RNN layer
hidden state hi at each time step i is combined of the forward state fhi and backward
state bhi, hi ¼ fhi; bhi½ �. Each hidden state hi carries information of the entire input
sequence with strong focus on the parts around the i th word. The hidden state h and the
bi-RNN output y are then combined with an attention context vector c to produce the
label distribution.

Fig. 2. The illustration of our model with a word embedding layer, a bi-LSTM layer and a
hidden layer. yi is the hidden layer output, hi is the hidden layer state and ci is the attention
context vector.
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The Attention Mechanism. Attention mechanism can be regarded as the process of
selectively filtering a small amount of important information from all the provided
information ignoring most of the non-important information [18]. The process can be
reflected in the calculation of the weight coefficient. The greater the weight is, the more
it focuses on its corresponding value. The weight represents the importance and the
value is its corresponding information. In the joint extraction task, the attention
mechanism can provide the classifier with global attention information by giving dif-
ferent weights to the words.

The attention mechanism is applied in a hidden layer above the bi-RNN layer. We
initialize the hidden layer state using the last hidden state of the bi-RNN layer fol-
lowing the approach in [2]. At each time step i, the hidden layer state si is calculated as
a function of the previous bi-RNN output yi�1, the bi-RNN hidden state hi and the
attention context vector ci:

si ¼ f yi�1; hi; cið Þ ð2Þ

The attention context distribution c is generated by the hidden state h of the
bidirectional RNN. In detail, ci is calculated as the weighted sum of the bi-RNN states
h ¼ h1; h2; � � � ; hTð Þ [2]:

ci ¼
XT

j¼1
ai;jhj ð3Þ

ai;jhj ¼
exp ei;j

� �
PT

k¼1 exp ei;k
� � ð4Þ

ei;k ¼ g si�1; hkð Þ ð5Þ

where g is a feed-forward neural network. The attention context vector ci provides
additional information to the hidden layer that can be viewed as weighted sequential
features of the RNN hidden layer states h1; h2; � � � ; hTð Þ. In this way, the attention
mechanism can provide global weighted information to generate labels.

The Bias Loss Function. In order to enhance the influence of word slots we tried to
use the RMSprop optimization method [15] by defining the loss function as:

L ¼ max
XjDj

j¼1

XT

i¼1
ð1þ aI Oð ÞÞlogðpi ¼ yijxi; hÞ ð6Þ

p jð Þ
i ¼

exp o jð Þ
i

� �
PNt

k¼1 exp o kð Þ
i

� � ð7Þ

Where Dj j is the size of the data set, T is the length of the sequence, yi is the label of
the i th word, pi is the normalized probability of the tags which is defined in formula 7.
Nt is the total number of tags, oi is the output of the i th word, a is the bias weight of the
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loss function. The larger a is, the more influence the corresponding tag has. I Oð Þ is a
binary function that distinguishes the loss of tag “O” and word slot tags and it was
defined as follows:

I Oð Þ ¼ 0; tag ¼ O
1; tag 6¼ O

�

4 Experiments

For a better comparison with previous methods and presenting the effect of our method,
we carried out experiments on the Air Travel Information System (ATIS) pilot corpus.
Then our model was compared with the previous pipeline and joint training models to
demonstrate the performance in both independent and joint tasks.

4.1 Experimental Settings

Dataset. ATIS (Airline Travel Information Systems) data set [4] is widely used in
intent detection and word slot extraction task. The data set contains the conversation
text of persons who made the flight reservation. In this work, we follow the ATIS
corpus setup used in [9, 11, 16, 19]. There are 4978 conversation text from the ATIS-2
and ATIS-3 corpora in the training set and 893 conversation text from the ATIS-3
NOV93 and DEC94 data sets in the test set. The total number of word slot labels is 127
and the size of intent types is 18. We use the F1 score to evaluate the results on word
slot extraction and evaluate the performance of intent detection by using classification
accuracy rate.

Hyperparameters. In our experiments, LSTM cell is used as the basic RNN unit.
Our LSTM implementation follows the design in [21]. The number of cells in the
LSTM layer is 128. We set the initial LSTM forget gate bias as 1 [6]. In our model,
there is only one LSTM layer and the multilayer LSTM will be explored in future work.
The word embeddings dimension is set to 128. We randomly initialize the word
embeddings and fine-tuned during backward propagation. The training batch size is 16.
Dropout rate on the fully connected network is set to 0.5 for regularization [21]. To
prevent the gradient from exploding, the maximum value of gradient clipping is set to
5. The bias of the loss function is set to 10 and the number of headers of the attention is
set to 10. We apply Adam optimization to our model following the settings in [8].

4.2 Intent Detection Task Results

We first report the results on independent tasks of intent detection and word slot
extraction. We used the bi-LSTM model as our baseline and compared the performance
of our proposed model with previously reported methods on intent detection task and
illustrate the results in Table 2.

As we can see, our joint methods performs better than pipelined methods on intent
detection. The attention-based bi-LSTM joint model and the bi-LSTM joint model with
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bias loss function advances the bi-LSTM model. Moreover, the bi-LSTM model
combined with attention mechanism and bias loss function achieved the best accuracy
of intent detection. This could be attributed to the combination of attention mechanism
and bias loss function that allows the model to learn the sequence level information
more efficiently.

While training the attenuation model, we found the attention mechanism is helpful
to enhance the influence of long-distance keywords when the intent of words is been
labeling. As shown in Fig. 3, We can find that the attention weights at the beginning of
the sentence are higher when we label the last word “thursday”. The word slot of
“thursday” is a date slot which may appear in many sentences with different intents. So
we should know the intent of the sentence as well as the slot of the word “thursday”
and then label the word with “B-depart_date-flight”. Obviously, the beginning words
carry most information of the intent and the attention mechanism can find additional
long-distance information effectively to solve multiple intent issues. This may explain
one side of the reason for the good performance of our joint model on intent detect task.

4.3 Word Slot Extraction Task Results

Table 3 shows the performance of our proposed model for word slot extraction and
previously reported results. Once again, the joint model performs better than the
pipeline method. Besides, the attention-based model gives slightly better F1 score than
the non-attention-based models. The reason could be the attention mechanism seeking
to find other supporting information from input word sequence for the word slot label

Table 2. The results on independent task of intent detection

Model Intent accuracy (%)

Recursive NN [2] 95.40
Boosting [16] 95.62
Boosting + Simplified sentences [17] 96.98
bi-LSTM 97.14
bi-LSTM with attention 97.31
bi-LSTM with bias loss function 97.20
bi-LSTM with attention-bias loss function 97.65

Fig. 3. The distribution of the attention weights when labeling the last word “thursday” with the
intent “flight” of the sentence. The darker shade is the higher attention weight is.
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prediction. Overall, attention-based RNN Models outperform the ones without atten-
tion mechanism and the bias loss function is helpful for the word slot extraction.

When we combine attention mechanism and bias loss function on bi-LSTM model
we find the F1 score gets slight reduction. We think the weight of bias loss function
may disrupt the weight of attention during backpropagation. As the bias is manually
set, it is difficult to select a perfectly suitable hyperparameter, which may lead to human
errors affecting the training process. In the next work, we will try to optimize the bias
by setting it as a parameter of the model.

4.4 Joint Task Results

Table 4 shows our tagging model’s performance on joint extraction task of intent and
word slots comparing to previously reported results.

As shown in this table, the joint model using tagging strategy achieved promising
performance on both intent detection and word slot extraction. The attention based bi-
LSTM get the best performance during our experiments. However, the combination
model based on attention mechanism and bias loss function still have much room for
improvement.

Table 3. The results on independent task of word slot extraction

Model F1 score (%)

CNN-CRF [19] 94.35
RNN with Label Sampling [9] 94.89
Hybrid RNN [11] 95.06
Deep LSTM [20] 95.08
bi-LSTM 94.89
bi-LSTM with attention 95.15
bi-LSTM with bias loss function 95.13
bi-LSTM with attention-bias loss function 95.05

Table 4. The results of joint task on intent detection and word slot extraction

Model F1 score (%) Intent accuracy(%)

RecNN [2] 93.22 95.40
RecNN + Viterbi [2] 93.96 95.40
bi-LSTM 94.89 97.09
bi-LSTM with attention 95.15 97.20
bi-LSTM with bias loss function 95.13 96.89
bi-LSTM with attention-bias loss function 95.05 97.09
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We checked the badcase in the results, most of which were caused by the word
“UNK” which represents low frequency words. Besides, many word slots are also
infrequent in the mislabeling results. It can be speculated that due to the limit of the
data size, the training data could not cover all the cases well, especially for words and
word slots with low frequency. In future missions, we will scale the size of the data set
and adopt a deeper RNN model to further improve the performance of our model.

The experimental results show the effectiveness of our proposed method. But it still
has shortcoming on identifying multiple tags. In the next work, we will replace the
softmax function in the output layer with multiple classifier, so that a word can be
labeled multiple tags. In this way, the word tagging process can be transformed into a
multi-classification problem, which can solve the problem of multiple tags. Although,
our model can enhance the effect of word slot words, the associations between word
slots and sentence intent still require refinement in next works.

5 Conclusion

In this paper, we explored a tagging strategy and investigated the end-to-end RNN
models to jointly extract of intent and word slots. We further improved our joint
tagging strategy model with the attention mechanism to solve the problem of diver-
sified relationship between word slots and intentions. Based on our tagging strategy
model, the joint task of intent detection and word slot extraction is greatly simplified as
only one sequence tagging model needs to be trained and deployed. We conduct
experiments on a public dataset and the experimental results show that our joint model
achieved better performance on the benchmark ATIS task compared with most of the
existing pipelined and joint models for both independent and joint extraction task.
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