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Abstract. Human Activity Recognition (HAR) from videos is an impor-
tant area of computer vision research with several applications. There are
a wide number of methods to classify video human activities, not with-
out certain disadvantages such as computational cost, dataset specificity
or low resistance to noise, among others. In this paper, we propose the
use of the Normalized Compression Distance (NCD), as a complemen-
tary approach to identify video-based HAR. We have developed a novel
ASCII video data format, as a suitable format to apply the NCD in
video. For our experiments, we have used the Activities of Daily Living
Dataset, to discriminate several human activities performed by different
subjects. The experimental results presented in this paper show that the
NCD can be used as an alternative to classical analysis of video HAR.

Keywords: Data mining · Normalized Compression Distance
Clustering · Dendrogram · Image processing
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1 Introduction

Human Activity Recognition (HAR) [4,6,31] from videos represent a relevant
area of computer vision research. Its utility in many areas has increased the
demand of broader analysis in the field, producing an increase of publications
related with Computer Vision in HAR [4,26,31]. Some of its applications are:
human health care [17], video labeling [27,28], surveillance [21,26]and human-
computer interaction [1,24], among others. There are many approaches in the
literature to identify human activities from video with remarkable results. How-
ever, dealing with video implies solving certain issues that eventually lead to
some drawbacks in the final systems of HAR video processing. Some exam-
ples are high computational costs, dataset specificity or the dependency of the
temporal movement sequence.
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Vision-based HAR can be summarized as a combination of extracting some
features from a sequence, and discriminating between activities by means of
a classification system. The most important difficulties of feature extraction
in video processing are: (i) overlap and variability between and within classes,
(ii) temporal differences between samples (iii) impact and complexity of the
environment and (iv) quality of the data. As an example of the first problem,
a video may contain activities that include similar movements (e.g. reading and
using a tablet) but also can include activities that are carried out differently
by different people (e.g. cooking). Following this last case we can find others
examples of the second problem. Among others, the duration, repetition or even
order of execution of an activity can differ greatly, causing variations in the
temporal structure, or sequence, of the activity. Finally, the capability to identify
the background depends on many factors such as color difference, movement of
the camera, or even quality of the recorded video.

There are a considerable variety of methods that aim to solve these problems
in the literature [4,6,31]. However, as we introduced before, the inherent draw-
backs of these methods require additional adjustments in order to be used in a
real-world application. In this work, we aim to use compression algorithms as
a parameter free dissimilarity approach (among other reasons, see Sect. 2.1) to
identify human activities in video files. The idea behind using a parameter free
method is to identify the relevant information without performing any low level
analysis on the data. This is to increase the applicability of the method (due
to the lack of specificity and parameters) while decreasing its computational
costs (that some times make the system prohibitive to real-world implementa-
tions). Also, the use of compression distances over video data represents a novel
application with remarkable applications for video analysis.

In this work, we have developed a video-to-ASCII processing method to locate
and convert the activity of the video files into suitable objects for a compression
algorithm. In order to test the capabilities of these methodology, we have per-
formed experiments over the Activities of Daily Living Dataset [22] (see Sect. 3).
This dataset is composed of different videos of human activities, performed by
different subjects. Each video is recorded from a fixed point of view and stored
in Audio Video Interleave (AVI) format, using the Motion JPEG video codec. In
our experiments we try to discriminate between each pair of activities, parsing
each video into our ASCII video format and using a widely used compression
distance (the so-called Normalized Compression Distance or NCD) together with
a hierarchical clustering. The results obtained using our methodology report a
good separability between most of the pairs of activities. These results suggest
that this measure could be used as an alternative methodology to identify video
HAR.

2 Methodology

As mentioned before, we have used the Activities of Daily Living Dataset [22].
This data set has been used in several studies on human activity recognition in
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the literature [2,20]. In this Section we will introduce the compression distances,
(as the methodology that we have used in this work) the methodology to convert
video streams into ASCII objects and the clustering procedure to measure the
identification capabilities of the NCD.

Fig. 1. Video activities examples, obtained from the Activities of Daily Living Dataset
[22]. The five upper pictures belong to the activities labeled as: “answer phone”, “chop
banana”, “dial phone”, “drink water” and “eat banana”. The five lower pictures belong
to the activities labeled as: “eat snack”, “look up in phonebook”, “peel banana”, “use
silverware” and “write on whiteboard”.

2.1 Normalize Compression Distances

Compression distances are dissimilarity measures that make use of compres-
sion algorithms to identify common properties between objects. These measures
search for the information shared between files, and use it, to define how differ-
ent, in general terms, two objects are. The Normalized Compression Distance
(NCD), is a generalization defined in [8,19] that defines the distance between
two objects x and y, as the relation between the size of each object compressed
alone (C(x) and C(y)), and the size of their concatenation (xy) compressed
(C(xy)). Hence, if the concatenation of two objects can be compressed better
than each object alone, it means that the objects share some information. The
mathematical formulation of the NCD can be defined as:

NCD(x, y) =
max{C(xy) − C(x), C(yx) − C(y)}

max{C(x), C(y)} ,

where C is a compression algorithm and C(x) and C(xy) are the size of the
C-compressed versions of x and the concatenation of x and y, respectively. The
NCD has been used in different areas of knowledge, with remarkable results, due
to its high noise tolerance, wide applicability and capabilities among different
types of data (audio, images, text, etc.). Among many others, compression dis-
tances have been used from document clustering [13,14] to spyware and phishing
detection [7,18], image analysis [10,11,16,29],earth observation [5,15] and music
clustering [12,25].

Due to the fact that compression distances are based on the skill of a com-
pressor to identify similar features in big amounts of data, one would expect that
video data should not be an exception. However, the video codecs used to store
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video streams (sequence of images) in video files, already compress the infor-
mation. In contrast to a text book or a bitmap picture, where the information
is fully accessible, a video file contains the information compressed, making its
identification by a compression algorithm almost impossible. The way in which
the information is compressed, depends on the codec used for the video file.
In the data used in this paper, each video sequence is stored using the Motion
JPEG codec (one of the few lossless video codecs), which compress each frame
individually as a separate image. This however is not the only issue that the
NCD has with video objects. Among others, the high percentage of noise or the
big heterogeneity of sizes, are examples of other drawbacks to applying NCD
directly to the video format. For all these reasons, we propose a novel video
ASCII representation, in order to mitigate some of these drawbacks.

2.2 Data Format: From Video to ASCII

In order to transform the activity videos into a format that could be appropriate
to be used by compression algorithms, we have developed a video preprocessing
method. The aim of this process is to extract the optical flow [3] of the video
objects and to obtain the motion signature of each task that takes place in
them. This motion signature is the one that will be encoded in ASCII format
to be analyzed by the compressor. This encoding allows reducing the size of the
original video files from 14.4–211 MBs to a fixed 17 KB for the ASCII format
(which also solves the size problem mentioned before).

The video preprocessing consists of the following steps:

1. We extract 10 video frames from the video, equally separated in time, on
which we perform a grayscale conversion, see panel (a) in Fig. 2

2. We calculate the optical flow (through Horn–Schunck method [30]) of the
selected frames and apply a thresholding to obtain the image points with
greater activity, see panel (b) in Fig. 2.

3. We divide the image into binary boxes (1 = movement, 0 otherwise) and
calculate the total activity produced in each one of them. This will generate
an activity map, see panel (c) of Fig. 2. The dimensions of the boxes used are
16× 16 pixels.

4. We obtain the motion signature adding the different activity maps into a
unique one, see panel (d) in Fig. 2.

5. We assign identifiers to each of the image boxes using a diagonal zigzag order
(used in image encoding such as MPEG [23]), see panel (e) in Fig. 2.

6. Once the boxes are organized by means of the identifiers, we sort them accord-
ing to the total activity (given by the optical flow) of each of the boxes. This is
the information that will be stored into an ASCII file and, later on, analyzed
by the NCD, see panel (f) in Fig. 2.

2.3 Clustering of ASCII Objects Using String Compression

Once the video objects have been parsed into our proposed ASCII video objects,
it is necessary to define a methodology to measure the effect of the NCD into
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Fig. 2. Video preprocessing for conversion from the original AVI to ASCII format.
Firstly, we extract a certain number of video frames and convert them to grayscale,
panel (a). Secondly, we calculate the optical flow of these frames and apply a threshold
on them to obtain the image points with greater activity, panel (b). Thirdly, we divide
the image into boxes and calculate the total activity produced in each of them in order
to generate an activity map, panel (c). Subsequently, we make the sum of the different
activity maps to obtain the motion signature, panel (d). Finally, we read the image
matrix (motion signature) in zigzag order, panel (e), and sort the information as a
function of the total activity of each of the boxes, panel (f).

these new ASCII objects. Due to the NCD only reports a distance between two
objects, we make use of a hierarchical clustering algorithm (based on the MQTC
algorithm [8] from the CompLearn toolkit [9]) to parse the NCDs between objects
into a dendrogram. For instance, given the case of a set of ASCII video objects,
for two of the classes of Fig. 1, we can measure the NCDs between every pair of
files and transform it into a hierarchical dendrogram. Finally, in order to measure
how well each class is separated, we have made use of the Silhouette Coefficient
(SC) (detailed in [14]) as an unbiased clustering quality measure.

3 Experiments and Results

For our experiments we have taken all the data provided by the Activities of
Daily Living Dataset [22] to measure the capabilities of our methodology. This
dataset includes 10 different tasks performed by 5 different subjects, 3 times each
one of them. The objective in these experiments is to discriminate two sets of 15
objects each, from two classes of the videos of Fig. 1. In this figure, we show a
representative frame of each class along with the names of the different tasks to
classify. As an example to motivate the complexity of this problem, in Fig. 3, we
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show 10 samples of processed activity maps before the zig-zag sort (described in
Sect. 2.2) and the dendrogram produced by the NCD-driven clustering over the
30 video objects (15 of each class). The left figures are obtained from videos of
two activities performed by 5 different subjects. In this figure, one can see that
the activity classes have different signatures, but are not easily differentiable at
simple sight. In order to identify these signatures we made use of a NCD-driven
clustering (described in Sect. 2.3) which, as the right dendrogram of the figure
shows, identify the two classes perfectly.
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Fig. 3. Sample maps of activity for Chop banana and Use silverware, for different
subjects. Each heatmap is produced by the process described in Sect. 2.2 until the
zig-zag sort. This is equivalent to the d panel of Fig. 2. The right heatmaps, A and
B, belong to Use silverware and Chop banana, respectively. As we can see, the classes
are not easily differentiable at simple sight. The dendrogram of the figure shows how
well our method identify each activity for all the subjects samples. The Silhouette
Coefficient in this case is 0.51

In Fig. 4 one can see that the proposed format, together with the NCD, report
remarkable task identification results for the majority of tasks pairs. However,
there is some tasks that are more difficult to identify than others. For example,
while “chopBanana” and “eatSnack” are very well separated, “peelBanana” and
“eatSnack” are not. Following the first case (“chopBanana” and “eatSnack”),
in Fig. 5 we show the dendrogram corresponding to the field marked with an X
of Fig. 4, with and without our video-to-ASCII process (right and left dendro-
grams, respectively). One can see that the clustering is only achieved in the right
dendrogram, where all the video objects are processed into the activity ASCII
objects. Thus, the conversion of the video objects prove to be essential to the
analysis.
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Fig. 4. Color map comparison of the clustering quality obtained from the different
experiments. Each point of the map, corresponds to the S.C. obtained from parse the
video to our video format (described in Sect. 2.2) and applying a NCD-driven clustering
(described in Sect. 2.1). The diagonal of the matrix is not defined due to the fact that
a task cannot be compared with itself. The dendrogram of the fields marked with an
X is depicted in Fig. 5 right panel.
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Fig. 5. Sample dendrograms, produced by the clustering of the activities: Chop banana
and Eat snack, for the original files and the processed files. One can easily see that
both activities are well separated in the right dendrogram (where the videos are trans-
formed into our proposed format) while the left dendrogram (obtained from the original
videos) reports almost no separability. Additionally, the Silhouette Coefficient for these
dendrograms is 0.546 and 0.123, respectively. The right dendrogram corresponds to the
fields marked with an X of Fig. 4.

4 Conclusions

The approach presented in this work aims to identify different human activities
from video sequences addressing some of the drawbacks that classical systems
have. The way in which we have performed that consist of adapting a generic, low
costly and parameter-free methodology, compression distances, to our specific
case by means of a video ASCII format. Particularly, we have used the well-
known Normalized Compression Distance (NCD).

In order to use the NCD over video streams we defined a video-to-ASCII
conversion methodology. This allows us to make use of compression distances
with video objects with successfully results. In this manner, the activity of the
video samples is located and casted into text files based on its location in the
video frames. Our assumption is that each activity should be expressed with a
particular movement signature which, on average, should be shared among var-
ious subjects. To corroborate this assumption, we have tested this methodology
over different video samples using the Activities of Daily Living Dataset [22].

The results presented in this paper show that applying our methodology
produces a remarkable clustering along the dataset, which suggests the NCD
can be applied to the context of video HAR with success. In the same vein,
Fig. 4 shows that the majority of the activities, for this specific database, are
fine identified while only a minority are not. This means, that some pairs of
activities are too similar to discriminated which videos belong to each activity
using this analysis. With this approach, we achieved reasonable results without
taking in consideration the particularities of the dataset.
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As future work we plan to test and improve our new format over different
data sets. In the same vein, we intend to produce alternative video-to-ASCII
formats to measure different characteristics of the video activity, and thereby,
to add robustness to the system (redundancy). Measuring the vector movement
(instead of the activity index) or segmenting the video into multiple ASCII files,
are examples of possible alternatives to our method. In summary, we expect to
improve the capabilities of the methodology presented in this work exploring
different compression algorithms, conversion methodologies and video represen-
tations.
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